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Marsha J. Berger
Courant Institute
251 Mercer St.
New York, NY 10012

Abstract

Our long term goal has been the development of automated tools for computing
fluid flow in complicated geometries. With the help of long range funding, we
have developed mesh generation tools, surface preparation algorithms, and a
highly scalable parallel inviscid steady state flow solver using Cartesian grids
with embedded boundaries. This has enabled us to do high fidelity inviscid
engineering calculations. for a wide variety of complex configurations. The goal
of our most recent work is to develop methods to simulate time-dependent flows
for bodies in relative motion. This capitalizes on the robustness and ease of
Cartesian grid generation, since for bodies in relative motion a new grid must
be generated after each step. This research is in collaboration with Michael
Aftosmis and Scott Murman at NASA Ames Research Center. Technology
transfer is facilitated by our Cart3D code, which is used by over 100 groups
around the country.

Introduction

Cartesian grids have proven themselves in the last decade for inviscid flow sim-
ulations around complex geometries. There are many flow situations for which
their rapid turnaround time and level of automation have had great success.
Cartesian grid methods have been able to incorporate very complicated geome-
tries quickly without user intervention [2]. High resolution finite volume flow
solvers have been developed that can accurately discretize and robustly solve
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on Cartesian meshes with embedded boundaries [1]. Their simplicity and data
locality on these meshes lead to high performance on large parallel processors
[3,4].

The goal of our recent research was to develops algorithms for accurate
and robust flow solutions for geometries in relative motion. The interesting
mathematical challenges lie in handling the irregular cells where the geometry
intersects the grid. These problems are surmountable when the geometry does
not move relative to the mesh, but new issues arise in treating moving bodies.
The mesh itself does not move, so there is no issue of mesh smoothness or
tangling. The new difficulties with embedded boundaries have to do with the
computational cells that are exposed or covered during a time step as the body
moves through the mesh. There were two aspects to this work. First, the
steady-state solver was converted to a time-dependent solver using pseudo-time
integration. In this approach, an artificial time derivative, call it du/d7 is
added to an implicit time-discretization of the Euler equation, and the so-called
psuedo-time is marched to steady state. This leverages all the machinery of
the steady-state flow solver. As part of this effort, we needed to improve the
convergence of the latter, which was felt was being hampered by the limiters
in the finite volume scheme. This led to a detailed investigation of the use
of limiters on irregular grids. Second, we started investigating finite volume
methods for moving geometry. Both efforts are summarized below.

Limiters for Finite Volume Schemes

The Cart3D steady state flow solver has some stalling of convergence due to cut
cells. This became critically important in the time-dependent case, since the
solution to the implicit discretization needs to converge at every step Much of
the problem was due tot he behavior of the limiters on irregular grids, which
includes mesh refinement interfaces with 2:1 mesh ratios as well as irregular cells
adjacent to a body.

We have developed a theory in one dimension for non-uniform meshes, and
extended several limiters in common use today to the irregular case. Most
limiters use the Sweby formulation, where limiters are written as a function of
R = Z—f%, for example the van Leer limiter has ¢(R) = (1_‘41_—%);. To preserve
second-order accuracy, which treats a linear solution exactly, a limiter should
nol. limit this case. A linear solution thus has R = 1, and ¢(R) = 1.

However on irregular grids, R # 1 for a linear solution. This can be easily
remedied by incorporating the mesh widths into the definition of R, defining

R — E—Z%——%;—%ﬁ—i;—z so that instead of undivided differences, we use divided
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Figure 1: Limiters evaluated on stretched meshes, with irregular mesh cells
sketched at the bottom

differences. This will maintain ¢(R’ = 1) = 1, but unfortunately it is not TVD
for the rest of the interval.

By analyzing and generalizing the form of the limiters, we have devised new
functional forms that maintain monotounicity for all mesh ratios. Figure 1 shows
several cases with different mesh ratios, the new limiters we have developed
that generalize van Leer, and the original van Leer limiter that is not TVD.
This work is described in [4].

Work on multi-dimensional limiters in still in progress. Since cell centroids
are not coordinate-aligned, the work above is not sufficient to handle this case.
We are pursuing two avenues. One generalizes the one-dimensional work by
replacing one sided differences with reconstructed least-squares derivatives. This
is linearity preserving, but not sufficiently monotone, since it admits an odd-
even mode. However in practise it is the limiter of choice for cut cells at this
point. Another approach we are investigating uses linear programming to limit
the gradient according to constraints on neighbors, while preserving as much
as possible of the originally reconstructed gradient. This appears to be very




accurate, but the next step is to develop an efficient solution technique, and
test it with regards to limiter chatter. This work will continue over the next
grant period.

Relative Motion in Finite Volumé Schemes

We are using a two-pronged approach to develop a relative motion simula-
tion tool. We are using both a one dimensional model problem, and a three-
dimensional “baseline” problem that consists of simply putting together the
individual pieces of the algorithm in a static, non-parallel way, using the re-
cently developed time-dependent (but with static geometry) flow solver and a
6-DOF module for rigid body motion written for Cart3D by my collaborator
Scott Murman.

One-dimensional Model Problem

The simplest setting to study the accuracy and stability of flow with a moving
wall is in one space dimension. We use both linear advection and a non-linear
piston modeled with the Euler equations. The wall can be moving either into
or away from the computational domain. Consider the equation u; + f(u); = 0,
and integrate over a slab in space as in figure 2, with the left side of the slab
located at zg + wt, and the right side fixed at 1, where w is the speed of the
wall. Using the Leibniz rule and then the equation, we get

d 1 1
— u(z,t)der = / updz —w - u(zy + wt, t)
dt To+wt xot+wt

Il

/w1 —frdz —w - u(zy + wt, t) (1)

o+wt
= —f(u(z1,t)) + f(u(zo + wt, t)) —w-u(zo + wt,t)

This is the basis of the numerical discretizations. We are primarily interested in
implicit finite volume discretizations, to avoid stability problems at the cut-cells
as well as to allow taking larger time steps than an explicit scheme would allow.
Implicit schemes are common in aerodynamics due to the variety of scales, not
all of which need to be resolved.

For linear advection u; + au, = 0 (taking f(u) = au ) the wall speed w
determines whether the wall should be an inflow or outflow boundary. We have
developed a methodology to study the stability of discretizations of this equation
using the initial-boundary value stability theory of GKS (“Stability Theory of




Difference Approximations for Mixed Initial Boundary Value Problems, II”.
Math. Comp. 26, 619-686, (1972)).

The stability results obtained so far use the first-order upwind finite volume
scheme, to make the algebra tractable. We can show results-such as:

Prop.: For the implicit upwind finite volume scheme applied to a right-

moving wall with any CFL, if the interior scheme is stable (which it is), then

the moving wall scheme is stable. )
In other words, allowing an arbitrarily small cell volume ah for the cut cell at the
wall, with o = 0, does not introduce a numerical stability problem. For a wall
moving away from the domain we study two approaches to computing the cut
cell update: cell merging, or the more exact “crossing time” calculation, where
the exact time that the wall crosses cell edges is used in the update formulas.
Not surprisingly, both of those are stable as well.

With this background preparation, we are trying to develop a free-stream
preserving one-dimensional method using a splitting paradigm. Unlike the more
usual splitting methods that split an equation by spatial derivatives, we want
to split the terms involving geometry motion from those involving an update of
the solution in time. We want a scheme where at time ¢,

1. the geometry moves instantaneously to its new position,

2. the flow is updated using only the geometry in the new location.

This is illustrated by the approximate geometry motion in figure 3b, which we
also call the backward Euler approximation to the geometry.

A first order splitting method along these lines first moves the geometry,

x0+w( X+ wt
time t

time 0

(a) (b)

Figure 2: Notation for moving wall equation (1). In (a) the wall is on the left
moving with speed w into the computational domain, where w > 0; in (b) it is
moving away with speed w < 0.




cell 0 cell 1

(b)

Figure 3: (a) Illustration of cells 0 and 1 with left-moving wall. (b) The “back-
ward Euler” approximation to the geometry (use the geometry at time n + 1
and include the terms that make it free-stream preserving (i.e. so that the cell
closes).

giving the intermediate solution denoted by bars

ahuy =0+ up AV

2
hut = ahuf + upy AWy 2)

where AVj; is the change in volume between time n + 1 and n for cell j. The
solution is then updated on fixed geometry to get

ah ugﬂ = ahug — aAt(u6L+1 — up)

huf™ = ha — aAt(ultt — )

(3)

This is actually the usual first-order free-stream-preserving method written in
two-step form, to make it easier to think of generalizations. One such general-
ization gives a second-order splitting method along these same lines, using linear
interpolation to determine the intermediate values of the cut cells is:

u1 = Linear Extrap (up,uy)
ug = Linear Extrap (’U'g, uy) (4)
up = Linear Extrap (uy,uy)

and

e

o
|
|3

1= ﬂ[(ug/z +U_?/;) - (u?/-zl + -1711/_2)]
(5)

_ aAt - _
oud™ = omg — %—[(u?/'zl + u’ll/z) - (up*t + 7).



In [7], the interpolation uses the specified boundary condition and the solu-
tion in the first full flow cell. (Using the solution in cells closer to the moving
wall is not stable).

Numerical experiments shown in table 1 clearly show second order conver- .
gence for our linear advection test problem with a cosine initial condition, with
a CFL of A = 2.0, a small cell ratio & = .1, and the wall moving one cell per
time step. The errors are quite comparable to a second-order unsplit scheme
(not shown here). A manuscript describing this work is in preparation.

Unfortunately the linear problem is really too easy to serve as a good model
for the multi-dimensional nonlinear problem. Even a one-dimensional moving
piston is much more complicated than the linear model. The moving wall is a
characteristic boundary, and there is only one boundary condition associated
with it. Without a specified inflow boundary condition to help interpolate the
solution onto a changing mesh, it is very difficult to find both a stable and
second-order accurate splitting method for systems of equations. Here we show
some experiments using an unsplit method. Figure 4 show results of a piston
moving right, so that the compression side is on the right, and a rarefaction
on the left. The experiments use either Backward Euler or the trapezoid rule
in time and various first and second-order methods in space, as detailed in the
caption. The piston moves 3 cells per time step. Note that although it is stable,
the trapezoid rule is not monotone for this CFL number. A related issue that
will need investigation is monotonicity of limiters for implicit methods.

The 1D moving piston is a good model problem in that it exercises the
numerical methods with the relevant physics of compression and rarefaction
waves. However in some ways it is actually a harder problem than we will find
in higher dimensions, since the flow is determined entirely by the piston motion.

# Cells | 2 norm error | max. norm error
25 | 4.19E-02 7.30E-02
50 | 8.52E-03 1.52E-02
100 | 2.02E-03 3.63E-03
200 | 4.95E-04 8.90E-04
400 | 1.22E-04 2.20E-04

Table 1: Second order split method, where geometry is moved instantaneously,
theu the solution is updated using a second order method on fixed geometry.
The uncovered cells were initialized by linear extrapolation using the boundary
value at ¢, and us.




Figure 4: Piston moving to the right. The computations from left to right
use backward Euler in time with no gradients, backward Euler with limited
gradients, and the trapezoid rule with limited gradients. The piston moves 3
cells per time step. Note that the implicit trapezoid rule is not monotone at
this cfl. Blue shows density, green shows velocity and purple is pressure.

In a store separation problem for example the flow is determined mostly by the
stationary geometry. Also, errors show up much more strongly in one dimension,
since there is no place for the error to hide.

Three-dimensional Experiments

Although we do not yet have the algorithm of choice in hand, we have imple-
mented a first pass algorithm in three space dimensions by putting together the
pieces of the static algorithm. For example, at every time step a new mesh
was generated, even though only a small fraction of the domain needed to be
re-meshed due to the moving geometry. The steady-state code was extended
to the time-dependent case with an implicit discretization in time, and a dual-
timestepping formulation that iterates until convergence at each time step. The
spatial discretization, multigrid and parallelization of the steady-state code were
re-used as is. The cut-cell discretizations used the first-order backward Euler in
time [5]. This work was not conservative unless the CFL relative to the mov-
ing geometry was limited to less than 1, which is much too restrictive in many




cases. Nevertheless we have been able to run several cases of interest [6,7]. This
experience also tells us where we will need to develop new infrastructure.:

More recently we have done simulations of a PPB (practice plastic bomb)
separating from a TER-9 ejection rack mounted on an F-16, shown in Figure 5.
A zoom on the PPB is shown in figure 6. There is experimental data from Eglin
that we used for verification. Our results to date show that the displacements
can be well approximated, but the moments are extremely difficult and we do not
do a good job. One hypothesis is that this is due to lack of conservation around
the separating store. (We point out however that the Seek Eagle simulations
using Beggar (J.M. Lee, K. Dunworth, B. Chesser, S. Ellison and B. Jolly. “CFD
Investigation of Plastic Practice Bomb (PPB) Separation from F16/TER-9A
Configuration”. AIAA Paper 2003-4224, June, 2003.) also had difficulty with
this.) This regime, where the flow is almost supersonic, and the PPB weighs
only 8 pounds, is extremely difficult to compute.
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'Figure 5: F-16 including sidewinders and fuel tank. The TER-9 ejection rack
and PPB is in the rectangle.

Figure 6: Zoom of PPB separating from an F-16, colored by surface pressures.
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