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Exact Subpixel Motion Estimation In DCT Domain
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ABSTRACT

Currently existing subpixel motion estimation algorithms require interpolation of inter-pixel values
which undesirably increases the overall complexity and data flow and deteriorates estimation accuracy.
In this paper, we develop DCT-based techniques to estimate subpel motion at different desired subpel
levels of accuracy in DCT domain without interpolation. We show that subpixel motion information
is preserved in the DCT of a shifted signal under some condition in the form of pseudo phases and es-
tablish subpel sinusoidal orthogonal principles to extract this information. Though applicable to other
areas as well, the resulted algorithms from these techniques for video coding are flexible and scalable
in terms of estimation accuracy with very low computational complexity O(N?) compared to O(N*)
for Full Search Block Matching Approach and its subpixel versions. Above all, motion estimation in
DCT domain instead of spatial domain simplifies the conventional hybrid DCT-based video coder, es-
pecially the heavily loaded feedback loop in the conventional design, resulting in a fully DCT-based
high-throughput video codec. In addition, the computation of pseudo phases is local and thus a highly
parallel architecture is feasible for the DCT-based algorithms. Finally simulation on video sequences of
different characteristics shows comparable performance of the proposed algorithms to block matching
approaches.

Keywords: motion estimation, subpixel accuracy, video coding, video compression, shift measurement
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I. Introduction

Accurate estimation of displacement or location of a signal or image is important in many applica-
tions of signal and image processing such as time delay estimation [21], target tracking [35], non-contact
measurement [40], [2], remote sensing [4], [11], computer vision [1], image registration [8], [38], and so
on. In video coding, motion estimation is proved to be very useful for reduction of temporal redundancy.
Therefore, a number of motion estimation algorithms have been devised solely for video coding [29], [10]
and numerous VLSI architectures have been designed for practical video applications [33]. To further
improve the compression rate, motion estimation with subpixel accuracy is essential because movements
in a video sequence are not necessarily multiples of the sampling grid distance in the rectangular sam-
pling grid of a camera. It is shown that significant improvement of coding gain can be obtained with
motion estimation of half pixel or finer accuracy [16]. Further investigation reveals that the temporal
prediction error variance is generally decreased by subpixel motion compensation but beyond a certain
“critical accuracy” the possibility of further improving prediction by more accurate motion compensa-
tion is small [13]. As suggested in [16], [12], motion compensation with 1/4-pel accuracy is sufficiently
accurate for broadcast TV signals, but for videophone signals, half-pel accuracy is good enough. As
a result, motion compensation with half-pel accuracy is recommended in MPEG standards [27], [28].
Implementations of half-pel motion estimation have started to be realized [39], [3], [6].

Many subpixel motion estimation schemes have been proposed over the years 1], [29], [10]. The most
commonly used spatial-domain fractional-pel motion estimation algorithms such as the block matching
approach [26], [12], [9], the pel-recursive approach [30], [31], require interpolation of images through
bilinear, Lagrange, or other interpolation methods [34]. However, interpolation not only increases the
complexity and data flow of a coder but also may adversely affect the accuracy of motion estimates
from the interpolated images [12]. It is more desirable that subpixel accuracy of motion estimates
can be obtained without interpolating the images. In the category of frequency-domain methods, the
phase correlation technique [37], [41], [22] is reported to provide accurate estimates without inter-pixel
interpolation but is based on Fast Fourier Transform (FFT), which is incompatible with DCT-based
video coding standards and requires a large search window at a high computational cost. Other FFT-
based approaches such as in [17], [20] also have similar drawbacks.

Due to the fact that the motion compensated DCT-based hybrid approach is the backbone of several
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Fig. 1. Coder structures: (a) Commonly used motion-compensated DCT hybrid coder performs motion estimation
in the spatial domain. (b) Fully DCT-based coder estimates motion in the transform domain.

international video coding standards such as CCITT H.261 [14], MPEG1 [27], MPEG2 [28], and the
emerging HDTV [5] and H.263 [15] standards. it is more desirable to estimate motion with fractional-
pel accuracy without any inter-pixel interpolation at a low computational cost in the DCT domain so
that seamless integration of the motion compensation unit with the spatial compression unit is pos-
sible. More specifically, a conventional standard-compliant video coder is usually implemented as a
hybrid DCT-based structure in Fig. 1(a), which achieves spatial compression through Discrete Cosine
Transform (DCT) and temporal compression through motion compensation traditionally accomplished
in spatial domain. In this hybrid structure, the feedback loop contains three major components: DCT,
IDCT (Inverse DCT) and SD-ME (spatial domain motion estimation). All incoming raw video data
must traverse this heavily loaded feedback loop once in order to be encoded in the output bitstream.
In addition to the disadvantage of having more hardware components, the throughput of the whole
coder is also limited by the complexity of the loop. However, if motion can be estimated and com-
pensated entirely in the transform domain, then DCT can be moved out of the loop and IDCT be
eliminated, resulting in a fully DCT-based video coder as shown in Fig. 1 (b) where the feedback loop
has only one major component, transform domain motion estimation (TD-ME) [23] instead of three
major components.

Based upon the concept of pseudo-phases in DCT coefficients and the sinusoidal orthogonal princi-
ples, a DCT-based integer-pel motion estimation scheme (DXT-ME) of very low computational com-
plexity (O(N?) as opposed to O(N*) for the widely used Full Search Block Matching Algorithm) was
proposed in [18], [19] to realize the fully DCT-based video coder design, as depicted in Fig. 2 and summa-
rized in Table L. In this paper, we further explore this DCT-based concept at the subpixel level and show

that if the spatial sampling of images satisfies the Nyquist criterion, the subpixel motion information is



. Compute the 2-D DCT coefficients of second kind (2D-DCT-II) of a N x N block of pixels at
the current frame ¢, {z;(m,n);m,n € {0,...,N —1}}.

. Convert the stored 2D-DCT-II coeflicients of the corresponding N x N block of pixels at the
previous frame t — 1, {z;_1(m,n);m,n € {0,...,N — 1}} to 2D DCT coefficients of first kind
(2D-DCT-I) through a simple rotation unit T.

. Find the pseudo phases {g“%(k,l); k =0,1,...,N —1; [ = 1,2,...,N} and {g°C(k,1); k =
1,2,...,N; 1 =0,1,...,N —1}, which are calculated from the DCT coefficients independently
at each spectral location (k,1).

. Determine the normalized pseudo phases f(k,1) and g(k,l) from g©3(k,1) and ¢°C(k,I) re-
spectively by setting ill-formed ¢©(k,1) and ¢5¢ (k,1) to zero:

C(k)C(1)g®5 (k,1), for |g®(k,1)] < 1,
f(k,1) = .
0, otherwise,
C(k)C()g*C (k,1), for |g5 (K, 1)] <1,
(k’l) =
0, otherwise,
where
1 _
C(n):{v_i’ forn—‘OorN,
1, otherwise,

. Obtain the inverse DCT (2D-IDCT-II) of f(k,!) and g(k,!) as DCS(m,n) and DSC(m,n)
for m,n € {0, ..., N — 1} respectively which basically are composed of impulse functions whose
peak positions indicate the shift amount and peak signs reveal the direction of the movement:

DCS( Nzlio (K)CW) £k, 1) cos S (m + £) sin 2 (n + 2)
(m,n) NQkOll 1) cos — 5)sin = (n + ),
N N-1
km 1 I 1
DSC(m,n) =¥z kz:l ::6 C(k g(k, 1) sin F(m+ 2)005 ]—V—(n—i- 5)

. Search for the peaks of DCS(m,n) and DSC(m,n) over (m,n) € {0,..., N — 1}? (or range
of interest) such that

(incs,ipcs) = arg max, |DCS(m,n)|,
mneP

(ipsc,ipsc) = arg max, |DSC(m,n)|.

. Estimate the displacement d = (thy,7hy) from the signs and positions of the peaks of
DCS(m,n) and DSC(m,n):

i — | tpsc = ipCs, it DSC(ipsc,jipsc) > 0,
“ —(ipsc +1) = —(ipcs +1), it DSC(ipsc,jpsc) <0,
s = | dpcs =jpsc, if DCS(ipcs,ipcs) > 0,
Y —(pecs + 1) =—(jpsc +1), if DCS(ipcs,jpcs) <0,

TABLE I
SUMMARY OF DCT-BASED INTEGER-PEL MOTION ESTIMATION SCHEME (DXT-ME)
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Fig. 2. Block diagram of the DCT-based integer-pel motion estimator (DXT-ME)

preserved in the pseudo phases of DCT coefficients of moving images. Furthermore it can be shown that
with appropriate modification, the sinusoidal orthogonal principles can still be applicable except that
an impulse function is replaced by a sinc function whose peak position reveals subpixel displacement.
Therefore, exact subpixel motion displacement can be obtained without the use of interpolation. From
these observations, we can develop a set of subpixel DCT-based motion estimation algorithms, that are
fully compatible with the integer-pel motion estimator, for low-complexity and high-throughput video
applications.

In this paper, we discuss the pseudo phases carrying subpixel motion information in Section II and
the subpel sinusoidal orthogonal principles in Section III for objects moving out of synchronization with
the sampling grid. In Section IV, we propose the DCT-based half-pel (HDXT-ME) and quarter-pel
(QDXT-ME and Q4DXT-ME) motion estimation algorithms whose simulation results on actual video
sequences of different characteristics are presented in Section V in comparison with the popular block

matching approaches. Finally, we conclude the major contributions of this paper in Section VI.

II. Pseudo Phases at Subpixel Level

A. One Dimensional Signal Model

Without loss of generality, let us consider the one dimensional model in which a continuous signal
z.(t) and its shifted version z.(t — d) are sampled at a sampling frequency 1 /T to generate two sample
sequences {z1(n) = z.(nT)} and {z2(n) = z.(nT — d)}, respectively. Let us define the DCT and DST

coefficients as

C(k) = ke 1
XE (k) 2 DCT{z;} = 2008 i(n) cos —(n + =), 1)
m} N n:Ow N " 2
N-1
x5() 2 D57} = 298 S gy sin T+ 1), @)
( Zi} N nzgm n)sin o (1 + 5



L fork=0orN,
where C(k) = v2

1, otherwise,
for 1 =1 or 2. By using the sinusoidal relationship:

1 1

kw 1 Ly
2 23

cos —(n + =

A gl D) — I F O], (3)

1 kn ‘kr k
= 5[61%(n+%) +e IR+ sin —jvﬂ(n—}-

we can show that the DCT/DST and DFT coefficients are related as follows:

XC(k) = %’“—)[Xf(—k)ejf’“ﬁ + XZ(k)e™92N), for k=0,...,N -1, (4)
X7 (k) = ngv) (X7 (~k)e I — XE(k)e™I5R), for k=1,...,N, (5)

where {XZ(k)} is the DFT of the zero-padded sequence {zZ(n)} defined as

z;(n), forn=0,...,N -1,
zf (n) = (6)
0, forn=N,...,2N —1,
so that
~ AN N-l :2knn
XZ(k) =DFT{z?} = Y _ zi(n)e™?"v , for k=0,...,2N — 1. (7)
n=0

From the sampling theorem, we know that the Discrete Time Fourier Transform (DTFT) of sequences

z1(n) and z2(n) are related to the Fourier Transform (FT) of z.(t), X (), in the following way:

1 w — 27l
Xy (w) EDTFT{m} = = 3 X ), (8)
1w m} =7 zl: T
Xo(w) 2 DTFT{ws} = %—Zxc(“’ ‘TZ”l ) e-ieha (9)
l

Furthermore, if X.(Q2) is bandlimited in the baseband (—%, %), then for Q = % € (=%, F),

1
X1(QT) = TXC(Q)) (10)
1 .
Xp(QT) = 7 X(Q) eI, (11)
Thus, the DFT of z1(n) and z9(n) are
- A N-1 _j2mkn 2wk 1 2rk
Xi(k) = DFT{21} = 7;) pi(n)e? N = Xi(—7) = 7 Xl557) (12)
N-1
~ dmkn 2k 1 2wk, _.2nkd
Xo(k) & DFT{aa) = 3 aa(m)e? " = Xo(T7) = 7 XeGgp) e, (13)



whereas the DFT of 27 (n) and 24 (n) become

~ k 1 wk
XE(k) = X1(52) = — Xo(—2
HOED AT ACL (14
= wk 1 7wk | _irkd
XE (k) = Xo(57) = 3 Xel57) € INT (15)
Therefore,
7rk k T
Xa(77) = Xl(%)e—f T (16)
Substituting (16) back into (4)-(5), we get
x$ (k) = %[Xlz(—k)ej%ej% + X2 (k)e I NF e I5%), for k=0,...,N — 1, (17)
X5(k) = %%[Xlz(—k)ej%ej% — XZ(k)e Nt e~IoN), for k=1,...,N. (18)

Using the sinusoidal relationship in (3) to change natural exponents back to cosine/sine, we finally

obtain the relationship between z1(n) and z2(n) in DCT/DST domain:

2C (k) =) km d
Cr1. — —
X5 (k)= N 2_0 z1(n) cos N n+ = T + ) fork=0,...,N—1, (19)
X5(k) = 2E%) NE_:lm ()sin i+ L4 L) fork=1,...,N (20)
2 N =™ N T 27 Tt

We conclude the result in the following theorem:
THEOREM 1: If a continuous signal z.(t) is f-bandlimited and the sampled sequences of z.(t)

and z.(t — d) are {z.(nT)} and {z.(nT — d)}, respectively, then their DCT and DST are related by

DCT{z.(nT — d)} = DCT%{wc(nT)}, (21)
DST{z.(nT — d)} = DST%{xC(nT)}, (22)
where
20 (k) N2 km 1
DCTa{l} == ;x( n) cos —N-(n+a+ 5), (23)
N-1
DSTg{z} = —C—(—— Z sm— (n+8+ 1) (24)

are the DCT and DST with « and B shifts in their kernels, respectively. Here d is the shift amount and

T is the sampling interval, but d/T is not necessarily an integer.
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Fig. 3. (a) The black dots and the gray squares symbolize the sampling grids for frames I;_; (u,v) and Iy(u,v) at
a sampling distance d respectively. These two frames are aligned on the common object displaced by (dy, dy)
in the continuous coordinate (u,v). (b) Two digitized images of consecutive frames, x;—1(m,n) and z;(m,n),
are aligned on the common object moving (Ay, Ay) = (dy/d, dy/d) pixels southeast.

B. Two Dimensional Image Model

Consider a moving object casting a continuous intensity profile I;(u,v) on a camera plane of the
continuous coordinate (u,v) where the subscript ¢ denotes the frame number. This intensity profile
is then digitized on the fixed sampling grid of the camera with a sampling distance d to generate the
current frame of pixels z;(m, n) shown in Fig. 3(a) where m and n are integers. Further assume that the
displacement of the object between the frames t—1 and t is (dy, dy) such that Ij(u,v) = L1 (u—dy,v—dy)
where d, = (my +vy)d = \yd and dy = (my +1y)d = Ayd. Here m,, and m, are the integer components

of the displacement, and v, and v, € (—%—, %] Therefore,

z¢(m,n) = Li(md,nd) = I;_1(md — dy,nd — dy),
zi_1(m,n) = L;_1(md, nd),
as in Fig. 3(b). Unlike the case of integer-pel movement, the displacement is not necessarily multiples

of the sampling distance d. In other words, v, and v, do not necessarily equal zero.

For integer-pel displacements, i. e. A, = m, and A, = m,, the pseudo phases are computed by



solving the pseudo-phase motion equation at (k,1) [18], [19]:
Zy 1 (k,1) - Hmu,mv(k 1) = %y(k,1), for k,l e N (25)

where N = {1,...,N—1}, Orm., .m, 1s the pseudo-phase vector, and the 4 x 4 system matriz Z;_, and the

vector X; are composed from the 2D-DCT-II of z;_1(m,n) and the 2D-DCT-I of z;(m,n) respectively:

zig (k1) =2z (k1) =27 (k1) +Z2, (K, l)
Zes (k) +Z5¢ (k1) =725 (k,1) —Zf°
p o | ZEED FEED ZEGD ~ZED |
zZic (k) —232(k,0) +Zg2 (k1) —Z¢5 (k1)
I Z3 (k) +Z5C (k) +Z7 (kD) +Ztccl(k,l)
X¢e(k,1) o, (K, 1)
X (k1 - Iy (ks 1)
2k )= | (0 » Omymy (ki 1) = oo
Xpe(k, 1) Ty (K5 1)
X (k1) Iymy (ks 1)
Here the 2D-DCT-I of z;_1(m,n) are defined as:
ce 4 Nl km I
Z¢ (k1) = DCOTI{z;- 1}— ———C(k)C(l) Z Zt—1(m,n) cos[ﬁ(m)] cos[ﬁ(n)], (26)
m,n=>0
k,l€{0,...,N},
cs A 4 =l km . dm
7z, (k1) = DCSTI{z,— 1}— —C(k)C(1) Z zy-1(m,n) cos[ﬁ(m)] sm[ﬁ(n)], (27)
m,n=0
ke{0,...,N}le{l,...,N —-1},
A 4 N-1 . km I
2% (k, 1) = DSCTHz-1} = 5 C(R)C () > z-1(m,n) sin[ 7 (m)] cos[7(n)]; (28)
m,n=0
ke{l,...,N-1},1€{0,...,N},
A 4 Nl kmw LA
Z35 (k1) = DSSTH{z;—1} = C(k‘)C(l) Z zi_1(m,n) sm[N( m)] s1n[—N—(n)], (29)
m,n=0
kle{l,...,N—1},
and the 2D-DCT-II of z4(m,n) as
A 4 e kw I
Xk, 1) = ﬁgC(k)C(l) mzn;:o zi(m, n) cos[]—v-(m + 0.5)] cos[N (n + 0.5)], (30)
kle{0,...,N—1},
A 4 s km Ir
X(k,1) = mC(k)C(l) min:zo zi(m,n) cos[ﬁ(m + 0.5)] sm[N(n + 0.5)], (31)



ke{0,...,N—-1}le{l,...,N},
4 Nl kn In
X3k, 1) £ —C(k)C(l m, n) sin[ s (m + 0.5 0.5
: 772 C (k) ()mg;owt( n) sin[-(m )JCOS[N(n+ )],
ke{l,...,N},le{o,...,N -1},
N-1
X7 (k, l)éﬁ—C( c(l) Z z¢(m, n)sm[—(m-f-O5)]51n[—(n+05)]

m,n=0

k,le{l,...,N},

(32)

(33)

where {Z}*; za = cc, ¢s, sc, ss} can be obtained from {X¥%; zz = cc, cs, sc, ss} by a simple rotation:

[ VAL () 1 [ +eos rcosg%  +cossTsindt  +sindZ cos L sin £ sin T 1 X5 (k1)
Zg2 (k1) || —cos Sosind%  +cosiEcos it —sin£Tsin L sin AT cos 4T X5, (k, 1)
VAL (N)) —sin % cos 4% —sin £Tsin & +cos £% cos 4 cos AT sin % Xze (k1)

| ZE kD || +sin &sin L —sin T cos L —cos AT sin JX cos &% cos A& | 21 (k0) |

. (34)

for k,l € N and {X}?%;zx = cc, cs, sc, ss} are computed and stored in memory in the previous encoding

cycle.

However, for non-integer pel movement, we need to use (21)-(22) in Theorem 1 to derive the system

equation at the subpixel level. If the Fourier transform of the continuous intensity profile I;(u,v) is

Z-bandlimited and I;(u,v) = I;—1(u — dy,v — d,), then according to Theorem 1, we can obtain the
following 2-D relations:
4 p km 1 Ir 1
X&e(k,1) = WC(k)C(Z) an;_—o 241 (m,n) cos[—N—(m + Ay + 5)] cos[j—v-(n + Ay + 5)], (35)
, k,le{0,...,N -1},
4 pa k 1. .« 1
X{* (k1) = 55 C(R)ICW) m;:o ze-1(m,n) cos[ = (m + Ay + 3)]sin[(n + X + 3], (36)
| ke{0,...,N—-1}1l€e{l,...,N},
4 = km 1 In 1
X7°(k,1) = ]—V—Z-C(k)C(l)mzn::Omt 1(m,n) sm[N (m+ Ay + 2)] cos[N(n+ Ay + 2)] (37)
| ke{l,...,N}Lle{0,...,N—1},
4 = kr 1. .« 1
X7 (k,1) = mO(k)C(l) mzn::()mtwl(m,n) sin[ﬁ(m + Ay + 2)] sm[N(n + Ay + 2)] (38)
| k,le{l,...,N}
Thus, we can obtain the pseudo-phase motion equation at the subpixel level:
Zi_1(k, 1) - O, (K, 1) = Ry(K, 1), for k,1 €N, (39)

el



where 0y, », (k,1) =

[g,\cf,\v(k‘,l),gfﬁAv(k,l),gfg)w(k,l),gfi)w(k,l)]T. A similar relationship between

the DCT coefficients of z¢(m,n) and z;_1(m,n) at the block boundary can be obtained in the same

way:

2, (k1)
L Ztcil(k'a l)

[ zee (k, 1)
21 (K, 1)

Zg< 1 (k, 1)

ZiZq (K, 1)

L ngl(kv l)

—z, (k1) | | oS, (k1) |
zee (k1) | 955, (K, 1) |
—zge k) || ey (B:1) -
£1(k, 1) | R (kD)
~ze (kD) | [ 95, (k1) |
ekl || gfS,, (D)
—ze, ) | [ o@D ]
ik, ]| 685y, (kD) |
7824 (k, 955, (k1) =

Z{E (k,1)g5Cy, (k, 1)

Xi“(k,1)
| Xk D)
-

Xk, 1)
| Xk D)

Xic(k,1)
| X (k1)

X (k1)
RSN
X (k, 1),

= X{“(k,1),

k=0,leN,
=0, keN,
k=N,lc N,
I=N,keN,
k=0,l=N,
k=N,1=0.

(41)

(42)

(43)

(44)

(45)

In (39), the pseudo phase vector 5Au,Av(k,l) contains the information of the subpixel movement

(Au, Av). In an ideal situation where one rigid object is moving translationally within the block boundary

without observable background and noise, we can find éAu,AU (k,1) explicitly in terms of A, and A, as

such:

Ora

(kD) =

cS
Drwa

95, (k1)
k,l)

gi,C,AU (k1)
)

gff,)\,, (kvl

o
o
w

o
[}
w

w
puirgt

[
S I

~ N e~

Z.
=

Ay + %)cos
Ay + 3)sin
Au + %)cos
Ay + 3)sin

- |

(ST

— — ~

+ o+ o+
[ Ll N T (SR NG

~—

L

II1. Subpel Sinusoidal Orthogonality Principles

In [18], [19], estimation of integer-pel displacements in DCT domain utilizes the sinusoidal orthogonal

principles:

IDCT{C(k) cos[%r(n + %)]} =

IDST{C(k) sin[%r—(n + %)]}

N—
A l Q k/'ﬂ'
N 2 C* (k) cos[—+ N
N
A2 k
= ]T/; E: (k) Sln[N

10

(m+ )] cos(

(m + )] sm[k

¢

n + )]—-(5(m—n)

(n—i— )] =8§(m —n) +5(m +mn -+ 1),

o(m+n+1),

(47)

(48)



where d§(n) is the discrete impulse function, and m, n are integers. This is no longer valid at the subpixel
level.
In (47)-(48), we replace the integer variables m and n by the real variables u and v and define

1 km 1

km
2 _— —_— —
Z Cc( cos (u+ 2)cos I (v+ 2), (49)
8% s B Ly P 4
ZC sm u+2)smN(v+2). (50)
We show in the Appendix that
= 1
Le(u,0) = =5 + 5l¢(u —v) +&(u+ v+ 1)), (51)
- 1
Lu(u,) = 3 sinfr(u + )] sinfr(v + )] + 5 [e(u —v) — £+ v+ 1), (52)
where
N-1
V2 S cos(FT ey = Ly - in g OS2V
E(z) = ICZ:% cos( N:L) = 2[1 cOS ML + s 7L - - = -] (53)

If Z(ﬂ% is so small that the second and higher order terms of ng% can be ignored, then cos 7% ~

~ 7m:
1, sin I% 2N . Thus,

[1 — cos mz] + Nsinc(z), (54)

t\.’JIn—-

{(z) =

where sinc(x) 2 sin(rz)/(wz). For large N, £(z) is approximately a sinc function whose largest peak
can be identified easily at 2 = 0 as depicted in Fig. 4, where £(z) closely resembles N -sinc(z), especially
when z is small.

A closer look at (51)-(52) reveals that either L.(u,v) or Ls(u,v) consists of ¢ functions and one
extra term which is not desirable. In order to obtain a pure form of sinc functions similar to (47)-(48),

we define two modified functions L.(u,v) and L.(u,v) as follows:

A = 1 km 1
= cos— (u+ =)cos —(v + =), (55)

k=0 2 N 2

Nl kr 1 k 1
Lg(u,v) = sin —(u + =) sin —(v + =). (56)

L SR T RN T Y

Then we can show that

Le(u,v) = 26w —0) + &t v+ 1), (57)
La(u,v) = 6w ) — &fut v+ 1] (58)

11



&(x)= = cos(k © x/N)

— &
----- N*sinc(x)
12+ - - lasttermof & (X)| 7

E(x)

Fig. 4. Plot of £(z) = ij:_ol cos %’rm) for N = 16. Observe the similarity between the curves of N*sinc(x) and
the last term of £.
Equations (55)-(58) are the equivalent form of the sinusoidal orthogonal principles (47)-(48) at the
subpixel level. The sinc functions at the right hand side of the equations are the direct result of the
rectangular window inherent in the DCT transform [32]. Fig. 5 (a) and (b) illustrate L,(z, —3.75) and
L.(z,—3.75) respectively where two ¢ functions are interacting with each other but their peak positions
clearly indicate the displacement. However, when the displacement v is small (in the neighborhood of
—0.5), é(u—w) and &(u+wv+1) move close together and addition/subtraction of é(u—wv) and {(u+v+1)
changes the shape of L; and L. As a result, neither L, nor L, looks like two { functions and the peak
positions of L, and L, are different from those of ¢(u — v) and &(u + v + 1), as demonstrated in Fig. 5
(c) and (d) respectively where the peak positions of Lg(z,—0.75) and L.(z, —0.75) are —1.25 and —0.5,
differing from the true displacement —0.75. In the extreme case, {(u — v) and &£(u + v + 1) cancel out
each other when the displacement is —0.5 such that Ls(z, —0.5) = 0 as shown in Fig. 5(e).
Fortunately we can eliminate the adverse interaction of the two £ functions by simply adding
L. and L, together since L.(z,v) + Ls(z,v) = &(z — v) as depicted in Fig. 5(f) where the sum
L.(z,—0.75) + Lgs(x, —0.75) behaves like a sinc function and its peak position coincides with the dis-
placement. Furthermore, due to the sharpness of this £ function, we can accurately pinpoint the peak
position under a noisy situation and in turn determine the motion estimate. This property enables us

to devise flexible and scalable subpixel motion estimation algorithms in the subsequent sections.

12



1DST for displacement = -3.750000 IDCT for displacement = -3.750000 1DST for displacement = -0.750000
T T T T T T T T T T T T T T

- peakal«875 - 15[ - : B peakal-375 18 - - - poakat-125

1 . . 4 —tf -

15t 2 s L " Ry

(a) Lo(z, —3.75) (b) Le(z, —3.75) (c) Ls(z, —0.75)

1DCT lor displacement = -0 750000 IDST for displacement = -0 500000 IDCT+IDST for displacement = —0.750000
T v T T 2 T T T T 2 T T T T

poak &k -050 150 peak at -15.00 | 15F poakat 075 |

(d) Le(z, —0.75) (e) Ls(z, —0.5) (f) Le(z, —0.75) + Ly(z, —0.75)

Fig. 5. Tllustration of sinusoidal orthogonal principles at the subpixel level for different displacements.

IV. DCT-Based Fractional-Pel Motion Estimation

In this section, we apply the subpixel sinusoidal orthogonal principles to develop an exact sub-
pixel motion displacement scheme without the use of interpolation to estimate half-pel and quarter-pel

movements for high quality video applications.

A. DCT-Based Half-Pel Motion Estimation (HDXT-ME)

From (39) in Section II, we know that the subpixel motion information is hidden, though not obvious,
in the pseudo phases. To obtain subpixel motion estimates, we can directly compute the pseudo phases
in (39) and then locate the peaks of the sinc functions after applying the subpixel sinusoidal orthogonal
principles (55)-(58) to the pseudo phases. Alternatively, we can have better flexibility and scalability
by first using the DXT-ME algorithm to get an integer-pel motion estimate and then utilizing the
pseudo phase functions f(k,!) and g(k,!) computed in the DXT-ME algorithm as in Table I to increase
estimation accuracy to half-pel, due to the fact that (39) has exactly the same form as (25). Specifically,
based upon the subpixel sinusoidal orthogonal principles (55)-(58), the subpixel motion information can

be extracted in the form of impulse functions with peak positions closely related to the displacement.
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Sign of Sign of Peak Index Direction of
DSC Peak | DCS Peak Motion

+ + (A, Av) northeast

+ - (A, = (A + 1)) southeast

- + (=X +1), M) northwest

- - (—(M +1),—(Ay + 1)) | southwest

TABLE 11
DETERMINATION OF DIRECTION OF MOVEMENT (Ay, Ay) FROM THE SIGNS OF DSC AND DCS

For the sake of flexibility and modularity in design and further reduction in complexity, we adopt
the second approach to devise a motion estimation scheme with arbitrary fractional pel accuracy by
applying the subpixel sinusoidal orthogonal principles to the pseudo phase functions passed from the
DXT-ME algorithm. The limitation of estimation accuracy will only be determined by the interaction
effects of the ¢ functions as explained in Section IIT and the slope of the ¢ function at and around zero
and how well the subpixel motion information is preserved in the pseudo phases after sampling.

We define DCS(u,v) and DSC(u,v) as follows:

N-1N-1

DCS(u,v) = 2 2 [Cj(c]i];’cle)]cos kﬁw(u + %) Sin%(v + %), (59)
N-1N-1

DSC(u,v) 2 PN C’E](:;’Cl%l)]sin ]%T(u + -;-) cos %(v +3) (60)

Thus, from the subpixel sinusoidal orthogonal principles (55)-(58) and the definitions of f(k,l) and

g(k,l) in Table I, we can show that

DOS(u,v) = [6(u— M)+ £l A+ D] [E(0 ~ M) = €0+ 2o + D), (61)
DSC(u,) = glé(u— M) — A+ D] [0 = Ao) + &0+ Ay + 1) (62)

The rules to determine subpixel motion direction are summarized in Table IT and similar to the rules
in determination of integer-pel motion direction in [19].

Fig. 6 illustrates how to estimate subpixel displacements in the DCT domain. Fig. 6 (c) and (d)
depict the input images z1(m,n) of size 16 x 16 (i.e. N = 16) and z2(m,n) displaced from z;(m,n)
by (2.5,—2.5) respectively at SNR = 50 dB. These two images are sampled on a rectangular grid
at a sampling distance d = 0.625 from the continuous intensity profile z.(u,v) = exp(—(u? + v?)) for

u,v € [—5,5] in Fig. 6 (a) whose Fourier transform is bandlimited as in Fig. 6 (b) to satisfy the condition

14



Continuous Intensity Profile, Xc(u.v) Fourier Transform of Xc(u,v), FT(Xc{u.v) X1 (of size 16 x 16)

(Hz) - 2, (Hz) SNR = 50.dB 2 N=16.d=(25.-25)
(a) continuous intensity profile zc(u, v) (b) FT of zc(u,v) (c) 16 x 16 z1(m,n)
X2 (= x1 displaced by [2 5,-2 5]} psoudo phase, pseudo phase, g

SNA = 5048 N 16.d=(25.-25) SNR=50d8 oo N=16,d=(25-25) SNR = 5048 o0 N=16,d=(25.-2.5)
(d) 16 x 16 wa(m,n) (e) pseudo phase f(k,1) (f) pseudo phase g(k, 1)
DSC (paak at (22) DCS [poak at (3.4} Half Pel DSC [peak at (2.5.1.5)}

SNR = 50d8 o0 N=16.d< (25-25) SNR = 5048 00 N=16.d=(25.-25) SNR = 5048 o0 N=16.d=(25-25)
(&) DSC(m,n) (h) DCS(m,n) (i) DSC(u,v) for u,v =0:0.5:15
Half Pel DCS [peak at (2 5.1.5)) SUBPEL DSC {peak at {2 5.1.5)] SUBPEL DCS [peak at (2 5.1 5]

o
@® -
°
Y

0.25 pet
°
&
025 pel

04

resolution =
resolution =
s 608

-08

20

SNR = 50d8 o0 N=16.d=(25-25) SNR = 50d8 o0 Ne16,d=(25-25) SNR = 50dB oo N=16,d = (25.-25)
() DCS(u,v) for u,v =0:0.5:15 (k) DSC(u,v) for u,v =10:0.25: 15 () DCS(u,v) for u,v =0:0.25: 15
Fig. 6. Illustration of DCT-based half-pel motion estimation algorithm (HDXT-ME)
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in Theorem 1. Fig. 6 (e) and (f) are the 3-D plots of the pseudo phases f(k,!) and g(k,!) provided by
the DXT-ME algorithm which also computes DCS(m,n) and DSC(m,n) as shown in Fig. 6 (g) and
(h) with peaks positioned at (3,1) and (2,2) corresponding to the integer-pel estimated displacement
vectors (3, —2) and (2, —3) respectively because only the first quadrant is viewed. As a matter of fact,
DCS(m,n) and DSC(m,n) have large magnitudes at {(m,n);m = 2,3, n=1,2}.

To obtain an estimate at half-pel accuracy, we calculate DCS(u,v) and DSC(u,v) in (59) and (60)
respectively for u,v = 0 : 0.5 : N — 1 as depicted in Fig. 6 (i) and (j) where the peaks can clearly
be identified at (2.5,1.5) corresponding to the motion estimate (2.5, —2.5) exactly equal to the true
displacement vector even though the two input images do not look alike. Note that the notationa: 7 : b
is an abbreviation of the range {a +i -7 fori = 0,...,|%%|} = {a,a + r,a + 2r,...,b — ,b}. For
comparison, DCS(u,v) and DSC(u,v) are also plotted in Fig. 6 (k) and (1) respectively for u,v =0 :

0.25: N—-1=0,0.25,05,...,N —1.25, N — 1 where smooth ripples are obvious due to the £ functions

inherent in DCS and DSC of (61)-(62) and have peaks also at (2.5, 1.5).

Therefore, the DCT-based half-pel motion estimation algorithm (HDXT-ME) comprises three steps:

1. The DXT-ME algorithm estimates the integer components of the displacement as (7, 1My).

2. The pseudo phase functions from the DXT-ME algorithm, f(k,!) and g(k,!), are used to compute
DCS(u,v) and DSC(u,v) for u € {ry, —0.5,1,,7, + 0.5} and v € {1y, — 0.5, 77,7, + 0.5} from
(59) and (60) respectively.

3. Search the peak positions of DCS(u,v) and DSC(u,) for the range of indices, ® = {(u,v) : u €

{1y — 0.5, 11y, My + 0.5}; v € {1y — 0.5, 170, 770, + 0.5}}, to find

(upes vpeg) = arg mgIDCS(u,v)I, (63)
u,

(upger vpge) = arg mgIDSC(u,v)I- (64)
uv

These peak positions determine the estimated displacement vector (5\1“ :\v). However, if the ab-

solute value of DSC/(u,v) is less than a preset threshold ep > 0, then M = —0.5. Likewise, if

— ~

|DCS(u,v)| < €p, Ay = —0.5. Therefore

. Unss = Unas, 1 |[DSCupssq, vpea)| > €b,
5, = DSC = YDCs | (upse vpse)| (65)

—0.9, if IDSC(U’D—SC_’ ’Umﬂ < €p,

vpes = vpsor it [DCS(upes, vpes)| > €p,

p
<
i

(66)
—0.5, if lDCS(’U,m, 'U'D“b"s_)l < €p.
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In Step 2, only those half-pel estimates around the integer-pel estimate (1, h,) are considered due
to the fact that the DXT-ME algorithm finds the nearest integer-pel motion estimate (7h,,™m,) from the
subpixel displacement. This will significantly reduce the number of computations without evaluating
all possible half-pel displacements.

In Step 3, the use of € deals with the case of zero pseudo phases when the displacement is —0.5.
Specifically, if Ay, = —0.5, then g5Cy (k,I) = 0, Vk,l which leads to g(k,l) = 0 and DSC(u,v) = 0.
However, in a noisy situation, it is very likely that g(k,!) is not exactly zero and thus neither is
DSC(u,v). Therefore, ep should be set very small but large enough to accommodate the noisy case.
In our experiment, €p is empirically chosen to be 0.08. Similar consideration is made on DCS(u,v) for
Ay = —0.5. It is also possible that the peak positions of DCS(u,v) and DSC(u,v) differ in the noisy
circumstances. In this case, the arbitration rule used in the DXT-ME algorithm may be applied [18],
[19].

To demonstrate the accuracy of this HDXT-ME algorithm, we use a 16 X 16 dot image x; in Fig. 7
(a) as input and displace z; to generate the second input image z2 according to the true motion field
{( s Ap) : Ayy Ay = =5 : 0.5 : 4} shown in Fig. 7 (b) through the bilinear interpolating function specified
in the MPEG standard [27] which interpolates the value z(m 4+ u,n + v) from four neighboring pixel

values for m,n being integers and u,v € [0, 1) in the following way:

z(m+un+v)=(1-u)-(1—-v) -z(mn)+(1—u) v-z(mn+1)

+u-(l—v)-z(m+1Ln)+u-v-z(m+1,n+1). (67)

Fig. 7 (¢) shows the estimated motion field by the HDXT-ME algorithm which is exactly the same as
the true motion field.

Fig. 8 (a)-(c) further illustrate estimation accuracy for half-pel motion estimation schemes using
peak information from Lg(u,v), L¢(u,v), and L¢(u, v) + Lg(u, v) respectively. In Fig. 8 (a), the “+” line
indicates peak positions of L;(u,v) found in the index range {0 : 0.5 : 15} for a block size N = 16 with
respect to different true displacement values {—7: 0.5 : 7}. The “0” line specifies the final estimates after
determination of motion directions from the peak signs of Ls(u,v) according to the rules in Table IL
These estimates are shown to align with the reference line v = v, implying their correctness. For the
true displacement = —0.5, L,(—0.5,v) = 0 for all v and ¢p is used to decide whether the estimate should

be set to —0.5. In Fig. 8 (b), L.(u,v) is used instead of Ls(u, v) but L.(u,v) is always positive, inferring
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Relation between true displacements and peak positions for half-pel and quarter-pel estimation. The

signs of peak values in L,(u,v) indicate the motion directions and are used to adjust the peak positions for

motion estimates.

that no peak sign can be exploited to determine motion direction. In Fig. 8 (c), Le(u,v) + Ls(u,v)

provides accurate estimates without adjustment for all true displacement values but the index range

must include negative indices, i. e. [-15: 0.5 : 15].

In the HDXT-ME algorithm, Step 2 involves only nine DCS(u,v) and DSC(u,v) values at and

around (1, My). Since DCS(u,v) and DSC(u,v) are variants of inverse 2D-DCT-II, the parallel and

fully-pipelined 2D DCT lattice structure proposed in [7], [24], [25] can be used to compute DCS(u,v)

and DSC(u,v) at a cost of O(N) operations in NV steps. Furthermore, the searching in Step 3 requires

O(N?) operations for one step. Thus, the computational complexity of the HDXT-ME algorithm is

O(N?) in total.

B. DCT-Based Quarter-Pel Motion Estimation (QDXT-ME and Q4DXT-ME)

In Section III, we mention that the interaction of two ¢ functions in Lc(u,v) and Ly(u,v) from (51)

and (52) disassociates the peak locations with the displacement (A, Ay) for Ay, Ay € [—~1.5, 0.5]. In spite

of this, in the HDXT-ME algorithm, we can still accurately estimate half-pel displacements by locating
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the peaks of Ls()\,v) for true displacements A = —N +1:0.5: N —1 and indicesv =0:0.5: N —1
if ep is introduced to deal with the case for A = —0.5. However, at the quarter-pel level, it does cause
estimation errors around A = —0.5 as indicated in Fig. 8 (d) where the peaks of Ls(), v) stay at v = 0 for
true displacements X varying over [—1,0]. As mentioned in Section III, the sum of L¢(A, v) and Lg(),v)
is a pure ¢ function and thus the adverse interaction is eliminated. As a result, the peak position of
this sum can be used to predict precisely the displacement at either half-pel level or quarter-pel level
as demonstrated in Fig. 8 (c) and (f) respectively. However, for two dimensional images, DCS or DSC

has four ¢ functions as in (61) or (62). For the DXT-ME algorithm provides two pseudo phase functions

f(k,1) and g(k,!), only DCS and DSC are available for subpixel estimation. In this case, the sum of

DCS and DSC can only annihilates two ¢ functions, leaving two ¢ functions as given by:

DCS(u,v) + DIC(u,v) = %[f(u M)W = Ao) = E(u+ Ay + DE@ + Ay + 1)]. (68)

Even though this sum is not a single £ function, the estimation error of using this sum is limited to 1/4
pixel for the worst case when true displacements are either —0.75 or —0.25.
The above discussion leads to the DCT-based quarter-pel motion estimation algorithm (QDXT-ME)

as follows:

1. The DXT-ME algorithm computes the integer-pel estimate (11, 77y).
2. DCS(u,v) and DSC(u,v) are calculated from f(k,!) and g(k,!) in (59) and (60) respectively for
the range of indices, & = {(u,v) : u = 1Ry —0.75 : 0.25 : 771, +0.75; v = 172, —0.75 : 0.25 : 172, +0.75}.
3. Search the peak position of Da(u,v) 2 DCS(u,v) + DSC(u,v) over @, i. e.
(up2,vp2) = arg ﬁz)%wQ(u,v)L (69)

The estimated displacement vector is obtained as follows:

(up2,vD2), if | Do(up2,vp2)| > €D,

(—0.5, ——0.5), if IDQ('LLDQ,’UDQ)l < €p.

Step 3 is based on the fact that |[Dz(Ay, Ay)] = 0 if and only if (A, Ay) = —0.5. This QDXT-ME
algorithm follows the same procedure as HDXT-ME except the search region and using the sum of DCS

and DSC. Therefore, QDXT-ME has the same computational complexity, O(N 2), as HDXT-ME.
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If we modify the DXT-ME algorithm to provide the other two pseudo phase functions g©© and ¢%%

in addition to f and g, we can compute DCC and DSS in the following way:

D = Z o -
CC(u,v) 22 9~ (k,1) cos N (u+ 2)cos i (v + 2), (71)
N—1N-1
DSS(u,v) = k,l — — — -).
(u,v) 2 2 g°" (k,1)sin v (u+ 2)smN(v + 2) (72)

Then we can show that

Da(u,v) £ DCC(u,v) + DCS(u,v) + DSC(u, v) + DSS(u,v) = £(u — A)E(w — A).  (73)

! contains only one ¢ without any negative interaction effect whose peak is sharp at (A Aw).

This sum
This leads to another quarter-pel motion estimation algorithm (Q4DXT-ME), which can estimate ac-

curately for all displacements at the quarter-pel or even finer level.

1. Find the integer-pel estimate (1h,,7,) by the DXT-ME algorithm.
2. Obtain four pseudo phases g¢¢, g¢%, ¢5¢ and ¢°° from the modified DXT-ME algorithm. Compute

DCS(u,v), DSC(u,v), DCC(u,v), and DSS(u,v) for the range of indices, ® = {(u,v) : u =

My, — 0.75 : 0.25 : 70y, + 0.75; v = 1, — 0.75 : 0.25 : 7, + 0.75}.
3. Search the peak position of D4(u,v) over ®: (ups,vps) = arg max, .3 |D4(u,v)|. The estimated

displacement vector is then the peak position: (j\u, 5\1,) = (upq,VUp4)-

Fig. 9 shows the procedure to estimate a quarter-pel displacement with input images z1(m, n) and
z2(m,n) sampled from the continuous intensity profile z.(u, v) and its shift z.(u — A,d, v — Ad) where
(A, Ap) = (2.75,—2.75) and d = 0.625 as shown in Fig. 9 (a) and (b). Fig. 9 (¢) and (d) plot DSC(m,n)
and DCS(m,n) whose peaks are both at (3,2) corresponding to the integer-pel estimate (3, —3). Fig. 9
(e) and (f) are the graphs of DSC(u,v) and DCS(u,v) at the quarter-pel level where the estimate is
found to be (2.75,—2.75).

Similar to the half-pel case, Fig. 7 (e) and (f) demonstrate the accuracy of the estimated motion
fields determined by the QDXT-ME and Q4DXT-ME algorithms respectively as compared to the true
motion field in Fig. 7 (d). The first input image z;(m,n) to both algorithms is a bandlimited dot

image in Fig. 7 and the second input image z,(m,n) is generated by shifting z1(m,n) with respect

'These four functions can be generated naturally at the same time using the computing algorithms and architectures in
7], [24].
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x1 {ol s1ze 16 x 16) %2 (= x1 displaced by [2 76.-2 75]) DSC |peak at (3.2))

SNR =50d8 N=16.d = (275.-2.75) SNR =50 dB N=16.d=(275-275) SNR =50 d8 o N=16.d = (275.-2 78)

(a) 16 x 16 z1(m,n) sampled from z.(u,v) (b) z2(m,n) sampled from z.(u — du,v — dy) (c) DSC(m,n)

DCS poak at (3:2}] Guarter Pol DSC [peak at (2,751 75)} Quarter Pel OCS [peak at (2 75,1 75)}

SNR = 50 dB ° N=16,d=(275.-275) SNR =50d8 oo N=16.d = (275.-2.75) SNR = 5048 o0 N=16,d=(275-2.75)
(d) DCS(m,n) (e) DSC(u,v) for u,v =0:0.25:15 (f) DCS(u,v) for u,v =0:0.25:15
Fig. 9. Illustration of DCT-based quarter-pel motion estimation algorithm (QDXT-ME)

to the true motion field in Fig. 7 (d) through the bilinear interpolation. Though not obvious in the
graphs, the estimates of QDXT-ME around —0.5 have an estimation error up to a quarter pixel whereas

Q4DXT-ME gives us perfect estimation.

V. Experimental Results

A set of simulations are performed on two video sequences of different characteristics: Small Flower
Garden (HFG) containing fast moving scene and Miss America (MS) with slow head and shoulder move-
ment accompanying with occasional eye and mouth opening. The performance of the DCT-based algo-
rithms is compared with Full Search Block Matching Algorithm (BKM-ME) and its subpixel counter-
parts in terms of mean square error per pixel (MSE) defined as MSE = {},,, ,[£(m, n) — z(m, n)]*}/N?
where Z(m,n) is the reconstructed image predicted from the original image z(m,n) based upon the
estimated displacement vector A= (j\u, 5\1,) For all the MSE values computed in the experiment, the
bilinear interpolation in (67) is used for fair comparison to reconstruct images displaced by a fractional
pixel. Furthermore, for visual comparison, all residual images, generated by subtracting the original

images from the reconstructed frames predicted by various motion estimation schemes, are displayed
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after the saturation level is reset to 35 instead of 255 to make small pixel values of the residual im-
ages be visible. In addition, the needle maps for the estimated motion fields are superimposed on the
corresponding residual images.

The integer-pel BKM-ME algorithm minimizes the MSE function of the block {z;(m,n); m,n=0:

1: N — 1} over the search area ® = {(m,n) :m,n=—%& :1: N — 1+ &} such that

N-1

N . m,n=>0
(Au, Av) = arg Lo min N3
w=—5:li%

(z2(myn) — z1(m — u,n — v)]?

(74)

In the simulation, two levels of subpixel block-matching motion estimation algorithms are implemented

for comparison:

1. Full Search Half-Pel Block Matching Algorithm (FHBKM-ME) -— Similar to BKM-ME, FHBKM-
ME searches for the displacement of minimum MSE value among all possible integer-pel and half-pel

displacements in the search area ® as such:

N—
() marg  min  Zmazoltelmn) =nm —un — o)l
us M) T gu,v:—%l%:. N2

(75)

o2

2. Full Search Quarter-Pel Block Matching Algorithm (FQBKM-ME) — FQBKM-ME considers all
integer-pel, half-pel and quarter-pel displacements within the search area ® in finding the minimum

MSE value. Precisely, the estimated displacement vector is

N-1
(A, Ao) =arg  min m,n=0

__N
’U/,'U——TZ-

[za(m,n) — z1(m — u,n — v)]?
N2

(76)

|z

.1,
e

Therefore, the block matching approaches should provide the optimum residuals in terms of MSE values
and serve here as a benchmark of how well the DCT-based algorithms perform. It should be noted that
all half and quarter pixel values for FHBKM-ME and FQBKM-ME are approximated by the bilinear
interpolation. However, for the DCT-based subpixel algorithms, no interpolation is needed in finding
the motion estimates. Therefore, the number of operations required by FHBKM-ME and FQBKM-ME
are twice and four times as much as BKM-ME respectively whose computational complexity is O(N4)
whereas the DCT-based subpixel algorithms have only marginal increase in computations over DXT-ME
of which the computational complexity is O(N?). In the following simulation, simple edge extraction
and frame differentiation are adopted for preprocessing input images before the DCT-based algorithms,
as described in details in [18], [19]. Either preprocessing scheme adds in only O(N?) operations as

overhead, keeping the total complexity remain O(N?).
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The Small Flower Garden sequence has 99 frames of width 352 pixels and height 224, of which the
69" Frame is shown in Fig. 10 (a). This sequence is preprocessed either by edge extractor or by frame
differentiator as shown in Fig. 10 (b) and (c) respectively. It is obvious from brightness of these two
subfigures that the edge extracted frame has stronger feature energy than the frame difference. As a
result, it is expected that HDXT-ME and QDXT-ME perform better on edge extracted images than
frame differentiated images, as clearly demonstrated by the residual images in Fig. 10 (e) versus (f)
and (h) versus (i). In Fig. 10 (f) for HDXT-ME after frame difference, there are slightly more blocks of
relatively high MSE than in Fig. 10 (e) for HDXT-ME after edge extraction. Compared to the residual
image from FHBKM-ME in Fig. 10 (d), the residual from edge extracted HDXT-ME has similar energy
distribution except at places close to the twigs at the top of the frame in Fig. 10 (e). However, at the
quarter-pel level, the residuals for FQBKM-ME and QDXT-ME after either edge detection or frame
difference appear similar in brightness as displayed in Fig. 10 (g)-(i). In all the residuals, bright strips
at the right indicate fast left translational motion of the camera.

The simulation results on the HFG sequence are plotted in Fig. 11 where it can been seen that
the DCT-based algorithms perform better on 16 x 16 blocks with 32 x 32 search areas than on 8 x 8
blocks with 16 x 16 search areas in Fig. 11 (a)-(b), in opposite to the block matching algorithms. The
reason is that a larger block means more feature energy present in the block and thus it results in
better estimation from the DCT-based algorithms which try to match energy patterns regardless of the
shape and texture. The general trend of performance is summarized in Fig. 11 (¢)-(d) where the MSE
values are averaged over the whole sequence. QDXT-ME can achieve 86% reduction on average over the
DIF value, the MSE value without motion compensation, as compared to 91% for FQBKM-ME for the
block size 16 x 16 but the computational load for QDXT-ME is significantly lower than FQBKM-ME.
Furthermore, all the graphs show that QDXT-ME has a very close performance to Q4DXT-ME in terms
of MSE values.

We run simulation on Frame 60 to 90 of the MS sequence whose frame size is 352 x 288. The original
frame 83 is shown in Fig. 12 (a) and the preprocessed frames in Fig. 12 (b)-(c) where the differentiated
frame contains only very small pixel values and thus need be displayed after visualization process;
otherwise, its contents will be invisible. These small DIF values indicate only slow head and shoulder
motion in this sequence. The residual images for various methods in Fig. 12 (d)-(i) reveal that edge

extraction is better than frame difference due to weak feature energy present in the frame differentiated
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(a) Frame 69

200 300 50 ) 100 150

100 200 250

(d) FHBKM-ME (e) HDXT-ME after edge extraction (f) HDXT-ME after frame differentiation

sy

50 100 150 200 250 300

100 200 250 50 100 200

(g) FQBKM-ME (h) QDXT-ME after edge extraction (i) QDXT-ME after frame differentiation

Fig. 10. Comparison of different approaches on Frame 69 of Small Flower Garden sequence (HFG) for block

size 16 x 16 and search size 32 x 32. Visualization is applied to (d)-(i) by setting the saturation level to
35 due to small pixel values in these residual images. The needle maps for the estimated motion fields are

superimposed on the residual images.

sequence. Furthermore, there are some small patches in the clothes areas for either HDXT-ME or

QDXT-ME in view of the uniform brightness in these areas removed by both preprocessing functions.

This situation may be improved if a better preprocessing function is used to avoid removal of uniform

areas while suppressing the aperture effect [36]. As can be seen in Fig. 13, great improvement is found

for HDXT-ME, QDXT-ME and Q4DXT-ME over DXT-ME for the MS sequence, particularly after

edge extraction. Due to the dominant slow motion in the sequence, QDXT-ME has 71.4% reduction

over DIF in comparison with 61.9% for the integer-pel DXT-ME algorithm and Q4DXT-ME has even

72.4% gain. However, for the HFG sequence, the gain is not much but still noticeable for the subpixel
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Fig. 11. Simulation Results on the Small Flower Garden sequence (HFG)

algorithms over DXT-ME as in Fig. 11.

VI. Conclusion

In this paper, we develop the DCT-based subpixel motion estimation techniques based on the subpel
sinusoidal orthogonal principles and preservation of subpixel motion information in DCT coefficients
under the Nyquist condition. These techniques can estimate subpixel motion in DCT domain without
any inter-pixel interpolation at a desired level of accuracy. Equally applicable to other areas as well,
the proposed techniques are applied to video coding and result in DCT-based half-pel and quarter-pel
motion estimation algorithms (HDXT-ME, QDXT-ME, Q4DXT-ME) which estimate motion with half-

pel or quarter-pel accuracy without interpolation of input images. This results in significant savings in
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(a) Frame 83
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Fig. 12. Comparison of different approaches on Frame 83 of Miss America sequence (MS) for block size 16 x 16
and search size 32 x 32. Visualization is applied to (c)-(i) by setting the saturation level to 35. The needle
maps for the estimated motion fields are laid over the residual images.

computational complexity for interpolation and far less data flow compared to the conventional block

matching methods on interpolated images. Also, the resulted algorithms are more suitable for VLSI

implementation [?, ChiuCT:92,LiuKJR:94] Furthermore, it avoids the deterioration of estimation preci-
sion caused by interpolation required in most current subpixel motion estimation schemes. In addition,
the proposed DCT-based subpixel motion estimation technique and the resulted algorithms are scalable
in the sense that higher estimation accuracy can be provided easily by applying the same subpel sinu-

soidal orthogonal principles without re-computing pseudo phases. Therefore, flexible fully DCT-based
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Fig. 13. Simulation Results on the Miss America sequence (MS)

codec design is possible because the same hardware can support different levels of required accuracy.

Meanwhile, the computational complexity of the DCT-based algorithms is only O(N 2) compared to

O(N*) for BKM-ME or its subpixel versions. Finally, HDXT-ME, QDXT-ME and Q4DXT-ME are

DCT-based, enabling us to build a low-complexity and high-throughput fully DCT-based video coder.

Appendix

Equations (51)-(53) in Section III are derived as follows:
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