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Chapter 1

Surrogate models

1.1 Introduction

Design of complex microwave systems is carried out usingmerial circuit simulators. This
is a long process because the design involves the optimizatin microwaves circuits are
distributed, so the response depends on the dimensionspoiddgy. The response can be eval-
uated using either the closed form formulas or full-wavettamagnetic simulators. Full-wave
simulators are too slow to be used in an optimization loopalsa@ircuit simulators employ
closed form formulas, or in other words surrogate modelse datcuracy and speed of anal-
ysis of a simulator relies on fast and accurate surrogateetead microwave discontinuities.
Surrogates are used on many stages of a microwave circuginddgsom initial design to final
optimization and yield analysis. For a microwave desigmer af the most import requirements
regarding the circuit simulator is the quality and diversit models library. Recently, new tech-
nologies have emerged for low cost millimeter-wave systbased on the system on the chip
(SoC) or system on the package (SoP) design philosophiesngtance, SoC employs silicon
germanium (SiGe) on either CMOS/BICMOS-grade Si or higistasty Si as a replacement
for GaAs for some applications. SoP modules integratereiffiepassive components in a mul-
tilayer low loss material such as low temperature co-firedumec (LTCC) or Liquid Crystal
Polymers. Other category are millimeter wave devices maduauitilayer MCM-D technology.
For these emergent technologies there are no componegridibithat can be used with the in-
dustry standard circuit simulators such as Agilient's ADSAWR’s Microwave Office. As a
result, one has either to apply approximate formulas thabéten too inaccurate or resort to
a full wave solver in order to design systems components. EMilations are too computa-
tionally intensive to be used in the optimization loop. Thesidgn time would be significantly
reduced if a designer could use the surrogate parametembpeils that could be evaluated
at the speed of closed form formulas but having the accuragyparable to EM simulations.
One of the goals of the research in this area is to create aitpghthat allow one to build a
multidimensional parametric model of a component usingasdata points as possible.

The development of such a technique was the main motivatiothfs research. The ba-
sic algorithm of surrogate model construction was develgpeviously and published in two
publications [1, 2]. The main assumption is to representrdnesfer function of the device be-
ing modelled with a multivariate rational function with gudize support point and model order
selection. The technique is the extension of the technigesented in [15] to the multivariate
case. The adaptive sampling over whole parameter spacetivasdito efficiently select and
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limit the number of support points. Detailed descriptiortte# technique will be given in next
sections.

Given the bacground and the fact that the basic algorithmalaady available, the goals
of this project was to advance the published technique aodepts viability for microwave
circuit design by creating multivariate surrogate modéleigh complexity of componetns in
one of the emerging technologies and ready to use in indst&tngdard circuit simulators (ADS,
Microwave Office). The models have the accuracy comparablelitwave simulations but at
the same time the computational speed similar to the clas®ad formulae. As a result one is
able to achieve fast optimization of microwave circuits mfactured in the emerging and new
technologies. Specifically the following issues were asisied:

e Improvement of stability of the interpolation solvers bylecing multinomials with bet-
ter conditioned orthogonal polynomials.

e Development of the technique for automated division of taeameter space that will
allow on to create different low order models in each subspac

e Development of the technique for merging the submodelsardimgle model covering a
wider parameters range.

e Integration of the software for automated model generatigh the industry standard
planar structure simulators such as e.g. Sonnet.

e Development of software for automated generation of camapthodels that can the used
with ADS and Microwave Office

e Demonstration of the suitability of the approach for emeggechnologies such as LTCC
and LCP, MCM-D by developing models of typical discontimestor elements e.g. spiral
inductors.

1.2 Alternative solutions for model construction

The technique chosen for this effort as a basis for the sateagodel construction has a few
alternatives. One popular solution which is applied foregate models involves artificial
neural networks [3, 4, 5], however the drawbacks of ANN (own network topology and
long training process) significantly limit their usage int@uated model construction. The
surrogates can also be created with application of rad&slsanctions (RBF) [6, 7]. The issue
is the selection of best value of unknown shape-parametededl functions [8]. On the other
hand the approach using RBF’s significantly reduces thel@mabwith ill-conditioning. Test
carried out by our research group showed however that thesRBE inefficient in case of
complex devices.

Another approach for automatic model creation was predent®]. In this algorithm, fre-
guency is handled separately from other physical parasetée procedure has two stages: at
first at selected frequency points multidimensional modetscreated by expanding the multi-
variate functions into series of orthogonal multinomidlge expansion coefficients are found
by solving a system of interpolatory conditions. On thiggstéhe support points are added in
an entirely adaptive way. Next the frequency dependenagdsedby one-dimensional rational
interpolation of the models response. The procedure @@abelels with good accuracy, but it
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is obvious that excluding frequency from the adaptive samggbrocedure may result in non-
optimal number of support points. Presented results alew $iat such solution is efficient up
to three parameters.

Lehmensiek and Meyer [10, 11, 12] developed techniquesdbasd hiele-type branched
continued fraction representation of a rational functibhe algorithms operate by using a uni-
variate adaptive sampling along a selected dimension.isnatay, while the support points do
not fill the grid completely, they are being added along gtralines passing through multidi-
mensional space. The efficiency of the algorithms was rist on two- and three-dimensional
models.

Yet another approach uses statistical tools for model coctsdn like Kriging [13] and De-
sign of Experiment (DOE) [14] techniques. Kriging is a spétdrm of interpolation function
that employs the correlation between neighboring pointetermine the overall function at an
arbitrary point. DOE makes a series of tests in which a sehfiti variables is changed and
the experimenter can identify the reasons for changes imtlgut response. Based on this
knowledge one can construct a statistical model if the tegt®ire. Both techniques can be
applied to create of simple models with low accuracy and ackoadted to coarse tuning of the
design.

1.3 Measures of model quality

In every model construction scheme, the basic questionustbaassess the accuracy of the
created model. Estimation of the model error is an imporitste, because in many cases the
accuracy of model limits the range of its applications. Ehame several criterions of verification
of model accuracy. In techniques that involves adaptivepdiagy like one described in this
report, the basic measure of error is the maximum differdreteveen two different models
which are used to select the set of support points. Let usal#iis error ag. As described
later, the goal of the procedure is to create two differentiel® in case of which the erreris
below required accura@p. However the criteriols < €9 does not guarantee that created model
have accuracy as good gs To estimate the real accuracy of the model, one needs torperf
an additional statistical test. The test involves comparabf model response on a test set of
random points scattered in the model parameter space anubcertine results with response of
device being modelled. In result one gets a real accuradyeaftodel, defined in this report as
A.

Form the data evaluated and randomly selected points onecrapute various statistical
measures. In this report we use the following simple ones:ntaximum real errofAmax and
mean real erroAmean Both errors can be computed in decibelsAdB] = 20log(A). Such
maximum and mean real errors give a good measure of modaleagcd hey are however too
simple for practical purpose, because they do not provigleflormation regarding the expected
accuracy for a particular set of parameters. Thereforgpears that it is more meaningful to
apply the cumulative distribution function of err@rto derive the quality measure. In our case
we descided to use the error ledh that fulfills condition that 90% of points in the test set have
an accuracy better thakyy. As discussed in [16] the error estimatdas a better correlation
with Agg than withAmeanOr Amax
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1.4 Technique details

The technique selected for this work creates an interpofaMtvariate, real or complex valuated
smooth functiorS(X) = S(x1, Xz, ..., Xn) as a rational function [1]:

~ A(X) A(Xl,Xz,...,XN)
X1,X2, ..., XN) = = 11
S( 1,25 .00y N) B(l) B(X17X2,~~~7XN) ( )

where both numeratdk(X) and denominatoB(X) are multinomials (sum of monomials mul-
tiplied with scalar coefficients). The complete set of thenoraials can be listed as elements of
matrix[17]:

Rowl:1
Row 2 :X1 X2 ... XN

) 2 2
ROW 3 1X] X1Xo ... XaXN X5 XoX3 ...X{

y3 32y ¥2 2 3 2y %2 3
ROW 4 i X7 X{X2 XX3 ... XIXN X5 X5X1 X5X3 ...Xy

In the m-th row are written all monomials with sum of powergath variable equal m-1. With
such assumption the multinomials of numerator/denominzdo be described with a vector
V = [vq,Vo,..., W], wherey; determines maximum allowed power of the i-th variable. For
example in case of a three-variate multinomial which ordefescribed with vectdf = [32 2

the following monomials are selected:

Rowl:1

Row 2 :x% Xo X3 , ,

ROW 3 :X] X1X2 X1X3 X5 XoX3 X5

ROW 4 1% X2Xp X2X3 X1X3 X5X3 X1X3 XoX3 X1XoX3

In further investigations it is assumed that both numeratand denominatoB of (1.1) have
the same orders, therefovg = Vg = V.

The unknown coefficients; and b; corresponding to the multinomials of numerator and
denominator of 1.1 can be found requiring that equation:

AX) —S(X)B(X) =0 (1.2)

is fulfilled in at leasL. > M1+ M2 support points, whergl; andM. are the numbers of unknown
coefficientsa; andb;. The fitting problem can be transformed to the matrix form:

A —B] { ‘H —0 (1.3)
wherea andb are the vectors of unknown coefficients dAd «m,, [B]Lxm, are matrices involv-
ing the values of the monomials appearing in numerator andrdeator of (1.1) as well as the
values of the interpolated function at support points.

The problem can be solved applying the total least squacksitgue, as described in [18].
The total least squares method is suited to problems in wiath the coefficient matrix and
the right-hand side are not precisely known. It allows on8lter the noise from interpolated
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data and improve the quality of resulting solution. The fitsfp is the computation of th@R
decomposition of the matri€ = [A —B]J, which results in:

Riz Riz || a]_
{ " Rzsz]‘o (L.4)
where matrixRy1 has size Ml X M]_), Ri12 has size Ml X Mz) andRy; is ((L — M1+ l) X Mg)

matrix. TheRy2 matrix is affected by the noise. The equation (1.4) can bétewias two
separate equations:

[R]_]_]az —[R]_z]b (1.5)
[RezJb=10 (1.6)

Computing the singular value decompositi&v([D of Ry one obtains:
[U][Z][VIb=0 (1.7)

where matrixV is size M2 x Mz). The solution of the problem in TLS sense is proportional to
the last column of the matriX, therefore is assumed that= V], .

1.4.1 Condition number improvement

Condition number in least squares measures the sensiivite solution of a system of linear
equations to errors in the data. The value of condition nunallews one to decide if the
solution of the least squares is reliable and accurate. Naanalue of the conditioning number
near 1 indicates well-conditioned least squares probldm.cbnditioning number is computed
as a ratio of the largest singular value of matrix that forfesaat squares problem to the smallest
one.

A major issue of rational interpolation is a poor conditiogiof equation system. In order
to cope with this this problem two techniques are recommande

e Mapping each of variables to a line segment, 1>

e Substitution of simple monomials with orthogonal Tchelsxcpolynomials

The first technique is linear mapping of model’s domain torthétidimensional box with side
of line segment. The mapping oidh variablex; is expressed by formula:
(X —Xo,)
Xim=2 Ax

wherex; m is a mapped variableg ; denotes center point of the parameter range/agdenotes
the width of the parameter range.

To improve the conditioning of the interpolation problere tiegular elementg' composing
the monomials are replaced with Tchebychev polynoniigls;), that are orthogonal on line
segmenk —1,1 >. Tchebychev polynomials can be computed using recurresrosula:

(1.8)

T]_(X) =1
To(X) = X
T3(x) = 2x-1
Ta(x) = 4x°—3x

Thr1(X) = 2X-Ta(X) = Th-1(X)
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Figure 1.1: Iris in rectangular waveguide

Table 1.1: Range of parameters of rectangular iris model

Parameter Range
frequencyf | 11.855GHz - 18.02GHz
width a 6.32mm - 15.8mm
heightb 4.74mm - 7.899mm

thicknessd 0.2mm - 2mm

As an result, the set of monomials is transformed into form:

Example. The improvement of the conditioning of the problem in casa o&tional model
of scattering parameté&; of an iris (figure 1.1) in rectangular waveguide WR62 is pnése.
The selection of the structure is motivated by fast comjputaif electromagnetic response with
a mode-matching technique and complex (resonant) resgbgsee 1.2). The model involves
four parameters: frequency, iris width, height and thideieThe range of parameters is pre-
sented in table 1.1. The data were interpolated with orthagand non-orthogonal functions,
for different rectangular grid resolutidn and with or without mapping of model domain. The
results of such conditioning test are presented in tabRarid 1.3. It can be seen that the pro-
posed approach provides a significant reduction of the tomdnumber, which assures better
reliability of constructed models.

1.4.2 Selection of support points

Optimal support point selection is an essential issue ofyegerpolation scheme. It is espe-
cially important in case of modelling of multivariate furarts where the number of support
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18 a [mm]

f [GHz]

Figure 1.2: Samplé&,1(f,a) response of iris in WR62 rectangular waveguide with lireight
b =6.32mm and iris thickness = 1.1mm.

Table 1.2: Condition number computed in waveguide iris daseectangular grid with divi-
sionsD = 4 and different polynomials

Space, Polynomials

Model orde® Non-mapped, RegularMapped, Regular Mapped, Tchebychey
[2222] 6692.3 186.3 136.5
[3333] 508300 1489.5 1139.1

Table 1.3: Condition number computed in waveguide iris daseectangular grid with divi-
sionsD = 6 and different polynomials

Space, Polynomials

Madel ordef/ Non-mapped, RegularMapped, Regular Mapped, Tchebychey
2222 7428 194.1 142.7
(3333 275350 1037 746.4

points can be enormous. Since each point corresponds tolecteoenagnetic simulation of
device being modelled, it is obvious that a minimization afples number is critical. The
simplest choice of dense multidimensional rectangulatigrnot optimal, due to fast growth of
number of samples with increase of grid resolution and nurobeodel parameters (see table
1.4).

In proposed technique an adaptive sampling techniquedcalereflective extrapolatiors
used [9]. The idea of adaptive sampling is to create two ffemodels %(1) and éz(&)
of the modelled function and place additional samples apthiets of biggest mismatch be-
tween both models = ||$(X) — Si(X)||. Such a procedure, reiterated, leads to model quality
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Figure 1.3: Two dimensional example of support points $elec added points are placed in
non-regular manner over the parameter space.

improvement and minimizes the number of samples used, whiebpecially advisable if the
models are based on results of electromagnetic simulatibhe procedure is reiterated until
the mismatcte between low and high order model drops below required toterey.

Animportantissue is a search procedure of the point of sggesmatch. This problem cor-
responds to problem of search of maximum of multivariatefiom over a multi-dimensional
box and especially in the case of high number of model parnsi¢his issue has to be solved
efficiently. To deal with this problem a genetic optimizatiprocedure was applied. The ad-
vantage of genetic optimization is that it allows to find akglh not local, minimum of the
function. The search is performed over the whole parampgaresof the model, like presented
in figure 1.3, and the technique gives better results thamoapgpes in which the parameter
space is searched with structured pattern (like grids).

It has to be noted that since a goal of adaptive sampling isntimémization of error
e = |S(X) — Si(X)|, the overall accuracy of resulting models can be worse #ganSuch

Table 1.4: Number of support points neededNedimensional rectangular grid with resolution
D

_ Divisions

Variables 1T 2 3 2 5 6
1 1| 2 3 4 5 6
2 2| 4 9 16 25 36
3 3| 8 27 64 125 216
4 4| 16 | 81 256 725 2196
5 5| 32 | 243 | 1024 | 3125 | 7776
6 6| 64 | 729 | 4049 | 15625| 46656
7 7128|2187 | 16384 | 78125| 279936




CHAPTER 1. SURROGATE MODELS 10

Figure 1.4: Range of model error for mismatch between maztgisl errote.

situation is possible when both models converge to the fomavhich slightly differs from
electromagnetic response. /& andAs represent the real error of mod&gX) andS;(X)
related to electromagnetic response. Assume that the maxiacceptable error between both
models isp. In this case the possible values of model efxgrandAs are illustrated in figure
1.4 (dotted area). For example, in case of the pAjrihe real erroAg, A of both models is
higher thare, however the relative error between both models is belbecause the real errors
of both models have the same signs.

During adaptive sampling process a clustering of supparttpean occur, i.e. the subse-
quent support points are added in the same location. Thgolttion problem is then expanded
with the same points which do not give any extra informatibow the device response, but
make the problem bigger and harder to solve. Such situahtionld be eliminated, therefore if
algorithm detects such behavior, the parameter spaceiitediinto 2 smaller subspaces (each
dimension is divided to half) and the locations of biggessnmatch between models in those
2N subspaces is found. The set of points is appended to theetadad the adaptive sampling
continues.

Implementation of described adaptive sampling makes siptesto detect if the interpola-
tion problem is ill-conditioned. The models obtained aslatsan of ill-conditioned system do
not match each other and in result error between both mosiédsge (namelg > 1). If such
situation occurs on the initial stage of model construcgtishen the number of support points
is small, the solution is to add more points to the system enulave the conditioning. Another
case when the ill-conditioning of the system occurs is ifdraer of the models become to high.
In this case the scheme of parameter space division can liedpp construct the model, as
described in section 1.4.4.

Example. To show the benefits of adaptive sampling over a uniform negtkar grid a com-
parison of mentioned techniques is presented. The model ards constant and selected as
Vs1 = [2 2 2 2. Model accuracy for different densify of grid is presented in table 1.5, figure
1.5 shows the histograms of the model error. To compute thidriams a iris response on
10000 random data points was computed in electromagndtiersand compared with model
response. The error was computed as direct difference batmedel and simulation response
A = ||S(X) — SX)|. Figure 1.5 also presents a cumulative distribution funrctf the error
computed on the same 10000 points, that shows which perEsatrples has accuracy equal
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Figure 1.5: Histogram and cumulative distribution funotief model error for different grid
density: ab =4,b)D=5,¢c)D=6,d)D=7

Table 1.5: Model accuracy vs. density of rectangular grid

D| M | Anax[dB] | Amean[dB]
4 | 256 -26.54 -40.66
5| 625 -27.67 -42.71
6
7

1296| -27.97 -43.46
2401| -28.03 -43.56

or better than given error.

As expected, the more dense is the rectangular grid, therkstturacy of the computed
model can be observed. However, comparing the improvenfahieanodel accuracy to the
number of support points, it have to be noted that increatieedfrid’s density is not an efficient
way to improve the model quality.

To compare, the same model was created with applicationaytaeg sampling technique.
An initial sparse grid resolution wd3 = 3 (the grid had only 81 points). The initial data set
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Figure 1.6: Histogram and cumulative distribution funotmf model error with adaptive sam-
pling technique

Table 1.6: Model accuracy using adaptive sampling tecteiqu

M | Amax[dB] | Amean[dB]
100| -28.15 -37.85
125 -29.55 -39.41
150 | -28.49 -39.91
175 -29.95 -40.44
250| -29.51 -40.50

was appended with application of adaptive sampling. Theahacturacy vs. number of points
added is depicted in table 1.6. It can be observed that aiaadit data set of 19 points gives
a smaller maximum model error than a rectangular grid cangisf 2401 points, and further

application of adaptive sampling improves the model acyuréhe adaptive model constructed
on 175 data points has a similar mean error as the model dreata rectangular grid of 256

data points and maximum error is reduced by half. Howevéhefadaptive sampling proce-
dure continues with the same model orders, supplementitigeadata set improves the model
accuracy marginally.

QR-update. The described procedure requires one to update both maat#igiene a support
point is added. It means, that one have to recompute the TiuB@oof interpolation problem
in every iteration. To reduce the numeric cost of such op@ranQR-update procedure can be
used [19]. Assume that matr&X has a factorizatio = Q- R, whereQ is orthogonal andR is
upper triangular. Addition of a single support point appeadectow’ to the matrixC. As an
result one obtains updated matrix: .

A w

e[ 1)
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Additionally, one can notice that:

A~ WT
diag(1,Q")-C = [ R } —H (1.10)
whereH is an upper Hessenberg matrix. It is possible to apply a setsoibsequent Givens
rotations that transforril to upper triangular form:

Ri=J3J ... % (1.11)
Once the Givens rotations are known, the mafixcan be computed as:

Ql = diag(l, Q) Jid ... 0 (1.12)

MatricesR; andQ; form aQRfactorization of matrixC = Q; - Ry.
The full QR factorization form scratch is algorithm of complexi®(N3), while update of
the existingQ andR matrices i<O(N?) algorithm.

1.4.3 Order selection

The application of adaptive sampling using constant modkdrs is not sufficient to automated
model construction. The key element in investigated irdkaon procedure is a development
of efficient technique of model order selection.

The adaptive sampling procedure uses two different modeishnare iteratively compared
to each other. The mode:fﬁ andéz are described with two vecto¥g; andVs. To ensure the
best performance of the technique the initial models haweclmmplexity and an algorithm of
automated order selection is applied. The minimal modetrocdnsidered i¥s;(1:N) =2
and is assumed that mod®l has a higher order allowed than moé&e!

Orders of initial models

The initial models should be of a similar order. In fact, theremboth models differ each other,
the more data points is needed the algorithm to converge.eMemit marginally influence the
accuracy of final models, because the lower order modeldithé accuracy.

To prove this a models of the same rectangular iris as destilefore were constructed
applying adaptive sampling with different pairs of modeider selected:

o Va=[2222,Vo=[3222
o Ve =[2222,Vo=[3322
eV =[2223,Vo=[3332

The initial data set was appended with 100 points by adapawepling. Figure 1.7 shows the
histogram and cumulative distribution function of erromabdels low and high order. It can be
seen that the accuracy is mainly function of model order. ratiical computations the more
both models differ each other, the more support points ide@¢o reach the required accuracy
€o. To obtain the best performance (accuracy comparing to Buoftsupport points) the small-
est difference between both models is required. We promogedVg; (1:N) =22 ...2] and
Vo (1:N)=[32...2] and improve the accuracy with efficient adaptive model osgégction.
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Figure 1.7: Histograms and cumulative distribution fuoctof model error for different pairs
of models used in the adaptive sampling
Adaptive model order selection

The whole procedure starts with a sparse rectangular gsdpdort points and low order mod-
els. The technique monitors the error between two modebtexein an iterative way with
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Table 1.7: Model accuracy and number of support points W¥ierdnce between models.

Model Amax[dB] | Amean[dB]
Vg =1[22272 -31.32 -40.70
Vo=1[32212 -34.37 -48.15
Vg =1[22272 -31.90 -41.12
Vo =1[33217 -35.56 -47.54

|

=

Vg =1[22272 -30.91 -40.76
Vo =1[3337 -34.60 -47.58

adaptive sampling. The behavior of the error is a basic atdicif the model order should be
increased. It was presented previously that subsequeiticadof support points improves the
model quality until the stagnation phase. The basic methaitect this is to observe the num-
ber of iterations without error improvement. In our testsdeeided that number from range
2N=1 up to X iterations without improvement is a good indicator that ¢erent order (de-
scribed by vecto¥) is too low and has to be increased. To make the algorithm efficéent
only these elements of vectdrwhich change make the biggest reduction of egrare raised.

To show the efficiency of the technique the waveguide iris @h@das created. The initial
grid with D = 3 was computed and subsequent data points were added wittivaedsampling.
The set of 59 points was added until the stagnation was @éeteThe model order was increased
and the next 9 points was added until the difference betwextehdecreased below the required
level 0.003. The mean error of created model is -49.5dB andmuan error is -33.02dB. The
histogram of model error and cumulative distribution fumictare depicted on figure 1.8. It can
be seen that proposed technique allowed to generate thd madenplete automated way with
good accuracy.

100
190
180
170
160
150
140

130

percent of samples [%)]
N
(6)]
cumulative distribution function

120

110

- ‘ 0
-80 =70 -60 -50 -40 -30 -20
error [dB]

Figure 1.8: Histogram and cumulative distribution funotmf model error with adaptive sam-
pling technique and automated order selection
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In some cases such procedure is not sufficient to construagéesnodel of device’s re-
sponse due the ill-conditioning of the interpolation peshl It may occur if the model orders
are too high and in this case the technique of parameter sipasmn is applied.

1.4.4 Division of parameter space

Division of parameter space is essential if the responseooifptex device is modelled (for
example has several resonances) and/or superb accuramyuessted. In such cases it might
be impossible to construct a single rational model whichec®wvhole parameter space and
assures desirable accuracy. To overcome the problem amai#d technique of parameter
space division was developed.

The most important issue is to develop criteria of spacesdiai In proposed technique two
cases can cause the division of parameter space duringapéwadsampling procedure:

e The size of the problem becomes too big to be efficiently gblve
e Further increasing of model orders leads to ill-conditmbirgerpolation problem

If one of the conditions if fulfilled, the adaptive sampliniggs and the variance analysis
for each the model parameters is performed. The smalleri@nee of distribution of samples
connected with parametey the more data points are concentrated around mean valge of
High concentration of data points in some area suggestathi@t place/dimension the model
is poor, therefore that dimension is selected to be dividégorithm creates two smaller sub-
spaces with division of range of selected parameter inteelsalSuch procedure is implemented
as recursive one.

To illustrate the proposed algorithm a simple case of twaat@ functionS(x,xz) is pre-
sented on figure 1.9. Figure shows that initial parametecespaas divided into three non-
overlaping smaller subspaces. The generalization to Ned#ions is straightforward.

To show the robustness of the technique, it was used to cregt@ccurate model of waveg-
uide iris. The required accuracy of model was establisheg-a9.001 (-60dB). The procedure
started from sparse grid of 81 support points and adaptivpkiag and order selection reduced
the error level to value 0.002. Further increasing of modeder resulted in ill-conditioning of
the problem. It is worth to notice, that it would be the maximaccuracy possible to obtain
without application of parameter space division.

To meet requested accuracy the initial parameter spacensindable 1.1 was sequentially
divided into three subspaces, presented in table 1.8. Atthesrange of width of iris was
divided, then in one of the subspaces the frequency rangelwiaed. For each subspace an
independent model of device response was created. Thgtastaand cumulative distribution
function of model error are presented on figure 1.10. 90% mipsas have accuracy better than
-50dB. The mean error of model is -55.97dB and maximum enropsito -38.55dB. The total
number of support points is M=460.

1.4.5 Merging submodels

The main disadvantage of space division is a non-smootlonsgpof the models at point of
connection of their domains. Since it is impossible to ingitte continuity conditions directly
into model computation algorithm, this problem has to beetkeparately during computation
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Figure 1.9: Sample space division in two-dimensional &g X»).

of the model response. The problem is illustrated in figuid lthat shows a plot &1 param-

eter computed as an response of two models that cover thiseney range. The discontinuity

of the response can be observed directly at the point wherpalrameter space was divided.
In most of model applications the presence of response mliseoty is not an important
issue. It is possible to perform a successful design usinf son-smooth model even when

Table 1.8: Parameter ranges for three subspaces createcduwidamated parameter division

scheme
Parameter Model | Model I Model 1l
frequency || 11.855GHz - 18.02GHz 11.855GHz - 14.9375GHz 14.9375GHz - 18.02GH
width 6.32mm - 11.06mm 11.06mm - 15.8mm 11.06mm - 15.8mm
height 4.74mm - 7.899mm 4.74mm - 7.899mm 4.74mm - 7.899mm
thickness 0.2mm - 2mm 0.2mm - 2mm 0.2mm - 2mm

N
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Figure 1.10: Histogram and cumulative distribution fuantiof model error in case of auto-
mated space division used

the optimization of the structure is involved. However, ifeoneeds a smooth response in
whole parameter space, it is possible to compensate thentiisaity. One can use a cubic
spline interpolation procedures in the area of model commecas presented in figure 1.11.
In this approach, a model response in area of the model cbanas computed from cubic
spline interpolation, generated from six points locatedrrnie the model connection (3 points
from each model are taken into account). Application of cigglines gives as result smooth
response with continuous first derivative of the responsdditfonally it is fast and easy to
implement.

1.4.6 Models of multi-port components

The technique described in the previous paragraphs candoetogonstruct a model of single
scattering parameter versus frequency and structure gdiome) In practice, an engineer uses
multi-port components, which are described with scattenmatrix that contains several scatter-
ing parameters. To create a complete model of such a devitealements of the scattering
matrix should be modelled in an independent way. Howevespted up this process signif-
icantly, the successive model can utilize the results aftedenagnetic simulations that were
already performed. In such a case, at the beginning of madation the sparse grid is used
to create the model of first scattering parameter with adagmpling and order selection. At
this stage the results of simulations of all scattering ipetars are stored. Once the procedure
converges, all the stored data points can be used to stagetieration of model subsequent
scattering parameter. Each time the modelling of subsemoattering parameter is started, a
test for initial model orders can be performed. The test gre several models with increasing
orders and evaluates the biggest mismatch between chosen phae orders of a model pair
with the smallest mismatch are used as initial orders foptamodel construction scheme.

The presented formulation of multi-port device model camgton can also be used to create
models of multi-mode devices, as discussed in [2].
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1.4.7 Complete algorithm - flow chart

The flow chart of proposed algorithm is presented on figurg.1ri the main loop an adaptive
sampling of the parameter space is performed. In this loepadmdition for increasing of model
orders is checked and detection of ill-conditioning is perfed.

-27.8
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-27.95¢

_28 -
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-28.1f

-28.15¢

-28.2¢
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Figure 1.11: Results of proposed technique of model's respaliscontinuity compensation:
— Non-smooth model response; spline compensated model response,points used for
spline computation
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Figure 1.12: Flow chart of complete algorithm
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1.5 State-of-the-art examples

The illustrate the flexibility of proposed technique mod&i$wo very complex planar devices
were created. In both cases the structures were simulaitegl agommercial electromagnetic
solver Momentum. These examples, along with the waveguislariodel presented in sec-
tion 1.4.4, shows that with proposed technique it is posdibicreate a surrogates of complex
microwave devices.

1.5.1 Spiral inductor in SiGe BiCMOS technology

Structure overview of an octagonal spiral inductor is pnéseé on figure 1.14. Figure 1.15
shows a three dimensional view of the structure along withetu visualization on the surface
of the inductor. The inductor consists of 2.5 loop spiralhnanh uniform strip at the top layer
and metal bridge at lower layer. The structure is describigd three geometric parameters:
strip widthw, gap widths and inner spiral radiuR. The model of such structure was computed
in frequency range from DC to 10GHz. Three scattering patarsevere modelleds; 1, S1
and sp2. A range of model parameters is presented in table 1.9. tedlgrarameter range
corresponds to approximate inductor die area range fromrb5A50umup to 47Qumx 470um
The required tolerance was seta$.001, and the procedure needed 285 support points to build
the models. The time of single analysis was from 3 to 5 minatea 1.5GHz PC and depends
of structure size.

Then a set of 500 randomly distributed data points in the rdaol@ain was generated. The
set was used to verify the accuracy of the model. The mean esroputed over the set was
—67.3dB, while maximum error reaches5dB. Figure 1.16 shows a histogram and cumulative
distribution function of the model error & ;. It can be seen, that 90% of samples has an error
below —63dB. Additionally the histogram and cumulative distribuatfunction of error ofQ

Air
gr=1
Passivation, & =3.4 4um
Metal, =3.4+10 aum
SiOy, gr=4.1 3um
Metal, o =3.4%10’ 0.66pum
Si0 5
& =41 5.2um

silicon substrate
g=11.9

6=T7.47 750um

metal groundplane

Figure 1.13: Silicon substrate as simulated in ADS Momentum
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Figure 1.14: Structure and dimensions of Figure 1.15: Three dimensional field visu-
modelled octagonal inductor. alization of modelled inductor.

factor computed from model response is presented in Fig.1Dkspite good accuracy of the
models of scattering parameters, the error of extraQtéactor can be high. However the high
error appears very near of the inductor resonance (scgjtaratrix is close to unitary matrix)

and in this point the parasitic capacitance of the induatonithates. In fact this point of inductor
operation is out of applications.

Table 1.9: Range of input parameters of spiral inductor rhode

Parameter Range
frequency ) | OGHz - 10GHz
strip width v) | 10um- 25um
gap width §) 5um- 20um

inner radiusR) | 30um- 100um

1.5.2 Interdigitated capacitor in MCM-D technology

A next example is an interdigital capacitor made in MCM-Dhiealogy. Thin film MCM-D
technology has many advantages over the traditional hyectthologies. It assures high preci-
sion components, repeatability of manufacturing complexowave structures and integration
of analog and digital circuits.

A layout of an interdigitated capacitor made in MCM-D teclogy is shown on figure 1.18.
A model of six variables (frequency and five geometric dinn@ms) was created. The ranges
of the model parameters are presented in table 1.10. Thé&ratgbparameters are as follows:
thickness 4pm dielectric permittivitye, = 2.65, dielectric losses tan= 0.002, metal thickness
3um metal conductivityd = 4.525- 107% (gold).

The requested modelling error was-0.001=-60dB. The procedure started using a sparse
grid with D=3 (729 support points) and initial ordevs= [2 2 2 2 2 2. Adding of 1402 data
points with increasing of orders ¥ = [3 4 3 4 4 4 gives the mismatch between both models
below the requested 0.001. To verify the model accuracyaf 8800 randomly distributed data
points were computed using an electromagnetic simulatcampared with model response.
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Figure 1.16: Histogram and cumulative distribution fuantof S;1 model of octago-
nal inductor.
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Figure 1.17: Histogram and cumulative distribution fuantof Q-factor error of ra-
tional model of octagonal inductor.
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Figure 1.18: Layout of interdigitated capacitor

Table 1.10: Range of input parameters of interdigitateccepr model

Parameter Range
frequency €) 10GHz - 90GHz
input line width (v1) | 50um- 150um
cap. line width () 10um- 25um
finger length ) 100um- 250um
finger line width (v3) |  10um- 20um
gap width €) 10um- 25um

The histogram and cumulative distribution function of miceteor are depicted on figure 1.19.
The maximum error of created model is -32.5dB and mean eeaxhes -56.5dB. In case of
90% of test samples the error is below -50dB and for 54% of $asrtpe error is below -60dB.

1.5.3 Summary

In table 1.11 presented is a detailed comparison of destrnimlels. It can be seen, that the
model accuracy strongly depends on complexity of the sirea@nd number of variables.

Table 1.11: Comparison of created models

Structure N | M | Space divisions Amax[dB] | Amean[dB] | Ago [dB]
Octagonal inductor 4 | 285 0 -55 -67.3 -63
Waveguide iris | 4 | 460 2 -38.55 -55.97 -51
MCM-D Capacitor| 6 | 2131 0 -32.5 -56.5 -50

1.6 Applications

The proposed technique is versatile and can be applied f@tration of surrogate models of
different kind of microwave structures. In fact, every stuwre that is described with scattering
parameters and has a smooth response can be modelled. oreeyeé can create models of
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Figure 1.19: Histogram and cumulative distribution fuaotof model error for interdigitated
capacitor

elements made in various technologies: waveguide, migposbplanar or multilayer. To show
the benefits of models application two advanced examplgsrasented below.

1.6.1 Inductor optimization

High Q inductors is one of the problems in on-chip solutions for RE anicrowaves.It is a
common problem of designers to find an inductor that at frequé realizes an inductands
and in the same time minimize the inductor’s aB&nd/or maximize th&. It is an important
issue, since there exist several designs of inductor withsdime value of inductandg and
different values of quality factor and size. Several papenge investigated the inductor opti-
mization problem [20, 21, 22, 23]. Authors propose to creaggmple closed-form model of
inductor parameters, like in [20, 23], but such models affecdlt to find for multivariate case.

This problem can be solved using optimization procedureqéency dependent parameters
of the inductor can be evaluated from its admittance paramets [20]:

1
LX) = o Im(Y11(f)) (1.13)
- _|m(Y11(f>)

Both parametert and Q of inductor depend of frequencly and dimensions of the structure
X =[X1 X2 ... Xn]. The procedure of inductor search can be organized as aesoppization
routine with goal functiorG defined as:

N
G(fo,X) = [[L(fo,X) — Lol —Q(fo,&le)q (1.15)
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which has to be minimized over space of inductor geometriarpaters. The minimum of
the goal function gives the desired valuelofor the smallest inductor and highe3tfactor.
Obviously such search is time consuming if electromagreatiuilator is involved to compute
the inductor parameters. However, such search can be pedovery fast using a multivariate
surrogate model of the inductor. To prove this, a model odgahal inductor described in
section 1.5.1 was investigated and several optimizaticere werformed using the above goal
function. A few examples of designed inductors are showalet1.12. The time of design in
all cases is below 1 second. It is extremely fast comparirgldotromagnetic approach since
the EM-simulation of inductor response on single frequeia&gs a few minutes. It has to be
noted that the model parameter space is continuous but arfppnoduction process assumes
limited resolution. Therefore final dimensions have to bended to obey the process design
rules.

Table 1.12: Results for an octagonal inductor design: retgaeparameters, obtain€dfactor,
approximated inductor size and time of optimization (MATRA

Requested parameters| Q | Time [s] Aprox. size
fo=0.92GHzLp=2.2nH| 10.4| 0.52 | 375um x 375um
fo=1.8GHz,Lp=1.4nH | 12.9| 0.49 | 2081m x 2084 m
fo =2.45GHzlp=2nH | 16.8 0.7 236um x 2364m
fo=5.1GHz,Lp=1.1nH | 17.7| 0.45 | 172uam x 172um

1.6.2 Waveguide filter

Surrogate models can be applied to design complex micros@ngonents. For example, a
5-th order microwave filter with two dispersive stubs wasdid into a separate discontinuities
that have been modelled using the proposed approach, anpdsn figure 1.20. In the same
figure a comparison of the model response and the electratiagamulator is presented. In

can be seen that model response is very accurate. What istanpat takes about 1 second
to compute model response, which is much significantly fagieparing to over 2 minutes in

case of electromagnetic analysis (mode-matching).

1.7 Problems with grid-based solvers

The most important issue for a successful creation of ratiorodel based on the electromag-
netic simulation is a smooth change of simulator responséalchanges of structure geometry.
It is a common feature of mode-matching based simulatotanlay cause problems if a grid-

based solvers (like MoM or FDTD) are used. The problem istlated in figure 1.21, where the

S11 response of a microstrip stub on the MCM-D substrate versdhwf the stub is presented.

The structure is simulated at the frequency 1GHz and re-etksach time the structure dimen-
sions changes. Mesh frequency is also set as 1GHz. It carebelsa the transfer function is

not smooth, which indicates non-physical response. A diicoity of the response causes a
huge problem for interpolation of data using rational fumacs.



CHAPTER 1. SURROGATE MODELS 27

IS,,1.18 ) [dB]

f[GHz]

Figure 1.20: Waveguide filter structure and comparison ad@hoesponse with results of elec-
tromagnetic simulator (mode-matching).

A way to circumvent this problem is to simulate the structuith a grid that is denser than
the one resulting by considering the frequency alone. Instrae figure the response of the
same device is shown with mesh frequency set as 100GHz.dicdlse the response is smooth
with change of the geometry. A drawback of such solution igyxareased simulation time, due

to denser mesh.
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Figure 1.21: Response of the stub on the MCM-D substratenctiion of stub width— mesh
computed at 1GHz— mesh computed at 100GHz



Chapter 2

Integration with circuit simulators

The second goal of the grant was to integrate the developéditpies with the industry stan-
dard circuit simulators. Two issues are of importance:

e Generation of support points

e Integration of surrogate models with circuit simulators

2.1 Obtaining data from planar simulators

The algorithm of automatic model creation depends on thdtsesf electromagnetic simula-
tions. Because of continuity of parameter space and nureesopport points, the algorithm
must be able to create necessary structure, analyze it m@atbr and get the results. Most
popular planar simulators can be used as a source of datdesarem. Sonnet, AWR Mi-
crowave Office or Agilent Momentum. Details of implementat will be explained taking as
an example simple microstrip tee structure, simulated oglsifrequency point@Hz shown
on Fig.2.1. The substrate parameters are as follows: h8igbinm dielectric constant .8,
conductor conductivity 110°°Swithout dielectric losses and enclosure without cover.

2.1.1 Sonnet simulator

Sonnet simulator can be run in a batch mode from commanddkiag as an input a text file
containing all information needed for analysis. This iseldy running a command:

emexe input_file.son

Results of simulation, i.e. scattering parameters, amedtn filelog_response.logn son-
datasubfolder. Simple text file parsing is sufficient to extrawctreric data.

Because of the complexity of simulator and great number ¢ibop, only those relevant
to modeling application are described in the next sectidme ifput file format description is
based on version 10.51 of Sonnet released in December 2004.

29
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Figure 2.1: An example of microstrip tee structure.

Input file format

The first two lines of the input file contain only identificatiolnformation irrelevant to simula-
tion. For example, following two lines indicate a sonnetjpebfile created in version 10.51 of
the simulator.

FTYP SONPRQJ 1 ! Sonnet Project File VER 10.51
The rest of the file is divided into following sections:
e HEADER
e DIM
e FREQ

CONTROL

e GEO
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Each section begins witlsection_name string and ends witlEND section_name string. For
example:

HEADER ... END HEADER

HEADER section

The first section has a similar purpose as the first two linéisefile. It contains information
not related to the simulation, e.g. information about lgeand dates of creation, modification
of the project, and can be omitted during the input file get@ndor modeling. An example of
this section looks as follows:

HEADER
LI C SL00000. 101
DAT 04/ 11/ 2006 14: 38: 49
BUI LT_BY_CREATED xgeom 10. 51 04/ 11/2006 14: 25: 39
BUI LT_BY_SAVED xgeom 10. 51
NDATE 04/ 11/ 2006 14: 26: 38
HDATE 04/ 11/ 2006 14: 26: 02
END HEADER

DIM section

The DIM section must contain definitions of units of sevenahehsions. All numerical
values in the input file must correspond to the units definexfinion of every dimension unit
takes one line a has a following format:

dimid dimunit

wheredim_id is identification string of the dimension awim _unit is a string indicating
the unit. The table below shows all the dimension which d&dins of units are needed.

Table 2.1: Description of dimension units.
Dimension | dim.d | dim_unit
Frequency | FREQ | Hz, KHz, MHz, GHz, THz, PHz
Inductance | IND H, MH, UH, NH
Longitude LHG M, MM, UM, MIL, IN
Angle ANG | DEG
Conductivity| CON | /OH
Capacitance| CAP | F, MF, UF, NF, PF
Resistance | RES | OH

An example of the DIM section is shown below:

DI M
FREQ GHZ
IND NH
LNG MV
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ANG DEG
CON / OH
CAP PF
RES OH
END DI M

FREQ section
Frequency points are defined in FREQ section. It is possildetine them in the same way
as in GUI of the simulator. Thus frequency point can be defasefbllows:

STEP freq_poi nt
or
SIMPLE |l ow freq high freq interval

wherefreq_point is a frequency of a single poingw_freq andhigh_freq are limits of a set
of frequency points witlinterval between the points. For example the following line:

STEP 2. 455
sets a frequency point at 2.455 units of frequency, and theline:
SIMPLE 2.50 2.80 0.1

defines 31 frequency points from 2.50 to 2.80 units with aerirgl of 0.1 units. Other types of
frequency points definition are irrelevant for modelingppses.

CONTROL section

This section includes simulation options. The most impurtenes are:

SPEED val ue

wherevalueindicates preset setting of mesh density influencing acguaad speed of analysis.
Thevalue can be 0, 1 or 2. The lower the value is, the more accurate amgskimulation is.
Another useful command I@BONTROL section is:

OPTIONS -d

meaning that ports will be de-embedded from results.

GEO section

This section of the input file contains all information abgebmetry of the structure, in-
cluding box, dielectric and metallization layers paramget€irst, the top and the bottom metals
must be defined. It can be chosen from three predefined types:

e Lossless, models a perfect conductor
TMET "Lossless” 0 SUP0O 00 O
e Load, models a perfect matched waveguide load

TMET "WG Load" 0 WGLOAD
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e Free Space, which removes the top or bottom cover
TMET "Free Space" 0 FREESPACE 376.7303136 0 0 0

It is also possible to set a user-defined metal as the top dodttem metal. For the top metal-
lization it can be done placing following line:

TMET "netal _name" metal _no NOR netal cond nmetal cr netal _thick

wheremetal_name is a unique name of the metahetal_no is a successive number of the
metal, i.e. 1 for the first user-defined metaletal_cond is the metal conductivitynetal_cr is
the current ratio anchetal_thick is the thickness of the metal.

It is required that user-defined metal must be declared iparate line in the same way as
TMET but withMET command, for example:

MET "Metal 2" 1 NOR 1000 0 0.01

If a circuit is symmetric about the center line parallel te th axis, then the symmetry can
be activated by placing the following line:

SYM

which results in faster analysis.
Specification of the box containing the structure consiktslme defining box dimensions
and lines containing dielectric layers information. The biamensions are defined as:

BOX met _ay _no box_x box_y cells x cells_y 20 0

wheremet lay_no is a number of metallization layerspx x andbox_y are dimensions of the
box, cellsx andcellsy are twice the numbers of cells horizontally and verticaflgpectively.
For example the following line:

BOX 4 320 320 256 256 20 0

defines a box with four layers of metallization (five dieléctayers) with dimensions 320x320
units divided on 128 cells horizontally and vertically.
Each dielectric layer must be defined in a separate line dbtime:

d thick d_const mpermd_|oss mloss d cond O "d_name"

whered_thick is the thickness of the layed, constis the dielectric constanim_perm is the
relative magnetic permeabilitgl,_lossis the dielectric loss tangent)_lossis the magnetic loss
tangent,d_cond is the dielectric conductivity and_nameis a unique name of the layer. For
example the following line:

2512.9100 0 2 "GAs"

defines a lossless layer of gallium arsenide 25 units thick.
Definition of ports spans over four lines. The first line begoort declaration:

PORL port _type
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whereport_type can beSTD for a standard port oAGND for an autogrounded port. The
second line binds the port with a specific polygon of metatlan:

POLY poly id 1

wherepoly_id is a uniqgue number of the polygon to which the port is adjacdrite third line
defines an edge the box the port is adjacent to. For example:

3

means that the port is adjacent to left edge of the box. Theraethiues are: 0O for top edge, 1
for right edge and 2 for bottom edge. The last line of port a@etlon declares the number of
the port, the port impedance and its position:

port_no port _res port_react port _ind port_cap port_x port_y

whereport_no is a successive number of the pgrort_res andport_react are real and imagi-
nary parts of the port impedang®rt _ind, port _cap are inductance and capacitance of the port
andport_x andport_y are coordinates of the port. For example the following line:

250000 320 160

defines a second port with purely resistive impedance of 88 ahposition x=320 and y=160.
Reference planes can be moved away from the edge of the bdadipga line:

DRP1 rp_pos FI X rp_di st

whererp _pos indicates the edge of the box of reference plane displace(man beLEFT,
RIGHT , TOP or BOTTOM ), rp _dist is a distance of the reference plane from the specified
edge. For example, the following line:

DRP1 RIGHT FI X 1.20

sets reference place for ports on the right edge at a distdric0 units from the edge.
Shapes of metallization or dielectric are drawn in a formafygons. Description of a poly-
gons begins with a line indicating the total number of polyg the structure. For example:

NUM 2

indicates there are two polygons to be defined below. Deataraf a single polygon begins
with the following line:

layer _no poly vert nmetal _no N poly id sub_xmn sub_ymn sub_xmax
sub_ymax 0 0 0 egde_nesh

wherelayer_no is a metallization layer numbepoly_vert is a number of vertices in the
polygon (including a duplicate vertex at the end of the Jist¢tal_no is metal number (equiv-
alent to metal number in user-defined metafgly_id is an unique polygon idsub_xmin,
sub_ymin, sub_xmax andsub_ymax are subsectioning controlsgde meshturns on/off edge
mesh and can be eith&ror N.

Dimensions of the polygon are specified by defining the pmsiif all vertexes in the poly-
gon. The position of each vertex is described by the line:
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poly_x poly_y

wherepoly_x andpoly_y are positions relative to a coordinate system of the stractdote that
the last vertex must be the same as the first one.
For example block below:

05-1N121 1 100 100 0 0 O Y 320 147.5 320 172.5 220 172.5 220
147.5 320 147.5 END

defines a rectangle in the first metallization layer with idadith dimensions 100x25 units and
bottom left corner at the position x=220 and y=147.5 units.

Example

The structure presented on Fig.2.1 would be described bg a/fiich most important sections
are:

e FREQ section for a single frequency point &2z

FREQ
SI MPLE 2.0
END FREQ

e GEO section with box and dielectric layers parameters

CEO
TMET "Free Space" 0 FREESPACE 376.7303136 0 0 0
BVET "Lossless” 0 SUP0O 0 0 0O
BOX 1 7 6.2 140 124 20 0
30110000 "AT"
0.25 9.6 1 0 0 1e+050 O "substrate"

... ports definitions ...

PORL STD

PCLY 1002 1

3
15000003.1
PCR1 STD

PCLY 1003 1

2
3500003.56.2
PCR1 STD

PCLY 1005 1

1
250000731

... and metallization polygons
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NUM 4
05-1N1002 11100100000
0 2.5
2.5 2.5
2.5 3.7
0 3.7
0 2.5
END
05-1N1003 11100100000
2.5 3.7
4.5 3.7
4.5 6.2
2.5 6.2
2.5 3.7
END
05-1N100511 100100000
4.5 2.8
72.8
7 3.4
4.5 3.4
4.5 2.8
END
07-1N1006 11 100100000
2.5 3.7
2.5 2.5
3.5 2.5
3.5 2.8
4.5 2.8
4.5 3.7
2.5 3.7
D

EN
END GEO

2.1.2 AWR Microwave Office

Microwave Office implements a COM-compatible interfacewaihg easy communication with
other software. All functions related to creating EM stures within simulator’'s GUI have
COM counterparts. Thus creating the structure is straogwtird and consists of the following
steps presented in pseudocode taking as an example theistritom Fig. 2.1:

1. Starting new project

proj = MAD. New( 'eoard )

2. Creating an empty EM structure
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¥: xgeom 10.51-Lite - [sample_structure.son]
ﬁFi\a Edit View Tools | Circuit  Analysis Project Window Help

12 ™l Y RN A B E1D

..

= =

4 |of ]

|C1\d( or drag to select objects, drag to mo | 1.0x |7.9, 52mm |Puimer

Figure 2.2: View of the example structure in Sonnet window.

enstructure = proj.EMStructures. Add( "mstrip tee’ )

3. Setting substrate - when creating the EM structure, thezgdwo default material lay-
ers. Thus no new layers must be created in this case - onlyibtng ones need to be
modified. For setting the substrate parameters:

| ayer2 = Material Layers.tem2)
| ayer 2. Thi ckness = 0. 25

| ayer2.Di el ectricConstant = 9.6
| ayer 2. LossTangent = 0.0

and for the air layer:
| ayerl = Material Layers.Iten(1)
| ayer 1. Thi ckness = 4.0

| ayer1l.Di el ectricConstant = 1.0
| ayer 1. LossTangent = 0.0

Setting the enclosure requires the following commands:

enstructure. Encl osure. XDi nensi on = 0. 0070
emstruct ure. Encl osure. YDi nension = 0. 0062
enstructure. Encl osure. XDi vi sions = 70
enstructure. Encl osure. YDi vi sions = 62
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enstructure. Encl osure. Hei ght = 4.0
emst ruct ure. Encl osure. Encl osureTop = maBMI_Appr oxi mat eCpen

4. Drawing metallization shapes

enstruct ure. Shapes. AddRect angl e( 0, 0.0025, 0.0025, 0.0012 )

enst ruct ure. Shapes. AddPol ygon( [ 0.0010 0.0025;

0. 0025 0. 0020;

0. 0045 0. 0025;

0. 0030 0. 0045;

0. 0034 0. 0040;

0. 0035 0.0034;

0. 0050 0. 0035;

0. 0037 0. 0060;

0.0025 0.0037 ] )
enstruct ure. Shapes. AddRect angl e( 0.0025, 0, 0.0020, 0.0025)
enstruct ure. Shapes. AddRect angl e( 0. 0045, 0.0028, 0.0025, 0.0006 )

5. Adding ports
enstruct ure. Shapes. AddPort( 0.0000, 0.0025, 0.0000, 0.0031, 1)
enstruct ure. Shapes. AddPort( 0.0070, 0.0028, 0.0070, 0.0034, 1)
emst ruct ure. Shapes. AddPort ( 0.0025, 0.0000, 0.0045, 0.0000, 1)

6. Setting frequency of simulation

proj . Frequenci es. Add( 2.000 )

7. Launching simulation

proj.Sinmulate()

8. Obtaining simulation results - adding a graph:

graph = proj.Gaphs. Add( 'mstrip tee s-parameters’, 4 )

setting its parameters:

nes
mes

graph. Measurenents. Add( "nmstrip tee', "Re(S(1,1))" )
graph. Measurements. Add( 'nstrip tee’, 'I1mS(1,1))" )
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and getting results

result = nes. YVal ues;

Detailed description of Microwave Office API can be found24].

2.1.3 ADS Momentum

Generation of a structure in Momentum is not as straightfodwas in Sonnet or Microwave
Office because of numerous files generated by Momentum erfgues so shapes of metalliza-
tion, stored irproj. file, and substrate information, storedgroj.sul are simple text files.

Example
The ports and metallization shapes are definguton file:

UNI TS MM 10000;
ADD N1 :F1.0 :SO :T1003 :D'1, 50, 0, O 0O, 3.1,
ADD N1 :F1.0 :SO :T1003 :D'2, 50, 0, O 7, 3.1,
ADD N1 :F1.0 :SO :T1003 :D '3, 50, 0, 0" 3.5, O;
ADD P1
0. 000000, 3. 700000
2. 500000, 3. 700000
2. 500000, 2. 500000
0. 000000, 2. 500000
0. 000000, 3. 700000;
ADD P1
2. 500000, 2. 500000
4.500000, 2. 500000
4.500000, 0. 000000
2. 500000, 0. 000000
2. 500000, 2. 500000;
ADD P1
4.500000, 3. 400000
7.000000, 3. 400000
7.000000, 2. 800000
4.500000, 2. 800000
4.500000, 3. 400000;
ADD P1
. 500000, 3. 400000
. 500000, 3. 400000
. 500000, 2. 800000
. 500000, 2. 500000
. 500000, 2. 500000
. 500000, 3. 700000
. 500000, 3. 700000
. 500000, 3. 400000;

WwNhDhDNNDDEEDDW
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The box and dielectric layers are describegiioj.subfile:

UNI TS METRE
BOTTOVPLANE | MPEDANCE 0 0
TOPPLANE OPEN

LAYERS

0 THI CKNESS INFINITY
PERM TTIVITY VALUE 1 0
PERVEABI LI TY VALUE 1 0

1 TH CKNESS 0. 00025
PERM TTIVITY VALUE 9.6 0
PERVEABI LI TY VALUE 1 0
STRI P

£/ [ EDARD_PR1 ] sample_structure (Layout):5

File Edt Select Wiew Insert Options Tools Schematic Momentum Window DesignGuide Help
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Figure 2.3: View of the example structure in ADS Momentumadhaw.
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2.2 Integration with circuit simulators

Surrogate models created using the presented techniqueedaoorporated into industry stan-
dard circuit simulators like Agilent's Advanced Design &m or AWR'’s Microwave Office.

2.2.1 ADS Schematic

Advanced Design System allows one to create user-define@lsosging one of the following
method:

1. Model Composer
2. Advanced Model Composer
3. User-Compiled Model

Model Composer and Advanced Model Composer create autcatigtmodels of layout ele-
ments that can be used in linear simulations. They use potlialonterpolation with reflective
exploration technique. Elements that can be modeled usiogeMComposer are limited to a
set of typical microstrip discontinuities, e.g. bends,ners, crosses or gaps on a single non-
parameterized substrate. The substrate can be pararadteriAdvanced Model Composer,
but for both techniques recommended number of continuesnpeters is two, thus limiting
modeled elements to very simple ones.

User-Compiled Model function does not create any modeddfjtsut allows incorporating
user-coded models of any layout element and potentiallpwémg the limitations of the number
of parameters. Linear user-compiled models can have up ex@9nal ports but there is no
hard-coded limitation regarding number of parameters. fhia&ing of a model consists of
three steps:

1. Defining the parameters whose values will be entered fhens¢hematic
2. Defining the symbol and the number of pins
3. Writing the C-code

Definition of the parameters of the model consists of daeafpparameter’s name, descrip-
tion, default value and type. Validation of parameter'sgamust be implemented by the user.

The C-code must return Y matrix of the element provided wiément parameters. User-
Compiled Model function automatically creates a templatdecwith a header file for necessary
procedures that must be complemented by a user code. Ahhitvegcode must conform to
ANSI-C standard, C++ compiler is needed for linking the npirogram.

Implementation details

Details of model implementation in ADS are presented takis@n example the MCM-D ca-
pacitor model. The first step is the definition of model parrsedepicted on Fig.2.4. For
every parameter its name, default value and type are defined.

The next step is to draw schematic symbol for the model (F5¢\2here the number of pins
defines number of ports of the model.
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M User-Compiled Circuit Model:2 [ x|
Component Narne: [capaciter

Parameters | odel Codel Dptionsl

t Parameter EdtP

Parameter Mame
Iw‘l
Value Type

IF!eaI j

Default Value [e.g.. 1.23e-12)
[20e6

r— Optional

Parameter Type
I Lenath j
Parameter Description

|Input lire: width [50-150um)

[¥ Display parameter on schematic

¥ Optimizable
Add Cut Faste
—I —I —I W Allows statistical distribution
Add Multiplicity Factar [_M) |

Copy Parameters From... |

ak | Apply | Eancell Help |

Figure 2.4: Parameters editor window.

& [ EDARD_PR] ] capacitor (SYMBOL) (Schematic):5 1S[=] E3
Fie Edt Select View Insert Options Tools Layout Simulste Window Dynamiclink DesignGuide Help
i - + :'""' +z -z -] = é
|| (8|5 D | Odlont] C0] LS o 1R @ £H B
- o A
ISymhnI View Palette jl j D‘l = ||m||
=
=@
o (==
!
L
-
[l ml »
5elect: Enter the starting point [pitems ymbody D875, 0375 4

Figure 2.5: View of schematic window when editing model sypinb

The main step is writing the C-code for the model calculatiagy-parameters. A diagram

of rational model implementation is depicted on Fig.2.6evethe main part of the implemen-
tation is a function:

bool ean conpute_y(UserlnstDef *userlnst, double omega, COWLEX *yPar)

The parameters typed in a schematic window are passed mfartlation in an array
user | nst->pDat a[ ]

42
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compute_y()

Frequency
Physical dimmensions —~ Admittance
Substrate parameters Parameters | —~, | Rational function(s) | ==~ | S-to-Y matrix == parameters
etc. validation evaluation conversion

Figure 2.6: Diagram of model implementation in Agilent’s 8D

and are easily accessible through macros defined in the hi#dadé&requency of simulation is
passed iromegaparameter. ThgPar parameter is a pointer to an array of complex admittance
parameters that the function must return. Note that COMPL¥p% is not present in ANSI-C
standard. It is defined as a struct:

typedef struct {

doubl e real;
doubl e i nag;
} COVPLEX;

and thus all mathematical operations on COMPLEX type végmmust be implemented by
the user. Because the model describes S-parameters ofohatos, the scattering matrix must
be converted to the admittance matrix prior return statém&he conversion is done by the
function provided by ADS:

extern bool ean s_y convert ( COWLEX *inPar, COWPLEX *outPar, int direction, double rNo

taking as the parameters, besides input and output matdicestion of conversion (i.e. S-to-Y
or Y-to-S), reference impedance and the number of portseofrtbdel. Complete listing of the
computey function of MCM-D capacitor model is presented below.

static boolean computey (
UserlnstDef xuserinst ,
doubl e omega,
COMPLEX xyPar)
{
boolean status = TRUE;
COMPLEX Smatrix|[4];
doubl e f; I/l frequency
double x[6]; /l vector of parameters

f = omega/2/Pl; /] conversion to Hz

/Il populating ’'getmodelSXX’ input vector
x[0] = f/1e9;
[ %
g.P is a macro:
#define GP wuserinst>pData[0].value.dVal
which is gap width parameter in milimeters
x/
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X[1] = 1e3xg_P;
x[2] = 1e3xw3_P;
x[3] = 1le3xL_P;
x[4] = 1le3xw2_P;
X[5] = 1e3xwl P;
[ *

Function:

COMPLEX getmodelS11( int n, doubkex )

return sll parameter of the model, where

X is a vector of parameters in meters and Hz
*/
Smatrix[0] Smatrix[3]
Smatrix[1] = Smatrix[2]

getmodelS11( 1, &[0] );
getmodelS21( 1, &[0] );

s.y_convert( Smatrix, yPar, 1, Z0, 2);

return status;

After compiling written code in User-Compiled Model winddte model is accessible in
Component Library in schematic window (Fig.2.7).

i Component Library,/Schematic: 2

Fle Edt Yiew Options Tools Help

8] o e xlEe] D)]=+=] Al 9l

Libraries Components

Agient Technalogies Il [No = | Ve
 Littan (Mo Layout] CAUSEAS\DEFAULTAE: MAA Capacitor in MCM-D technology [

- Mitsubishi (Mo Lagout
i i Mo Layow] CAUSERSSDEFAULTAEN MAA  Dictagonal induictor I
otorola [Mo Layout]

- Myt (Mo Layout)
- NEC [No Layaut]

Wendor Description

Phillips [Mo Layaut]
- Raytheon (Mo Layout)
Siemens [No Layout)
- Sany (Mo Layaout)
- Toshiba (Mo Layout]
=) System Librany
- Mixers
Amplifiers
- GMT Mivers
- GMT Amplifiers
SMT Filter
- Filters
- Power Dividers
Switches
v GMT Crystals
Block Text Fonts
- IDF Components
" My Circuit Library =

1 | 3 Browse for downloadable vendor libraries...

efault Mode: Browse [A/RF  Library: Licensed, | My Circuit Library v

Figure 2.7: View of Component Library window in schematiosing user-compiled models.

The model can be placed into schematic window in the same sviayili-in models and used
in linear simulation, as shown on Fig.2.8.The results otsation of the circuit in schematic as
well as in Momentum (Fig.2.10) are shown on Fig.2.9.
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Var
MSub | Ak | S-PARAMETERS L] Uan
MSUB S_Param ﬂ:&go
MSub1 SP1 L=200
H=45 um Start=10 GHz w3=20
Er=2.65 Stop=90 GHz g=20
Mur=1 Step=1 GHz

Cond=4.535e7
Hu=1.0e+033 mm
T=3 um
TanD=0.002
Rough=0 mm

M-D|

s Term .
Term1 capacitor lermz
Num=1 capacitor1 Neurrr:_z
Z=50 Oh 1=w1 -

_ m wimw? um Z=50 Ohm

w2=w2 um

L=L um

w3=w3 um =
g=g um

] =]

1
L = I
*{— Term MLIN MICAP1 MLIN * Term
Term3  TL1 C1 TL2 Term4

Num=3 Subst="MSub1"  gypst="MSub1" Subst="MSub1" Num=4
Z=50 OhmW=w1um W=w3 um W=w1 um Z=50 Ohm
L=50 um G=g um L=50 um =

Ge=g um —

L=L um

Np=3

Wit=w2 um

Wf=w1 um

Figure 2.8: View of schematic window with implemented MCMeBpacitor model and ADS
intergidital capacitor model.
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Figure 2.9: Results of simulations of the example of MCM-Paxitor. The red line represents
ADS interdigital capacitor model, blue line representsoral model, black triangles are the
results of Momentum simulations.

2.2.2 AWR Microwave Office

Custom models in Microwave Office can be created using Modeblif from Software De-
velopment Kit. The modeling wizard generates a C++ desonpdf the model that can be
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Figure 2.10: Layout of MCM-D capacitor in Momentum.

compiled as a dynamically linked model. The models are impleted using Microsofts COM
(Component Object Model) technology used for communicaietween different software in
Windows family operating systems. Conformity to COM standallows easy migration to
future versions of Microwave Wizard without recompilingydrinaries. One can add the model
just by placing compiled file into "Models” subfolder of therailator folder. Steps needed to
create a model are as follows:

1. Code generation
2. Model implementation
3. Compilation

Similarly to Agilent’s simulator, most of the source codg&nerated by the simulator, precisely
by the Model Wizard (see Fig?). The implementation of the code is analogous to ADS models
and is limited to writing the mathematical description of thodel between following lines of
comments:

/1] -USER CODE BEG N-]

/1] - USER CODE END-]

Compilation can be done using C++ compiler linking user-ified .cpp file with the Compiler
Dependent Library. Multiple *.cpp files can be batch comgph® that multiple models can be
implemented within a single dll.

Implementation details

KCmplxMtxData Smat(2,2);

double x[6];
x[0] = freq/1e9;
x[1] = g/le-3;
x[2] = w3/1e-3;
x[3] = L/1e-3;

x[4]

w2/le-3;
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x[5] = wl/le-3;

Smat(1,1)
Smat(1,2)

Smat(2,2)
Smat(2,1)

AWR_Smat2Ymat( Smat,

AWR Model Wizard

Model Definition | Parameters | Implementation I

—Mame:

2, NULL, ymat );

Aggregate MDdeII Source I

Model class name [i.e., the C++ class

— Help Support

getmodelS11( 1, &[0] );
getmodelS21( 1, &[0] );

name |

Model category [example: user_modelshlumped
uzerilumped

Help file

Model name [short name used ko identify elements DEFALLT

|EAF'AEITDF|_MEM_D I—
Help context |0 0

Model description (long descriptive name |

Capacitor in MCM-D technology

— Schematic Symbal

Symbol name

symbol_name@file_name

‘ MNumber of nodes |2 :’ ‘
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Figure 2.11: Model Wizard in Microwave Office.
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Figure 2.12: Parameter editor in the Model Wizard.
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Figure 2.13: Model Wizard in Microwave Office.
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