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ABSTRACT 

In this paper, we show that simple, cheap and easily deployable honeypots can help to get a better 
understanding of the attack processes that machines in unclassified networks are facing. Acquiring this 
knowledge is a prerequisite for the sound design and implementation of efficient intrusion tolerant 
systems. We propose some in depth analyses carried out on data gathered during a 10 months period by 
several honeypots. We highlight the need for a well defined set up of honeypots, replicated in many 
diverse locations. Such an environment would enable the scientific community to answer the remaining 
open issues described here after. 

1.0 INTRODUCTION 

Recently, several papers have explained how so-called “Internet telescopes” can be used to get a better 
understanding of worms propagations ([44, 45]). As a follow up to large scale DdoS attacks, the scientific 
community has shown a growing interest for a pragmatic analysis of real data streams to identify the 
various attack processes threatening Internet users. For instance, three papers where devoted to these 
problems during the last SIGCOMM conference [60], and four other published at INFOCOMM 2003 [34]. 

In this paper, we propose to use simple honeynets instead of large “telescopes” to gather data. Based on 
our experimental set up we show that despite orders of magnitude of differences in the amount of collected 
data this approach is more efficient. Indeed, the limited, yet richer, amount of data offers a convenient way 
to carry out some systematic analysis that leads to interesting findings.  

This paper is a follow up to an earlier publication [18] in which first results obtained over a four months 
period had been proposed. In this new publication, we review the conclusions drawn in [18] thanks to six 
more months of data and, more importantly, propose new findings. We discuss the need for a distributed 
infrastructure in order to confirm some of our conjectures and to answer some of the remaining open 
questions. 

The paper is organized as follows. Section 2 proposes a general introduction to the notion of honeypots. 
Section 3 offers a survey of existing work. Section 4 describes the set up we have used for our 
experiments. Section 5 reviews the results proposed in [18] and offers new material. Section 6 concludes 
the paper. 
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2.0 HONEYPOTS: INTRODUCTION 

2.1 Definitions 
Honeypots, honeytokens and honeynets have been used for more than fifteen years in computing systems 
even if the use of this terminology is recent. In the late 80’s, Clifford Stoll [67] had the idea of placing 
‘interesting’ data in appropriate places to lure hackers. In the 90’s Cheswik implemented and deployed a 
real “honeypot” [12]. Bellovin discussed the very same year the advantages and problems related to its 
usage [6]. In 98, Grundschober and Dacier ([26, 27]) introduced the notion of “sniffer detector” (see also 
[1]), one of the various forms of what is called today a “honeytoken”.  

Lance Spitzner has the merit of having been the first one to try to define these concepts by introducing the 
terms “honeypot”, “honeytoken” and “honeynet”. Yet, we feel uncomfortable with his definitions because 
they describe how to use honeypots instead of defining what they really are. However, due to the lack of 
any better definition, the community of honeypot users/developers keeps using the following ones, taken 
from [65]1:  

• 

• 

• 

• 

• 

• 

                                                     

Definition 1: «A honeypot is an information system resource whose value lies in unauthorized or 
illicit use of that resource.» [65] 

Definition 2: «[…] a honeytoken is a honeypot that is not a computer. Instead it is some type of 
digital entity. » [65] 

In order to provide a more rigorous definition of what honeypots are, we propose to take advantage of well 
defined concepts introduced by the dependability community. To that end, we reuse the definitions 
proposed by several contributors within the European MAFTIA project. In [53, page 32], the authors 
introduce the notions of attack, vulnerability and intrusions as follows: 

Definition 3: «An attack is a malicious interaction fault, through which an attacker aims to 
deliberately violate one or more security properties ; an intrusion attempt»  

Definition 4: «A vulnerability is a fault created during development of the system, or during 
operation, that could be exploited to create an intrusion» 

Definition 5: «An intrusion is a malicious, externally-induced fault resulting from an attack that 
has been successful in exploiting a vulnerability» 

Based on these definitions, we derive the following new one:  

Definition 6: A honeypot consists in an environment where vulnerabilities have been deliberately 
introduced in order to observe attacks and intrusions. 

2.2 Existing platforms 
During the last 2 years, many different implementations of the concept of honeypots have been proposed. 
Some attempts have been made to classify them (see for instance [15, 29, 64]). For the sake of 
completeness, we offer a brief overview of the existing solutions in Appendix A. We report the interested 
reader to [52] for a more detailed presentation of these tools as well as for a discussion of the classification 
issues.  

Besides the large number of solutions, it is worth noting that some work has also been done to propose 
software architectures, such as the GENI and GENII Honeynet [32], to create more sophisticated 
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1 It is worth noting that a)  this definition is different from the one given by the same author in his book [64], ii) this 
new definition has been discussed at length on the honeypot mailing list [30] but no final consensus has been reached 
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environments by integrating various pieces of hardware and software. More recently, a strong trend has 
emerged in favor of the use of so-called virtual honeynets where a complete network is emulated by a 
single machine using tools such as User Mode Linux [31, 71], VMware [59, 72] or VSERVER [73]. 

3.0 STATE OF THE ART 

3.1 Introduction 
As indicated by Appendix A, most of the effort spent by honeypots developers has been devoted to 
implementation issues. Besides this, we identify in Section 3.2 three main trends in the usage of data 
collected by honeypots. In Section 3.3, we also consider the vast body of knowledge that has been 
accumulated by the people studying networking performance issues.  

3.2 Research on data collected by honeypots 

3.2.1 Post mortem analyses 

In this case, honeypots machines are expected to be fully compromised by hackers [50]. Once this stage is 
reached, the machine is halted and analyzed by means of tools such as the « coroner toolkit » [25] or its 
successor, the «Sleuth kit» [9]. The main purpose of these analyses is to discover new software tools used 
by hackers and not yet found in the wild.  

3.2.2 Identification of new threats 

It has been claimed that honeypots could also be used as early warning systems. They could be designed to 
quickly identify new types of threats. However, as far as we can tell, no published work has investigated 
this problem in some depth. Some anecdotic report exists, such as the ones done with wireless honeypots 
[16, 39, 75] that aim at showing the risk of leaving wireless networks unattended [74]. 

3.2.3 A statistical data gathering tool 

The rapid evolution of existing platforms might be the reason for the surprising lack of publication of data 
collected by honeypots over a long period of time. The most visible project, the honeynet project has 
published a first document in 2001 [30] but, since then, seems to have focused on implementations issues. 
The Irish team appears to be the only member of the Honeynet Research Alliance to offer such data on its 
web site [28] but this concerns their sole environment and it does not provide any kind of analysis. A 
noteworthy exception in the field of statistical data analysis can be found in [20] where the authors 
analyze, thanks to their honeypots, the propagation of the NIMDA worm. Thus, as of today, only one team 
seems to have investigated the possibility of using data from honeypots to model attack processes. 

3.3 Research in network monitoring 
As early as 1993, Bellovin [7] has shown the interest of studying real packets passing on the networks. He 
showed the existence of anomalous behaviors, packets that did not indicate an attempted break-in but that, 
nevertheless, were worthy of attention. The museum of broken packets [78] offers a survey of such weird 
packets. There is now a conference [37] (previously a workshop [35, 36]) where results of work dedicated 
to the analysis of real data streams are presented. Security issues were not really considered by that 
community in the past. The focus was more on performance, quality of service and optimization issues. 
The rise of denial of service attacks has changed things. In 2001, Moore et al. published the first 
quantitative analysis of these phenomena [46], followed by others [5, 44, 63]. During the last SIGCOMM 
conference [60], three papers were dedicated to that problem. Four others were published at the last 
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INFOCOM [37]. Two things are important to mention at this point: i) these studies focus on Denial of 
Service attacks, which represent only the tip of the iceberg in terms of attack processes to look at, ii) 
besides [11] none of these teams has had access to data collected by honeypots. 

4.0 TESTBED DESCRIPTION 

Our experimental set up consists in a virtual network built on top of VMware [72] to which three virtual 
machines, or guests in the VMware terminology, called mach0, mach1 and mach2 are connected. The 
VMware commercial product enables us to configure them according to our specific needs. mach0 is a 
Windows98 workstation, mach1 is a Windows NT Server and mach2 is a Linux Redhat 7.3 server. The 
three virtual guests are built on non-persistent disks [72]: changes are lost when virtual machines are 
powered off or reset. In other words, rebooting a compromised machine is a convenient and simple 
backward error recovery mechanism. The three machines are attached to a virtual Ethernet switch2. ARP 
spoofing is implemented so that they can be reached from the outside world. A fourth virtual machine is 
created to collect data in the virtual network. It is also attached to the virtual switch and tcpdump is used 
as a packet gatherer [69]. This machine and the VMware host station are configured to be invisible from 
the outside world. Both Mach1 and Mach2 run an ftp server; in addition, Mach1 also provides a static web 
server. Logs are collected daily and transferred to an independent and safe place where they are enriched 
with some external data, as discussed below, and inserted into a database. 

5.0 RESULTS 

5.1 Introduction 
First and foremost, we introduce two definitions which will be used in the following: 

• 

• 

                                                     

Attack Source: it defines an IP address that targets our honeypot environment within one day. This 
time constraint is arbitrary and based on our observation only: attacks are all limited to short time 
periods (no more than 1 minute). Thus, if the same IP address is sending packets to one of our 
honeypots on the 13th of March and then on the 28th of March, we consider that they come from 
two distinct attack sources. 

Ports sequences: attack sources send packets to specific ports of the honeypots. A Ports Sequence 
defines the specific order according to which ports have been targeted on a given honeypot. For 
instance, if source A sends requests on port 80, and then on ports 8080 and 1080, the associated 
ports sequence will be {80; 8080; 1080}.  

In the following, we report the results collected from March 1 until December 31, 2003. During that 10 
months period, we have observed a total number of 3028316 incoming packets, sent by 18075 different 
sources. The attack sources rate is quite constant over the months as illustrated in Figure 1 where we have 
represented the number of observed sources per month. The slight increase observed in November and in 
December is due to the worm MBlaster, as explained in Section 5.3.2.  
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Figure 1: Number of attack sources per month. 

We observe some changes with the results presented in [18]. First, the vast majority of the observed 
packets are TCP ones (84.7%). Others are ICMP (1.6%) and UDP packets (13.7%). In [18], almost all 
observed packets were TCP ones (97.9%). The difference is due to the increase of attacks to the NetBios 
Name Service (more precisely attacks to UDP port 137 associated with attacks on TCP port 139) at the 
end of 2003 (see Section 5.3.1). 

However, we confirm that attacks are directed to a very specific number of ports, 188 in total. In 69% of 
the cases, an attacking source has sent requests to the three honeypots in a very short period of time 
(typically in a few seconds). In only 5.5%, attack sources contact only two out of the three machines. 
However, and this is something important we discuss later, in 25.5% they have focused on only one of the 
three honeypots. Interestingly enough also, we noted in [18] that no IP address did seem to come back: 
none had been observed during more than one day. This property is confirmed with a few exceptions 
though: 81 IP addresses have been seen many times (one of them has been observed in 14 different days) 
from August to December. They all seem to be taking part to the same attack process described in Section 
5.3: they periodically test a known vulnerability on ports 135 (Microsoft RPC end-point mapper) and 139 
(NetBIOS File and Print Sharing).  

There are many things that could be said with the data we have collected so far, but in the context of this 
paper, we want to show two things. First, it is indeed possible to learn something about the attack 
processes and the threats we are facing. The data highlights the existence of some stable processes that 
could and should be modeled. Second, the observations we have made show the need for designing a more 
global set up, to answer questions that are left open. 

Our results are divided into three main categories that characterize i) the attacking machines ii) the 
attacked machines iii) the attacked ports.  
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5.2 Information on attacking machines 

5.2.1 Geographical location 

Geographical location tells us where attacks are coming from. It is obtained thanks to the Netgeo utility 
[48], developed in the context of the CAIDA project3. This is a database and a collection of sophisticated 
perl scripts that map IP addresses and AS numbers to geographical locations. The result of running the 
Netgeo script on our logs is represented in Figures 2 a, b and c. 
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3 It seems that Netgeo is hedging some results and favors the Netherlands as European default country in some undetermined 
cases. We intend to use MaxMind GeoIP, a commercial utility very similar to NetGeo in order to validate this 
observation.[42].  
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Figure 2 a) b) c): % of IP Sources per geographical location over 10 months: Figure a) for all 
sources – Figure b) for all sources but those associated to variants of MBlaster – Figure c) for 

sources associated with MBlaster only. 

 Figure 2 a) represents the number of attack sources from different geographical locations per month. 
Surprisingly enough, 71% of the attacks originate from only three countries: Australia (26.6%), the USA 
(22.7%) and the Netherlands (22%), whereas more than 90 other countries are also represented. These 
three countries are definitely not the usual suspects that would be quoted by security experts [23]. 
Furthermore, we would like to point out the increasing part of attacks coming from France and 
Netherlands since September. The main reason lies in the increasing MBlaster traffic. Figure 2 b) is 
similar to Figure 2 a), where we have removed sources associated to MBlaster (all variants). Figure 2c) 
instead, represents only those sources associated to MBlaster. These figures confirm that the majority of 
the MBlaster traffic that we observe is coming from France and the Netherlands. However, it does not 
totally explain the decrease of attacks from Australia. A closer look at the data indicates that this 
phenomenon is due to the slow down of the traffic to ports 80 (CodeRed/Nimda/Nachi variants [13]) and 
445 (Win32.Randon [76]). Last but not least, the increase of US attacks cannot be linked to any specific 
ports sequence. It still requires a deeper analysis at this stage. Finally, we are really surprised by the 
regularity of these phenomena over the months. It seems to indicate the existence of some very stable 
processes, but more data from other honeypots are necessary to check if this phenomenon is, or not, a local 
artifact. 

5.2.2 Operating System of the attacker 

We have used two utilities, respectively Disco ([2, 21]) and p0f ([55]) to passively fingerprint TCP 
packets4. They both have similar characteristics but give slightly different results: all non-determined OSs 
from Disco are classified as Windows by p0f. Our results are presented in Figure 3. With no real surprise, 
we find out that the majority of attacks originate from Windows machines. 

                                                      
4 Active fingerprinting techniques such as Nmap [51], Quezo [56], or Xprobe [77] have not been considered to minimize the 

risk of alerting the attacker of our investigations. 
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Figure 3: % of diff. IP per OS type with Disco and p0f 

5.2.3 Timing of the attacks 

We have shown so far that the majority of the attackers were coming from three countries and that this 
phenomenon was constant over the ten month observation period. Moreover, passive fingerprinting 
confirms that attacks originate mostly from Windows machines. Additionally, we explain in Section 5.3.1 
that attack sequences are limited and very repetitive. Thus, it seems to confirm the classical assumption 
which claims that the surge in attacks is due to compromised personal computers running automated 
robots. To validate this claim, we have represented in Figure 4 the percentage of IP addresses observed per 
hour per country (time is the local time of the attacking source) For instance, point A in that Figure 
indicates that 4.5% of the attacks coming from Australia occurred between 4 a.m. and 5 a.m. (Australian 
local time). We have not represented all attacks from the USA, but, instead, only those coming from 
Virginia and California. These two states account for almost 70% of the American observed attack 
sources. Each of them is within a single time zone.  

There are three important things that are worth being noted in this Figure:  

• 

• 

• 

Attacks are launched on 24x7 basis. This confirms the idea that robots are attacking continuously  

All curves indicate a slight increase of the attack during the late afternoon and in the evening. This 
is very clear for the attacks originating from France. This indicates that, on top of the attacks 
running during the whole day, there is another set of attacks that is somehow linked with the 
activity of human beings.  

The curves of the attacks originating from Virginia and California have a very weird, but similar, 
shape. They follow the same trends described here after but they are less regular. More 
interestingly, they seem to move from high to low values at the same rate. So far, we have no 
good explanation for this unexpected similarity between these curves. It might just be a 
coincidence or, at the contrary, the expression of a specific attack process running at well defined 
time intervals. 

8 - 8 RTO-MP-IST-041 

 



Attack Processes Found on the Internet 

RTO-MP-IST-041 8 - 9 

 

 

0

1

2

3

4

5

6

7

8

9

0h-01h

01h-0
2h

02h-0
3h

03h-0
4h

04h-0
5h

05h-0
6h

06h-0
7h

07h-0
8h

08h-0
9h

09h-1
0h

10h-1
1h

11h-1
2h

12h-1
3h

13h-1
4h

14h-1
5h

15h-1
6h

16h-1
7h

17h-1
8h

18h-1
9h

19h-2
0h

20h-2
1h

21h-2
2h

22h-2
3h

23h-0
0h

Australia Netherlands California Virginia France

A

0

1

2

3

4

5

6

7

8

9

0h-01h

01h-0
2h

02h-0
3h

03h-0
4h

04h-0
5h

05h-0
6h

06h-0
7h

07h-0
8h

08h-0
9h

09h-1
0h

10h-1
1h

11h-1
2h

12h-1
3h

13h-1
4h

14h-1
5h

15h-1
6h

16h-1
7h

17h-1
8h

18h-1
9h

19h-2
0h

20h-2
1h

21h-2
2h

22h-2
3h

23h-0
0h

Australia Netherlands California Virginia France

A

 

Figure 4: % of IP sources geography distribution per hour and per location 

5.3 Details on targeted ports 

5.3.1 Generalities 

188 different ports have been probed. Each attacking machine probes one or more targeted ports following 
a given ports sequence (see 5.1). The number of different observed sequences is limited to 470 distinct 
sequences. Furthermore, we note that i) each sequence is often limited to one port and ii) a given set of 
ports almost always uniquely identifies a ports sequence, as we have very rarely observed two sequences 
differing only by the order of ports being probed. Of course, two attackers can scan same ports for 
different purposes. A closer inspection of the data payload indicates that the same ports sequences often 
also correspond to similar sequences of packets: in transport level (flags fields) and in the application layer 
(similar requests/data). In other words, each sequence could potentially be linked to a small number of 
available attack tools/robots. Some examples are described in Section 5.4, concerning sequences {135, 
4444} and {554}. 

Table 1 represents, per month, the top 8 ports sequences performed by the attack sources observed during 
that month. For instance, one can see that in March, 45.5% of the attack sources have sent packets to the 
sole port 445, while 2.7% have scanned ports 80, 57 and 21 in that precise order. We notice that there is a 
slow evolution over time. These sequences characterize the activity of around 75% of the attack sources 
every month. Even if in every month we observe the same set of traditional scanned ports (i.e. 21, 80, 135, 
139, 445, and 1433), there are a few other cases, such as ports 443, 554, 4444, 17300 and 27374 that are 
only present in some specific months. These ports correspond to: 

• port 443: https, http protocol over TLS/SSL 

• port 554: Real-time streaming Protocol 

• port 4444: Kerberos authentication (see Section 5.3.2) 

• port 17300: Kuang2 Trojan 

• port 27374: Ramen linux Worm - SubSeven Trojan 
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March April May June 

445 (45.5%) 
80 (15.9%) 
1433 (8.8%) 
139 (5.8%) 
21 (3.5%) 
135 (2.9%) 
80, 57, 21 (2.7%) 
443 (2.1%) 
Others (12.8%) 

445 (43.5%) 
80 (15.4%) 
1433 (7.6%) 
139 (7.5%) 
21 (3.3%) 
135 (2.2%) 
80, 57, 21 (1.4%) 
443 (1.4%) 
Others (17.7%) 

445 (40.1%) 
80 (15%) 
1433 (8.8%) 
139 (7.1%) 
21 (3.3%) 
135 (3.2%) 
80, 57, 21 (2.2%) 
139, 445 (2%) 
Others (18.3%) 

445 (30.6%) 
80 (15%) 
139 (9.9%) 
1433 (8.2%) 
445,139 (4.4%) 
139, 445 (3.7%) 
21 (3.3%) 
135 (3.2%) 
Others (21.7%) 

July August September October 

445 (29.5%) 
80 (20.5%) 
1433 (9.6%) 
139 (8.1%) 
21 (3.1%) 
139, 445 (2.9%) 
135 (2.5%) 
443 (1.6%) 
Others (22.2%) 

445 (23.6%) 
80 (17%) 
139 (11%) 
1433 (9.5%) 
135 (5.8%) 
139, 445 (4.1%) 
17300 (3.4%) 
21 (3.2%) 
Others (22.4%) 

80 (15.8%) 
1433 (12.6%) 
445 (12.6%) 
139 (11.6%) 
135 (7.8%) 
554 (5.1%) 
139,445 (4.2%) 
21 (4.2%) 
135, 4444 (3.8%) 
Others (22.3%) 

80 (15.6%) 
1433 (11.9%) 
139 (10.6%) 
135 (9.8%) 
445 (8.4%) 
27374 (6%) 
139,445 (5.2%) 
135, 4444 (5.2%) 
21 (4.4%) 
Others (22.9%) 

November December   

135 (28.9%) 
135, 4444 (13.6%) 
80 (9.2%) 
1433 (8.7%) 
139 (8%) 
445 (6.4%) 
21 (3.5%) 
554 (2.9%) 
Others (20.8%) 

135 (28.4%) 
135, 4444 (17.3%) 
80 (9.4%) 
1433 (8.5%) 
139 (8.4%) 
445 (5.4%) 
139, 445 (2.6%) 
21 (2.1%) 
Others 

Others ≈ 
185 distinct sequences 
each month 

 

Table 1: % of ports sequences per month 

Port 17300 was mainly scanned during June, July and August, while scanning phases on ports 554 and 
4444 have been virulent since September only. This phenomenon is illustrated in figures 5 and 6 and 
explained in Section 5.3.2 and 5.3.3.  

Moreover, a deeper look at attacks on port 139 reveals that there is an increasing number of attacks to TCP 
port 139 associated with UDP port 137 (in terms of packet numbers). They are due to an increasing 
number of scans to netbios services. We are convinced they are linked to the recent published 
vulnerabilities on those two ports: one from March 2003 (CERT CA-2003-08), and one from September 
2003 (CERT CA-2003-23) [10].  

To conclude, we were expecting to find peaks of activities against specific ports as a result of the 
publication of a new attack tool is published in underground mailing lists. As explained here above, this is 
the case. However, we note from Table 1 that the phenomena can be lost in the noise and take some time 
to become very visible. Figure 5 shows the evolution of the sequence {135, 4444} over the 10 months. 
There is a similar evolution with the simple sequence {554}, as illustrated in Figure 6. Both sequences are 
discussed in the two following sections. 
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5.3.2 Worm observation 

This sequence {135, 4444} can be attributed to the proliferation of the Blaster worm. 
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Figure 5: Number of sources scanning ports sequence {135, 4444} 

This, by now, famous worm, is named W32.Blaster worm but also "msblast.exe", "Lovscan", "Poza", 
"Exploit-DcomRpc", etc. TCP port 4444 is normally used for Kerberos authentication and oracle9i 
communication. A host infected with the W32.Blaster worm opens a command shell on this port, allowing 
the machine to be remotely controlled. This worm exploits a vulnerability previously disclosed by 
Microsoft, details of which can be found at [43]. Figure 5 indicates that this worm has been launched on 
the early days of August 2003 [68]. In our environment, this sequence has only been observed on Mach1. 
Other machines were never scanned on port 4444, but on port 135 only. This is due to the fact that the 
worm first scans ports 135 and never goes further if the port is closed. Mach0 is a windows 98 workstation 
where port 135 is closed. Mach3 is a Linux RedHat server that has by default its port 135 closed. In a 
more general way, the major part of observations which were published about MBlaster are easily checked 
and validated in our environment [22, 68]. Finally, we want to point out the gap that exists between public 
statements on some attacks on one side and concrete network activity on the other side. For instance, 
Symantec has downgraded the MBlaster worm threat on the 8th of October 2003, due to a decreased rate 
of submissions [68]. However, Figure 5 clearly shows that the epidemic is still expending.  
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5.3.3 Scanning tools 

There is no well-identified worm that produces traffic on port 554. However, a new RTSP scanner has 
been released on August 2003: this utility, freely available at [57] looks for “Real Server” vulnerabilities 
(version 7, 8 and 9 on Windows and Linux) to obtain remote shell with root privileges. The tool was 
publicly released on the 28th of August, while the first scan appeared on the 26th of the same month. This 
indicates that it has been tested in the wild by its authors before being published. 
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Figure 6: Number of sources scanning ports sequence {554} 

5.4 Analysis of targeted machines 

5.4.1 Targeted machines: the attacks distribution 

We distinguish two kinds of attacking sources: those that have sent packets to all our honeypots, and the 
others that have only been observed by a subset of our honeypots. We focus in this part on the first set 
(called ‘attacks of type I’ in the following). The next section is dedicated to the other set. First and 
foremost, whenever a source attacks our three honeypots, we observe that the ports sequence is always the 
same, and so is the honeypots sequence, namely mach0, mach1 and then mach2. We have never observed 
any other honeypots sequence during the 10 month period. Furthermore, port sequences are also very 
limited. To make things shorter, the three honeypots are targeted similarly, independently of their 
Operating System or offered services. A deeper look at the packets shows that most of sequences have 
several common characteristic patterns. For instance almost all requests on port 80 observed from July to 
December 2003 consist in the following request: ‘GET /scripts/nsiislog.dll’ (98% of http requests). This 
corresponds to a Microsoft Remote Buffer overflow vulnerability published in June 25th 2003 (CVE CAN-
2003-0349) [17]. In the same way, we note that a very few different commands have been issued after a 
successful login to our ftp server. Those given in Table 2 represent 99% of the ftp connection attempts. 
Other observed attempts (1% of all ftp attempts) are either hand-written ones (assumption based on the 
inter-request time interval) or dictionary attacks. 
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USER PASS Other commands 

anonymous 

anonymous@ftp.adobe.com 

anonymous@ftp.microsoft.com:21 

anonymous@ftp.microsoft.com 

_gpuser@home.com 

abc@126.com 

guest@here.com 

me@here.com 

ano@ano.com 

TYPE I 

PORT 80, 180, 24, 202, 7, _ 

RETR /products/mediaplayer/unix/netshow_su 

Table 2: Frequent observed FTP commands 

Searches on the underground sites of blackhats communities provide the name of associated tools (Grim’s 
Ping public ftp scanning tool, Roadkil’s FTP Probe, and so on). Some specific Unix attacks are applied 
against all machines, no matter what OS they run. Other tools are issuing ftp commands while login 
connections have failed. Thus, many characteristics show that we are facing simplistic robots and that their 
number is rather limited. People using them do not even take the time to change the tool fingerprinting 
characteristics.  

5.4.2 Attacks focusing on one target only 

These attacks happen less frequently (25.5%) than attacks of type I. We distinguish two types of attacks: 
those which are similar to the ones observed on all machines (type I), and those which seem specific to 
one machine only (type II). Type I attacks are similar to those described in Section 5.4.1 but the difference 
lies in the scanning phase. In Section 5.4.1, all machines are scanned sequentially while we observe here a 
different scanning method. Either one or two machines are scanned. Thus, the involved tools have 
different scanning options or versions but they can be recognized as belonging to type I because of the 
ports sequence. On the other hand, when looking at attack sources sending new sequences against a single 
of our honeypots, two different situations coexist: 

• 

• 

The address of the honeypot has been spoofed and is used in an ongoing DDoS attack against a 
third party. 

A focused attack is being tried on one of our honeypot. 

In the first case, the observed packets are so-called “backscatter” packets. They are responses to packets 
from Denial of Service attacks, in which our IP addresses have been used. These attacks are well-analyzed 
by Moore et al. in [46]. Figure 7 summarizes the various types of responses (column ‘response from 
victim’) that can be sent “against” our honeypots.  These packets hit a large variety of ports that are 
traditionally unused, such as 27374 (TCP RST), 11224 (TCP SYN ACK), 9026 (RST ACK), etc...  
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Figure 7: Some victim responses to flooding attacks [46] 

Type II attacks are quite well identifiable: they correspond to 36% of the sources that send packets to only 
one of our honeypots. We are more concerned about the other category: attacks which target specific 
services on our machines. In these situations, the machines have never been seen doing a port scan. On the 
contrary, and much to our surprise, they are always, systematically, sending requests to ports that are open 
on the machine they are communicating with. Statistically speaking, it is very unlikely to see this 
phenomenon. It shows that those machines benefit from the results of the scans performed by other 
machines. In order to highlight this problem, we have opened four new ports on Mach2 on mid-October: 
one is a well-known Microsoft service, named MS SQL (port 1433), and others are old Trojans (ports 
8998, 28934 and 54321). The results we obtain for port sequence {1433} are given in Figure 8. It 
represents the number of sources that targeted only port 1433 on that sole machine. None of these IP 
addresses had been observed before. Other ports give similar results. 
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Figure 8: Number of IP sources targeting mach2 only and on port 1433 
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Figure 8 reveals that it takes 17 days for the first precise attack to happen. Also, it is worth pointing out 
that port 1433 has been opened on a Linux machine whereas an attack against the service running on that 
port only exists for Windows machines. Thus, this indicates that scanning machines provide some basic 
information regarding the opened ports but fail in fingerprinting the OS of the machine they have probed. 

6.0 CONCLUSION 

In this paper, we have presented data obtained by means of honeypots being attacked over a period of ten 
months. We have shown the interest a honeypot environment can bring to the network analyst. Due to 
space limitations, we did not detail to much our analyses but, instead, have focused on the variety of 
information which can be obtained this way.  

We have described the information gathered regarding the attackers and their attack processes. Some 
results are quite surprising, such as the regularity of the attacking behaviors. We postulate that this 
information is complementary to what can be obtained through ‘Internet telescopes’ and vulnerability lists 
[44, 58].  

Our current results have opened issues for further research. Some questions have been left unanswered. 
The unexpected behavior of machines knowing our environment setup without having probed it and the 
increase of attacks coming from the USA are two examples of issues that must be clarified. In order to 
compare local results, new dynamic environments must be designed, not only to find out how long it takes 
for new information to be collected and shared, but also to figure out if we are facing one or several 
populations of collaborating attackers. 
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8.0 ANNEX A 

 Interaction 
Level Freeware  Emulated Services Emulated 

OS  Host OS Regularly 
maintained 

Bait N Switch 
Honeypot 
[4] 

Medium Yes 
Malicious traffic is 
redirected towards 
non critical targets 

None  Linux (on the  
switch) Yes 

BigEye 
[8] Medium Yes 2 

(ftp, http)  Unix  

BOF 
[3] Low No 7 (telnet, ftp, smtp, 

http, pop3, imap2)  Win 32, Unix Apparently 
yes 

Decoy Server 
[19] High No No limit several 

Windows (9x, 
2000, NT) 
Solaris 

yes 

DTK 
[14] 

Low to  
Medium Yes No limit  Unix Apparently no 

FakeAp 
[24] Low Yes 802.11b none Linux yes 

HoneyD 
[54] Medium Yes No limit No limit Unix yes 

HoneyWeb 
[33] Medium Yes 1 (web server) none Win32, Unix Apparently no 

KFSensor 
[40] Medium No No limit none Win32 yes 

Labrea 
[41] 

Low to   
Medium Yes None none Win32s, Linux no 

Netbait 
[46] Medium No No limit several  yes 

NetFacade 
[47] High No 13 8 Solaris yes 

Single Honeypot 
[61] Low Yes Smtp, pop3  Linux, Freebsd, 

Solaris no 

Smoke Detector 
[62] High No 22  9 Windows 2000  

Specter 
[49], [66] High No 14  13 Windows NT, 

2000, XP yes 

Tiny HoneyPot 
[70] Medium No   Linux  
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www.securityfocus.com/infocus/1713
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Honeypots: Historical view

1988: Clifford Stoll
Cuckoo’s Egg: first passive honeytoken

1992: Cheswick, Bellovin
« An evening with Berferd… »: first
honeypot

1998: Dacier, Grundschober
Sniffer detector: first active 
honeytoken
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Honeypots: usage

Post mortem Analysis
Coroner Toolkit, Sleuth Kit

Identification of new threats

Statistical data gathering tool
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Honeypots: current focus

Implementation and architectural 
issues

Mostly done within the Honeynet 
Research Alliance

A few anecdotical post mortem 
analysis

Most of that work is done ‘secretly’

Almost no publication on data 
analysis
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Motivations of our work

Lack of unbiased information 
dealing with attacks on the Internet

Need of such data to justify fault
assumptions made when building 
intrusion tolerant systems.
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Environmental Set Up

3 different technologies for 
honeypots have been used:

The simplest one: a machine with all
ports closed, running tcpdump
The most common one: a machine 
running honeyd to emulate services 
offered by 3 machines on a LAN
The most sophisticated one: a machine 
running VMWare to run 3 machines on 
a LAN.
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Testbed (ctd.)

The observer stores the whole 
content of every packet sent to or 
from any of our virtual machines
Tcpdump log files are transferred 
regularly and securely to another 
machine
Data is fed into a MySql DB …
… and enriched with geographical 
data and with OS fingerprinting 
information.
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Results: the big picture

10 months of data (march-december 2003)
3028316 packets from 18075 different IP 
sources (i.e. 2 new attacking source per hour)

TCP 84.7 %, ICMP 1.6 %, UDP 13.7 %. 

188 different ports have been scanned. 
69% of the IP addresses have scanned the 
three honeypots, always in the same order, 
always in a few seconds.
5.5% of the IP addresses have scanned only 2 
out of the three honeypots.
25.5% of the IP addresses have sent requests 
to only 1 honeypot.



8-14

Results: OS of the attacking Machines
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Results: Origin of the attacks (1/2)
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Results: Origin of the attacks (2/2)
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Results: Hourly rate of the attacks
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Results: Daily rate of the attacks
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Results: packets per dest. port
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Results: source IP per dest. port
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Worm Observation: W32 Blaster
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Scanning Tools: sequence {554}
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Results: the scanning machines
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Results: the attacking machines
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Attacks focusing on one target only

Statistically speaking, very unlikely 
phenomena

It shows that those machines 
benefit from the results of scans 
performed by other machines.
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Targeted attacks: Port 1433 example
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Conclusions

Our honeypots have gathered a 
large amount of data the analysis of
which has shown:

the existence of stable attack
processes.

evidences of their sophistication as well
as evidences of collusions between
attackers

The richness and the usefulness of that
kind of data set.
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Questions

Are our observations influenced by 
:
1. The IP addresses used ?
2. The ISP used ?
3. The type of environment they belong

to (academic) ?
4. The geographical location (Sophia –

France – Europe) ?
5. Something else ? 
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Invitation

In order to answer these questions 
but also to help you understanding
the threats that your own
environment is facing, 

we invite you

to join the large data gathering
environment we are building.
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The win-win ‘deal’

We have built an environment that is very
easy to deploy and to manage remotely.

You just need to give us a couple of IP 
addresses (4 or 5) and an ‘old’ machine. 
We take care of the rest of the installation.

By participating to this experiment, you will
be allowed to query the whole DB where
your data but also those from the other
participants will be stored.
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Interested ?

Contact:

pouget@eurecom.fr
dacier@eurecom.fr
www.eurecom.fr/~dacier
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Invitation (ctd.)
ESORICS 2004 (European Symposium on 
Research in Computer Security) and RAID 
2004 (Recent Advances on Intrusion 
Detection) will take place in Sophia 
Antipolis, in the French Telecom Valley 
(Nice), respectively from September 13 
to 15 and 15 to 17 2004.
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Questions ?

pouget@eurecom.fr


	Link to presentation: 


