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ABSTRACT 

We present a prototype of an Intrusion Warning System for combining event message flows of multiple 
domain-specific security tools in order to determine anomalies for early warning and response. Unlike 
other approaches for cooperating Intrusion Detection Systems (IDS), we suggest a modified star shape 
architecture for distributing attack information and feed back warning messages. We assume that there 
are almost no known properties, neither of the underlying information providing local security tools nor of 
their local security policies. Such heterogeneous environments are typical for dynamic coalitions like 
NATO. We extended a well-known hierarchical distributed IDS architecture to provide Meta IDS services 
with feedback to the local access points. The extensions include three major items: Early Anomaly 
Warning - A graph clustering based anomaly detector for the event messages is used as an adaptive early 
warning module for largely scaled activities, e.g. internet worms. Information Sanitizing - Event messages 
are anonymized when leaving the local domain, according to a domain-specific information sharing 
policy. Message Aggregation - Additional filters for data reduction and application of predefined 
correlation rules make the data flow feasible 

1.0 INTRODUCTION 

Since many networks in coalition environments (CE) - like NATO - are connected with each other using 
the public internet to transfer unclassified data - or even classified information, using appropriate security 
mechanisms - it is possible to save enormous amounts of costs for dedicated connections. Thus, those 
networks are exposed to many different threats.  

One of the biggest threats are spreading internet worms. Obviously it is easier to detect largely scaled 
security related activities when having access to large security attack information (i.e. event messages or 
audit records) from different locations within a computer network (IDS, firewalls, virus scanners etc.). But 
combining different attack information sources becomes even more important when aiming at detecting 
coordinated attacks against large numbers of target systems, where there is a common strategy behind all 
activities.   

Paper presented at the RTO IST Symposium on “Adaptive Defence in Unclassified Networks”, 
held in Toulouse, France, 19 - 20 April 2004, and published in RTO-MP-IST-041. 
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So, one major goal from the CE security analyst's perspective is to combine all attack information in order 
to gain more input for this task. We define an Intrusion Warning System (IWS) for coalition environments 
as a system that gathers attack information from all available sources and generates warning messages 
about unusual system behaviour. There are different architectures to process coalition-wide audit data, 
such as distributed cooperating IDS and centralized Meta IDS which gain and process data from local 
security tools. This paper describes an architecture which meets general requirements of heterogeneous 
dynamic CEs. Additionally it discusses algorithms used for event message processing and anomaly 
detection and the status of their implementation.  
The rest of this paper is structured as follows: Section 2 points out the essential issues for designing and 
building an IWS for CEs. Section 3 describes the overall architecture of our prototype system. Then, 
sections 5, 4 and 6 describe new architecture components which are necessary to solve the described 
issues. In section 7 we discuss the initial implementation and testing results. Section 8 outlines some of the 
related work that already has been done and points out the differences to our approach. Section 9 
concludes on past activities and describes possible future directions. 

2.0 ISSUES AND APPROACHES FOR A CE IWS 

Before it is possible to design and build a robust and effective IWS for CE scenarios, several issues are to 
be solved. Some of these issues have been identified in a NATO/RTO working group report on IDS [1]. 
For our specific needs, we extend these issues to the following list of items:  

• Efficient Analyzer Algorithms  
To get a benefit from collecting information distributed in the CE, we primarily need algorithms 
which help us to detect largely-scaled activities. On one hand, we need correlation techniques to 
detect coordinated activities. On the other, we also need anomaly detectors to act as an early 
warning system to feed the local security staffs with appropriate information.  

• Information Sharing Policies (IShPs)  
One of the most important issues to be solved in order to realise coalition-wide exchange of attack 
information are differences between IShPs, since there may be information within IDS messages 
which are not to be exposed to even the closest coalition partners. An example for the information 
sanitizing is the anonymization of IP addresses, if a domain wants to keep its network topology 
secret. Another application would be hiding of information about utilized security products which 
is often contained within event messages. To solve this problem, we need flexible mechanisms for 
attack information sanitizing.  

• Security Policies  
Also the security policies which are to be enforced by local IDS may differ in various ways (e.g. 
in one domain, port scans are treated as a potential attack, whereas in another domain, they are 
completely neglected). This leads to alternating pools of messages with different priorities, levels 
of trust etc.. To handle this, either the system can use mechanisms for “Message Normalization” to 
homogenize incoming data or use analyzer techniques, which work independently of these 
properties.  

• Architecture 
There are different ways to implement an architecture for cooperative intrusion detection. In 
earlier approaches, such as described in a generic paper of Frincke et al. [5], the term 
“Cooperative IDS” was interpreted as establishing direct communication links between the IDS 
nodes (or, in general, local event message collectors) in the affected domains. For dynamic CEs, 
this model has several disadvantages, and thus it is not applicable:  
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o Traffic Overhead  
A fully connected network of n domains would require n⋅(n-1) communication links 
between the IDS nodes. This leads obviously to a lot more network traffic than necessary.  

o Separate Information Sanitizing Policies  
Since information about attacks is transferred to each other domain separately, a separate 
policy for sanitizing information has to be created and maintained, in accordance to the 
established trust levels.  

o Continuous Reconfiguration  
Since in a dynamic CE new domains may be integrated and the trust levels between the 
existing ones may change, continuous reconfiguration efforts are necessary for up to n⋅(n-
1) information flows.  

o CE Command Structures  
Since the conventional command structures in CEs like NATO are organized in a 
hierarchical way, individually communicating IDS nodes are contradicting.  

An alternative for a peer-to-peer structure is a star shape architecture with bi-directional links 
from the single domains to the centralized event message processing unit. But it also has to be 
mentioned that using only one central unit is a single point of failure, and therefore fallback 
mechanisms have to be integrated in the architecture.  

• Data Format and Protocols  
To use event messages, which have been collected by different security tools from different 
vendors, we need a commonly agreed data format and message transport protocol. Fortunately, the 
Intrusion Detection Working Group of the IETF (IDWG) has released proposals for this, such as 
the XML-based IDMEF format [3] and the IDXP profile [4] for the BEEP protocol [12]. Many 
vendors of commercial systems claimed to support these formats in order to be interoperable with 
other systems.  

• Secure and Reliable Communication  
To deliver event messages in a secure manner, we need according communication channels. Thus, 
mechanisms for information integrity, confidentiality and authentication are necessary. These 
services can be provided by adding an additional crypto layer to the communication channels, 
such as SSL/TLS as a part of IDXP/BEEP, which itself provides a reliable message transport on 
top of TCP.  

Although goals like a Coordinated Intrusion Response are very important for reacting on distributed 
attacks, they are beyond the scope of this paper. 

3.0 GENERAL ARCHITECTURE  
According to the objections to a peer-to-peer structure of message flows in section 2, we suggest a 
different architecture: a centralized flow of attack information with central information processing 
capabilities, and additional feed back links to the local IDS nodes for early warning information, as 
depicted in fig. 1.  
This architecture is based on our IDS infrastructure framework which provides generic pluggable 
components. One or more central units (each called a Meta IDS Console) is deployed for processing all 
messages received from different domains. These component contain information storage capabilities as 
well as message filtering and processing modules. GUIs are deployed for offline message inspection and 
for real-time display of incoming messages. The central analyzing component is a message anomaly 
detector, which is described in section 4. To avoid a single point of failure, additional consoles are acting 
as a simple fallback solution for the primary console. 
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Figure 1: Architectural components of the meta IDS 

 
Consoles receive event messages from several Meta IDS Gateways (GWs) which collect all messages 
occurring within a specific domain and distributes warning information back to the GWs. Thus, our GWs 
provide a suitable bi-directional interface to the domains; section 5 provides more information on our GW 
concept. Since the communication behaviour of GWs is similar to IDS agents, all previously developed 
infrastructure related countermeasures against Denial-of-Service attacks can be applied (e.g. component 
redundandencies, message overload protection, process environment integrity checks and process 
observation, see [6]) .  
In our system, the IDMEF recommendation [3] of the IETF IDWG is used as a common data model for 
representing attack information as event messages. Accordingly, messages are encoded as XML 
documents and transmitted over network links via the IDXP/BEEP protocol [4].  

4.0 ANOMALY DETECTION IN THE EVENT MESSAGE DATA MODEL 

The structure of the entire system allows the usage of a method for detecting unusual activities. The event 
messages generated by the systems located in each domain are sent via the gateways to the meta IDS. The 
collected event messages are the base for an approach for detecting abnormal system behaviour. Due to 
the idea of the entire system, it is difficult to make assumptions on the type, the quality, or the frequency 
of event messages. The basic idea for surveying the current system state and for the detection of deviations 
(anomaly detection) is the continuous monitoring of the arriving event messages. The method used here 
was originally developed for monitoring and detecting network traffic anomalies (see [13]). In this 
application context, the method works as follows:  
The typical structures of network traffic are quite stable. Fundamental changes are unusual. This allows to 
gather the traffic in regular intervals (this can be done using monitoring devices or traffic sniffer, in 
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switched networks it is necessary to use a monitoring port of the switch) and stored as a traffic matrix. 
This matrix can be seen as a graph G = (V, K). Nodes (vertices) vi ∈ V  of graph G represent 
communicating devices while edges Ki,j ∈ K  represent the communication between node vi and vj. The 
edges are weighted according to the intensity of the communication during the measurement period.  
Those graphs can be partitioned into subgraphs using graph clustering algorithms. The clustering of the 
graph represents the typical communication structure of the monitored network. Clustering means finding 
a mapping of each node to one out of a set of several clusters. This exclusive classification is also called 
partitioning of the object set. Each object of an object set is assigned to exactly one cluster. In a more 
formal description, clustering is the partitioning of a graph G = (V,K) into n cluster  

• 0 1i iC V C i n⊆ , ≠ ∅, ≤ ≤ −  with 

• 0 1 1nC C … C V−∪ ∪ ∪ =  and 

• 0 1 i ji j n i j C C∀ ≤ , ≤ − , ≠ : ∩ =∅  

Sudden variations of these structures are regarded as anomaly. To discover these kind of variation, metrics 
are needed. Those metrics have to rate similarities (or dissimilarities) of consecutive clusterings ℜ t and 
ℜt+1.  
This method used in the area of traffic structures needs some adaptations for the event message model 
presented in this section. Most of the event messages arriving at the meta IDS are suitable for building a 
graph. All the event messages containing detailed information on the destination (the attacked system) and 
the origin (assumed originator) belong to this category. Such a message generates a new edge k in the set 
of edges K of our message graph G. The edge k connects the nodes representing the origin vorigin and the 
destination vdestination.  
Depending on the level of detail of the event messages, some gateways may just indicate the affected 
system but not specify the (assumed) originator. Depending on the configuration of the underlying security 
tools and meta IDS gateways, this information may not be available. In order to consider these event 
messages in the event message graph, a pseudo node representing these event message types may be 
assigned to the domains. An edge between such a pseudo node and a node representing an affected system 
represents an event message not containing an originator address.  
The graph partitioned with graph clustering algorithms describes the typical structure of the incoming 
event messages. Variations from the typical message structure are seen as an anomaly. Those anomalies 
are reported as warning messages. The comparison measures used for anomaly detection in network traffic 
structures can be used in this domain as well.  
When using anomaly detection methods, a major challenge is the sensitivity to false alarms (false 
positives) or unreported serious events (false negatives). This holds for the methods used here as well. A 
careful selection of parameters according to the usage scenario is necessary to keep false positive and false 
negative rates low. This method is currently being integrated into the overall prototype system, as 
described in section 7.  

5.0 POLICY-CONFIGURABLE EVENT MESSAGE GATEWAYS 

To provide an event message sanitizing service, domain-specific gateways (GWs) are needed. Their basic 
structure is outlined in the lower left part of figure 1. They perform the following tasks:  

• Collecting all local event messages and passing them to the central meta IDS, independently of the 
local security tools that generate attack information.  

• Inspecting message flow for sensitive information and filter (sanitize) messages according to the 
current IShP (see sect. 2).  
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• Accessing warning information from the meta IDS and providing it to the local security staffs and 

their supporting systems.  
• Optionally perform filter operations on messages, such as normalizing message contents and 

adjusting priority values.  
GWs are functionally controlled by the meta IDS, but configuring the IShP is a matter of the local domain 
and the responsible security staffs. Since IShPs are one of the most important issues concerning IDS in 
CEs, a more formal specification of the information sanitizing process within the GW is useful. It can be 
expressed as an event matching and transformation problem: 
Given the local IShP, it should be possible to generate a set of conditional transformation rules in the 
shape of R = ({ 0

ME }, ∅, ET) as described in appendix A. But unfortunately, a useful information 
sanitizing process - as needed for our GWs - cannot solely rely on static text substitution. For example, 
when replacing IP addresses with fixed values, all information about network topology is lost. Obviously, 
this may hamper the intrusion detection process, especially when using traffic-related anomaly detection. 
Thus, we need a more flexible way of defining transformation rules: submatching references.  
Let s( 0

ME ) be a set of qualified subexpressions in the matching template 0
ME , and 0( )Ms E e, the set of 

substrings of a given event e which actually match the subexpressions in 0
ME . Now, if we extend the 

transformation template to  

0( ) ( )T ME s E P P: Σ× × → Σ , 
we have the possibility to construct new events, based on submatchings of the old events. An example for 
this is the 'substitute' command of the standard Unix sed(1) tool (e.g. the command   

s/192\.22\.([0-9]{1,3}\.[0-9]{1,3})/191\.72\.\1/ 
leads to the substitution of the 2-byte-prefix of matching IP addresses).  
To extend the possibilities for the transformation rules even more, it is obviously useful to involve current 
system parameters like the time of the last matching, the current system time or the IP address of the 
gateway host as parameter set P. 
  

6.0 EVENT MESSAGE AGGREGATION MODULES 

In our approach, two kinds of message aggregation should help us in making high amounts of messages 
feasible: redundancy filtering and application of predefined rules for sets of correlated events 
(combination detection). Filter modules for event aggregation can be applied at different places in the 
architecture, as shown in figure 1. Like the message sanitizing techniques, as described in the previous 
section, we can reduce it to an event pattern matching and transformation problem.  

6.1 Redundancy Filtering 
In order to reduce the number of event messages, it is obviously necessary to avoid redundancies. Several 
messages with a “similar” content shall be merged into one single message, that represents the merged 
ones sufficiently. To specify the merging process of the aggregated messages, we can again utilize 
transformation templates EM as described in section 5.  
The definition of event “similarities” must be configurable, since it strongly depends on domain specific 
parameters, like deployed security tools and the security policy that has to be enforced. Therefore, we 
extend event matching templates EM accordingly. Since we do not only need absolute (initial) matchings, 
but even relative matchings (i.e. depending on previous ones, defining the difference), we have to enhance 
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the matching process by introducing a second matching template 1
ME  that refers to submatchings of the 

initial matching template 0
ME . Thus, for the set matching templates 0 1{ }M M ME E E= , , we have  

0 1 0( )B BM M ME E s E: Σ → , : Σ× →  
 
Example: If all messages with identical classifications and source/target IP addresses are to be filtered, and 
if the message creation time is within a time range of one second,  

• 0
ME  has to contain qualified subexpressions for the message creation time and for source and 

target address to be able to refer to them later,  

• 1
ME  must contain a conditional expression for the values of source and target address, which are 

identical to the according values of the event e that matches the initial matching template 0
ME  

(referred as 0
Me E ), and 

• 1
ME  must contain a conditional expression for the values of creation time, which are not more 

than 1 second away from the creation time of the initial matching event.  
In contrast to (stateless) conditional transformations, where a separate matching of all templates EM

i is 
required for a transformation, we need two buckets 

( )  {  }  0 1M
i iB t  e e  E  i= | , = ,   with  0 10 ( ) 1 ( ) 0B t B t t T≤| |≤ ,| |≥ ∀ ∈  

for previously matched events, at least to determine which template is currently to be matched next.  

Additionally, we need the storage time 
0Bt of the first event which has been stored in bucket 0B to be able 

to indicate the end of the aggregation phase after a maximum storage time 
0Bt∆  has been exceeded. The 

transformation function does not only depend on the current event e, but also on the previously stored 
ones, i.e. we define  

0( ) ( ) ( ) ( )T ME P P s E P P: Σ × Σ × × → Σ  

and for the transformation function fR a redundandency filtering process algorithm that does not involve 
external parameters. Therefore it is straightforward:  
 
Input:  R=({E 0 1 } )M M TE E, ,∅, , 

0Bt∆   and a sequence of events e(t)  
Output: A sequence of event sets {e}, where  similar events are summarized. 
 
Algorithm:  

0 (0)B  := ∅ ; 1(0)B  := ∅ ; Bt  := 0 t 1:=   

while true do 
read e(t)  
if 

0
0Bt ≠  and 

0B Bt t t− ≥ ∆  then  

output E 0 1 0( ( ) ( ) ( ))T MB t B t s E, ,   

0 ( )B t := ∅ ; 1( )B t  := ∅ 

0Bt  := 0  
fi 

if 0( ) Me t  E  and 1( ) Me t  E  then 

output { }( )e t   

 
 
–| 

 
 
–| 

 
–| / 

 
–| / 
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fi 

else if 0 0B ≠  and 0( ) Me t  E  

then  

0 ( )B t  := { ( )}e t   

Bt  := t   
fi 

else if |B 0 | > 0  and 1( ) Me t  E   

then 

  1( )B t  := { }1( 1) ( )B t e t− ∪  

fi 
t  := 1t +  

done 
 
Note that this algorithm does not require that similar events are coming in sequentially, without having 
different messages in between them. Additionally, it is either possible to use multiple buckets , ( )i jB t in 
parallel, but the number of buckets must be limited in order to avoid overload situations and DoS attacks. 
It is also possible to modify the later output event e' each time a matching occurs, instead of calculating e' 
= ET(B0,B1,s( 0

ME )) after the end of the aggregation phase. Since then only one bucket for one event is 
needed, a lot of memory is saved.  

6. 2 Combination Detectors  
We define event combinations as correlated sets of event messages. Detectors for these combinations 
apply predefined rules for the events and their correlation. Note that our approach does not include the 
generation of correlation rules between event messages, but once they are specified (e. g. by a procedure 
as described by Julisch [7]), we are able to apply them on the message flow in a very flexible manner. 
Combination detectors are a generalized case of the redundancy filters as described above, since instead of 
having one absolute and one relative matching, we need a set of relative matching templates  

1{ }M M M
nE E … E= , , to describe an event combination. Every relative matching may not only refer to the 

submatchings of the initial matching 0
ME , but also of the   

0

( ) 1B
n

M M
i j

j j i

E s E i … n
= , ≠

: Σ× → ,∀ = , ,∏  

We assume multiple buckets 0iB i n, ≤ <  for the different matching templates. Thus it shall be possible to 

refer to all of the stored events in the buckets by extending TE  to:  

0 0

( ) ( ) ( )
n n

T M
j

i j

E P s E P P
= =

: Σ × × → Σ∏ ∏  

With this approach, we can model different correlations which are important to detecting security relevant 
situations. To see how this works, we look at correlations between two matching templates 0

ME  and 1
ME :  

• Classification Correlation:   
Defining expressions in 0

ME  and 1
ME  which describe a subset of possible event classifications 

(e.g. enumerations or ranges of attack database IDs).  

 
 
–| 

 
 
–| 
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• Temporal Correlation:   
Defining a subexpression in 0

ME  containing the time value and an arithmetic expression in 1
ME  

that defines the correlation (e.g. a maximum detection time difference).  

• Location Correlation:   
Defining a subexpression in 0

ME  containing the address value and an arithmetic expression in 

1
ME  that defines the correlation (e.g. belonging to the same subnet).  

Of course, arbitrary combinations of all of the above may be defined to specify more complex 
correlations, e.g. More than 100 TCP packages from address A to address B on port 22, containing 
potential NoOp instructions and one packet from B to A from port 22, containing text “uid=0(root)” 
which comes right after the last packet of the earlier type which might be a serious indication for a well-
known attack against the SSH login daemon.  

7.0 INITIAL RESULTS 
The architecture is implemented as a prototype system, which is called “MSIDI” (Meta SIDI), which is 
based on our earlier IDS prototype “SIDI” (Survivable Intrusion Detection Infrastructure, [6]), using its 
C++ class framework. Using instances of SIDI for providing event messages to the meta IDS and 
additionally developed gateways, all necessary infrastructure and management components are 
implemented, as well as the majority of the message filtering and processing features mentioned within 
this paper.  

7.1  Anomaly Detector 
Our approach for detecting anomalies in event message flows has been implemented, currently only 
looking at the source/target address properties of messages. At present, the detector is being integrated in 
the overall prototype system.  
The evaluation of the detection approach is currently done using several data sources. One of those data 
sources is a selection of more than 400 Mbytes of real event messages representing the original data traffic 
of one of our test configurations. An additional test system is a system used for tests with artificially 
generated event messages mixed with real event messages. This test system can be used with input data, 
e.g. generated by a system simulating worm spreading. This simulator simulates the spreading of real 
worms (Code Red v2, Code Red II,...) or worms using modified or new spreading methods.  

7.2 Information Sanitizing 
Our approaches for information sanitizing, for redundancy filtering and for event combination detection 
presented in sections [5] and [6] are all reduced to the conditional event message transformation (see 
appendix A). A common way of performing complex transformations on XML formatted data is the 
application of XSLT Stylesheet [14]. Unfortunately, this recommendation does not include REs, and no 
suitable implementations of according extensions are available at the moment. Thus, for our first meta IDS 
prototype, we implemented an XML processor which recognizes POSIX.1 REs in XSLT templates, 
expands Boolean/arithmetic expressions for additional conditions and applies the matching and 
transformation on IDMEF messages.  
An equivalent to the IP address prefix substitution example from sect. 5 is the following transformation 
sheet (integrated specification of matching and transformation template):  

<address>  
192\.22\.([0-9]{1,3})$v1$\.([0-9]{1,3})$v2$ 
  <condition>($v2<255)</condition> 
  <transform> 
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    <xsl:copy>             
     191.72.<xsl:value-of select="$X"/>.<xsl:value-of select="$Y"/> 
    </xsl:copy> 
  </transform> 
</address> 

The matchings of the last two bytes of the IP address 192.22.X.Y are further on referred as variables $X 
and $Y. The additional condition for performing the transformation is that $Y is not the traditional 
broadcast suffix 255.  
Using these basic transformation techniques, we have implemented the information sanitizing 
functionalities of the event message gateways as described in section 5. We are utilizing the GNOME 
libxml2 and libxslt libraries for XML processing to create highly configurable C++ filter modules which 
can be easily plugged into our infrastructure components.  
To evaluate the efficiency of our filtering approaches, we created a number of transformation sheets and 
counted the number of messages per time frame which our sanitizing gateway is able to transform.  
Using a PIII/1GHz PC with 256MB RAM, running Debian GNU/Linux, the message gateway is able to 
handle the amounts of message transformations, as shown in figure 2 (messages supplied by one domain 
IDS, no compiler optimizations). Our test results confirmed the assumption, that the way of specifying 
matching and transformation templates has a big impact on the filtering performance. Wherever 
applicable, different matching templates should be condensed into one. In this case, it is not necessary to 
analyze incoming messages up to their ends before the next matching template is applied. 

    

Figure 2: Scenario and results of the throughput tests for the information sanitizing gateway. 

8.0 RELATED WORK 

Cooperative IDS have been examined in many publications: 
An early generic cooperative intrusion detection paper of Frincke et al. [5], identified many of the 
cooperation issues, such as policy conflicts, information sharing and filtering. In these premises and in the 
context of allowing different local audit tools to be used within the affected domains, the paper can be 
considered a basis for our work. A major difference to our work is the described architecture, which relies 
on direct communication links between the distributed audit data collectors.  
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The approach of Kim et al. [8] has several architectural analogies to our work. Unfortunately their 
approach relies on the fact that the suggested architectural components are installed all over the place 
which is to be monitored. This is not suitable for dynamic CEs, since every single domain has its own 
principles for selecting products and vendors.  
The cooperating software entities, described in [9] as well as in [15], have similar concepts to our meta 
IDS gateway, but again, the architecture is on a peer-to-peer basis.  
A lot of papers describe approaches for detecting correlations between alerts (e.g. [2], [10], [11]). Since 
our system only provides mechanisms for detecting predefined correlations of events, off-line correlation 
techniques are necessary to define the according detection rules. Due to our very general approach in 
specifying such rules, it should be feasible to import externally generated correlation rules.  
 

9.0 SUMMARY AND FUTURE ACTIVITIES 

This paper has presented an architecture to act as a cooperative intrusion warning system for dynamic 
heterogeneous coalition environments. Due to its structure, it meets several requirements for dynamic 
CEs, which cannot be met by other approaches relying on directly communicating domain-specific units.  
The most important extensions are a central message processing unit where an anomaly-based detection 
module is included for providing early warning information about largely-scaled attacks, and integrated 
modules for information sanitizing and data reduction. For a prototypical implementation, we extended a 
previously developed distributed IDS infrastructure.  
The anomaly detector module is based on a graph clustering technique which has been successfully 
deployed for IP traffic analysis. All event message processing tasks have been reduced to problems of 
Conditional Pattern Matching and Transformation (CPMT), which we have implemented as extended 
XML/XSLT Stylesheet processors. Thus, we are able to filter the message flow in a very flexible manner.  
Currently, we are focussing on  

• exploring the impact of other information contained in event messages on the graph-based 
anomaly detection approach,  

• distinguishing the different reasons for detecting anomalies and extracting useful information for 
warning messages, and  

• the implementation of the redundandency filter and the combination detector by extending the 
CPM techniques.  
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A NOTATION 
Since many of the information flow problems in distributed IDS can be modelled as variations of 
conditional pattern transformations for event message, it is useful to describe the problem in a more formal 
fashion:  

Let Σ  be the set of event messages or events. An event matching template E  is an expression that 
expands to a set of events i.e. ( )  ( )Expand E P∈ Σ . An event e matches a template E  (noted as e E ), 
if and only if ( )e Expand E∈ . The matching function of E  is intuitively given as  

 
if ( )

( )
if ( )

true e Expand E
E IB E e

false e Expand E
, ∈

: Σ→ , =  , ∉
 

Let 1{( )}mP p …p= ,  be a set of arbitrary given time-variant parameter values. A conditional 
transformation rule R  is a triple  

( )M TR E P E= , ,  
with a set of matching templates  

{ 0 }M M M
i iE E E IB i … n= | : Σ → , = , ,  

and a conditional transformation template  
( )TE P P: Σ× → Σ . 

 
Let T  be the time interval of interest, ( )e t t T∈Σ∀ ∈ a sequence of events and ( )p t P∈  a sequence of 
parameter values. The conditional transformation function of the rule R  is  
 

( )Rf T P: Σ× → Σ  with 
 

( ( )  ( ))  if  ( )  0
( ( ) )

{ ( )} otherwise

T M
i

R
E e t p t  e t  E  i  … n

f e t t
e t

 , , ,∀ = , ,
, = 

,
 

 
i.e., depending on the matches of the templates M

iE  to the input event ( )e t  at time t , zero or more output 
events are generated by the filter. Note, that this mechanism is stateless, i.e. no input values are stored 
within the filter.  

 
 
–| 

 
 
–| 



Components for Cooperative Intrusion Detection 
in Dynamic Coalition Environments 

  

4 - 14 RTO-MP-IST-041 

 

other messages, which have a modified target address value, the according transformation rule is  
    0({ } )M TR E E= ,∅,  

i.e. the transformation depends only on the matching of the input event e  onto 0
ME , otherwise e  is not 

modified. Now we can define ME  as an XML/IDMEF formatted message with regular expressions (REs) 
as:   
 
<Alert> 
 <Target > 
  <Node category="dns"> 
   <Address category="ipv4-net-mask"> 
    <address> 
     192\.22\.[0-9]{1,3}\.[0-9]{1,3} 
    </address> 
    <netmask> 
     255\.255\.255\.255 
    </netmask> 
   </Address> 
  </Node> 
 </Target> 
 <Classification origin="bugtraqid"> 
  <name>124</name> 
 </Classification> 
</Alert> 
 
Then ET could be constructed as  

<Alert> 
 <Target> 
  <Node category="dns"> 
   <Address category="ipv4-net-mask"> 
    <address> 
     191.72.1.1 
    </address> 
   </Address> 
  </Node> 
 </Target> 
</Alert> 

If ( ) Me t  E  (i.e. messages concerning the “teardrop” attack against nodes with an address prefix of 
“192.22.”) arrives at the filter, a new message e′  is generated, which contains all elements of ( )e t , with 
the exception of the target address, which will be constantly 191.72.1.1, and the old message is discarded.  

 

As a simple example: If event messages, encoded in the IDMEF format (see [3]), shall be transformed in 

    

 
 
–| 
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Outline

• Cooperative IDS in Coalition Environments
• CE specific Tasks & Challenges

– Architecture
– Interoperability
– Dynamics amongst coalition members
– Large and changing data volumes
– Appropriate detection algorithms

• Approaches & Implementation
• Summary
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Characteristics of Coalition Environments (CE)

• Co-operating partners with equal rights
• Common and contrary opinions
• CE Examples

– Alliances of business companies
– Co-operating law enforcement agencies
– Military networks (NATO, SFOR, KFOR etc.)

• Cooperation Examples
– Logistics & physical infrastructures
– Electronic infrastructures



FG AN KIEComputer Networks
RESEARCH INSTITUTE FOR COMMUNICATIONS, INFORMATION PROCESSING AND ERGONOMICS

06-05-08 4-4

Co-operative Intrusion Detection in CEs
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Meta IDS Architecture for Dynamic CEs
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Interoperability: Common Data Model & Format

Intrusion Detection 
Message Exchange Format 

(IDMEF)

who

when

where

what happened

who reports

<IDMEF-Message version="1.0">
<Alert ident="abc123456789">
<Analyzer analyzerid="hq-dmz-analyzer01">

<Node category="dns">
<location>Headquarters DMZ Network</location>
<name>analyzer01.example.com</name>

</Node>
</Analyzer>
<CreateTime ntpstamp="0xbc723b45.0xef449129">
2000-03-09T10:01:25.93464-05:00

</CreateTime>
<Source ident="a1b2c3d4">

<Node ident="a1b2c3d4-001" category="dns">
<name>badguy.example.net</name>
<Address ident="a1b2c3d4-002" category="ipv4-net-mask">
<address>192.0.2.50</address>
<netmask>255.255.255.255</netmask>

</Address>
</Node>

</Source>
<Target ident="d1c2b3a4">

<Node ident="d1c2b3a4-001" category="dns">
<Address category="ipv4-addr-hex">
<address>0xde796f70</address>

</Address>
</Node>

</Target>
<Classification origin="bugtraqid">

<name>124</name>
<url>http://www.securityfocus.com</url>

</Classification>
</Alert>

</IDMEF-Message>
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Information Sanitizing (1): Scenario
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Information Sanitizing (2): Approach

• 1-to-1 transformation of incoming messages 
• Information preserving transformations needed, e.g.

– Preserve neighbourhood relationships for addresses
– Allow local security staff to backtrace identifiers

• Method: Conditional Template Matching & 
Transformation

• Implementation: XML/XSLT processor
– Transformation specific. integrated into matching template
– Div. extensions of matching templates
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Redundancy Filter (1): Scenario
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Redundancy Filter (2): Approach

• n-to-1 transformation of ´similar´ messages 
– Extension of 1-to-1 message transformation
– Transformation describes summary message
– Extended transformation specifications for ´similarity´
– Message are stored for a given lifetime

• Summary messages are subsequently updated 
• Detection of time-shifted message sequences by

multiple instances of one transformation
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Inform. Sanitizer & Redundancy Filter: Performance

• Combined application of both modules in IWS gateways

• Througput tests on 
PIII/1GHz/128MB

• Separate vs. 
combined 
transformations

• Order of 
application 
is important
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GUI Screenshots (1): IWS Console

• Console GUI visualization 
– Messages w/ anonymized addresses (prefix 999.999)
– Summary messages from redundancy filter (blue rows)
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GUI Screenshots (2): IWS Gateway

• Gateway GUI controls information sanitizing & filtering
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Anomaly Detection (1): Scenario
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Anomaly Detection (2): Approaches

• Available information completely different from 
konventional IDSs

– Information contained within event messages
– Message flow parameters

• Two concurrent detection approaches
– Simple message flow parameter derivation
– Source-target graph clustering

• Evaluation method
– Usage of security tool output from DMZ

(mainly CISCO ACLs, snort, system logs)
– ´Worm simulator´

(generates firewall log entries as under attack)
– Compare IWS behaviour with reference dataset
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Anomaly Detection (3): First results

• Example: Distinct # of target addresses / timeframe

with simulated worm without simulated worm
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Anomaly Detection (4): S/T Graph Clustering

Graph Clustering
Weighted Source-Target Graph

Normal State Anomaly !

Courtesy University of Bonn, Computer Science Institute, Dept. IV
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Summary

• Intrusion Warning System (IWS)
• Special challenges for IWS in CE scenarios
• Applicable for dynamic CEs: Meta IDS 

architectures
• Information sanitizing of event messages
• Redundandency filtering for event messages
• Flexible implementation using XML/XSLT 

techniques
• Anomaly detection in event message data model
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Future Directions

• Anomaly detector
– Distinction of different reasons for anomalies
– Extraction and back propagation of relevant information

• Combination detector
– Detection of predefined sets of correlated events
– Extension of the redundandency filter

• Optimization of XML/XSLT processing
• Multi-domain demonstrator with ´real´ event messages

(FGAN/FKIE, University of Bonn, 
University of applied sciences, Koblenz) 
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Commercial Threat Management Systems (TMS)

• Potential advantages of commercial TMS 
– Plug & play
– Seamless integration in security tool suite of a vendor

• Disadvantages 
– Attack information is not transmitted transparently
– No configurable attack information sanitizing is possible

(no IShP can be configured / maintained)
– Detection process is not transparent and not evaluable

(corellation engines, data mining etc.) 
– Local security tools need to be compatible 

(in most cases)
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