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A. SCIENTIFIC OBJECTIVES: Conventional radar signal processing is based on two

simplified assumptions about target scattering: (i) that the target is a rigid body; (ii) that

the target can be modeled as a collection of independent point scatterers without any

multiple scattering effects. However, real radar data can deviate significantly from these

two simplified assumptions. First, real-world targets are often observed by radar sensors

under dynamic conditions where non-rigid body motions can exist. These non-rigid body

motions give rise to "microDoppler" phenomena, which have been observed in a number

of SAR and ISAR sensors. Examples of microDoppler phenomena include returns from

moving components on the target such as scanning antennas or rotating wheels, as well as

those from flexing and vibration of the target frame. Second, strong multiple scattering

physics are often encountered in inlets and cavity structures on the target. For instance,

the most prominent feature on an air target is often the range-delayed return from the jet

inlet duct. Significant modeling work has been carried out by the computational

electromagnetics community to characterize the complex scattering from inlet structures,

yet little effort has been placed on utilizing the results to develop better imaging

algorithms to map the inlet interior. The objectives of this research program are: (i) to

gain in-depth understanding of these higher-order phenomena through simulation and



measurement, (ii) to develop physics-based models and the associated signal processing

strategies to extract the resulting radar features, and (iii) to exploit and utilize these

additional features to enhance the performance of automatic target recognition (ATR)

algorithms.

B. SUMMARY OF RESULTS AND SIGNIFICANT ACCOMPLISHMENTS:

During this program, we have carried out simulation and experimental research to

understand and exploit microDoppler and multiple scattering phenomena. Our research

accomplishments in microDoppler phenomena include:

1.1 MicroDoppler radar development, data collection and processing.

1.2 Doppler and direction-of-arrival (DDOA) radar development for human tracking.

1.3 Frontal imaging of humans by exploiting microDoppler.

Our research accomplishments in multiple scattering phenomena include:

2.1 Fast ray tracing simulation for characterizing multiple scattering phenomena.

2.2 Shape reconstruction of targets with strong multiple scattering.

2.3 Imaging buried targets in ground penetrating radar.

The detailed descriptions of our accomplishments are discussed below.

1.1. MicroDoppler Radar Data Collection and Processing. During the first year of this

program, we developed a wideband radar testbed that is fully tunable between 4 to 10

GHz (see Fig. 1). The purpose of this hardware effort is to provide data collection

capability that allows us to study the microDoppler phenomenology in greater detail. The

radar is a homodyne system with full I/Q detection. Data acquisition is accomplished

using a National Instruments DAQ card and the results can be displayed on a laptop

computer. Careful calibration of the radar was carried out using an audio subwoofer

covered by aluminum tape (Fig. 2). We carried out extensive data collection on various

types of targets having mechanical movements such as vibration and rotation. Figs. 3 and

4 show the resulting spectrograms of a car and a fan. We also investigated the

microDoppler phenomenon from human movements in significant detail. The problem of

human gait was previously investigated in [1-3]. We collected a data base over a wide

variety of parameter spaces, include various types of movements (walking, running,
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Fig. 1. A low-cost Doppler radar system built at UT-Austin. The radar is tunable from 4 to 10
GHz.
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Fig. 2. The calibration data an audio subwoofer covered by aluminum tape and driven by
a single-tone audio amplifier. The figure on the right is the spectrogram (Doppler
frequency vs. dwell time) of the collected radar return.



Fig. 3. Measured microDoppler return
versus dwell time from a parked car at
5.5 GHz7, HH-pol (UT-Austin).
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Fig. 4. Measured microDoppler return
versus dwell time from a table fan at 6
GHz, VV-pol (UT-Austin).
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crawling, and involuntary motions such as respiration), different environments (indoor,

through different types of walls), over a wide range of frequencies, and for different

human subjects. Fig. 5 shows some of the representative results. We then analyzed the

data by using joint time-frequency processing, and explored useful features for

identification. Fig. 6 shows our effort to estimate the stride size of a human subject from

the walking data. It is estimated based on the extracted stride period and the walking

speed, which are both obtainable from the radar data. The resulting stride size is then

plotted versus the walking speed in Fig. 7 for 6 different human subjects. It is observed

that the curves all show a monotonic increase as the walking speed of the individual is

increased. However, there appears to be a kink in each curve, representing a change in the

walking pattern. As the person speeds up more, his or her stride size can not grow

indefinitely, but rather saturates beyond a certain speed. This saturation point appears to

be different for different individuals. This study shows that it may be possible to classify

and identify humans from their microDoppler features.

1.2. Doppler and Direction-of-Arrival (DDOA) Radar Development for Human

Tracking We designed and constructed a second-generation radar by combining the

Doppler discrimination offered by human movements with the DOA information that can

be collected using an antenna array to provide the necessary information for human

movement tracking. Note that conventional DOA detection requires the use of multiple

receiver elements, where the number of elements must be greater than the number of

targets. This leads to high cost as well as a physically bulky system below 5 GHz. Here

we take advantage of the Doppler information from multiple moving humans to achieve

Doppler-DOA (DDOA) tracking with only a two-element array. The approach is to use

the short-time Fourier processing to separate the target via their contrasting Doppler

returns. Then by extracting the phase difference between the received signals at the two

elements, we can determine the DOA of each mover individually. More explicitly, if we

assume the time signals received at the two antenna elements to befi(t) andf 2 (t), then after

the Doppler processing the signals become Fj(fD) and F2(fD), respectively. If the targets of

interest generate different Doppler frequencies fDi due the difference in their velocities
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Fig. 5. The collected spectrograms; from a person indoors under various movements at 6
GHz.
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Actual distance per stride as measured =1.89 m ±0.04 m

Fig. 6. Estimating the stride size of a human subject from the radar spectrogramn.
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Fig. 7. Stride size versus walking speed for 6 different human subjects.



with respect to the radar transceiver, then the DOA of target i with respect to the array

boresight is given by:
I OA=sin-, /-FI (fAi---2 (Ai)]

S(2z / A,

where d is the spacing between the elements and • is the RF wavelength.

To implement this concept, we designed and built a two-element receiver to extract

the DDOA information simultaneously (Fig. 8). The system is designed using two

integrated receiver boards from Analog Devices. It has very low cost (under $100 for

each board) and small form factor, since the boards came from mass-market products for

the wireless networking market. The system operates at 2.4 GHz. Two microstrip patch

antennas are used as the front-end and a National Instruments DAQ system is used for

data acquisition. Some results collected from this radar are shown in Figs. 9 and 10. Fig 9

shows the Doppler vs. DOA plot of an acoustic subwoofer driven at 40 Hz and placed at

40 degrees with respect to the radar boresight. It shows the correct bearing angle and

Doppler information at +-40Hz (the two-sided Doppler response is due to the FM

modulation created by the subwoofer vibration). Fig. 10 shows the snapshot data from a

person walking away from the radar. As we can see from the data, the human target

includes various limb microDopplers and is not as localized as the subwoofer response.

Nevertheless, reliable DDOA information can be acquired. Further, a continuous real-

time tracking of the person in an indoor environment can be achieved. Fig. 11 shows how

the same concept is applicable to multiple targets, as three speakers with different Doppler

returns are used as test targets. The Doppler separation among the target allows the DOA

of the speakers to be obtained using the two-element array. Fig. 12 shows the result of

multiple human tracking using the radar. The factor that limits the performance of this

radar for multiple human tracking is the overlapping microDoppler returns from the

human targets. Extensive testing was also conducted for different through-wall scenarios.

The range of the radar is about 15m through a 15" exterior brick wall up using a transmit

power of 100mW. The same concept can be extended to the elevation dimension using an

additional third element.
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Fig. 8. A two-element radar sensor for measuring both Doppler and direction of arrival
(DDOA). The sensor uses two Analog Devices integrated receiver boards, which
cost less than $100 each. Initial data collection was carried out at 2.4 GHz.
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Fig. 11. Three loudspeakers measurement: (a) Setup and (b) Measured Doppler and DOA.
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Fig. 12. Measurement of two humans walking in opposite direction: (a) Setup and (b)
DOA vs. time



1.3. Frontal Imaging of Humans by Exploiting MicroDoppler. In our research on

human tracking, the microDoppler phenomenon increases the Doppler overlap between

targets. This is a nuisance from the tracking point of view. However, it may be possible

to exploit this phenomenon in a different context. In this research, we investigated a two-

dimensional frontal imager by using only a three-element receiving array and a

transmitter. The concept entails resolving the microDoppler frequencies of the returned

signals from a moving human, and then measuring the phase difference at each Doppler

frequency component to determine the direction-of-arrival of the various body parts. If

each body part gives rise to a different Doppler frequency, then the resulting bearing map

should correspond closely to a two-dimensional frontal view of the human.

Fig. 13 shows the conceptual operation and the radar system block diagram.

Different moving body parts of a human give rise to microDoppler shifts with respect to

the radar. Therefore, by first Doppler processing the data, we can extract the DOA

information of the different Doppler frequency bins by measuring the phase difference

among the receiver elements. The azimuth DOA of the received signals can be obtained

from the measured phase difference between the two array outputs, AO = g2 -01, using the

expression: O9 = sin1l (,AAb /2 =d) where d is the spacing between the two antennas. An

additional receiving antenna (Rx3) is placed directly above Rx2. Since Rx2 and Rx3 are

placed vertically apart, they form a new array pair to acquire the DOA in the elevation

plane, OEL. By correlating the azimuth and elevation bearing information at each Doppler

binfDi, a data matrix [A(fDd, OAZfD), OEL(fDd] can be constructed, where A(fD) is the radar

return strength at the Doppler binffDi Provided that each body part gives rise to a different

Doppler frequency, the resulting [A, 9•z, OELI corresponds to an approximate two-

dimensional frontal image of the human.

The radar testbed described in Section 1.2 was extended for this purpose by

incorporating one additional vertical receiver element. During the measurement period

the subject remained at 2 m distance from the radar boresight while moving each body

part sequentially. After correlating the azimuth and elevation DOA measurements based

on their Doppler information, a two-dimensional or frontal view of the human is

constructed and shown in Fig. 14(a). The measured frontal view shows the position of

each limb, making an outline of the subject. The dynamic range of the image is 40 dB.
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Fig. 13. Radar system block diagram and conceptual operation. The moving body parts
(arms, legs) of a human produce different Doppler returns and are imaged by the radar.

.11M

(a) A (bm)

Fig 14 (a) Measured frontal view of a human in free space.
(b) Measured frontal view of a human through an indoor wall.



The measurement was then repeated in-situ with a 5" thick gypsum/wooden wall in an

interior room. The subject stood at approximately 1 m behind the wall while the radar

measured the return versus time. Fig. 14(b) shows the measured through-wall view of the

human. In comparison with the free-space image shown in Fig. 14(a), the through-wall

image appears larger since the subject stands closer to the radar. The image also appears

to be less focused due to the significant attenuation from the wall. However, the outline of

the human is still visible. It is worthwhile pointing out that while the proposed radar

concept has very low-complexity, it is based on the assumption that different body parts

give rise to different Doppler frequencies. When this condition is not met in practice, the

resulting bearing information is not accurate. Therefore, the present radar concept can be

termed an "imaging of opportunity" that captures glimpses of the human subject. This is

similar to other types of target-motion induced sensing schemes such as the inverse

synthetic aperture radar.

2.1. Fast Ray Tracing Simulation for Characterizing Multiple Scattering

Phenomena. In order to accurately simulate multiple scattering phenomena in complex

targets, we researched an efficient simulation algorithm based on the shooting and

bouncing ray (SBR) technique [4]. The key time bottleneck in the SBR technique is the

ray tracing process. Therefore, we explored ways to speed up the ray tracing time. The

Binary Space Partition (BSP) tree algorithm [5] is the most standard ray tracer in use. The

BSP-tree based ray tracer is considered the fastest among all of the spatial subdivision

approaches. Recently, the multiplaten z-buffer ray-tracing algorithm was proposed by Hu

et al [6, 7] as an alternative to the traditional BSP tree algorithm. In the multiplaten z-

buffer (MPZ) approach, a multi-layered z-buffer is first generated from the scan

conversion process (Fig. 15(a)). Instead of just storing the z-coordinates of the visible

pixels as in the traditional z-buffer process, multiple z-buffers are created to store the z-

coordinates of all of the facets within each pixel during the scan conversion. During the

ray trace, a ray is tracked by moving along the ray direction pixel-by-pixel. Within every

pixel, the z-depth of the ray is compared to all of the z-buffer values for that pixel to check

for possible intersections (Fig. 15(b)). Once an intersection is found, the hit point and the

reflection direction can be calculated, and the tracing process is then iterated until the ray



departs from the bounding box. We found that, contrary to the BSP algorithm, the

complexity of the MPZ is independent of the number of facets comprising the target.

However, the computation time is dependent on the number of pixels traversed by a ray.

To further speed up the performance of MPZ algorithm, we developed a multi-

aspect MPZ (MAMPZ) approach. The approach is motivated by the fact that the number

of pixels a ray traverses between bounces can be reduced dramatically by decreasing the

angle between the ray direction and the z-buffer direction. In the algorithm, multiple

multi-layered z-buffers are first generated from the scan conversion process along many

aspect angles. The maximum number of multi-layered z-buffers is limited only by the

available memory resource. The more aspect angles that be stored, the less pixels a ray

traverses in one bounce, and the better the time performance. During the ray trace, the

multi-layered z-buffer structure that has the closest aspect to the ray direction is selected to

carry out the ray tracing. A ray is then tracked by moving along the ray direction inside

this MPZ structure pixel-by-pixel to check for possible intersections. Once an intersection

is found, the hit point and the reflection direction are calculated. Based on the new ray

direction, a new MPZ is chosen, and the tracing process is iterated until the ray departs

from the bounding box. As can be seen in Fig. 16 for a test Y-cavity structure, the

Multi-layered Z-buffer
II /,• facet kzk

1 ]• ~~Ray exit=-/-

S _Ray entry _ / a.cet J, zjý

jib /facet i, zi

Ray direction

Fig. 15. (a) Multi-layered z-buffer. (b) Ray tracing using the multilayered z-buffer.
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Fig. 16. (a) Geometry of a test Y-cavity with two end ends and typical rays in the cavity.
(b) The computation time of the MAMPZ algorithm versus the BSP tree
algorithm as a function of the number of target facets.



complexity of the MPZ is independent of the number of facets comprising the target, in

contrast to the BSP tree algorithm. Furthermore, the performance of the MAMPZ can be

improved by using more MPZ over a denser set of angles (the angular spacing is denoted

as A in the figure). Therefore, by trading off computer memory and the overhead scan-

conversion time, the speed of the ray tracing can be significantly improved. We also

extended the MPZ algorithm to the ray tracing of IGES parametric surfaces, i.e., curved

surfaces. Traditionally, algorithms for IGES surfaces are much slower than that for the

planar facets. The MPZ IGES parametric surface ray tracer is potentially attractive since

the numerical search for the intersection can be seeded with a very good initial guess.

2.2. Shape Reconstruction of Targets with Strong Multiple Scattering. Radar

imaging is a fast and robust way to image the geometrical shape of a target. However, it is

well known that artifacts can occur in radar imagery due to multiple scattering

mechanisms on the target. One solution to this problem is to rigorously solve the

electromagnetic inverse scattering problem. For instance, we can cast the inversion

algorithm into an optimization problem. By using a computational electromagnetics

solver (such as ray tracing), we can try to minimize the difference between the measured

scattered field data and the predicted scattered field to determine the shape of the target.

Recently, some researchers have explored the use of genetic algorithms (GA) together

with computational electromagnetic solvers to attack the inverse scattering problem [8-

10]. This is a very time-consuming process. In this research effort, we developed a

technique combining the hybrid GA (HGA) with the "tabu list" concept to increase the

efficiency of the inversion. The HGA combines the simple GA with a local search

algorithm to improve the speed of the simple GA. In addition, the tabu list concept [11,

12] is adopted to exclude those regions in the parameter space that have already been

explored by the local search. In this manner, there will be no revisiting of the explored

regions and the GA population can be spread out to explore new regions, thus improving

the search efficiency. The illustration of the tabu region around a local minimum is shown

in Fig. 17. In subsequent GA reproductions, all of the new members are checked against

the stored tabu list to ensure that none is in the tabu regions of the sample space.
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We applied the HGA-Tabu algorithm to reconstruct the shape of a metallic,

partially open, circular cylindrical cavity with a diameter of 10.8cm (IpsO11 in the Ipswich

data set) [13]. This target contains a high degree of multiple scattering. The measurement

was taken at a single frequency of 10GHz in a bistatic configuration. There were a total of

36 transmitter positions around the object and 18 receiver locations for each transmitter

position. In the inversion, we started from a set of randomly created shapes that were

described by N ordered points in a two-dimensional space. The profile of the object was

then obtained using spline interpolation. Next, the numerical solution to the electric field

integral equation was used as the forward electromagnetic solver to generate the computed

scattered field from each assumed shape. The HGA-Tabu algorithm was then applied as

the optimizer to minimize the cost function. Fig. 18 shows the convergence comparison

between random search, simple GA, HGA and HGA-Tabu, when the inversion algorithms

were applied to the measured data. All the results were averaged over 10 independent runs

with different initial populations. As expected, the simple GA showed improvement over

the random search. The HGA further improved the convergence rate of the simple GA.

The best results were consistently obtained by the HGA-Tabu. To achieve an RMS of

0.55, the HGA required an average of 220 generations while the HGA-Tabu algorithm

required only an average of 75 generations. Fig. 19a shows the typical shape from the

simple GA after 250 generations plotted against the real profile of the cavity. The result

indicates that more iterations are needed for convergence. Fig. 19b shows the typical

reconstructed shape from the HGA-Tabu after 75 generations. As we can see, the inverted

shape is very close to the real profile. Inversion results from the HGA-Tabu showed faster

convergence and higher success rate than those of the simple GA and hybrid GA. The

computation overhead per generation for the new algorithm was small. The algorithm

could be combined with the fast ray tracing solver described in 2.1 to handle large 3D

targets.

2.3. Imaging Buried Targets in Ground Penetrating Radar. Under funding from the

NATO-B2 research scholarship programme, Prof Caner Ozdemir of Mersin University in

Turkey spent 4 months in the summer of 2003 at the University of Texas at Austin as a

visiting scientist. During his visit, he conducted research in the three-dimensional



imaging of buried targets using ground penetration radar. In particular, a three-

dimensional algorithm to image buried objects in a homogeneous background medium

was researched and developed. This technique is based on the approximate Fourier

transform relationship between the frequency-spatial variables and the distance-angle

information of the buried scatterer. The algorithm is computationally fast since it forms

3D images by using a fast Fourier transform (FFT) followed by a simple transformation

from the distance-angle domain to the image domain. Therefore, by measuring the

wideband bistatic scattering over a spatial grid above ground (as shown in Fig. 20) and

applying the imaging algorithm, a 3D image of the buried target can be reconstructed.

A measurement setup was built to examine the performance of the algorithm.

Objects with various electrical properties buried in dry sand were used in the experiments.

A rectangular copper plate whose dimensions are 46cm in the x-direction and 30cm in the

z-direction was buried at 46cm below the sand surface. Multi-frequency data from 5 to 6

GHz were collected on a l0xl0 uniform receiving grid using a vector network analyzer.

After applying the proposed algorithm, we generated a 3D GPR image of the region below

the surface. Fig. 21 (a) shows the 2D projected GPR images onto the principal Z-Y, X-Y

and X-Z planes. Overlaid on the images are the projected outlines of the plate. We

observe two main hot spots in the image. The stronger one corresponds to the scattering

from the middle of the plate where a specular point exists. The weaker one corresponds to

the diffraction mechanism from the front edge of the plate. Both image features agree

well with the geometrical locations of the plate. In addition, resolutions in the cross range

directions (i.e., in the x- and z-directions) are nearly the same as the resolution in the range

(y) direction. This is in contrast to most GPR imagery, in which the cross-range resolution

is usually quite poor compared to the resolution in the depth direction [14-16].

Simulation was also carried out using a physical optics calculation. After obtaining

the simulation data of the experimental setup, we applied the same imaging algorithm to

form the simulated GPR image. Fig. 21 (b) demonstrates the 2D projected GPR images

from the simulation data. By comparing the measured GPR images to the simulated ones,

we see good agreement between the two. Since the physical theory of diffraction

contribution was absent in the simulation, we notice that the edge diffraction contribution

in the simulation is weaker than that from the measured image. Finally, data were also
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collected and images formed using other non-metallic objects. High-resolution images

could be formed consistently using the algorithm. This can be attributed to the fact that

the present coherent imaging algorithm uses many spatial points to provide sufficient

signal-to-noise ratio. Therefore, even when the dielectric constant of the target was close

to that of background medium and the return was significantly weaker than high-contrast

targets, the target could still be observed in the resulting image, albeit at a lower SNR.

C. FOLLOW-UP STATEMENT:

During this program, we have carried out in-depth research in microDoppler and

multiple scattering phenomena. We have designed a number of radar sensors, collected a

large database of measured data, carried out extensive data analysis and feature

interpretation, developed simulation tools and gained a basic understanding of these

phenomena. Furthermore, we have carried out signature exploitation efforts to utilize

these phenomena in identification, imaging and target shape reconstruction. The potential

impacts of this basic research program on naval radar surveillance capabilities are twofold.

First, through simulation, measurement and signal processing, this research resulted in an

in-depth understanding of the radar features due to target micro-dynamics and multiple

scattering physics. Second, our research led to novel exploitation of target features that

can significantly improve the non-cooperative target recognition (NCTR) capabilities for

existing and future naval radar sensors.
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5 tumic., et al. Improed$0 iae (SOnS dsubntrate'. oE backsid represents a community [103 using a difibrnt pararactenisation order
Conf., Williamusburg, VA, USA. 2002, pp. 73-~74 number. For example, the highest order uses M scattering centres and N

6 rTru A., et al.- 'Eletriesi nailtisire stimulation of the isoltaedt chce resonances while the lowest order uses one scattering centre and no
retina', ritsi Re5, 2000, 40, pp. 1785-1795 resonance. Ihe paramreterisation consists of an iteration process as

fbllows. Firstý for each community standard GA operations including
selection, crossover and mutation are used to reroduce members in thc
nuxt generation for bette solutions. Secondly, at the end of each
generation, the residual signal of each comumunity is calculated as the

Sparse parameterisation of electromagnetic erao between the best solution in the communitry and the origial data
scattering data using genetic algorithm E"(f and is parAmeterised with GA. T1e order number for. residual
with adaptive feeding paranreterisation is specified in the dashed box. It is thc differenc

between the order number of the currentecmmuinity and the next higher
JUY huand H. Ling comnmunity. Thiridly, the parameters from the best solution of a lower

J. L, V.Zhouorder coamamuity and its residue are combined to form a candidate
A inethod is preaentel to pdnanem smen d~ frr orp solution in the next higher order community. A zero-mean Gaussian
targets. Based on a global modri with both scatterinig veue an perturbation is added during this step to cmeate a community-level
rcsonanor6 a ginehc algorthmsa withs adaptive feeding is proposedt fo mutation. By adaptively feeding the solutions from the lower order
sparsecrepicscritation. The algorithmn is tested with mrearsurent dam a nd comnmunities forward to the higher order communaities, the conrvergnce
sbows bttser pmerfrr'ance toian riom-gtobal paramisricinatoine mthod, of the highest order community is significantly accelerated without

sacrafleing the optimality of the finail solution.
Introduction: Obtaining a sparse, physical representation of electro-
magnectic scattering data from a complex target is a problem of lN
fundamental importance in radar signature analysis [1--9]. The seal-
tcring centre model is the standard way to represent scattering freon N10
large targets and has been used with suceesa by the radar signature[h i i Z i]L J
eommnunity for, over two decades. Many techniques including super-
resolution [l, 21, CLEAN [3], genetic algorithms (GA) [4-4] and
evolutionary progrsanning-based CLEAN [7) have been reported for 2,
determining model parameters based on the scattering centre model.

For targets containing conve, interior structures such as cavities, a
model combining scattcring centres and resonances has been shown to 1t 10
be a more efficient and physically mneaningful repres. ntaeiotr of both 't,
exterior and interior scattering features [8, 9]. However, finding the 10 o
model parameters in such cases is mote challnging, since thme scattering- ---
cenitre and resonance bases have complementary behaviours; in time an 81,: I GA witk adaptive feeding
firequency. In [8], a CLEAN-based algorithm was used to extract one Bedt solution from lowe order community (solid box) and residue (dashed box)
scattering centre and/or resonance at a time iteratively. In (9], Prony's combined and fed into next triglier-ortder coratnunity Convergence of highest
method was first used to extract all the scattering centres and then all order commuanity wish Al scastteing enmues and N resonances accelerated
the resonances. One drawback of these methods is that the parameteri-
sation result!; are not very sparse since the scattering centres and0
resonances are not extracted simultaneously.

To umnpove the sparsity, wev present in this Letter a global algorithm
to parameterise complex scatterifig data using the combiined scattering '-K-..

centre and resonance model. The method is based on a CA with
adaptive feeding. The latter is devised to compensate for the disparity -. ---

in strength between scattering centres and resonances and imrovtre the
perfornance of the GA. --- -.

GA wiith adarprive feedng: The scattering model is assumed to
comprise responses from both scattering centres and resoniances as to 2 30 4(9]: crder number

M "' +IAr Fig. 2 Ctanparisxo~ ofthree parumetertsatioir results of VFY218 'neusure-
E~-f) + P. men data~-~+

- .----- CLEAN with scattering centres only
where M and IV are the number of scattering centres and resonances,--------CLEAN with scattering centre and resonances
respectively, and f the frequencpy. For eah scattering centre, t.,,is the GA with adaptive feeding
time delay, a,, the firequency dependency coefficient and a. the
cormplex amplitude. For each resonance of comuplex amplitude h,, f. VVF 21.1 marsuremenut data results: The algorithm was first tested
is the resonant fireqrency, -rý the turm-on time and P. the Q-factor. Th using numerical simulation dats from a well-understood target, a plate
parametenisation process- cans be formulated as a miiariatof prroblemn: with a partially open cavity [9]. The proposed method successfully

I%-, t,.,f., P~. rTd = argmoin IIE() - E'(fDR2  (2) extracted the four dominant scattering centres and three resonances
with a 5% RMS error. By comparison, the RMS error from the

where E" denotes the measurement data to be paramneterised. The CLEAN method is 10% after 20 terms, while the SGA always missed
amplitudes a., and b., are not included in the bracket as they can be the weakest resonance. We next applied it to the VFY 218 measure-
derived from other unknowns using minimiun least squares fitting. ment data [1l]. The scattering data caine from -a 1:30 scale model

GA has been used in many engineering applications as a global aircraft using horizontal polarisantion in the 8 to 16 (3Hz frequency
optimisation scheme. However, here we find that the standard simple band. The look angle was at 19.6' from nose-on so that the inlet
GA (SGA) has difficulty in converging to the desired global optimum, contribution was prominent in the return. Fig. 2 shows EMS error
Since the energy insa resonant term is typically much lower than that in against total model ceder number (M+N) for three diffeent meth-
a scatterer centre, the resonant: terms are easily missed in the SGA odis. The GA results were averaged over six ruint. The CLEAN curve
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part of the data alter the scattcring centres are extracted. The CLEAN
curve with both scattering centre and resonance model is better.
However, the rate of convergence still slows down considerably D TEE 2003 9 Apvril 2003
after the first 18 terns. The GA curve shows the best sparsity. It Fdcrnc Leiters Online No: 2700-0723
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Journal Paper [6]

Application of adaptive chirplet representation for
ISAR feature extraction from targets with rotating
parts

J. Li and H. Ling

Abstract: The problem of feature extraction from inverse synthetic aperture radar (ISAR) data
collected from targets with rotating parts is addressed. In traditional ISAR imaging, rigid-body
motion is usually assumed. When non-rigid-body motions are present, it is not possible to obtain a
focused image of both the target and the rotating part. To solve this problem, the radar signal is first
parameterised using the adaptive chirplet signal representation. The signal from the body and that
from the rotating part are then separated in the parameter space. Point-scatterer simulation results
show that better geometrical features of the body and better micro-Doppler features of the rotating
part can be extracted after the separation. The algorithm is also demonstrated using the
measurement data from an in-flight aircraft and a walking person.

1 Introduction time-frequency processing of ISAR data, the chirplet basis
is selected to represent the radar signal in this paper. Since

Recently, there has been increasing interest in studying the both amplitude modulation (AM) and frequency modulation
so-called micro-Doppler phenomenon 1 I, 21 for radar target (FM) are part of the basis, the chirplet can more efficiently
identification applications. Micro-Doppler is used to represent the radar signal from a target with a rotating part.
describe the fine Doppler feature from some moving part With the adaptive chirplet representation. different motion
on the target that is different from the main body Doppler behaviours of the target components are mapped into
feature. In most of the conventional work on inverse different parameters of the corresponding bases. Conse-
synthetic aperture radar (ISAR) imaging, the target is quently, the returns from the body and the rotating part can
assumed to have rigid-body motion [3. 4]. However. non- be more easily separated. After the separation. better target
rigid-body targets can often be found in real-world feature extraction can be realised by processing the two
situations. As a simple case, a target may consist of a parts individually. This includes both the extraction of the
main body and a rotating part. For example, an in-flight geometrical features from the main body and the micro-
aircraft with jet engine rotation, a ship with scanning Doppler features from the moving part.
antenna motion and a ground vehicle with spinning tyre In the following section. we present the model and
motion all involve this type of configuration. Under these formulation of the problem. After a close examination of the
conditions, difficulties in understanding the resulting ISAR point-scatterer signal model of a target with individual
image arise due to the violation of the rigid-body motions, we show that the chirplet basis is well suited for
assumption. parameterising and separating the rotating part signal from

In this paper, we set out to extract better target features the main body signal. The chirplet-based adaptive signal
from ISAR data when a target has a rotating part beside the representation algorithm is tested with point-scatterer
main body. The challenge is that the body image is simulation data and results are shown from two sets of
contaminated due to the interference from the rotating measurement data. The first data set is from an in-flight
part. It is also more difficult to extract the motion aircraft with jet engine rotation motion. The second data set
information from the rotating part as it is overshadowed is from a walking person with arm swinging motion.
by the body returns. Our approach is to first parameterise the
radar signal using the adaptive chirplet representation S5. 6 i. 2 Signal model and formulation
The chirplet basis is a four-parameter function localised in
the joint time-frequency plane. While both Gaussian 17] 2.1 Point-scatterer model of radar signal from
and chirp-type I'-1 bases have been reported for joint target with rotating part

The point-scatterer model is usually used in radar imaging
to model the radar signal scattered by an unknown target.

0 LEE, 2003 In this model, the radar return signal is expressed as a sum
lEE Proceedings online no. 20X)30729 of point-scatterer responses
doi: 10.1 049/ip-rsn:20030729 M
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"where the radar signal E is a two-dimensional function of which is the radar signal from a target with a rotating part in
transmitting radar frequency f and pulse dwell time t. the two-dimensional (frequency, dwell time) domain after
The target consists of M point-scatterers, each with position motion compensation of the main body. Since it is more
(x,,, y,) and complex scattering coefficient a,,. Suppose the efficient to process range compressed data, we Fourier
radar is stationary, the target motion is described by the transform (6) with respect tofand bring the radar data into
translation motion Rm(t) and the angular motion O,,(t) for the (range, dwell time) domain. The radar signal through a
each scatterer. fixed range cell r is given by

A rigid-body target is usually assumed in traditional M
ISAR imaging. i.e. all the point-scatterers in (1) share the E,(t) E a- f,.,sinc - (r -.
same translation motion R, (t) and rotational motion 0 (t). M=L L c
Here, we shall consider a non-rigid-body target consisting of
two parts, a main body and a rotating part. In this case, we x exp +j (r - x,, - ;,mM)
can simplify the model in (1) by using different motions for
the two parts while still applying the rigid-body assumption N
for each part. This leads to + E ufh.sinc [r - x1 cos OR (t)

E(f, t) = ED (f, t) + ER (f,t) -y,,sinOe(t)]}exp {+J•-ir-xTcos O(')

- exp {-J1R 8 (t, +x,,cos Ot, --y,,sin OI(t)]1 (7)

N _j47r C

+y,, sin 0B(t)l +-' u,,exp -ji [RR(t) wheref, andfi,, are the carrier frequency and the bandwidth
"I)=1 of the radar, respectively.

cos OR(t) +iy" sin O(t Some observations can be made here about (7). There
+ y i (2) exist substantial differences between the main body signal

and the rotating part signal. Each body-scatterer in the first
with subscripts B and R denoting the body and the rotating term has constant amplitude or,, and constant Doppler
part, respectively, frequency -(2fJc)oBy. with respect to t. However, the

Both the main body and the rotating part move with signal of each rotating scatterer in the second term contains
respect to the radar. The difference is that the rotating part both AM and FM components. This can be seen by the
has an additional rotation motion beside all the motions of presence of the time-varying function OR(t) in both the sinc
the main body. For the main body, during the imaging and the exponential terms. Consequently. a second Fourier
interval we can apply the small-angle approximation usually transform of (7) with respect to t will focus the target body
used in ISAR imaging. That is in cross-range, but not the rotating part return. This results in

cos O() ;I the observed interference from the rotating part in the ISAR
sin OB(t) ;z OB(t) (3) image.

We also assume that a standard motion compensation
algorithm [4, 9, 10] has been utilised to remove both the 2.2 Chirplet basis
translation motion and the nonuniform rotational motion The chirplet basis function 15. 60 is well suited for
from the body, after which we can write parameterising the AM-FM radar signal in (7). A chirplet

RB(t)- 0 is a four-parameter basis of the form

OB(t) (- (4) 1

where cDB is the effective body rotation rate after the motion hk(t) = 7'r ) exp{-a•(t- tk) }exp{--2lrfk(t -tk)

compensation. The arrow symbol above is used to indicate a ,
new assignment of the variable on the left after the motion -fjr[k (t - tk) 2} (8)
compensation operation. where tk is the time centre of the signal, fk is the centre

For the rotating part. the motion relative to the main body frequency, (3k is the frequency modulation rate and ak
is rotation only. This implies that the rotating part has the defines the time extent of the signal. The joint time-
same translation motion as that of the body while the frequency plot of a chirplet function is illustrated in Fig. In.
rotation motion will change accordingly, i.e. Actually, the chirplet basis is one of the many options that

fR(t) 0 can be used to model the radar signal accurately. However,
there are some attractive attributes of this basis. First. the

ORt) -- () (5) basis function is an AM-FM signal and only a sparse set of

However, the small-angle approximation does not hold for these bases is needed to approximate the time-frequency
the rotating part. Since its rotation rate is usually much structure of the radar signal in (7). Secondly. the chirplet
larger than that of the main body, a rotating scatterer might basis is a well understood basis with only four parameters.
undergo many cycles while the main body rotates only a few Only moderate computation time is needed to search for
degrees during the imaging interval. Substituting (3)-(5) the basis parameters. Thirdly and most importantly, the
into (2), we have parameters of the chirplet can be used to separate the two

AY components of the signal. This is because signals from the
l f T Y0 main body and the rotating part are captured by chirplet

C f bases with different parameters.
"To see this more explicitly, let us assume a first-order

41f [ rotational motion in the time neighbourhood of each chirplet+ a,,exp - [, oO() ,,sinOR'(1)] ()

,=1 f I 1(t) = O,: + (OR(t - ) (9)
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Consequently. the chirplet parametersf3 and O3k for the main
body and the rotating part are distributed very differently in

I tthe parameter space. A rotating part scatterer is represented
as a larger and rounder ellipse while a body-scatterer is
represented as a smaller and flatter ellipse. Actually, the

,i ellipse for the main body is nearly a line segment on the
fk axis since the first term of (7) is assumed to have zero

.i U Doppler rate. The different distributions of the chirplet
parameters are illustrated in Fig. l b. where the outer ellipse
represents the rotating part signal while the inner one

dweV Wnrepresents the main body signal. A simple criterion to
A separate the two parts can thus be defined; the body signal

has small f and 3k while the rotating part signal has either
largef or Ok.

Another interesting observation we can make from the
7...-.. ....... above discussion is that the main body and.the rotating part

----------- signals have large overlaps in fk, while they have little
I overlap in IPj. Therefore, the Doppler rate is more important

-------- Jthan the Doppler frequency in separating the two signal
components. This point will be further illustrated by

. .. . "examples later.
To summarise, if we parameterise the radar signal in

b question into a set of chirplet bases, it is possible to separate
Fig. 1 Chirplet basis and chirplet parameters the contributions from the target body and the rotating part
a Joint time-frequency representation of a chirplet basis based on the parameters of the chirplet bases, as we have
b Distribution of chirplet parameters for the main body (solid) and rotation discussed above.
parts (dotted) and separation thresholds (dashed)

where O6 is the angle at the time centre. The rotating pan is 2.3 Signal separation based on adaptive

assumed to have a constant rotation rate coR during the time chirplet signal representation

interval near tk although it could have more complex To decompose the radar signal into a set of chirplet bases.
motions during the whole imaging interval, we apply the adaptive signal parameterisation algorithm

After substituting (9) into (7). we take the first and second Il . 12]. We start with the radar signal in a fixed range cell
derivatives of the phase term with respect to i and compare with returns from both the body and the rotating part. which
them to those from (8) to arrive at expressions forfi and ,j3. is labelled as Er(t) in (7). Next, we parameterise Er(t) by
The results can be written as projecting the signal onto chirplet bases of different

parameters and find the one with the maximum projection
fk = - [oR[X,, sin toR(t - tk) -- Yn COS toR(t - 1k)] value. Next, a residual signal is generated by subtracting the

c contribution of the just-found basis from the signal. This
X - ,,o) sin [IoR (t - tk) - 6'n] (1,) process is then iterated to generate a series of chirplet basis
c functions that, when summed, can approximate the original

signal. The steps are summarised below:/3k --- I,,to COS [oR (t - tk) - ,](10b)
c Step 1. Set iteration index number k to l and the residual

where (,, ,, are the polar representations of (x,,, y). It can signal Rk(t) to E k(t)

be seen from (10a) and (10b) that the parametersfk and 3k Step 2. Find the kth chirplet hk(t) by maximising the

are distributed along an ellipse as follows: projection from the residua] signal Rk(t) onto the basis. i.e.

f -7 2 {tk, (11) IA.,c, I} = arg max I(RA(1),h (k))I (14)

(/,,0R)2 (4wy )- where the inner product is defined as

where the size and the axial ratio of the ellipse are controlled ri
by t 0

R and l,,. Similarly, the equation to associate the (R1(t),h(t)) =k W Rk(t)h*(t)dt (15)

chirplet parameters with the main body signal is given by
The radar data are assumed to exist over the time interval to

_ -__ ( 12) prje2 to tl. The coefficient of the chirplet is the corresponding

iB. (12) projection+T4(0) (-

where the scatterer radial length l,, and the rotation rate t Ck. = (Rk(t, hi(t) (16)

are used for the main body. Step 3. Subtract the extracted signal from the residual
Even though (11) and (12) have exactly the same form.

the main body and the rotating part are separable in the R-+1(1)+- RA(t) - Ckhk(t) (17)
parameter space because of their different motions.
Essentially, while the sizes of the two parts are comparable, Step 4. Increment k by one and repeat steps 2 and 3 until k
the rotating part rotates much faster than the main body reaches a preset number or until the energy of the residual
during the imaging interval. i.e. signal is below some threshold set based on the signal-

to-noise ratio. Suppose N chirplets are found from this
toR >» CB (13) procedure, the radar signal is pararneterised as
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A 2L. 4  (I k2'Pf (-k -j-fl&t-Q2 380.
k=1\k/ Y L 1 } 00,

(18) 1250,

After the parameterisation of the radar signal the body
signal can be separated from the rotating part signal using

the criteria discussed previously. We classify those chirplets IS 10o
with smallf, and flk as the main body components and the 100
chirplets with either largefk or large /k as the rotating part
components. The final body-only signal and the rotating part 50
signal are assembled from the corresponding chirplet bases
according to (18). 20 40 C) 80 100 120

Following the separation, we can process the main body 1n"W

signal and the rotating part signal individually for better Fig. 3 Simulated ISAR image of the target with ran-rigid-boa,
information extraction. Based on our discussion about (7), motion
for the target body the feature of interest is the geometrical
information in the ISAR image. A better body image can be
reconstructed after removing the rotating part components.
For the rotating part signal, it may be impossible to also 600

construct a focused image of the rotating part if the PRF of
the radar is too low. However, it is possible to extract useful 4W I

information about the motion of the rotating part from the .
separated data. 200

3 Point-scaftterer simulation results f

We first test our algorithm with point-scatterer simulation
data. Six point-scatterers are used in the simulation with five -4M
points representing the rigid body and one representing the
rotating part. The positions and the strengths of the six -ooo
scatterers are shown in Fi-. 2. Scatterer 6 rotates around
scatterer 2 at a rate of 6.67 Hz and a rotation radius of 20 cm. 0.0 0.10 0.15 0.20 0.2
We assume the radar has a 10GHz centre frequency, o tinis
800MHz bandwidth and 1400Hz PRF. The target body Fig. 4 Spectrogram of the radar signal through range cell 65
rotates about 40 over 384 pulses during the data collection
time.

Simulated radar data are generated using the point- domain. The spectrogram obtained from the short-time
scatterer model in (6). The resulting radar image is shown Fourier transform is shown in Fig. 4 using the data in range
in Fig. 3. The three point-scatterers in the centre range cell 65, which contains responses from scatterers 1, 2. 3
cell are shadowed by a noisy vertical micro-Doppler band and 6. In this Figure, we see interesting features about the
due to the motion of the rotating point-scatterer. Our target First, there are three horizontal Doppler lines. The
objective is to reconstruct the five body-scatterers and to one at zero Doppler is due to scatterer 2. The two at
estimate the rotation rate of the rotating scatterer from the ±100Hz are due to catterers 1 and 3. Secondly, there is a
radar signal. sinusoidal-like micro-Doppler curve due to the rotating

Different behaviours of the body and the rotating scatterer 6. Amplitude modulation of this signal is also
part are better identified in the joint time-frequency observed.

Following the steps in Section 2.3. we first parameterise
10 the signal using N = 100 chirplets. The spectrogram of

the resulting parameterised signal is shown in Fig. 5. We
C• see fairly good agreement between the original signal and

the parameterised signal. Next, we separate the contri-
butions from the static and dynamic parts of the target
based on the Doppler frequency f and the Doppler rate 134

Y 0 of the chirplet bases. A simple threshold of 3200Hz/s on
4 2 the Doppler rate and 300 Hz on the Doppler frequency is

used to discriminate the static and dynamic part of the
target. The spectrograms of the resulting radar signals are
shown in Figs. 6a and 6h for the rigid body and the

( rotating part, respectively. We see that the body with
nearly constant Doppler and the rotating part with fast

-i , . . , , changing Doppler are separated.
-10 o 10 We use the same procedure to parameterise and

X separate the radar signals from range cells 60 to 70.

Fig. 2 Point-scatterer representation of tie original target After removing the rotating part interference, the final
consisting offive rigid points (1-5) and one rotating point (6) ISAR image is shown in Fig. 7. The five scatterers of the
with strengths 2, 5, 2, 1, 1, and 3.33, respectively static body are now correctly focused. To obtain more
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Fig. 6 Separated body and rotating part signal Fig. 8 Rotation rate estination using autocorrelation

a Spectmogram of the three main body scatterers a Result from the rotating part signal after separation
b Spectrogram of the rotating part b Result from the original signal before separation

information about the rotation motion, an autocorrelation 4 Measurement data results
analysis of the separated rotating point signal is shown in
Fi g. 8S. The period of the rotation motion is determined to The algorithm is next applied to two sets of measurement
be 0.15s from this Figure. This agrees with the true data. The first data set is the radar data collected from an in-
rotation rate of 6.67 Hz. For comparison, the autocorrela- flight aircraft during the frontal view of the target. The
tion of the raw radar signal before separation is shown in second data set is the radar data collected from a walking
Fij 81. It is difficult to detect the periodicity from the person. In both cases, the goal is to separate the main body
plot as the rotating scatterer signal is heavily contami- signal from the rotating part return for better target feature
nated by the large body return, extraction.
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, 4.1 Jet engine modulation removal from an
M aft-aft in-flight aircraft

The geometry of the problem is shown in Fig. 9. The radar
collects backscattering data from an in-flight aircraft. The

LOS resulting ISAR image obtained using a joint time-
"frequency based motion compensation algorithm [91 is
shown in Fig. 10. We observe a vertical noisy band due to
the rotating engine blades, which is the well known jet

raer engine modulation (JEM) phenomenon [13]. The geometry

9g. 9 ISAR imaging of an aircraft driig frontal view of the aircraft body is obscured due to the presence of the
JEM lines.

Simple Doppler gating is typically used to alleviate this
problem. The result in Fig. I la is generated by putting zeros
in cross-range cells 1-32 and 62-128 in the image area

120- with JEM lines. The high Doppler frequency components in
the jet engine return are removed in this manner. However,

100- we see that in areas where the JEM lines overlap with the
2--• target image, this technique does not work well, as it cannot

distinguish the aircraft body signal from the JEM signal
,0 with low Doppler frequency.

Using the chirplet-based adaptive signal representation,
0 we first parameterise the radar signal. Figure 1 lb is the

4" -reconstructed ISAR image using a separation criterion
40- based on /31 only, i.e. we remove those chirplet bases with

large fl from the parameterised signal. It is much better than
;20 Fig. I Ja in revealing the aircraft body feature. This confirms

our previous observation that the Doppler rate is a better
20 4 60 O0 0o 12 discriminator than the Doppler frequency in separating the

range two signals. Finally, we use both 6,k andfix to separate the
two signals. The aircraft body image reconstructed from
chirplet bases with both small OAk and small fk is shown in

Fig. 10 ISAR inmage of the aircraft with JEM lines Fin. I Ic. We see an even better representation of the aircraft

120,1 .

100 100-

- -6

raog ra
40 40.4%

20 20.

20 40 60 00 10o 120 20 40 60 80 100 120
range ranmge

a b

120. 12
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Fig. ¶11 Aircraft body? and JEM line separation
a Body ISAR image with Doppler frequency gating ordy
b Body ISAR image with Doppler rate gating only
c Body ISAR image based on both Doppler frequency and Doppler rate parameters
d Separated JEM signal
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body feature in the JEM region. The JEM signal is also in the residual signal after the parameterisation. The arm-
displayed in Fig. 11d. The signal is aliased because of the swing period can be easily estimated from the arm-only data
low PRF of the radar in comparison with the rotation rate of by taking the autocorrelation of the time sequence. The
the engine blades. This example shows that this algorithm peaks in Fig. 16o correspond to the period of the signal,
works despite the strong Doppler aliasing of the rotating which is found to be 0.44 s. Based on this swing rate and the
part signal. speed of the person (2.3 m/s) estimated from the same radar

data, the stride size of the person is determined to be about
4.2 Arm swing rate estimation from a walking 1.0m. For comparison, we have also generated the
person autocorrelation of the original data without the joint

The second data set is the measured radar data collected time-frequency processing (Fig. 16b). In this case,
from a walking person. The geometry of the problem is the radar return from the arm is overshadowed by the body

shown in Fig. 12. Two types of motions are involved; the
translation motion of the person's body and the swinging
motion of the arms (or legs). Figlue 13 shows the range 400

profiles after coarse range alignment using amplitude
correlation. Due to the limited range resolution relative to
the target size, it is very hard to discern any useful features X 20

about either the body or the arms in this Figure. Figure 14 is
the spectrogram of the radar signal through range cell 32.
Interesting target features are revealed in this Figure. The 0
horizontal Doppler line is due to the body motion as the
person walks at a relatively constant speed during the 1.28 s
dwell interval. The sinusoidal-like curve shows the micro-
Doppler phenomenon from the swinging arm motion. The
Doppler spread is caused by the varying speed of the arm
and the changing angle between the instantaneous swinging
motion and the radar incident wave. We also observe the " o2 0.4 0.6 o.8 1.0 12
periodicity of the arm motion. dwl frm, s

To separate the body and the arm returns, the adaptive
chirplet representation is applied. After the parameterisa- Fig. 14 Spectrogram of the radar signal containing body and
tion, we again separate the body return from the arm return ann com•onents

by classifying those bases with large Doppler frequency fk
or large Doppler rate 3,L as contributions from the arnms. The
spectrograms of the separated body and arm signals are 4o
shown in Figs. 15a and 15h, respectively. The main features
of the target are kept after the separation, indicating good
accuracy of the parameterisation. We also observe a
significant denoising effect from the parameterisation. - .

This is because noise in the measured data does not have
the time-frequency characteristics of a chirplet and it is left 0

radar -400,1
0wingng arm 02 04 :0. 0.8 1.0 1.2

dwell time, s

400

Fig. 12 ISAR itaging of a waking person

N2=00

0 0.2 . 0.68 1.0 1.2

dwell limne, s

0 200 400 go- i(O 1OD0

dwell ime Fig. 15 Separated signal components
a Body

Fig. 13 Radar data after raikqe compression b Swinging arm
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1.0 we parameterise and separate the two parts using the
adaptive signal representation. In particular, after formulat-
ing an AM-FM model for the radar signal, the four-

0.8 parameter chirplet basis is used to account for the time and
0 frequency localisation of the signal. After the parameterisa-

0.6 tion. the separation is achieved by a criterion based on the
extracted Doppler frequency and Doppler rate parameters.ST=0.44s The algorithm has been successfully tested with point-

S0.4 scatterer simulations and applied to two measurement data
sets. In the aircraft data, we are able to reconstruct a better

0.2 aircraft body image after the separation. In the walking
I I I• person data, we are able to more accurately estimate ann

0 L AL swing rate. The results demonstrate the potential application
o -of this algorithm for target identification using ISAR data
-1.5 -1.0 -0.5 0 0.5 1.0 1.5 from non-rigid-body targets.

time, s
a
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ABSTRACT: A formulation for ground-penetrating radar (GPR) imag-
ing using the s.nthetic-aperture concept is introduced We show that it make two approximations that are commonly used in SAR imag-
is possible to form a 31) image by inverse Fourier transforming the mul- ing. First, we assume that the frequency bandwidth is small in
tifrequency, multihpatial scattered field. The proposed algorithm for comparison to the center frequency. We further assume that the
GPR imaging is tested with measured and simulated data. The resultantimaes emn. ntrae god gremen beeenthemeaure an siu- aperture dimensions are small in comparison to R,,, the path
images demonstrate good agreement between the measured and simw- lnt rmPt h eevr ne hs .smtos h ct

lated cases. @ 2004 Wiley Periodicals, Inc. Microwave Opt Technol length from P to the receiver. Under these assumptions, the seat-

Left 42: 412-414, 2004; Published online in Wiley InterScience (www. tered electric field at the receiver can be approximated as follows:

interscienee.wiley.com). DOI 10.1002/mop.20320 E.(k, x', z') = Ai" e-J~"+t') ' e-•''""" e-k "'"' (1)

Key words: ground penetrating radar (GPR): synthetic aperture radar
(SAR): radar imaging where Ai is the strength of the scattered field, k = 21r \v-vA is

the wave number in the soil, E, is the relative permittivity of the

1. INTRODUCTION ground, k is proportional to the radar frequency, and k, corre-
sponds to the wave number at the center frequency. From the

The imaging of buried objects or inhomogeneities underground above equation, it is obvious that there exist Fourier transform
using ground-penetrating radar (GPR) has been a topic of interest relationships between the variables (k, x', z') and (R, = RI1 +
for a wide variety of applications ranging from mine detection to RK,, U = sina, V = sina.sin13). Therefore, by taking the 3D
archeology. Many GPR imaging algorithms have been proposed in inverse Fourier transform of the scattered electric field with respect
the literature [ 1-5]. Although good depth resolution can usually be to k, x' and Z', it is possible to pinpoint the total travel distance
realized in GPR images using frequency diversity, good resolution and the angles related to the scatterer location as follows:
in the cross-range dimensions is much harder to achieve.-Capineri
et al. [31 proposed a method for obtaining good resolution in GPR EA(R, U, V) = IFT{A e- 5'. eJk i, e-•&v}
images out of B-scan data by applying the Hough transformation
technique. Morrow and Van Genderen [4] and Van Dongen et al. = A i -(R - R) - S(U - Ui) " 8(V - V) (2)

[5] applied the back-propagation and conjugate-gradient inversion
techniques to form two-dimensional (2D) and three-dimensional After inverse transforming the multifrequency, multispatial scat-
(3D)) images for a borehole radar. However, these techniques have tered electric-field data. the scatterer point P will manifest itself as
a significant computational burden. Therefore, there is a need for a peak at (R,, U,, V,) with the corresponding amplitude A,. In
obtaining images with good range and cross-range resolution with practice, since the spatial aperture size and the frequency band-
a fast algorithm, width are not infinite, the actual spot size of the scatterer will be

We previously developed a synthetic-aperture algorithm for inversely proportional to these variables. Once the GPR image in

imaging antenna-platform interactions based on multifrequency, the (R, U, V) domain is generated, we can then transform it to the
multispatial scattered-field data [6-8]. In this paper, we extend our spatial (x, y, z) domain by using the trigonometric relationship
algorithm to generate 3D GPR images of scattered data from between the variables (R, a, P) and (x, y, z). The transformation

buried objects underground. This technique is based on the ap- from (R, U, V) to (x, y, z) is unique and correctly maps the
proximate Fourier transform relationship between the frequency- scatterer location [8]. However, the resultant point-spread response
spatial variables and the distance-angle information of the buried in the image is slightly distorted, due to the nonlinear nature of this
scatterer. The algorithm is quite attractive, since it forms 3D transformation.
images by using a fast Fourier transform (FFT) followed by a
simple transformation from the distance-angle domain to the im- 3. MEASUREMENT AND SIMULATION RESULTS
age domain. It is computationally fast. Furthermore, the cross-
range resolution can be made as good as the range resolution by 3.1. Experitnental Setup

controlling the size of the collection aperture. To test our GPR imaging algorithm, we built an experimental
setup, as shown in Figure 2. In this setup, a wooden pit was
constructed and filled with sand. Our GPR imaging algorithm

2. SAR APPROACH FOR GPR IMAGING requires the knowledge of the dielectric constant of the ground

Similar to the antenna synthetic-aperture radar algorithm 16-8], medium. The dielectric constant of the sand was measured by
our GPR imaging algorithm is based on collecting the multifre- comparing the phase delay between a pair of antennas by carrying
quency scattered electric field over a two-dimensional spatial grid out the following experiment. First, a transmitter antenna and a
lying on top of the ground, as shown in Figure 1. We assume the receiver antenna are directed to each other in the air at a distance
target point P is located at an unknown location (xi, yi, zi). We of 1 m and an S2. measurement for a frequency sweep from 4 to
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6 GHz was done. Secondly, the same measurement (this time,
inside the sand) was repeated. It ts known that the phase delay Figure 4 Measured dielectric constant variation of die sand from S2 ,
between these two measurements is proportional to thesquare ro measurements

of the permittivity of the sand. Figure 3 shows the unwrapped
phase of the transmitted electric field for 201 discrete frequencies along the positive x-direction. Both antennas were horizontally
from 4 to 6 GHz for both the air and sand measurements. By taking polarized such that the electric field was parallel to the metal plate.
the square of the phase delay between the sand measurement and The scattered field was collected over 100 different spatial points.
the air measurement, we plotted the estimated dielectric constant The size of the 10 X 10 receiving grid was 31.04 cm in the
of the sand over the frequencies (see Fig. 4). From this figure, it is x-direction and 14.83 cm in the z-direction. For all 100 points, the
deduced that the permittivity of the sand is nearly constant at the signal frequency varied from 4.9226 to 5.9352 GHz over 25 evenly
average value of 2.26 for the frequencies from 5 to 6 GHz. We .sampled points.
used this value as the sand's dielectric constant throughout our
analysis. 3.2. Measurement Resdlts

For our main GPR experiment, a rectangular copper plate of The measured data from the experimental setup shown in Figure 2
dimensions 46 cm in the x-direction and 30 cm in the z-direction were collected onto a computer and processed. After applying the
was buried at 46 cm below the sand surface. The plate is located proposed algorithm, we generated a 3D GPR image in the (R, U,
50 cm away from the transmitter along the x-axis. S.,, between the P) domain. To achieve better resolution of the image, the frequency-
transmitter and the receiver was measured using an HP8753C .spatial data were zero-padded four times in all R, U, and V
network analyzer. Identical coax-fed rectangular waveguide anten- domains and then our FFT-based imaging algorithm was applied.
nas of dimensions are 3.81 and 1.91 cm were used as the trans- Therefore, we generated a 3D GPR image whose size was 100 X
mitter and the receiver. Both antennas were directed towards the 40 X 40. For display purposes, the 3D image was projected onto
sand so that their main beam lighted the region below the sand 2D R-U, R- V and U- V planes, as shown in Figure 5(a). Then, to
surface. The transmitter antenna was assumed to be placed at the
origin and the receiving grid was assumed to be centered at 1 m
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Figure 5 2D projected GPR images for the measurement data in the (a)
Figure 3 Unwrapped phase of the transmitted electric for both dhe air (R, U, 1-) and (b) (X, Y, Z) domains. [Color figure can be viewed in the
sand measurements online issue, which is available at www.interscience.wiley.com.]
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S! 4. CONCLUSION AND DISCUSSION
. We have presented a Fourier based imaging algorithm for ground-

penetrating radar (GPR), based on the synthetic-aperture radar
concept. The algorithm utilizes the phase information of the scat-

a' °o'• ntered field. By inverse Fourier transforming the scattered-field
data, we have shown that it is possible to form a good-resolution
3D GPR image of the region below the ground surface. To test our

.0 1 2 _ 4 5 2 3 , 5 imaging algorithm, data were collected from a buried metallic
plate by using an experimental setup. Our imaging algorithm

.4- successfully formed a 3D GPR image of the plate with a good

estimation of the dominant scattering points off the target. The
measured image was also compared to that formed from the

0 " - simulation data that was generated using the physical optics cal-

culation. Good agreement between the measured and simulated
.2! images was observed. Both results demonstrate good resolution

images. On the other hand, the image distortion issue that worsens
.1 0 o 0 0,5 1 0 05 1 the image quality, due to nonlinear transformation from the dis-

-si -tance-angle domain to the image domain. The limitation of the

present imaging algorithm is that it assumes the soil medium to be

Figure 6 21) projected GPR images for the simulation data in the (a) (R, homogeneous and the soil property to be known a priori. High-

U, V) and (b) (X, Y, Z) domains. [Color figure can be viewed in the online resolution images can be formed consistently by using this algo-

issue, which is available at www.interscience.wiley.com.] rithm.
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After running our simulator and obtaining the simulated data of the Propagat 37 (1989), 194-205.

experimental setup, we applied the same imaging algorithm to

form the simulated GPR image. Figures 6(a) and 6(b) demonstrate © 2004 Wiley Periodicals, Inc.
the 2D projected GPR images from the simulation data in (R, U,
V) and (x, v, z) domains, respectively. By comparing the mea-
sured GPR images of Figure 5 to the simulated ones of Figure 6,
good agreement between the two was obtained. Since the physical
theory of diffraction contribution was absent in our simulation, we
note that the edge-diffraction contribution in the simulation is
weaker than that from the measured image.
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ON THE MULTIPLATEN Z-BUFFER ,tutlu-ayeiuz'buffer
ALGORITHM FOR RAY TRACING IN -- t--- _k)
HIGH-FREQUENCY ELECTROMAGNETIC
SCATTERING COMPUTATIONS . n", tj(fae,j)

Yong Zhou and Hao Ling 17'Z (fat 0
Department of Electrical and Computer Engineering R W
The University of Texas at Austin
Austin, TX 78712-1084 Figure 2 Mechanism of the MPZ ray-tracing algorithm

Received 19 April 2004 In the multiplaten Z-buffer approach, a multilayered Z-buffer is

ABSTRACT: A ray tracer based on the multiplaten Z-buffer (MPZ) first generated using the scan-conversion process. Instead of sim-

algorithm is implemented and its performance is evaluated against ply storing the z-coordinates of the visible pixels as in the t-adi-

the binary space-partition tree algorithm. Our results indicate that tional Z-buffer process, multiple Z-buffers are created to store the

the computational complexity of the MPZ is independent of the num- z-coordinates of all of the facets within each pixel during the scan
ber of facets, thus making it potentially attractive for targets de- conversion. During the ray trace, a ray is tracked by moving pixel
scribed by a large number of facets. A multi-aspect MPZ (MAMPZ) by pixel along the ray direction. Within every pixel, the z-depth of
is also proposed to further enhance the speed performance of the the ray is compared to all of the Z-buffer values for that pixel to
MPZ algorithm. It is shown that by storing multi-aspect Z-buffers, it check for possible intersections. Once an intersection is found, the
is possible to significantly accelerate the ray-tracing time of the hit point and the reflection direction can be calculated, and the
MPZ. @ 2004 Wiley Periodicals, Inc. Microwave Opt Technol Let tracing process is then iterated until the ray departs from the
43: 298-301, 2004; Published online in Wiley InterScience (www. bounding box. Although it was claimed that the ay PZ algorithm
intarscianca.wiley~com). DOt 10.1O2Imop.20450 should be superior to the traditional ray-tracing process, no eval-

Key words: ray tracing; snuitiplaen Z-buffer; binary space-partition uation about its time performance was reported in [3, 4]. The first

tree objective of this paper is to evaluate the performance of the MPZ
against that of the BSP algorithm. Our results indicate that, in

1. INTRODUCTION contrast to the BSP algorithm, the computational complexity of the

Ray tracing is a key step in high-frequency electromagnetic scat- MPZ is independent of the number of facets, thus making it

teringcomputations [1, 2]. Numerical tracing of rays for a complex potentially attractive for targets described by a large number of
target model is often a very time-consuming operation. Therefore, facets. Our second objective is to explore ways to further enhance

target modelrisnoften ahvery time-consumingtoperationorTherefore,

a faster ray-tracing algorithm could significantly speed up the the performance of the MPZ. It is shown that by storing multi-
aspect Z-buffers, it is possible to significantly accelerate the per-scattering prediction from complex targets. In this paper, we formiance of the MPZ.

evaluate the multiplaten Z-buffer (MPZ) ray-tracing algorithm This paper is organized as follows. In section 2P we review the
proposed by Hu et al. [3, 4] as an alternative to the traditional MPZ algorithm and describe its implementation. In section 3, we
binary space-partition (BSP) tree algorithm [5]. In the standard mparith mance its im aintat I f se 3,wBSP algorithm, a BSP tree is first built, based on the facet model compare the performance of the MPZ against that of the BSP
o talgorgeth, a treiely cuttin fi the bounding box of the objdel algorithm. The results for a wide range of targets are tested to
of the target, by recursively cutting th onigbxo h bet determine the computational complexity as a function of the num-
along a spatial plane. Ray tracing is then performed by traversing
the BSP tree. The BSP-tree-based ray tracer is considered the ber of facets. Based on the results, in section 4 we further propose
fastest among all of the spatial-subdivision approaches. For a a multi-aspect approach to speed up the computation performance

fastst mon al ofthe patal-ubdvison aproche. Fr a of MPZ algorithm. The conclusions of our study are discussed in
target consisting of N facets, the computation time of the algorithm on 5.

scales between the optimal lower bound of 0(log At) to the upper

bound of O(N), depending on the actual spatial distribution of 2. MPZ ALGORITHM AND ITS IMPLEMENTATION
target facets.2.PZA ORTMADTSMLE NATN

Z-buffers were originally developed to remove hidden surfaces in
computer graphics displays. Rius et al. first adopted the usage of

z the Z-buffer in the GRECO code in the early 1990s to canry out
physical-optics calculations [6]. To set up the Z-buffer, the target
is first rotated so that the z-direction is aligned with the incident

z=3 direction. A facet-by-facet scan conversion is then processed. Only
the z-depth closest to the observer (that is, the visible surface of the

target) is stored in the Z-buffer in pixel form. The multilayered
Z-buffer is a natural extension of the traditional single-layer Z-
buffer. Instead of only storing the z-depths of the visible surfaces,

MPZ stores the z-depths of all the surfaces into a multi-layered
yA yA Z-buffer (Fig. 1). At the same time, a frame buffer is set up to store

First layer Z-bufferS layer Z-buffer the corresponding facet numbers. The completed MPZ contains the
3D coordinates of the target in a view-specific coordinate system.

L311131 nIJ The MPZ ray tracer propagates a ray pixel by pixel along the
ttxa di I .1 1 1 Xray direction (Fig. 2). Within every pixel tube, the z-depths for

both the entry and exit points are first calculated. These two
z-depths are then compared with all of the Z-buffer values within

Figure 1 Setup of the multiplaten Z-buffer the pixel in order to check if there are any z-values between them.
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2882 facets

S. . . Ray misses the facet %
WAY Actual facet

15682 facets Pixel Pixel

Figure 3 Faceted rectangular cavity structures. [Color figure can be m n
viewed in the online issue, which is available at www.interscience.
wiley.com.] Figure 5 Missed ray at a large z-value gap between two adjacent pixels

If not, then the ray is propagated to the next pixel tube. If there are, facets (>70,000), the MPZ algorithm was implemented without

then an intersection is reported. The closest Z-buffer value to that any optimization, while the BSP algorithm is a standard published

of the entry point is selected and the corresponding facet number routine [5].

is looked up in the frame buffer. An intersection routine is then The MPZ performance should theoretically be independent of
called to calculate the hit point and the reflected ray direction. This the number of facets, but the curve from the test result in Figure 4
procedure is repeated from pixel to pixel until the ray eventually shows small undulations. Closer examination reveals that a small
exits the bounding box. portion of the rays are not traced correctly. The missed intersec-

tions are predominantly caused by the z-value gaps shown in

3. EVALUATION OF THE MPZ AGAINST THE BSP Figure 5. These gaps between neighboring pixels occur after the
In order to evaluate the performance of the MPZ ry tracer, we scan conversion of a facet, and become larger for a facet that is

construct multiple facet models for the same straight rectangular- nearly parallel to the Z-buffer direction. As a result , a ray can miss

cavity structure of size 2 X 2 X 20 m (open at one end and closed the facet, especially when the ray direction is nearly perpendicular

at the other). The number of facets varies from 322 to 72,002 (Fig. to the z-direction. This problem will be further taken up in the next

3 shows two such models). We run the BSP and MPZ algorithms section. Another minor cause of the mistraced rays is due to the

on all of the facet models in order to compare and evaluate their pixel quantization at the facet edges. Incorrect intersections can

computational performance. Three hundred rays are launched occur due to the serrated-edge approximation by pixels, as opposed
=30 directions. It should nto the original linear edge of a facet. However, this problem is awe only include the ray-tracing time of the two algorithms in the minor one, as such error decreases with a finer pixel size.

comparison and the times for the BSP tree building and the MPZ Next, we investigate the effect of the number of MPZ layers on
•nomparison andrthe ntim ues forithegBSPree 4ushd ws andres f the Z the ray-tracing time. We use the same rectangular cavity to eval-

scan conversion are not included. Figure 4 shows the result of the uate the computation time. Since only two Z-buffer layers areaverage ray-tracing time per ay versus the number of facets for enough to describe the rectangular cavity, we use dummy z-values
both ray tracers. Since the cavity facets are not distributed uorx
formly in space, the resultant BSP tree is highly unbalanced- to pad the extra MPZ layers. This scheme guarantees that all the
Consequently, the ray-tracing time of the BSP algorithm increases onditions are ke pto the rsme, except for the number of MPZ layers.
nearly linearly with the number of facets. On the contrary, the Figure 6 shows the relationship between the average MPZ ray-
performance of the MPZ algorithm is almost independent of the tracing time per ray and the number of r layers for the
number of facets. Even though the crossover point between the two rectangular cavity. The result indicates that the ray-tracing time
algorithms does not occur until there is a very large number of only increases slightly with the number of layers. This result is not

0.020.0.5.

- 0.025'--------------------------------------

". .0.01.. .-----------......

0.005 .--------

0.005-----------------------------........

0 1 2 3 4 5 6 7n 4 5 8 7 8 9 10
No. of facets x 104 

No. of layers
Figure 4 Performance comparison of the BSP and MPZ algorithms for Figure 6 Relationship between ihe averaged time per ray and the num-the faceted rectangular cavities 

her of MPZ layers
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TABLE 1 Time-Performance Comparison Between the BSP and MPZ Algorithms for Complex Targets

Targets

1 2 3 4 5 6 7 8 9

No. of facets 126 800 958 3992 5974 7994 10090 23988 56556
BSP average time per ray (ms) 0.13 0.12 2.50 16.84 13.02 5.16 4.61 5.64 56.48
MPZ average time per ray (ms) 5.35 3.46 8.98 10.04 11.00 18.45 6.14 12.91 43.66

surprising, since the computational overhead to check for a ray cross angle of A/2. We call this angular interval A/2 the MPZ
intersection against the stored Z-buffer values within a pixel is aspect resolution. A fine aspect resolution means a large number of
very small. MPZs, which require a large amount of memory to store. None-

Table I shows the performance comparison between the MPZ theless, this concept can be tested easily for the rectangular cavity,
and BSP algorithms for nine complex targets where the number of since the ray directions can be limited to only two distinct direc-
facets varies from 16 to 56,556. Because the complexity of the tions by choosing the incident angle to be along ý6 = 0 (0 is chosen
targets is different, the average number of ray bounces varies from to be 450). Thus, by setting up the MPZs at a distance A/2 from
target to target and no apparent performance trend can be found, these two ray directions, we ran evaluate the performance of the
However, the results do show a smaller performance gap between algorithm with different Ms Z aspect resolutions. Figure 7 shows

the MPZ and BSP algorithms as the number of facets increases. the computational complexity of the MAMPZ algorithm as a
function of number of facets for two different MPZ aspect reso-

4. MULTI-ASPECT MPZ (MAMPZ) lutions. The comparison indicates a seven-fold improvement in

While the performance of the MPZ ray-tracing algorithm does not performance against that of the single-aspect MPZ, even for a 20"
depend oni the number of facets, it does depend directly on the aspect resolution. Aother 14-fold improvement can be achieved
number of pixels a ray traverses. Therefore, if we can reduce the for a I' aspect resolution. Consequently, the new MAMPZ algo-
number of pixels a ray traverses between bounces by decreasing rithm can outperform the BSP algorithm for targets with a- small
the angle between the ray and the Z-buffer directions, the MPZ at a outperform the algort forotargets with asosmal
time performance should be further improved. Here, we investi-
gate a multi-aspect MPZ (MAMPZ) approach. In the MAMPZ, Figure 8 shows the time performance of the MAMPZ algorithm for

multiple multilayered Z-buffers are first generated from the %can- different aspect resolutions. The result displays a monotonic (and

conversion process along many aspect angles. The maximum slightly nonlinear) decrease of ray tracing time versus the MAMPZ

number of multilayered Z-buffers is limited only by the available aspect resolution.

memory resource. The more aspect angles that are stored, the One important benefit of the MAMPZ is a decrease in the

fewer pixels a ray needs to traverse in one bounce, and the better number of mistraced rays. The results in Figure 7 show the

the time performance. During the ray trace, the multilayered Z- disappearance of undulations in the timing curves. As mentioned
buffer structure that has the closest aspect to the ray direction is in the previous section, the mistracing usually occurs when the ray
selected to carry out the ray tracing. A ray is then tracked by direction is nearly perpendicular to the z-direction. In MAMPZ,
moving pixel by pixel along the ray direction inside this MPZ since each ray is traced by choosing the closest MPZ, the ray
structure to check for possible intersections. direction is always close to the z-direction. For the straight cavi-

The computation time performance of the MAMPZ ray tracer is ties, the percentage of mistraced rays decreases from above 1% for
evaluated against that of the single-aspect MPZ and the BSP tree the single-aspect MPZ to below 0.2% for the 200 MAMPZ. This is
algorithm on the rectangular cavities. Generally, the traced rays for an important advantage of the multi-aspect algorithm.
an object can be along any direction. If multiple MPZs are set up
with an angular interval A along both the 0 and 4P directions, it will
guarantee that every ray can find its closest MPZ with a maximum

X 10736-- - - - - -- - - - ---O' ,.. . .. ,... . .....-........- ........ ........ ..

0.025-

5 ----------------------------------------------. --.------

osPP
0 .0 1------------------------------------------------------
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5. CONCLUSION MULTIWAVELENGTH RING LASERS
A ray tracer based on the mukiplaten Z-buffer algorithm has been EMPLOYING SEMICONDUCTOR
implemented and its performance has been evaluated against the
standard BSP tree algorithm. Our results show that the computa- OPTICAL AMPLIFIERS AS GAIN MEDIA
tional complexity of the MPZ algorithm is independent of the Junqlang Sun
number of facets and is only weakly dependent on the number of Department of Optoelectronic Engineering
Z-buffer layers. The algorithm has been further extended by a Huazhong University of Science and Technology
multi-aspect MPZ approach. The results show that the extended Wuhan, 430074, P.R. China

algorithm can dramatically improve the ray-tracing speed in com-
parison to the single-aspect MPZ by cutting down the number of Received 24 April 2004
pixels each ray has to traverse. The MAMPZ also reduces the
chance of mistraced rays, which are intrinsic to the Z-buffer ABSTRACT: Stable simultaneous multdwavelength lasing is demon-
quantization process. One price for the improvement in speed is strated with a novel fiber-ring laser incorporating a semiconductor
the large memory requirement for storing the MPZs. For a single- optical amplifier. Band-pass comb filtering is constructed in the ring

aspect, 24-bit Z-buffer with three layers, the typical memory size cavity with the combination of a wideband Fabry-Perot comb filter

is 8.6 MB for a 1000 X 960 pixel resolution. If an aspect resolution and a bandpass filter. Ten lasing lines with a fixed wavelength spac-

of 20' is used to set up uniformly distributed MPZs over all ing of 1.6 nm are implemented and the multiwavelength lasing

directions (note that only a hemispherical coverage is needed to ranges can be flexibly chosen. 0 2004 Wiley Periodicals, Inc.

rall angles), the required memory is 175 MB. For a resolution Microwave Opt Technol Lett 43: 301-303, 2004; Published online in
cover the ngler beco mes 70 GB. P iB. Fra remory Wiley InterScience (www.interscience.wiley.com). DOI 10.1002/mop.of 1O, the number becomes 70 GB. Provided that such memory 20451

resources are available, the MAMPZ algorithm can achieve a 2' 2

order of magnitude acceleration in ray-tracing time. This makes, Key words: dense wavelength-division multiplexing; multiwavelength
the algorithm quite attractive in certain modeling and simulation lasers; semiconductor optical amplifiers
applications where speed is critical.
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on a simple point-scatterer model. This algorithm is an extension
of our previously developed antenna coupling SAR imaging tech-

f..... ..... -nique [121. As shown in Figure 1, we assume that the transmitting
and the receiving antennas are placed just under the ground. facing
downward. While the transmitter is placed at a fixed location, the
receiver position is varied on a 2D spatial grid (See Fig. 1). For
each spatial grid location, the scattered field data are collected for
various frequencies. Therefore, a multifrequency, multispatial 3D

t 4 scattered-field data set is formed. If we assume the scattering
occurs from a single point scatterer on the target (located in a

": :homogeneous background) at a point P(x,, y,,, z,), the scattered
J :electric field at the receiver site can be written as

: • : •! !! E, A,"- e-' ' e-# ' 1

I For an electromagnetic wave that leaves the transmitter, hits the
point P and reaches the receiver. R, corresponds to the path length

Figure 1 Geometry of the problem and the experimental setup. [Color from the transmitter to point P, and R2 , corresponds to the path

figure can be viewed in the online issue. which is available at www. length from point P to any point (x!,, z,) on the spatial grid at the
interscience.wiley.com] receiver site. A, is the complex amplitude of the scattered field and

k is the wave number in the soil. Provided that the soil permittivity
to detect unexploded ordinances (UXOs). Similarly, Sullivan 161 is low, the electromagnetic-wave interaction with the air-soil
and Vitebskiy 171 applied short-duration time signals to obtain boundary is neglected. At this point, we will make two further
ultra-wideband SAR images of UXOs. Marklein 181 and Witten 191 assumptions that are commonly used in SAR imaging. We first
reported Fourier-based scalar iterative inversion schemes based on assume that the frequency bandwidth is small compared to the
diffraction tomography (DT) algorithm. Although all these works
demonstrated that good depth resolution could be realized in GPR
images by using large frequency bandwidth, good cross-range
resolution is usually harder to achieve. Moreover, most GPR
methods do not offer direct imaging; that is, they are based on
numerical iteration techniques that put significant burden on com-
putational requirements in terms of speed and memory. Hansen
1101 provided a fast DT algorithm that utilizes the fast Fourier .
transform (FFT) to expedite the imaging GPR. Recently, we re- ....
ported a fast and effective SAR-based subsurface imaging tech-
nique that can provide good resolutions in both the range and

cross-range domains I111. Our algorithm differs from Witten's [91
and Hansen's [101 Fourier-based imaging algorithms. as we are
able to relate the raw scattered field data to the distance-angle
domain by utilizing the 3D FF1. A nonlinear transformation suc-

ceeds the FFT routine to transform the image from the distance-
angle domain to the image domain. The algorithm is based on
several simplifying approximations: (i) the air-soil interface can
be ignored provided that the soil permittivity is low, (ii) the soil is
homogeneous and low loss, and (iii) the transmitter and the re-
ceiver antennas are at the far field of the buried object. With these
assumptions, we demonstrate that we can form a 3D image of the
scattering from buried objects by inverse-Fourier transforming the
multifrequency, multispatial scattered-field data and applying a
domain-transformation formula. Some preliminary results for con-

ducting targets were reported previously in 1111I . In this work, we
extend our previous experiments to more challenging dielectric am
targets and present the associated 3D SAR-based GPR images. at
This paper is organized as follows. In section 2 a description of the I C CA
imaging algorithm is given. In section 3 the algorithm Ls applied to
the measured data collected from a laboratory setup. Several N
dielectric objects are buried in sand and the collected data are t i * ., At
imaged using the presented algorithm. In section 4, the work is ""
summarized, and issues regarding the effectiveness and limitations
of the imaging algorithm are discussed.

Figure 2 (a) Buried water target: two bottles filled with water and taped
2. IMAGING ALGORITHM together; (b) 2D projected subsurface images for the buried bottle of water
Our imaging algorithm uses multifrequency, multispatial scatter- in the (R. U, V) domain. [Color figure can be viewed in the online issue,
ing data from a subsurface environment and inverts the data based which is available at www.interscience.wiley.com]
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FIgure3 (a) 2D projected subsurface images for the buried bottle of water in the (x, y. z) domain; (b) sliced version of the 3D GPR image. [Color figure
can be viewed in the online issue. which is available at www.intmerience.wiley.com]

center frequency of operation. Second. we assume that the size of GPRI(R, U, V) = lFT4E.#(, x', Z')
the spatial grid is small compared the path length from the target
to the receiver's midpoint (which is labeled as R 2 in Fig. 1). That.= A - l e 1}* IF 7{iike nIo Pz,

is, the object is located at the far-field of the receiver. Under these
assumptions, the second phase term in (1) can be approximated asA SR-(A+ )) (U-kia.-8v-ksnsng

s + k,(x' sinc + z'- sin sing). (

"=•"' .... -'( - R). •-•" S( 0•)-SV- 4

Here, k, represents the wave number in the soil at the center
frequency f. and x' = x - v,, and z' =z are the coordinate
variables of the receiver grid. In the second term of (2), k i where (R,,, U,,, V,,) is the distance-angle point that corresponds to

replaced with k. based on the small-bandwidth approximation. the image point P(x,,,eY,,, z,,). Therefore, by taking the 3D lIT of

Therefore, the scattered-electric-field formula in (1) can be reor- the nultifrequency, multispatial scattered field, it is possible to

ganized to give pinpoint the total travel distance and the angle information that
correspond to the location of the target paint P. In practice, the

E~(k, x', z') =A; - e-i(R.+R,) e-JA,."-'. e-jA"" t& "'0" (3) spot size of the point-spread response is limited by the finite
frequency bandwidth and spatial dimensions of the collection area.

In the above equation, we notice that there. exist Fourier-transform Note that the image in the spatial (x, y, z) domain has not been
relationships between k and (RI + R 2 ). x' and (k,. -sin=), and z' generated. Therefore, once the image in the (R, U, V) domain is
and (k,.- sinrep sing). For simplicity, we let R = (RI + R2 ), formed, we transform the image to the (x. y, z) domain by using
U = (k. sinze - sing). By taking the 3D inverse Fourier transform the following transformation formula (see the Appendix for der-
(IFT) of (3), we can obtain thie GPR image of point P as follows: ivation of this transformation):
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(RI2 + x.2)sina • cos/ - 2R., (xo - x)

= 2(x~sina - cosp - R) ' tana. cosJ3'

z= (X- )tanj3. (5)

As it is obvious from these equations, this transformation is not
linear. Therefore, the point-spread response is expected to be
irregular in shape after the transformation into the (x. y. z))
domain.

To summarize, the proposed SAR-based imaging algorithm
entails the following steps: (i) collect 3D multi-frequency, multi-
spatial scattered field data, EA4k. x', z'); (ii) take the 3D IFT of
this data to form the image in the (R, U, V) domain. GPRI(R, U,
V); (iii) form the image in the (x. y, z) domain by applying the
transformation formulas in (5) to arrive at GPRI(x, y. z). This
Fourier imaging algorithm is derived based on the small-band-
width, small-aperture approximation. Also, the algorithm requires
that the dielectric constant of the soil to be known a priori.
Furthermore, the algorithm assumes that the soil is low loss to
ensure sufficient penetration depth for the detection of the subsur-
face object.

3. EXPERIMENTAL RESULTS

To test the proposed algorithm for different buried objects. the
experimental setup shown in Figure I was constructed. A large • , . •
wooden pit was filled with play sand. The object to be imaged was
buried in the sand. As the transmitter and the receiver, two iden-
tical, coax-fed rectangular waveguide antennas whose aperture
dimensions are 3.81 and 1.91 cm were used. The data were Figure 4 (a) Buried plastic target: a stack of 25 CDs; (b) 2D projected
collected via an HP8753C network analyzer and then recorded on subsurface images for the buried plastic target in the (R. U, V) domain.
a computer. The real part of the dielectric constant of the sand is [Color figure can be viewed in the online issue, which is available at
measured to be around 2.26 between 5 and 6 GHz I111 based on www.interseienre.wiky.com]

the measured phase-delay difference in sand and in air. Therefore,
the dielectric constant of ground medium is in fact low as we
assumed in our imaging algorithm. To test the effectiveness of our The dynamic range of the figures is selected as 12 dB. These image
imaging method, two different dielectric objects were buried in the figures apparently display the key distinct spots corresponding to
sand. We have previously reported on the simulated and measure- the dominant specular scattering from the water target. In fact,
ment results for metallic targets in 1111. The algorithm produced these particular spots correctly map the image location in (R, U,
successful images for these strong scattering targets. Here. we V) when the total travel distance and the associated angle infor-
focus on the more challenging dielectric targets, including a hot- mation are calculated. To get the image in world coordinates, that
tled water target and a plastic target. Next, we present and discuss is, in the (x, y, z) domain, we applied the coordinate transforma-
the results obtained from these dielectric objects. tion operation in (5). Then. a 3D image of the subsurface region

was obtained. Figure 3(a) shows the 2D projected images in the (x.
3.1. Bottled Water y, z) domain after applying the coordinate transformation. The
An object made of two bottles filled with water and taped together dynamic range of the images is set at 12 dB. The outline of the
was used for this experiment [see Fig. 2(a)1. The size of the buried bottled water is displayed in white for reference. In Figure
composite target was 27 × 30 X 12 cm. The target was placed at 3(b). the resulting 3D GPR image is plotted using 2D slices in
38-cm below the sand surface. The transmitter (assumed to be three orthogonal planes. The resultant images show that the loca-
located at the origin) and the receiver antennas were placed on top tion of the scattering mechanism on the buried object is well
of the sand surface and pointed downward such that they were estimated by the proposed technique. Since the target actually
tilted at about 45' from the vertical axis (see Fig. 1). The center of consists of two bottles, the resultant image has significant spatial
the receiving grid was 1-m away from the transmitter antenna in extent rather than being localized to a small spot.
the positive-x direction on the surface of the sand. S21 data were
collected on a 10 X 10 2D spatial grid whose size Ls 52 cm (in the 3.2. Plastic Target
x' direction) and 14.69 cm (in the z' direction). The frequency was As expected, the bottled water is easily detected because its di-
varied from 5.0609 to 5.9039 GHz for 25 evenly sampled points, electric constant is very high (-8 1) relative to the background dry
Both the transmitter and the receiver were vertically polarized, sand. On the other hand. low-dielectric-constant targets such as
Three-dimensional (25 X 10 X 10) frequency-spatial data were plastic mines are expected to be much more challenging to detect.
collected and stored on a computer. By applying our Fourier-based In the experiment, a stack of plastic compact-disks (CDs) was
algorithm, we first obtained the image in the distance-angle do- buried 45-cm below the surface. The pack of 25 CDs, whose
main. that is. in the (R, U. V) domain. Although the obtained photograph is shown in Figure 4(a), constitutes a rigid plastic
image was 3D three 2D projected images onto the (R. U), (R, V), cylinder with a base diameter of 13 cm and a height of about 7 cm.
and (U, V) planes are shown in Figure 2(b) for display purposes. Although the dielectric constant of the plastic CDs is not known
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Figure 5 (a) 2D projected subsurface images for the buried plastic-CD target in the (x. y, z) domain; (b) sliced version of the 3D GPR image. [Color figure
can be viewed in the online issue. which is available at www.interscience.wiley.com]

exactly, it is estimated to be between 2.9 to 4.4 from available CONCLUSION AND DISCUSSIONS
polycarbonate data- In this work, we have presented 3D GPR images for buried

To measure the S21 parameter, the receiving grid was again dielectric objects in dry sand. The algorithm in this work is based
placed 1-m away from the transmitter antenna. The size of the on the synthetic-aperture radar (SAR) concept. A measurement
10 X 10 spatial grid is 30.23 cm in the x direction and 14.69 cm setup was built to examine the performance of the algorithm for
in the z direction. At each grid point, the frequency was varied dielectric objects. For this purpose, two different dielectrics, one
between 4.9335 and 6.00 GHz for 20 evenly sampled measured with a high permittivity and another with low permittivity, were
points. The antennas were vertically polarized for this experiment used in the experiments. Good 3D GPR images were obtained for
as well. By applying our proposed imaging algorithm, we first both targets. Furthermore, it was shown that the image resolution
produced the image in the distance-angle domain, as plotted in in the cross-range dimensions could be made as good as that in the
Figure 4(b). Then, we obtained the 3D subsurface image of the range dimension by properly controlling the collection aperture.
scattering beneath the surface shown in Figure 5(a), after trans- Both high-contrast and low-contrast objects were adequately im-
forming the GPR image to the real image domain. The dynamic aged by applying our imaging algorithm. This can be attributed to
range of the figures is again set at 12 dB. The outline of the target the fact that our coherent imaging algorithm uses many spatial
is displayed in white. In Figure 5(b), a sliced version of the 3D points (100 in this work) to provide sufficient signal-to-noise ratio.
GPR image is plotted. We observe that the present technique can Therefore, even when the dielectric constant of the target was close
successfully image this particular plastic target whose permittivity to that of the background medium and the return was significantly
is not very different from the background permittivity. However, weaker than high-contrast targets, the target could still be observed
since the return from this dielectric target is much weaker than in the resulting image, albeit at a lower SNR.
metallic and water targets, the SNR is lower, as compared to the Although the imaging algorithm presented here is simple and
previous results. Therefore. we obtain a lower contrast image fast, it is based on a number of simplifying assumptions, which
compared to the previous image. In fact, the direct wave along the may not be met in more general soil conditions or target geome-
surface from the transmitter to the receiver falls within the dy- tries. First, the effect of air-soil boundary is neglected. In general,
namic range of the image. This shows up as a spot around x = z = the air-soil boundary should be accounted for by using the proper
0 in the image. Green's function [13]. Second, the present imaging algorithm was
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Journal Paper [10]

Frontal imaging of human using three- d is the spacing between the two antennas. In this work, an additional

element Doppler and direction-of-arrival receiving antenna (Rx3) is placed directly above Rx2. Since Rx2 and

radar Rx3 are placed vertically apart, they form a new array pair to acquire
the DOA in the elevation plane, OEL. By correlating the azimuth and

A. Lin and H. Ling elevation bearing information at each Doppler bin fo,, a data matrix
fA(f,), OAz(fD), OEL(foi)] can be constructed, where A(fra) is the

A two-dimensional Doppler and direction-of-arival (DDOA) radar return strength at the Doppler bin f,, Provided that each body
concept is proposed for the frontal imaging of humans. The system part gives rise to a different Doppler frequency, the resulting [A, 0 z,
consists of a three-element receiver array configured to provide OE13 corresponds to an approximate two-dimensional frontal image of
simultaneous DOA ineasutements in the azimuth and elevation the human-
planes. An experimental system has been built and tested. Two-
dimensional frontal images of a human in free space as well as in a
through-wall scenario are generated. Radar design: The radar consists of a continuous-wave transmitter

operating at a frequency of 2.4 GHz and three receiver elements.
Introduction: Through-wall sensing of humans using radar is a topic Three off-the-shelf quadrature receiver boards from Analog Devices
of current interest fou sensingo humans ung radaris c (AD8347 IC) are used. The receiving antennas consist of three
operations. Various aspects ofhuman sensing have been investigated microstrip patches fabricated on 1.6 mm FR-4 substrate. The antennas
recently, including micro Doppler of humans fhv-31 and position are separated by ;/2, where ,. = 6.25 cm, to provide the maximum

tracking and imaging using ultra-wideband systems [4, 5]. Ultra- resolution within the range -90* to 90* while avoiding any DOA

wideband imagers utilise wideband pulses to gather range information ambiguity. After downconversion, the received signals are digitised by
an NI-DAQ 6024E system. Since human movements produce time-and a one-dimensional aperture to resolve t azimuths. Consequently, varying Doppler shifts, the digitised signals are processed using a

the resulting imagery is a top-view of the targets While this type of short-time Fourier transform (STFT) for Doppler separation before
imaging setup is useful for targets such as airplanes and gronmd the DOA calculations are carried out. An integration time of 0.5 s and
vehicles, for human targets the frontal image may provide more a Kaiser window with fil=0 are used in the STFT.

information than the top-view. To acquire the frontal image, a two-

dimensional collection aperture is required, leading to a significant
increase in complexity. Results: We first use three loudspeakers as stable calibration targets

In this Letter, we present a two-dimensional frontal imager by using to validate the system. The approximate (azimuth, elevation) co-
only a three-element receiving array and a transmitter. The concept ordinates of the three loudspeakers are (-15*, 50), (-5, 250) and
entails resolving the micro Doppler frequencies of the returned signals (5, 50) with respect to the radar receivers. The loudspeakers are
from a moving human, and then measuring the phase difference at each driven by audio tones of 20,30 and 66 Hz, respectively. Fig. 2a shows
Doppler frequency component to determine the direction-of-arrival the measured azimuth DOA against time. The azimuth DOA of the
(DOA) of the various body parts. If each body part gives rise to a three loudspeakers are found to be at the expected positions of -IS,
different Doppler frequency, then the resulting bearing map should -50 and 5*. Fig. 21 shows the elevation DQA against time, which
correspond closely to a two-dimensional frontal view of the human. An correspond to the expected elevations of 50 and 250. After correlating
experimental system operating at 2.4 GHz has been designed and the azimuth and elevation measurements at each of their Doppler bins,
constructed to test the concept The system consists of a three-element a two-dimensional location mapping of the three loudspeakers can be
receiving array configured to provide simultaneous DOA measurements constructed accordingly (Fig. 2c), which agrees well with the actual
in both the azimuth and elevation planes. Measurement results on a placement of the loudspeakers (Fig. 2d).
human subject are presented.

4.5.
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Fig. I Radar s.temeei block diagram and conceptual operation DAZdgd

Moving body parts (anna, legs) of a human produce different Doppler renurns cand are imaged by the radar

Fi.2 Measured data from three loudspeakers driven at three different
audio tones

Radar concept: Firg. I shows the conlceptual operation and the radar a Azimuth DOA against time
system block diagram. Different moving body parts of a human give b Elevation DOA against time

rise to micro Doppler shifts with respect to the radar. Therefore, by ItResultinag frontal image
first Doppler processing the data, we can extract the DOA information d htofanaludekrpacmt
of the different Doppler frequency bins by measuring the phase

difference among the receiver elements. Previously, we have reported Next we use the same setup on a human subject. The subject stands at
on a one-dimensional bearing tracking system for multiple humans in 2 m from the radar horesight. The height of the subject is approximately
the azimuth plane using a two-element Doppler and DOA radar [6. 1.8 Fi. During the measurement period the subject remains at the 2 m
The azimuth DOA of the received signals can be obtained fanm the distance while moving each body part sequentially. After correlating the
measured phase difference between the two arry outputs, azimuth and elevation DOA measurements based on their Doppler
Af Do=ppe2 - po, using the eapre ca n exwract e si si A information , actwavhuman is
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constructed (Fig- 3a). The measured frontal view shows the position of with the free-space result, albeit at a much lower signal-to-noise ratio.
each limb, making an outline of the subject The dynamic range of the It is worth pointing out that, while the proposed radar has very low
image is 40 dB. The measurement is then repeated in situ with a 5-inch- complexity, it is based on the assumption that different body parts
thick gypsum/wooden wall in an interior room. The subject stands at give rise to different Doppler frequencies. When this condition is not
approximately I m behind the wall while the radar measures the return met in practice, the resulting bearing information is not accurate.
against time. Fig. 3h shows the measured through-wall view of the Therefore, the present radar concept can be termed an 'imaging of
human. Compared with the free-space image shown in Fig. 3a, the opportunity' that captures glimpses of the human subject. This is
through-wall image appears larger since the subject stands closer to the similar to other types of target-motion induced sensing schemes such
radar. The image also appears to be less focused owing to the significant as inverse synthetic aperture radar.
attenuation from the wall. However, the outline of the human is still
visible. The dynamic range of the image is 20 dB and the transmitted Acknowledgments: This work is supported by the Office of Naval
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Abstract

A low-cost, two-element receiving array concept is investigated for detecting

multiple moving targets in indoor surveillance applications. Conventional direction of

arrival (DOA) detection requires the use of an antenna array with multiple elements.

Here we investigate the use of only two elements in the receiver array. The concept

entails resolving the Doppler frequencies of the returned signals from the moving targets,

and then measuring the phase difference at each Doppler frequency component to

calculate the DOA of the targets. Simulations are performed to demonstrate the concept

and to asses the DOA errors for multiple movers. An experimental system is designed

and constructed to test the concept. The system consists of a two-element receiver array

operating at 2.4 GHz. Measurement results of human subjects in indoor environments

are presented, including through-wall scenarios.

Keywords: Doppler, direction of arrival, radar, human tracking, through-wall



1 Introduction

The need for detecting moving targets (such as humans) and their locations is

becoming one of the key necessities in security and surveillance systems, especially for

law enforcement, counter-terrorism and urban warfare. Information such as the number

of combatants and their locations can aid in decision making. Therefore, the capability of

detecting multiple targets is an important feature in such systems. Recent work on radar

detection of humans has focused mainly on the Doppler characteristics from a single

human [1-5], or the ultra-wideband imaging of an entire scene [6-9].

Multiple target detection using a Doppler radar system has been explored in [10].

The system uses a superheterodyne receiver architecture operating at a 10.53 GHz carrier

frequency to detect the velocity and acceleration of a rocket-driven flare. The Doppler

returns are downconverted, digitized and processed using the short-time Fourier

transform (STFT) [11, 12]. Multiple targets can then be detected as long as they move at

different velocities, and their accelerations can be calculated by observing the rate of

Doppler changes with respect to time as the result of the STFT process. The system,

however, does not provide the bearing information of the targets.

In order to acquire the bearing information or the direction of arrival (DOA) of

multiple targets, the standard approach is to use multiple receiving elements and to apply

a direction finding algorithm such as MUSIC or ESPRIT [13, 14]. Such methods require

the number of elements to be at least one greater than the maximum number of targets.

That is, they require at least N + 1 elements to detect N targets. However, increasing the

number of elements leads to an increase in the physical size, cost and complexity of the

overall system.
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In this paper, we explore the use of a low-cost, two-element receiving array for

detecting multiple moving targets. The DOA of a mover is obtained from the phase

difference of the reflected waves arriving at the two receiving antennas. However, a two-

element receiving array is not able to resolve the DOA from multiple targets due to

multiple wavefronts arriving simultaneously at the two receiving antennas. We exploit

the fact that the different moving targets typically give rise to different Doppler shifts

with respect to the radar. Therefore, by processing the data via Doppler discrimination,

we can extract the DOA information by measuring the phase difference at each Doppler

frequency component.

Numerical simulations are first conducted to test the concept. Detection of two

movers is simulated to analyze factors influencing the DOA accuracy such as the Doppler

separation between movers. A Monte Carlo simulation is then performed to predict the

DOA error resulting from the reduced Doppler separation due to multiple movers. The

confidence level of correctly detecting the DOA versus the number of movers is

generated accordingly.

An experimental radar system is designed and constructed to test the concept.

The system consists of a two-element antenna array, dual-quadrature integrated receivers

(Analog Devices AD8347 ICs) and a transmitter operating at a frequency of 2.4 GHz.

Since this IC is targeted for the consumer wireless market, it is extremely low cost.

Microstrip antennas are used, resulting in a small form factor. The receiver uses a direct

conversion architecture [15], eliminating the need of the second mixing process and

filtering as in the superheterodyne architecture. The received signals are downconverted,

digitized and processed for Doppler and DOA calculations. Measurement results of the
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DOA from multiple targets are presented. The limitations of the proposed system

resulting from DOA ambiguity of multiple moving targets are studied. The performance

of the system under through-wall scenarios is also reported.

2 Basic Theory

To obtain the DOA information, consider a two-element receiver array as shown in

Fig. 1(a). Assuming the far-field case, the incoming wave scattered off the target arrives

at the two antennas with a path length difference x of:

x =dsine (1)

where dis the spacing between the two antennas and Ois the DOA of the target. The

measured phase difference A Vof the two array outputs can be expressed in terms x by:

27rA 2=--x (2)

where X, is the wavelength of the carrier frequency. Therefore, the DOA of the target can

be obtained by:

0=sin-' A- V (3)

However, this scheme works when only one target is present. When multiple targets are

present, the incoming signal at the two antennas is the summation of the scattered waves

from all the targets. The individual phase information of each target is no longer

available and therefore their corresponding DOA are not resolvable.

To obtain the DOA of multiple targets, we take advantage of the Doppler

discrimination that is possible for moving targets. Referring to Fig. 1(b), consider the

4



signals arriving at the two receivers, sl(t) and sA(). For the sake of simplicity, we assume

that the scattered waves arriving at the receivers have the same strength. After the

demodulation, the signals can be expressed as:

s (t) W ejI'0(t) + ejz'2) (4)

sJO() e AV'(6)+AIWO + ej(2 I ýFA 0,2• (5)

The phase term ;v•(t) of target n can be expressed as:

2 . (6)

where RN and v, are respectively the initial distance and the radial velocity of target n

with respect to the radar. Similar to equation (2), the term A•V, is the phase delay due to

the position of the antenna elements and the direction of the incident wavefront for target

n.

:"'o"-'....-'

P 0

Rxx Rx2

(a) (b)

Figure 1. DOA detection using a two-element array: (a) Single target and (b) Multiple targets.

Next, we process each signal by the Fourier transform. By assuming infinite integration

time and ignoring the constant term, the signals become:
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SI(D) =6(fD -f )+ (fD -f•) (7)

s2 = -fD D )eAf2 (8)

wherefD= 2vd/,/ is the Doppler frequency of target n. The phase difference A v, at

Doppler binfDn for target n can be calculated as:

A .(f) = .S, (Af.) - IS, (Af.) (9)

If the targets generate different Doppler frequencies due to the difference in their radial

velocities with respect to the radar, then the DOA of target n with respect to the receiver

array boresight can be determined by:

0. =sin' jZS1(fD')-ZS2(fD) 2(10)

which is similar to equation (3). It can be seen from equation (10) that this concept

applies as long as the Doppler frequencies from different targets are sufficiently distinct.

3 Simulations

Two simulations are performed to test the concept. The first simulation is used to

evaluate the DOA calculation result as the Doppler spacing between the two movers is

reduced. The second simulation is used to assess the DOA error as the result of reduced

Doppler spacing for more than two movers.

Fig. 2(a) shows the simulation result of the Doppler frequency versus DOA from two

moving targets. The Doppler of the first target is 8 Hz with a DOA of -20* while the

second target has 80 Hz Doppler and +20' DOA. An FFT integration time of 0.25

second and Kaiser windowing with f = 1 are used in the Doppler processing. Under this
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Doppler spacing (8:80), the algorithm produces the correct DOA information for both

targets. The Doppler of the first target is then increased to 76 Hz while its DOA is kept at

-20°. With the reduced Doppler spacing (76:80), the DOA of the two targets become

hard to identify and are erroneous (as shown in Fig. 2(b)). This is expected since the

minimum resolvable Doppler separation is 4 Hz due to the 0.25 second integration time.

DOA (degree)

(a)

DOA (degree)

(b)

Figure 2. Simulations for two targets: (a) Doppler spacing 8:80 and (b) Doppler spacing 76:80

To predict the DOA error behavior as the result of reduced Doppler spacing for two

or more movers, we run a more exhaustive Monte-Carlo simulation with more realistic
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input parameters. The simulations input parameters include a spatial boundary of 10 m

by 10 mn, moving targets with speeds with uniform distributions from 0 m/s to 6 m/s, and

a direction that is uniformly distributed from 0 to 27t. A carrier frequency of 2.4GHz is

assumed. Two or more moving targets are placed inside the boundary with the selected

velocities. These parameters are used to mimic people in a typical indoor environment.

Amplitude decay as a function of i/r4, where r is the distance of the target from the radar,

is also accounted for in the simulation. The decay calculation is included to evaluate the

effect of the received signal strengths of the two targets on the DOA calculation. Fig.

3(a) illustrates the simulation setup. The Monte Carlo simulations use the monostatic

configuration where both the receiver and transmitter are co-located at the (0,0)

coordinate. One hundred thousand realizations are generated. The DOA errors with

respect to the Doppler separation of multiple moving targets are calculated. However,

only the worst DOA error of all targets is recorded in each realization. The recorded

DOA errors are then plotted at the end of all realizations.

Figs. 3(b)-(d) show the simulation results for multiple moving targets, for two, five

and seven movers. The worst case DOA error is plotted versus the Doppler separation

between the targets. For each Monte Carlo sample, the target with the worst DOA error

is identified first. The minimum Doppler separation between that target and the others is

obtained next. The DOA error of that target is then plotted versus the minimum Doppler

separation. The different color shades indicate the relative signal strengths between the

targets, with the redder colors representing more similar strengths and black representing

a difference in strengths of more than 50 dB. As seen by the trend in Fig. 3(b), the DOA

error generally gets larger when there is smaller Doppler separation between the two
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targets, and vice versa. However, there are also cases that contain large DOA errors even

though the Doppler separations are large. From the darker color results, we know that

they correspond to cases where there is a significant difference in the signal strengths of

the two targets (more than 50 dB). This corresponds to the case when one target is

located much closer to the radar (thus a much larger reflected signal) than the other. This

phenomenon is referred to as the close-far effect, where the side-lobe energy from the

stronger, close-in target contaminates the phase of the much weaker signal from the far-

away target in its frequency bin.
180 Doppl iscriar'ieekm D DOA Error

N=2

100*

0 VV2 8 80o -
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08Fn i lnn 19A 1n-IF I m 7A
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(a) (b)

Doppler Diocriminrtion vs DOA Error Doppler Discrimination vs DOA Error.• N=5 •. ... N=7

140 ',.4 .

120 -~120

1,1] +, . . i .•°. ° -' "

, •..21-8) •.. + .. +

1w(: •,,-, ++- . . . . . . . . . .. "." . .
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*,-, . . e .'.' :~. "
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(c) (d)

Figure 3. Monte Carlo simulations for N movers: (a) Setup and (b-d) Worst DOA errors vs. Doppler
separation for N =2,5 and 7, respectively.
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As N increases, the DOA error increases, as observed in Figs. 3(c) and (d). At the

end of the simulations, we count the number of successful DOA detections for a given

number of movers. If the difference between the calculated and the expected DOA is less

than 5* then the sample is considered a success. A profile of the percentages of

successful DOA detections can be generated accordingly. As shown in Fig. 4, the

percentage of successful cases decreases as the number of movers is increased. This is

expected since a larger number of movers result in more occurrences of close Doppler

spacing (similar velocities). From the simulation, it can be concluded that the DOA

accuracy of the two-element system is affected by the number of movers. Nevertheless, a

success rate of 70% can be maintained for four targets or fewer.
100 --

80 -

70 -_ _--_ _ _ __-_ d
II

I _____________________

40

20

1 2 3 4 5 6 7 a 9 10

mwI "Mors

Figure 4. Successful DOA detection profile with 5' failure threshold.

The above simulation uses a point-scatterer model to study the system behavior as

the number of movers is increased. In the actual case of human tracking, however, the

Doppler spacing is further reduced by the overlapping micro-Doppler returns from the
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body parts of each mover. Therefore, a more realistic model should be used to account

for the micro-Doppler effects. In [16], we incorporated the micro-Doppler effects for

human limbs in a similar simulation and found that the successful DOA detection rate is

around 70% for three movers. This is more consistent with our observations on the

actual measurement results.

It is also worthwhile to compare the performance of our two-element system to that

of a multi-element array here. Our analysis has shown that the performance of the two-

element system depends on the Doppler separation among multiple targets. The

performance is worst when the targets have the same Doppler return, in which case the

phase information from each target is not resolvable, leading to erroneous bearing

determination. In a conventional multiple-element system, spatial beamforming can be

utilized to obtain the locations of multiple targets. However, the bearing accuracy

depends on the beamwidth of the array. Higher accuracy requires the use of a larger

aperture (for narrower beamwidth) and correspondingly more array elements. Hence the

implementation complexity and cost of such a system will be higher than that of the two-

element system.

4 System Design and Implementation

An experimental radar system is designed and constructed to test the concept. Our

radar receiver consists of a two-element direction-finding array, each with full quadrature

detectors, to determine both the Doppler shift and the DOA of the target. The transmitter

uses a continuous wave (CW) operating at 2.4 GHz carrier frequency. Two microstrip

antennas are used as receiving antennas. The antennas are fabricated on a 1.6 mm thick

FR-4 substrate with a dielectric constant of 4.3. Each patch is of dimensions 3 cm by 3
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cm and follows the conventional half-wavelength microstrip antenna design [17]. The

antennas are configured to receive the vertical polarization, since the human body is

predominantly vertical (height is greater than width). The spacing between the feed

points is 5 cm (slightly less than %,/2) to avoid DOA ambiguity while providing good

sensitivity in the scanning range from -90' to 90'.

Two low-cost, off-the-shelf integrated boards manufactured by Analog Devices

(AD8347) are used as the quadrature (or IIQ) receivers. Each receiver has the low-noise

amplifier (LNA), I/Q mixers, gain control, and baseband amplifications all integrated on

one chip. The chip allows a direct conversion from RF to baseband, eliminating the need

for special analog filtering as in the superheterodyne conversion. Fig. 5 shows the radar

system block diagram and the actual hardware implementation. Appendix A describes

the range estimate of the system based on the radar equation. Appendix B discusses the

procedure used to correct for the I/Q imbalance in the system.

AD8347IC C -
IQ Receiver

(a) (b)

Figure 5. Radar hardware: (a) System block diagram and (b) Hardware implementation
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After being received and downconverted, the reflected signals from the moving

targets are digitized by a 12-bit analog to digital converter (ADC) from National

Instruments. The signals are sampled at a 500 Hz sampling rate, which is sufficient to

sample humans movement data at 2.4 GHz. The sampled data are then logged into a

computer and further processed using Matlab software. The signal processing is

performed on the time domain data using the FFT to obtain the Doppler spectrum for

each channel. By comparing the phase difference between the two Doppler spectra at

each Doppler bin, we can then generate the DOA information one Doppler frequency at a

time using Eq. (10).

5 Measurements

A series of measurements are conducted using the radar hardware to validate the

simulations. The first measurement series is performed using loudspeakers driven by

audio tones. The loudspeakers are chosen as calibration targets since they produce very

stable and repeatable results. The next measurement series is carried out with human

subjects.

5.1 Loudspeakers Measurements

To demonstrate multiple target detection, two loudspeakers are used. The vibrating

membrane of each loudspeaker is covered by aluminum tape to enhance its return. The

back-and-forth vibration of the membrane results in a radar return that is frequency

modulated. The two loudspeakers are placed at -25°and -15' to the radar boresight and

driven by a 55 Hz and a 35 Hz audio tone, respectively. Both loudspeakers are located at
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about 4.5 m away from the radar and separated by 0.6 m from each other (Fig. 6(a)).

Their expected Doppler returns are +/- 55 Hz and +/- 35 Hz with the DOA of -251 and -

150, respectively. The two-sided nature of the Doppler is due to the frequency

modulation. The measured data are plotted in Fig. 6(b) and clearly show the expected

returns.

To investigate the effect of Doppler separation on the DOA accuracy, the 55 Hz

audio tone is lowered in 1 Hz decrement approaching the 35 Hz tone. Since the length of

the FFT integration time used in this measurement is 1 s, the corresponding minimum

resolvable Doppler separation is 1 Hz. Therefore, the DOA calculation is expected to be

accurate up to about 1 Hz. The measured data is plotted in Fig. 6(c) and clearly shows

that the DOA accuracy is still maintained for a 1 Hz Doppler separation. Both audio

tones are then set to 35 Hz. Fig. 6(d) shows the measured data with the incorrect DOA as

the result of zero Doppler separation.

14



(a)

410 AM I U U

DOA (deg"e)

(3635 an 0d ope pcn 3:5

4115



The next measurement involves three loudspeakers driven at different audio

tones: 55, 75, and 35 Hz. The purpose is to demonstrate detection of more than two

movers with using only a two-element array. They are placed at approximately -50",

-20* and +55' to the radar boresight at about 6.5, 10 and 2 m away from the radar (Fig

7(a)). Their expected Doppler returns are +/- 55 Hz, +/- 75 Hz and +/- 35 Hz with the

DOA of -50°, -20* and +55O, respectively. The measured data are plotted in Fig. 7(b) and

clearly show the expected returns. Also note from Fig. 7(a) that the environment is full

of stationary clutter. However, they do not contaminate the DOA results due to the

Doppler processing.

(a)

DOA

0

(b)

Figure 7. Three loudspeakers measurement: (a) Setup and (b) Measured Doppler and DOA.
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It can be summarized from the loudspeaker measurements that the DOA accuracy

can be maintained as long as there is sufficient Doppler separation. One of the factors

influencing the Doppler separation is the integration time. Longer integration results in

better Doppler resolution. However, long integration time might introduce other issues,

especially for fast moving targets. This is similar to photography when shooting fast

moving objects with a low shutter speed. In particular, Doppler returns from humans

contain complex higher-order motions of body parts such as arms, legs, etc. The higher-

order information is contained in the so-called micro Doppler returns [1-5]. The next set

of measurements is taken on moving humans to analyze such phenomena affecting the

DOA accuracy.

5.2 Human Measurements

Since radar returns from humans contain time-varying micro Doppler features, the

measured data should be processed using the short-time Fourier Transform (STFT). The

STFT is well-suited for analyzing a non-stationary signal. For a signal s(t), its STFT is

defined as:

STFTs (t, f) = fs(r)h(t - r)e-2fd(11)
--00

where h(t) is the sliding analysis window. Windowing the signal leads to a tradeoff in

time resolution versus frequency resolution. Good time resolution requires a short

duration sliding window, while good frequency resolution requires a long duration

window. For the human measurements, we empirically determined that a good sliding
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window duration to be around 1 second. The result of the STFT is then presented as a

spectrogram, which is the squared modulus of its STFT.

Figure 8 shows the spectrogram of a human walking toward and away from the

radar. As shown in the spectrogram, the micro Doppler modulation results in higher

overall Doppler frequencies than the main body returns. For a 2.4 GHz carrier frequency

the main body return of a human walking at 1.5 m/s produces a 24 Hz Doppler shift;

however, the body parts produce much higher Doppler shifts up to one hundred Hertz.

100
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Tune (second)

walking away walking toward
from radar radar

Figure 8. Spectrogram of a walking human.

If there are multiple humans walking simultaneously then there is a possibility that their

micro Doppler returns will overlap with each other. The overlapping micro Doppler

returns degrade the Doppler discrimination, which could lead to an increase in the DOA

error.
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Figure 9(a) shows the measurement setup for a walking human. The walking path

starts at about 200 to the left of the radar. The subject walks in a straight path away from

and then returns toward the radar. The turning point is approximately 10 m away from

the radar. During the walk, the radar continuously measures and outputs the DOA of the

subject (Fig. 9(b)). The different colors indicate the strengths of the returned signal, from

red (strongest) to blue (weakest). As expected, as the subject walks farther away from

the radar the return signals gets weaker as indicated by the color. The plot also shows

that the signal fades out at approximately t = 4.5 second, when the subject stops and turns

around toward the radar. When the subject stops the corresponding Doppler return falls

into the zero Doppler bin and is filtered out by the software. Hence the signal appears to

fade out the most during this time interval. The round-trip walking trajectory appears to

be curved since it is plotted at the perspective or angular view of the radar.

The next measurement scenario involves a human walking from the right to the

left of the radar as shown in Fig. 10(a). The starting position is approximately 400 to the

right of the radar. As in the previous human measurement, the radar continuously

collects and plots the DOA while the subject walks across the radar (Fig. 10(b)). As

expected, the walking trajectory spans approximately ± 40' of the radar boresight. The

DOA trace also shows detailed movements of the body parts as indicated by the arrows

corresponding to the right and left feet of the subject. Through the time sequence, it is

possible to identify that the subject's left foot reaches -20* at t = 2.5 s first. In the

subsequent stride, the right foot reaches -40' at t = 4 s. Since the left foot is also closer

toward the radar, its return is stronger than the right foot, as indicated by the arrow

pointing to the redder color area on the plot.
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Figure 9. Measur-ement of a human walking away and towards the radar: (a) Setup and (b) DOA vs. time

10

DOA (degree)

(a) (b)

Figure 10. Measurement of a human walking across the radar: (a) Setup and (b) DOA vs. time

To demonstrate DOA detection of multiple targets, the next set of measurements

involves multiple human subjects. Fig. I Il(a) shows the setup for two humans walking at
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the same speed but in opposite directions. As expected, the measured DOA vs. time plot

(Fig. 1 (b)) shows two traces corresponding to the angular positions of the two subjects

as they walk during the data acquisition.

-W -- 0 40 -DtD 0

S.......DOA (degree)

(a) (b)

Figure 11. Measurement of two humans walking in opposite direction: (a) Setup and (b) DOA vs. time

In the next scenario, the two humans walk in the same direction, first away and

then toward the radar (Fig. 12(a)). Since they move at about the same speed, their

Doppler returns overlap significantly thus resulting in DOA error. As shown in Fig.

12(b), the overlapping instances appear as lines bridging across the two correct traces, as

indicated by the arrow. This DOA behavior due to overlapping Doppler returns is similar

to the earlier simulation result of Fig. 2(b). The system basically produces incorrect

DOA under this condition. This is an intrinsic limitation of this radar, which we have

addressed earlier in the simulation.

21



. DOA error

-W ) --a 4 -M 0 M 1O W~ to

DOA (degree)

(a) (b)

Figure 1U Measurement of two humans walking at the same speed: (a) Setup and (b) DOA vs. time

The last measurement set involves three human subjects. Two of the subjects

walk at the same speed but in opposite directions while the third one walks sideways with

respect to the radar boresight (Fig. 13(a)). The measured DOA vs. time plot (Fig. 13(b))

shows three traces corresponding to the angular positions of the three subjects as they

walk during the data acquisition. Again, there are some instances where line features

bridging across the three correct traces appear in the figure due to the overlapping

Doppler returns. Such appearance is rather similar to the cross term effects in the

Wigner-Ville distribution [11]. However, the radar is still capable of capturing three

distinct targets over a large portion of the time intervals.
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Figure 13. Measurement of three humans: (a) Setup and (b) DOA vs. time

6 Through-wail Measurements

Next, we evaluate the system performance in through-wall scenarios. Since a

Doppler shift can only be induced by a moving target, Doppler sensing provides very

good stationary clutter suppression. In through-wall scenarios, the retums from the wall

itself fall into the DC bin and are filtered out while the Doppler frequency components

are passed through, although attenuated. From [18], significant wall penetration is

expected at 2.4 GHz compared to the higher frequencies.

Figure 14(a) shows the through-wall measurement setup where the radar is placed

against a 15-inch exterior brick wall. Figure 14(b) shows the DOA vs. time of a human

walking away and towards the radar on the opposite side with approximately a 10 m
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maximum walking distance from the wall. In this scenario, the human walks in a straight

path along the radar boresight. As expected, the corresponding trajectory is

approximately straight at 00 DOA as shown in the measured data. We have also tested

the through-wall performance using two loudspeakers placed at different locations off

boresight (reported earlier in [19]). We found that the wall did not produce any

noticeable effect on the DOA accuracy.

-W -W -0j _X X O D W ao

DOA (degree)

(a) (b)

Figure 14. Through-wall measurement of a walking human: (a) Setup and (b) DOA vs. time

Measurements are also performed to evaluate the wall attenuation on the radar

returns for different types of walls. A loudspeaker is used again as a test target,

positioned at 4 m away from the radar boresight.
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Figre 15. Wall attenuation measurements: (a) Free space, (b) 5" Gypsum/wooden mull and (c) 15" Brick

wall
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Three measurements are carried out: in free space (no wall), in-situ with a

gypsum/wooden wall in an interior room, and in-situ with an exterior brick wall. As

shown in Fig. 15, the processed radar returns are -83.5 dBm, -99.6 dBm and -103.4 dBm

for the free space, the 5" gypsum/wooden wall and the 15" brick wall, respectively.

Therefore, it can be concluded that the attenuations of the gypsum/wooden wall and brick

wall are respectively 16 dB and 20 dB.
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7 Conclusions

Simulation and measurement results of a Doppler and DOA radar for detecting

multiple moving targets have been studied. The measurements were performed using a

low-cost, two-element receiver array operating at 2.4 GHz. Based on the measurement

results, it has been shown that simultaneous DOA detection of multiple movers using a

two-element array is feasible. Our study also showed that the system could be used in

indoor and through-wall scenarios due to the use of Doppler processing to suppress

stationary clutters. Future work includes additional studies of through-wall scenarios.

Extension of the concept to gather two-dimensional bearing and three-dimensional

location information has also been investigated and reported in [21-24].
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Appendix A. Radar Range Estimate

The radar equation is used to estimate the maximum operating range of our radar:

(4= )r) PSTG(S/NR i. (12)

where

PT = transmitter output power = -10.3 dBm

GT = transmitter antenna (hom) gain = 7 dBi

GR = receiver antenna (microstrip) gain = 1 dBi

2, = carrier frequency wavelength = 0.125 m

o'= human body radar cross-section = 0 dBsm

Sk = system noise floor = -130 dBm

S/NIn, = minimum signal-to-noise ratio = 10 dB

Using Eq. (12) with the parameters above, we estimate the maximum operating range of

our radar for human detection in free-space to be 46.4 m. This free-space range estimate

agrees fairly well with our outdoor measurements on human subjects. For the wall

attenuations of 16 dB (gypsum/wooden wall) and 20 dB (brick wall), the estimated

maximum operating ranges become 18.5 m and 14.7 m, respectively.

Appendix B. Correction for I/Q Imbalance

Since our radar uses the homodyne architecture, it is inherently sensitive to the

hardware gain and phase errors of the in-phase and quadrature (I/Q) downconversion

mixers [15]. The I/Q gain and phase errors introduce signals at the image frequencies of

the actual downconverted signal, and may interfere with other target returns at those
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frequencies. A correction algorithm is therefore needed to correct the I/Q gain and phase

errors.

During the calibration, a known sinusoidal tone at a frequency offdcal above the

carrier frequencyf, is injected at the RF input terminal. The signal level of the

calibration tone is set to maximize the system dynamic range while avoiding input

saturation. This level is typically 10 dB below the 1 dB input compression point of the

system. After the calibration tone is downconverted, the actual L/Q gain and phase errors

are measured at the frequencyfd,.

The following equations are then used to represent the actual measured

downconverted I and Q signals:

I :A(1 + e)cos(Od•., t) (13)

Q = A sin(Wd. t + ) (14)

where A is the signal amplitude, e and gVare the I/Q gain and phase errors respectively.

The errors can then be corrected by the following equation [20]:

[IQor, 1[E 10I 1

E cosW (16)
1+e

p -sing (17)
1+e

The corrected I and Q signals then become:

Icor = El = A cos(wd t) cos (18)

Q,,, =PI + Q = A sin(wd t) cos (19)
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As shown in Eqs. (18) and (19), the corrected I and Q signals are of equal amplitude and

90" of each other. Note that this algorithm works as long as the errors do not vary as a

function of frequency. Since our radar has a very narrow bandwidth (250 Hz) and the

errors are relatively stable throughout the bandwidth, the algorithm can therefore be

employed. We typically usefdý& of 40 Hz for the calibration.
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Three-Dimensional Tracking of Humans Using a Very

Low-Complexity Radar

A. Lin and H. Ling

A low-complexity radar for human tracking in three-dimensional space

is reported. The system consists of a three-element receiving array

and two continuous wave (CW) frequencies configured to provide

azimuth bearing, elevation bearing and range measurements. Doppler

processing is used for clutter removal as well as to separate multiple

moving targets. A radar prototype is constructed and tested. Three-

dimensional tracking of multiple humans is performed in both

unobstructed and through-wall scenarios.

Introduction: Human detection and tracking is a topic of interest in

security and surveillance applications. A popular approach for

through-the-wall imaging is to use ultra-wideband (UWB) [ 1-4], which

offers high down-range resolution. To obtain cross-range location

information, UWB radars use either a physical or synthetic aperture.

High angular resolution is needed for the cross-range localization of

targets at long distances, leading to the requirement of a large aperture.

Furthermore, for human detection and tracking in an indoor setting,

clutter suppression becomes challenging and requires complex signal

filtering algorithms.



In this paper, we present a low-complexity radar architecture

capable of tracking multiple humans in three dimensions. The

concept entails using Doppler pre-processing to suppress stationary

clutter as well as to distinguish multiple movers based on their

different Doppler frequencies. A three-element receiver is then used

to determine two-dimensional bearing information for each target.

The phase difference measurement from the horizontal two-element

array is used to obtain the azimuth direction of arrival (DOA), while

that from the vertical two-element array is used for the elevation DOA.

In addition, the phase difference measured at two CW frequencies is

used for target ranging. Therefore, the entire receiver system

comprises only three antenna elements and four receiver modules. A

radar prototype is designed and constructed to test the concept.

Measurement results on human subjects are presented.

Radar Concept and Design: Fig. 1(a) shows the radar system block

diagram. Earlier, we reported on the one- and two-dimensional DOA

tracking of multiple movers using a single CW frequency [5, 6].

Here our system operates at two CW frequenciesfci (2.4 GHz) andfc2

(2.39 GHz). The two CW frequencies are combined, amplified and

transmitted simultaneously. The scattered wave off a target is

received by three antennas connected to the radar receivers. The

local oscillator (LO) frequency of receivers RxI, Rx2, and Rx3 is set to

fcI, and that of Rx 4 is set tofc2. The down-converted signal for each



receiver is low-pass filtered and digitized, and the time-varying

Doppler spectrum of the targets is obtained by applying the short-time

Fourier transform (STFT). To determine the DOA and the range, we

compare the phase differences between the receiver outputs at each

Doppler frequency component. The elevation and azimuth DOA are

found, respectively, by the formulas OEL = sin'(2cJAq032(fD)/2;zd) and

OAZ = sin-' (2Aýq2l(fDr) /2rdcosO9), where ;)c is the wavelength offcl,

A(4nn(lb) is the phase difference between the two array outputs m and n

at the Doppler frequency fD, and d is the spacing between the two

horizontal or vertical antennas. The received signal at RX3 is also

routed into Rx4, but mixed with L02 at fc 2. The phase difference,

A0 43, is then measured to calculate the target range, R, using the

following expression: R = cAO43(fD)/4;r f, where 4f=fc, -fc 2 and c is

the speed of light. Since the phase difference A043 is modulo 2zr, it

follows that the maximum unambiguous range is 15 m. By

correlating the range and DOA information at each Doppler bin fD, a

data matrix [AC/D), OAz(fD), OFL(fD), RC/D)] can be constructed, where

AC/b) is the radar return strength at the Doppler binfD. This resulting

map shows the three-dimensional locations and strengths of the targets,

provided that the targets have different Doppler frequencies. Fig.

1(b) shows the photo of the radar receivers. The three antennas are

microstrip patches with 5 cm spacing between each horizontal and

vertical pair. Four off-the-shelf integrated quadrature receivers are



used. A window size of 0.5 s is used in the STFT.

Results: The radar is first tested using loudspeakers driven by audio

amplifiers at different monotones. Fig. 2(a) shows the measurement

setup and the loudspeakers locations. The first loudspeaker is located

at the approximate (OAz, OEL, R) coordinate of (400, -5', 3 m) and

driven by a 35 Hz audio tone. The second loudspeaker is positioned

at approximately (200, 150, 6 m) and driven by a 55 Hz audio tone.

Figs. 2(b)-2(d) show, respectively, the measured azimuth DOA, the

elevation DOA and the range plotted vs. Doppler frequency.

Excellent agreement with the expected locations of the targets in

bearing and range is observed. Further, it is seen that the Doppler

discrimination allows us to determine the three-dimensional locations

of two (or more) targets.

Three-dimensional tracking of two human subjects is shown

next. Two human subjects walk back-and-forth along straight paths

at approximately the same speed but in opposite directions (Fig. 3(a)).

During the walk, the radar continuously measures and outputs the

azimuth bearing, the elevation bearing and the range of the subjects

(Figs. 3(b-d)). During the first four seconds of the measurement, Fig.

3(b) shows two distinct azimuth-bearing trajectories: the first one

progressing from approximately -20' toward -60', and the second one

from 200 to 15'. The elevation tracks of the two human subjects are



shown in Fig. 3(c); however, the tracks are not distinguishable since

the subjects walk on the same elevation plane (at ground level). Fig.

3(d) shows the measured range tracks, which crisscross as the subjects

walk back-and-fortlk By using the spherical-to-Cartesian

transformation, the corresponding front view and top view maps are

constructed and shown in Figs. 3(e) and (f), respectively. The top

view in Fig. 3(f) shows good agreement with the actual walking paths

in Fig. 3(a).

A through-wall measurement is also conducted with the radar

situated indoors next to an exterior wall while a human subject on the

opposite side of the wall walks in a straight path away from and

toward the radar. The starting position is approximately 4 m from the

radar up to a maximum distance of 35 m (Fig. 4(a)). The wall

construction is a 15"-thick double-brick with supporting internal

wooden frames and insulation materials. Fig. 4(b) shows the range

measurement of the subject during the walk. Since the maximum

unambiguous range is 15 in, the measured range repeats whenever the

subject walks past an integer multiple of 15 m of distance from the

radar. During the first 17 seconds, the subject travels twice the 15 m

distance plus the remaining 5 in, as evidenced by the three distinct

range tracks during the time interval 0 to 5 seconds, 5 to 14 seconds,

and 14 to 17 seconds. Thus, the radar is capable of measuring a



human subject at least up to 35 m away through this wall. The

transmitter output power used is +11 dBm.

Conclusion: A low-complexity radar concept for tracking multiple

humans in three-dimensional space (azimuth, elevation and range) has

been presented. Measurements using a prototype consisting ofthree

antenna elements and four integrated receivers operating at 2.4 and

2.39 GHz have been performed to validate the concept. The three-

dimensional tracking of moving humans is realized by correlating the

range, azimuth and elevation DOA measurements based on their

Doppler information. The in-situ measurement result through a 15"-

thick exterior brick wall showed tracking up to a distance of 35 m.
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Figure captions:
Fig. 1. (a) Radar system block diagram. (b) Radar receiver prototype

photo.

Fig. 2. Measured data from two loudspeakers driven at two different

audio tones. (a) Photo of the actual loudspeaker placement. (b)

Doppler versus azimuth DOA. (c) Doppler versus elevation DOA

versus time. (c) Doppler versus range.

Fig. 3. Measurement results of two human subjects in an

unobstructed indoor environment. (a) Walking patterns up to 10 m

distance. (b) Azimuth DOA versus time. (c) Elevation DOA versus

time. (d) Range versus time. (e). Cross-range versus elevation

(front-view). (f) Cross-range versus down-range (top-view).



Fig 4. In-situ range measurement of a walking human through a 15"-

thick exterior brick wall. (a) Setup. (b) Measured range track of

up to 35 m.
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Abstract: A new algorithm for ground penetrating radar (GPR) imaging based on the synthetic aperture radar concept is presented. It
is shown that 3D GPR images of underground can be formed by 3D inverse-Fourier transforming the multi-frequency, multi-spatial
scattered field data. The proposed algorithm is tested with measurement data. The resulting GPR images demonstrate the
effectiveness of the proposed algorithm.

INTRODUCTION
Subsurface imaging to detect and identify buried objects has long been a topic of interest for researchers
from a wide variety of disciplines [1-4]. Many different imaging techniques have been proposed to identify
metallic objects underground. It is relatively harder to detect non-metallic, low-contrast objects since their
reflections are weaker. Another challenging aspect in most ground penetrating radar (GPR) imaging is the
resolution issue. Although GPR images typically have good depth resolution by utilizing the frequency
diversity, it is usually very hard to achieve a good resolution in the cross-range dimensions. To achieve
high-resolution GPR images, different approaches have been proposed including transformation techniques
for B-scan GPR data [2], the back propagation and iterative conjugate gradient inversion [3, 4]. These
techniques; however, do not offer direct GPR imaging and requires significant use of computer resources.
Therefore, there is a need for a fast GPR imaging algorithm that has the ability to produce high-resolution
images for both metallic and non-metallic buried objects.

In this work, we set out to develop a new GPR imaging algorithm based on the synthetic aperture radar
(SAR) concept. We have previously developed 3D imaging algorithms to visualize antenna-platform
interactions by processing the multi-frequency, multi-spatial scattered fields [5, 6]. Here, we extend our
previous work and develop a SAR-based GPR imaging algorithm to achieve good resolution along both the
depth and the cross-range dimensions.

GPR IMAGING ALGORITHM
Our GPR imaging method uses synthetic aperture radar concept. We use both the frequency and spatial
diversity to fonn images for buried objects and/or soil inhomogeneities by processing the 3D
multi-frequency, multi-spatial scattered fields. We assume that the frequency bandwidth is small compared
to the center frequency of operation, and that the spatial aperture for the scattered field collection is also
small compared to the path length R2, from the buried object to the receiver site (see Fig. 1). Under these
assumptions, the scattered field can be approximated as follows:

E, (k, x'. z') = Ai • e.-'k(Rl, +R2 )- e_-ikc,.x'sina, . e-jkcz'sina, sinfli (1)

where -4, is the strength of the scattered electric field, k = 2z.•,]/I is the wave number in the soil and
6,. is the dielectric constant of the soil. While k changes with the frequency, kA, is assumed to be constant
and represents the wvave number at the center frequency. From (I). it is obvious that there are Fourier
relationships between the pairs k-and-R. x '-and-(sina), and z'and-(sina - sinfl). Therefore, if we take the
3D inverse Fourier transform of the scattered field with respect to k. x'. and z" it is possible to pinpoint the
total travel distance and the angles that are related to the scatterer location. The resultant image will be in
the R=R1 +R2. U=sina and I ̀ sina.sinf domains as given below:

E,(R.',-) = 4, •6(R -(R,, +R., )) - sina, J- 5(V -sina, sinfl) (2)

After generating the GPR image in the (R, U T) domain, we can easily transform it to the desired (x, ,. z)
domain by using the simple trigonometric relationships between (R- a, fP) and (x. Y. -) [6]. Although. this
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transformation is unique and correctly maps the scattering points on the buried object, it causes some
defocusing effect in the resultant image because of its non-linear nature.

EXPERIMENTAL RESULTS
The above proposed algorithm was tested with an experimental set-up. For this purpose, a wooden pit was
constructed and filled with play-sand. An HP-85047A network anahlzer was used to measure the S2 1
between the transmitter and the scattered field at the receiver (see Fig. 1). Two identical C-band open-ended
waveguide antennas were used at the transmitter and the receiver. The transmitting antenna was assumed to
be placed at the origin. and the receiving grid was placed at about Im away in the positive x-direction. The
dielectric constant of the sand was measured to be approximately constant at 2.26 between 5GHz and 6GHz.
This calculation of the dielectric constant was obtained by comparing the phase velocities of the wave in the
air and inside the sand. As a dielectric scatterer, a stack of 25 compact discs (CD) was used. The
dimensions of the plastic CD stack were 7.5cm in height and 12.5cm in diameter. The dielectric constant of
the stack, which was buried at 46cm below the sand surface, was not known. The scatterer was placed at
50cm away from the origin at the x-direction. The receiving grid contains 10xl0=10 receiving points. The
size of the grid was 31.04cm in the x-direction and 14.83cm in the z-direction. For all l0) receiving points,
the transmitter frequency was varied from 4.9226 GHz to 5.9352 GHz over 25 evenly sampled points. The
measured data were collected onto a PC. After collecting the 3D multi-frequency, multi spatial measurement
data, the proposed algorithm was applied to form the image. The Fast Fourier transform (FFT) was used to
efficiently carry out the image generation. Fig. 2(a) shows the resulting GPR images projected onto the 2D
U-F. R-U and R-I'planes. Fig. 2(b) depicts the GPR images projected onto the 2D Z-Y.X-Y and X-Z planes.
Also shown in red in these plots are the projected profiles and locations of the actual object. It is easy to
see that our method well estimates the location of the scatterer. Although the resolutions in both the range
and cross-range domains are fairly good. they are degraded somewhat by the non-linear transformation from
the (R. a, fl) to the (xy. Z.) domain. Ways to remove this distortion are currently being investigated. Fig. 3
shows a 3D-GPR image obtained by contour plotting the image strength.

CONCLUSIONS
We presented a fast imaging algorithm for ground penetrating radar based on the SAR approach. We have
shown that a 3D GPR image can be constructed by taking the 3D inverse FFT of the multi-frequency,
multi-spatial scattered fields. To test our algorithm, an experimental set-up was constructed and measured
data from a dielectric object were collected. Obtained results demonstrate well-localized GPR images with
good resolutions.

Acknowledgements: This work is supported by the Scientific and Research Council of Turkey (TUBITAK)
under NATO-B2 research scholarship programme and in part by the Office of Naval Research under contract
No. N00014-03-1-0021.
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ABSTRACT 2. APPROACH
This paper describes a methodology of modeling A number of ray-based EM techniques have been
interferometric synthetic aperture radar (IFSAR) images developed for computing the scattering from large complex
using ray-based high frequency electromagnetic (EM) targets [51,[6]. In these techniques, EM computation is
techniques. Various ray-based EM techniques have been carried out by shooting rays at the target or scene as shown
developed in the past for 2D SAR simulations [1],[2]. This in Fig. 2. The EM fields for each ray are tracked and
work will extend on those approaches for modeling IFSAR computed based on the principle of physical and/or
images. geometrical optics. The total field scattered from the target

is then computed by summing up the EM contribution of
Keywords each ray. These methods can be extended for SAR
SAR, IFSAR, Radar Imaging, Electromagnetic Scattering computation and a closed form expression for the

contribution of the ray can be derived as [1],
1. INTRODUCTION

Interferometric synthetic aperture radar (LFSAR) is SAR(r, xr)= E~e-•h(r-r,xr-xr) (1)
a technique that allows an automated way to carry out 3D IT

mapping of terrains and targets [3]. IFSAR gives the height where ri, xri, %. are the range, cross-range and amplitude of
estimate for a scene and hence leads to a 3D image of a the ray, respectively. h(.) is the ray impulse response
region. IFSAR is carried by first generating a SAR image function. The additional phase function e-P*• is the phase
pair from two antennas that are spatially or temporally delay of the ray. For IFSAR simulation, we use the sensor
separated as shown in Fig. 1. The phase difference between scenario shown in Fig. I to first simulate two SAR images,
the SAR image pair is proportional to the topography. SARI and SAR2 from the two antennas. The interferogram
After registering the SAR images, the difference in phase in can then be expressed as,
each pixel is extracted to generate an interferogram. Since
the phase can only be measured within 2a radians, phase Interferogram = Phase( SARI x SAR2*) (2)

unwrapping is carried out to extract the absolute phase for The interferogram phase at any arbitrary SAR cell is
each pixel that will be proportional the local height. While proportional to the difference of the range distance Pt, P2 to
IFSAR algorithm is typically applied to measurement data, the two sensors as,
it is useful to develop an IFSAR simulator for research and Interferogram(r,xr) c (P2 -Pt) p, h (3)
advanced development of the IFSAR technology. The
IFSAR simulator can be used to choose system parameters, It can be mathematically shown that the interferogram
study new phenomenologies, experiment with processing phase is proportional to the height h in Fig. 2 [3]. IFSAR
procedures and plan new missions. In this paper we will can be collected in various modes including the single
present an IFSAR simulation methodology to simulate the antenna transmit mode, the ping-pong mode or the repeat
interferogram based on a ray-based electromagnetic (EM) pass mode. In the single antenna transmit interferometric
simulation [4]. mode, one antenna is used for transmit, and data are

received on two antennas separated by the physical
baseline. In the ping-pong interferometric mode, the
antenna used for transmit alternates between the two receive



antennas, but data are still received on both antennas. In target at different azimuth views. The high resolution SAR
the repeat pass mode a single antenna is used for both was simulated at X-band. Fig. 4(c) shows the
transmit and receive, and multiple passes are used to form a corresponding 3D CAD reconstruction fused from the
temporal baseline. These modes can be simulated by the multi-view IFSAR imagery.
appropriate choice of simulating either bistatic or
monostatic SAR images in (1) [7]. 4. CONCLUSIONS

One of the post processing steps that needs to be In this paper we presented a methodology of modeling
done on an IFSAR to generate the 3D represntation of the IFSAR images using a ray-based high frequency
target is phase unwrapping. Phase unwrapping is electromagnetic technique. The IFSAR simulation
necessitated by the 2%t cyclical ambiguity in the raw technique is an extension of our 2D SAR simulation work.
interferometric phase and consists of removing that We presented some IFSAR examples for terrains and
ambiguity by conversion from relative to absolute phase targets. This IFSAR simulation capability is very useful to
differences. There are two main classes of algorithms to gain a better understanding of the scattering
perform phase unwrapping. The first class of algorithms is phenomenology and can contribute to sensor development
based on the integration-with-branch-cuts approach for 3D target identification and engagement.
originally developed by Goldstein et al [8). A second class
of algorithms is based on a least squares fitting of the 5. REFERENCES
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Fig. 2. Example ray shoot on a target. A ray-based EM code shoots rays to
determine lit and shadow regions. EM fields are computed based on either

geometrical optics or physical optics.
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Fig. 4. SAR/FSAR simulation and 3D model reconstruction for a ground vehicle simulated using the ray-based EM
code. (a) Simulated 2D SAR images for the ground target at 3 different views. (b) Simulated TFSAR interferograms at
the corresponding views. (c) 3D model reconstructed from the IFSAR.
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ABSTRACT

This paper describes the results of a multi-baseline IFSAR study using a shooting and bouncing ray (SBR)
based IFSAR simulator. The SBR technique has been used in the past for 2-D SAR and IFSAR simulations. This paper
extends on those approaches for modeling multi-baseline IFSAR images. IFSAR gives the height estimate for a target
and hence leads to a 3-D image of the target The 3-D reconstruction is dependent on the choice of IFSAR sensor
parameters. We present a tradeoff study the sensor resolution versus the number of baselines using the SBR based
simulator.

Keywords: SAR, IFSAR, Radar Imaging Electromagnetic Scattering

INTRODUCTION

Interferometric synthetic aperture radar (IFSAR) is a well-established technique for carrying out 3-1) target and
terrain mapping. IFSAR is conventionally carried out by first generating a SAR image pair from two antennas that are
spatially separated. The phase difference between the SAR image pair is proportional to the height on the target.
Conventional single-baseline IFSAR scenario does not provide any resolution in the height dimension and hence cannot
resolve scatterers that fall within the same (range)-(cross range) bin in the SAR image. To overcome this limitation,
multi-baseline IFSAR scenarios have been proposed [1,2,3,4,5]. Although a multi-baseline IFSAR setup can potentially
overcome the resolution limitation in the height dimension, there are practical challenges to build a long multi-baseline
IFSAR system. It this work, we will extend the IFSAR simulator based on the shooting and bouncing ray (SBR)
technique [6] to handle multi-baseline simulations. We will then present a tradeoff study related to the choice of the
multi-baseline sensor parameters. 3-1) target reconstruction results from the multi-baseline simulator will be presented.
We will introduce an error metric to characterize the error in height reconstruction to evaluate the choice of various
IFSAR sensor parameters. This study will demonstrate the utility of the simulation for choosing system parameters,
experimenting with processing procedures and possible mission planning.

APPROACH

IFSAR gives the height estimate for a scene and hence leads to a 3-D) image of a region. IFSAR is carried by
first generating a SAR image pair from two antennas that are spatially or temporally separated as shown in Fig. 1. The
phase difference between the SAR image pair is proportional to the height of the topography. After registering the SAR
images, the difference in phase in each pixel is extracted to generate an interferogram. Since the phase can only be
measured within 2n radians, phase unwrapping is carried out to extract the absolute phase for each pixel that will be
proportional the local height. While IFSAR algorithm is typically applied to measurement data, it is useful to develop
an IFSAR simulator for research and advanced development of the IFSAR technology.

The IFSAR simulation methodology to simulate the interferogram is based on the shooting and bouncing ray
technique [6]. In this approach, the EM computation is carried out by shooting rays at the target or scene as shown in
Fig. 2. The EM fields for each ray are tracked and computed based on the principle of physical and/or geometrical
optics. The total field scattered from the target is then computed by summing up the EM contribution of each ray. This
method can be extended for SAR computation and a closed form expression for the contribution of the ray can be
derived as [7, 8]:



SAR(r, xr)= a ie-jk'ih(r - ri, xr -x) (1)
i rays

where ri, xr,, ai are the range, cross-range and amplitude of the ray, respectively. h(-) is the ray impulse response
function. The additional phase function e• 2-k° is the phase delay of the ray, where k, is the wave number at the central
frequency. For IFSAR simulation, we use the sensor scenario shown in Fig. I to first simulate two SAR images, SAR1
and SAR2 from the two antennas. The interferogram can then be expressed as,

Interferogram = Phase( SARI x SAR2") (2)

The interferogram phase at any arbitrary SAR cell is proportional to the difference of the range distance P1, P2 to the
two sensors as,

Interferogram(rxr) Xc (P2 -p1 ) cxh (3)

It can also be shown mathematically that the interferogram phase is proportional to the height h in Fig. 1 [1, 9, 101. One
of the post processing steps that needs to be done on an 2 sensor IFSAR to generate the 3-D representation of the target
is phase unwrapping. Phase unwrapping is necessitated by the 2n cyclical ambiguity in the raw interferometric phase
and consists of removing that ambiguity by conversion from relative to absolute phase differences. There are numerous
algorithms available to perform the phase unwrapping [11].

The above analysis and processing for a 2 sensor IFSAR system can be extended to a multi-sensor IFSAR
system, also called a multi-baseline IFSAR system. There are various ways to setup a multi-baseline IFSAR system
with N array elements. Each antenna element is used to generate a SAR image. Considering the SAR image of the first
antenna element as the reference, each pair of antenna elements can be used to generate an interferogram. The
interferogram between the SAR image for the 1t and mt" antenna element is then,

Interferogramm = Phase( SAR1 x SARIC ) (4)

Provided that the subtended angle of the baseline is not too large, the N interferograms can be efficiently simulated
using one single ray trace and thus do not significantly increase the computation time for the simulation. The post
processing required on the N SAR images and interferograms to generate a 3-D image depend on the configuration of
the N array elements in the multi-baseline IFSAR system. The antennas in the system can be either uniformly or non-
uniformly sampled. With 2 sensors generating an interferogram and using phase unwrapping can be straightforward but
with N sensors it can be very complex to phase unwrap N interferograms concurrently. There have been algorithms
developed to phase unwrap N interferograms for certain specific multi-baseline system architectures but they lack in
generality. One such commonly used system is a 3-sensor system with a large and small baseline [12]. The small
baseline inteferogram is used to assist in phase unwrapping the large baseline interferogram in areas with high fringe
rates. For ease of post processing, the simplest way to set up the multi-baseline system would be as a uniformly
sampled linear array as shown in Fig. 3. In the uniformly sampled array configuration, we operate directly on the N
SAR images to resolve the individual scatterers in the SAR cell and we can use beamforming or direction-of-arrival
(DOA) algorithms to resolve the individual scatterers [13]. Using the N SAR images, the signal model for a SAR cell at
(r,xr) can be represented as,

E=[E1  E2  ...- (5)

where Em is the value of the m'th SAR at (rxr). The scattering strength in each individual SAR cell can be interpreted
as a summation of scattering centers at various heights Op as shown in Fig. 3. The signal model for a SAR cell can be
modeled as,

I a e-j s Op (6)
p=

1

where B is the inter-element distance and ap is the strength of the p'th scattering center. There are various beamforming
techniques to estimate ap and Op from E [3,12,13]. Both parametric (MUSIC, Min-Norm, ESPRIT, modified Prony) and
non-parametric (Capon) spectral estimation techniques have been applied for muth-baseline IFSAR with good success
[3]. In this paper we used a Prony based estimator for modeling [15,16,17]. The set of scattering centers {r, xr, ap, Op}



computed for all the SAR cells represents a 3-D image of the target We can also compute an error metric based on the
sum of the parameterization error for each SAR cell. The error metric can be written as:

MSE= E IE.-tm! (7)
SAR cels

where Em, tm, is the received and parameterized multi-baseline signal for the N element army in the m'th SAR cell.
This MSE error is an average error across the whole image and is a good indicator of the spatial error in the location of
each individual scattering centers. We will next present results from some system design studies for a multi-baseline
system.

RESULTS

Results of a tradeoff study from our ray-based multi-baseline IFSAR simulator are presented. The simulator is
implemented in the SBR-based radar simulation code Xpatch. We use a backhoe target for our study. The backhoe
target is used in the AFRL data dome challenge set and its data have been publicly released. Figs. 4(a),(b),(c) show the
backhoe target and its simulated 2-D and 3-D SAR images. The overlay of the 3-D SAR image and 3-D CAD model is
performed using the E3Doer® visualization package distributed by SAIC. Fig. 4(d) shows an LFSAR interferogram
generated for the backhoe. The IFSAR is generated using 2-inch resolution at a center frequency of 10 GHz. The look
angle on the target is AZ=10° and EL=30'. Multiple IFSAR images at various azimuth angles can be fused to form a
composite 3D model of the target. The fusion is accomplished by combining all the 3-D images after registering them
to a common coordinate system. The SAR pixel amplitude is used to make summing decisions in overlapping areas of
the image from different views. The final composite 3D model reconstructed from the 2 sensor IFSAR system with a
baseline of 1 meter is shown in Fig. 4(e). Besides visualizing the 3-D images we can also compute the MSE error
metric as described in (7).

Using the same methodology, we can extend the 2-sensor IFSAR simulation for multiple sensors. Fig. 5 shows
the MSE computed for different number of sensor elements plotted versus a function of azimuth look. The MSE is
computed for 2, 3, 4 and 5 sensor elements in a multi-baseline IFSAR scenario for various SAR resolutions. For the 2-
inch resolution case shown in Fig. 5(a), we observe that the MSE error decreases to less than 2% by using 3 sensors
instead of 2 sensors. Additional sensors did not improve the results drastically. For the 4-inch resolution case shown in
Fig. 5(b), we observe that 4 sensors are now required to achieve approximately the same level of MSE. The same trend
continues in Fig. 5(c), which shows the 6-inch resolution case. These trends can be explained as follows. Decreasing
the SAR resolution results in more scatterers to be included in a SAR cell and causes the MSE error to increase,
especially when the number of sensors is small. By using more sensors, these scatterers residing in the same SAR
image cell can be resolved, thus leading to an improved MSE. This explanation is next verified by simulation. We
extract a set of high-resolution 3-D scattering centers for the backhoe target using Xpatch [18,19]. These 3-D scattering
centers are then binned at various spatial resolutions. Fig. 6 shows the average number of scattering centers in each 3-D
SAR cell plotted versus azimuth. For the 2-inch resolution case, there are typically between 2 to 3 scattering centers in
each cell. This agrees with the results in Fig. 5(a), which show the need for -4 sensors to achieve a low MSE. The
average number of scattering centers increases to 7 for the 4-inch resolution case and 12 for the 6-inch resolution case.
However, we note that the MSE results in Fig. 5 do not show the need to increase the number of sensors to beyond 5.
To see why this is the case, we examine the strength of the dominant scatterer in each 3-D SAR cell. We compute the
percentage signal strength contributed by the dominant scatterer in each of the SAR cell. The dominant scatterer signal
percentage is computed as max( I ap 12)/2 1. Fig. 7 shows this percentage averaged over all of the SAR cells. As we
can see from Fig. 7, even though the average number of scatterers at 6-inch resolution is 12, the dominant scatterer
accounts for about 70% of the signal strength. Hence by using only a few (<= 5) sensors, we can limit the MSE to a
low level, as was seen earlier. It is not necessary to use as many as 24 sensors to resolve the scattereres.



CONCLUSION

In this paper we presented a methodology for modeling multi-baseline IFSAR images using the SBR
technique. We presented a multi-baseline IFSAR study for the backhoe target. The study was carried out by computing
the MSE error for various resolutions and different number of sensors. For IFSAR with 2-inch resolution, the number
of sensors needed was around 4 to achieve a 2% MSE, whereas for 6-inch resolution, about 5 sensors were needed to
achieve the same level of MSE. There are other sensors parameters (stand-off distance, frequency, processing
algorithm, baseline, signal-noise ratio, etc.) that can impact the MSE. A more detailed study to evaluate the impact of
these sensor parameters on a wider class of targets can be readily carried out using the same software. This IFSAR
simulation capability can be very useful to gain a better understanding of the scattering phenomenology and can
contribute to sensor development for 3-D target identification and engagement.
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Fig. 2. Example ray shoot on a target. A ray-based EM code shoots rays to determine lit and shadow
regions. EM fields are computed based on either geometrical optics or physical optics.
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Fig. 3. Multi-baseline IFSAR scenario. The N-element linear array with inter-element distance B can be used
to resolve multiple scatterers in a SAR cell.
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Fig. 4. SAR/IFSAR simulation and 3D model reconstruction for a backhoe simulated using SBR.
(a) Simulated 2D SAR images for the backhoe target (b) 3-D SAR image for the backhoe (c)
Simulated IFSAR interferogram (c) 3D model reconstructed from the IFSAR.
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ABSTRACT

The performance of ATR systems can potentially be improved by using three-dimensional (3-D) SAR images instead of the
traditional two-dimensional SAR images or one-dimensional range profiles. 3-D SAR image formation of targets from radar
backscattered data collected on wide angle, sparse apertures has been identified by AFRL as fundamental to building an object
detection and recognition capability. A set of data has been released as a challenge problem. This paper describes a technique based
on the concept of 3-D target grids aimed at the formation of 3-D SAR images of targets from sparse aperture data. The 3-D target
grids capture the 3-D spatial and angular scattering properties of the target and serve as matched filters for SAR formation. The
results of 3-D SAR formation using the backhoe public release data are presented.

Keywords: SAR, Sparse Apertures, Radar Imaging, Electromagnetic Scattering

1. INTRODUCTION

Constructing a synthetic aperture radar (SAR) image of a target requires data collection in both the frequency
and angular dimensions. If the data is uniformly sampled and the sampling rate is dense enough to meet Nyquist
sampling, a 2-D or 3-D SAR image can be obtained by using a two-dimensional or three-dimensional FFT algorithm
[1]. However, in real-world data collection, this ideal situation can rarely be fulfilled in the angular aperture, especially
in a 2-D angular aperture for 3-D image formation. Fig. 1 shows some possible examples of 2-D data collection
apertures.

3-D SAR formation from seriously under-sampled data is in general an ill-posed inverse problem. A number
of works have attempted to address this problem from the image processing perspective [2,3]. These approaches use
parametric and non-parametric interpolation techniques to fill the gaps in the data. In this paper, we use an alternative
approach. The ill-posed nature of this problem can be compensated to some extent using a priori information about the
scattering characteristics of the target. One way to pose this problem is to ask the question - "Given a library of known
targets, what is the best 3-D SAR image that can be obtained from the sparse data ?" This problem is easier to solve
than the original problem with an unknown target. Our solution to this problem involves starting with a library of
targets, capturing the scattering physics of the targets by the use of a set of "3-D target grids," and then forming the 3-D
SAR images on these grids. These 3-13 target grids can be interpreted to be model-based matched filters and hence
behave as optimal linear detectors for SAR formation.

Our previous work on reconstructing 3-D SAR image from sparse apertures involved using an adaptive feature
extraction (AFE) algorithm based on a general 3-D scattering center model [4,5,61. AFE is an iterative back projection
algorithm. The iteration loop is added specifically to overcome the high-sidelobe problem of the standard back
projection. After range alignment, we assume that the range position is resolved via range compression. Our approach
in this paper entails extending this approach and using a filter bank of 3-0 target models to form 3-0 SAR images. The
3-0 target models are pre-computed to form 3-D) target grids that capture the 3-0 scattering behavior of the target and
hence serve as a matched filter for the 3-D SAR reconstruction process. Using the library of targets for reconstruction
can overcome some of the drawback of sparse apertures and significantly speed up the reconstruction of 3-0 SAR
images. A numnber of techniques have been proposed previously to enhance SAR images using filter banks, these



methods require either estimating or exhaustively searching through a bank of matched filters [17-23]. The approach
proposed in this paper uses a matched filter bank predicted from the target and hence is optimal for that target. The
SAR formation procedure is computationally efficient since it does not require exhaustive searching through a bank of'
matched filters.

This paper is organized as follows. In Section 2 we present our approach for forming 3-D SAR images from
sparse apertures. In Section 3 we present results of the 3-D SAR image formation for sparse collection apertures on the
AFRL public-release backhoe data [7,8].

2. APPROACH

In radar cross section studies, it is well knowNn that the electromagnetic scattering from an electrically large
target can be approximately modeled as if it is emanating from a discrete set of points on the target called scattering
centers (see Fig. 2). The 3D scattering center model, while only an approximation, provides a usefil sparse abstraction
of the actual complex target in many radar applications. The 3-D scattering center model for a target with N, scattering
centers can be described as.

E(k) (1)
i=I

where a, and r, are the complex amplitude and location of the 3-D scattering centers respectively. k is the wave vector

and E(k) is the scattered field. This model can also be represented in the image domain and the 3-D SAR image of a
target can be reconstructed from the scattering center model as.

Ns

Image3D(x. y. z) = cy,h(x - x, y - y z - z) (2)
i"l

where Image3D is the 3-D SAR image of the target and h(.) is the point spread response for the radar. An automated
algorithm to extract the 3-D point scatterer model of a target from its geometrical computer-aided design (CAD) model
based on the shooting and bouncing ray (SBR) method was developed in [9,10]. In this approach, we first generate the
3-D SAR image of the target based on a one-look SAR algorithm [11]. In step two. we use the image-processing
algorithm CLEAN [12] to extract the 3-D position and strength of the scattering centers from the 3-D SAR image. This
extraction algorithm has been tested extensively on canonical target sets as well as fairly complex models of air and
ground targets and formed the basis of 2-D SAR simulation in DARPA's MSTAR program. For very complex targets,
the scattering center model extracted at a particular aspect angle is not expected to be valid over all angular extent. This
is due to shadowing and other complex multiple scattering phenomena. To fully characterize a target at all aspects, 3-D
scattering center extraction wvill need to be carried out at various angles on a fairly dense grid in both elevation (0) and
azimuth (ý). Once the scattering center models are extracted at all the angles on the grid. Ave can obtain an global
scattering center model by establishing correspondence behveen the scattering centers extracted at various aspect angles
and mapping the angular visibility of the scattering centers. The 3-D point scatter models fused at various angles form a
unified 3-D target grid for the target that represents the 3-D spatial and angular scattering properties of the target. The
set of 3-D locations r, localizing the scattering on the targets wvith its associated angular behavior o, (0.p)forms a 3-D

target grid. {r,. ,I} and can be interpreted as a library of phenomenology-based basis finctions for modeling the

scattering from the target. Fig. 3 shows a set of 3-D CAD models and Fig. 4 shows the corresponding target grids for
these targets. There are approximately 10000 3-D point scatterers in the examples shown in Fig. 4.

Our approach to form 3-D SAR images from sparse data is to form the images on the pre-determined 3-D
target grids. Fig. 5 shows the flow diagram for this approach. Given a library of targets we extract the 3-D target grids

using the process highlighted above. The 3-D SAR image can be obtained by projection of the radar data E(k-) on the

3-D target grid {r, .oj 1. for the m'th target as,

=< E mk.E (k) > (3)



where 1{,6 is the normalized projection for the mth target and {E,(k)} is the set of the target-specific

phenomenology-based basis function for the m'th target defined as,

E -m (k ) = o e j ' (4)

Since the 3-D target grid is non-uniformly sampled in the 3-D space, this projection can be performed more efficiently
in the time domain. An objective function based on the image energy can be computed as,

NoEg n' = E 8l,oal (5)
t=1

where Eg•' is the energy in the m'th target. The best estimate of the 3-D SAR image is the one that maximizes the

energy in the projection over the library of available 3-D target grids. Alternatively other objective or cost functions
based on a combination of energy and entropy can also be used for selecting the 3-D target grid with the best projection.
The 3-D SAR image can then be obtained from the projection parameters . , of the 3-D target grid with the

maximum energy as.

N.

I/n age3D(x. y. z) =e,oi h(x -x,. A- ,z- z) (6)
1=1

where ri = (xi,yi,zi) Depending on the sparseness of the data we perform adaptive feature extraction to the approach
highlighted earlier. Adaptive feature extraction (AFE) is a model-based signal processing method that is similar to
CLEAN and the matching pursuit algorithm [13]. AFE can compensate for the high sidelobes in the image. The basic
idea is to extract the strongest point scatterer first Then the response from this point scatterer is subtracted from the
total signal. The process is then iterated for the remaining point scatterers.

3-D target grid can be interpreted to be the matched filter for the 3-D target since the radar data projected onto
the grid is matched to the spatial and angular scattering behavior of the target The 3-D target grid does filter out some
of the high side lobes due to the sparseness of the data and the AFE algorithm can be used to improve its performance.
The 3-D SAR image obtained is a "best estimate" obtained under the assumption that the target being measured is
actually present in the library. An energy criterion can be used to rule out projections without significant energy. For
the case in which part of the targets may be occluded the 3-D target grids should be sub-divided into smaller grids and
the 3-D SAR image be formed in parts. We will next present some results to evaluate the 3-D SAR image
reconstruction using this approach highlighted above.

3. RESULTS

We will use the backhoe sample data released in SPIE, 04. Fig. 6. shows the backhoe target and a sample 2-D
and 3-D SAR image from the data set The 2-D image was generated using an 180 aperture. The 3-D image was
generated using a full 2-D aperture of 180. The resolution of the images is 2 inches at a center frequency of 10 GHz.
Fig. 6(c) shows the overlay of the 3-D SAR image with the 3-D CAD of the target. This visualization was performed
using the E3Doer® package distributed by SAIC. The library chosen for this study consists of three targets: (1) a car,
(2), the backhoe, and (3) a tank shown in Fig. 3. The corresponding 3-D target grids were generated for these targets
and are shown in Fig. 4. There are approximately 10000 point scatterers in the 3-D target grids. Given a library of
targets the corresponding 3-D projection on the 3-D target grids can be obtained. An airborne sensor flying along a
racetrack path around the target as shown in Fig. 7 is chosen to generate the 3-D SAR image. The 3600 aperture around
the target is then broken up into 36 sub-apertures. In each of the 100 sub-aperture the path involves the sensor flying
diagonally along the elevation and azimuth dimensions. The sensor collects data for only part of its aperture. In this
example only 60 of the 100 aperture is used. The backhoe radar data from the dome corresponding to the flight path is
then selected and projected on to the library of filter banks containing the 3-D target grids. A 3-D SAR image for each
36 sector is computed for each target grid to yield 36 3-D SAR images. These 36 3-D SAR images are then fused to
yield a composite 3-D SAR image for the complete target. The composite 3-D SAR images for the 3 target grids in the
library are shown in Fig. 8. Also a brute-force 3-D SAR image utilizing a full 2-D 18' aperture corresponding to the



racetrack pattern is computed from the data. As can be seen from Fig. 8, the backhoe reconstructed on the 3-D target
grid matches the brute-force image very well. The energies in the 3-D SAR images for the tank and the car are both less

that 1% and hence a simple relative energy threshold criterion can be used to rule out these images as being the correct
target. Though only 3 target are chosen in this particular example a bigger library does not significantly increase the
computation time since the 3-D target grids can be binned and the bins common among the 3D target grids do not need

to be recomputed.

4. CONCLUSION

In this paper we presented an innovative technique to form 3-D SAR images from sparse apertures. The 3-D SAR
formation process consisted of projecting the radar data onto a library of target-specific phenomenology-based basis
functions called 3-D target grids. The best estimate of the 3-D SAR image was chosen based on an energy objective
function. The 3-D target grids captured the angular and spatial scattering behavior of the target and served as matched
filter. Preliminary results from this technique appeared to be encouraging. If more than one sensor is available on the

air platform then 3-D images can also be alternatively formed using an IFSAR approach [14,15,16].
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Fig. 1. Possible sparse angular apertures encountered in SAR data collection.



Fig. 2. A 3-D scattering representation of the target. The scattering from the target can be modeled
as if emanating from a discrete set of sparse 3-D points.

(a) (b) (c)

Fig. 3. The CAD model of targets used in the library. (a) car, (b) backhoe, (c) tank.

(a) (b) (c)

Fig. 4. The 3-D target grid for the library of targets. (a) car, (b) backhoe, (c) tank. The 3-D target
grids are color-coded based on the x-axis for ease of 3-D visualizations. The average number of 3D
points in the 3-D target grids is about 10000.
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Fig. 5. Flow diagram of the 3-D SAR formation algorithm. A library of 3-D target grids is used
for 3-D SAR formation. The sparse data are projected on the matched filter bank of 3-D target
grids. The "best estimate" of the 3-D SAR image from the library is selected based on a cost
function.
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Fig. 6. The backhoe public release data. (a) Backhoe CAD model. (b) 2-D SAR image of the backhoe
target. (c) 3-D SAR image of the backhoe target. The 2-D SAR image was generated using an 180
aperture. The 3-D SAR image was generated using an 180 2-D aperture centered at (AZ,EL)=(10°,30°)
at a center frequency of 10 GHz and resolution of 2 inches.
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Fig. 7. The flight path used to collect sparse radar data from the data dome for 3-D SAR formation.
(a) The sensor flys in a racetrack pattern around the target. (b) 6' degree data segments in each 100
data sector are used. Only one quadrant (00-90') is shown in the figure. The data used in image
formation are shown with red circles.
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Fig. 8. The 3-D SAR image formed on the library of 3-D target grids. (a) 3-D SAR image
using the full 180 2-D aperture from the data dome. (b) 3-D SAR image for the library of 3-D
target grids using a sparse aperture. The 3-D SAR images are plotted with 40 dB of dynamic
range. Red in the SAR image is high and the magnitude scales as RGB (Red-Green-Blue).
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ABSTRACT

We investigate the use of a low-cost, two-element receiving array for tracking human movements in indoor surveillance
applications. Conventional direction of arrival (DOA) detection requires the use of an antenna array with multiple
elements. Here we investigate the use of only two elements in the receiver array. The concept entails simultaneously
resolving the Doppler frequencies of the returned signals from the moving targets and the DOA of the targets.
Simulation is performed to demonstrate the concept. Both the monostatic and the bistatic scenario where the transmitter
and the receiving array are placed at different locations are investigated. DOA errors and tolerances are analyzed for
each scenario. An experimental system is constructed to test the concept. The system consists of a two-element receiver
array operating at 2.4 GHz. Measurement results of various collection scenarios are presented.

Keywords: Doppler, direction of arrival, radar, human tracking

1. INTRODUCTION

We explore the use of a low-cost, two-element receiving array for tracking human movements. The direction of arrival
(DOA) of a moving human is obtained from the phase difference of the reflected waves arriving at the two receiver
antennas. However, a two-element receiving array is unable to resolve individual DOA from multiple moving humans
due to multiple phase differences arriving simultaneously at the two receiving antennas. Conventional methods are to
increase the number of receiving elements and to apply direction finding algorithms such as MUSIC [1-3]. We
investigate a way to overcome this issue while maintaining the use of a two-element receiving array for human tracking.

The basic concept of our approach is to detect both the Doppler frequency and the DOA information of the movers.
Under a monostatic scenario, Doppler discrimination allows the detection of multiple movers, depending on the unique
combination of speed and direction of each mover. An extra degree of discrimination freedom can be achieved in a
bistatic scenario since the incident and reflected wave vectors of each mover are different, depending on the transmitter
and receiver placement.

Extensive Monte Carlo simulation is performed to demonstrate the concept. Both the monostatic scenario and the
bistatic scenario where the transmitter and the receiving array are placed at different locations are investigated. DOA
errors resulting from the imperfect Doppler discrimination are analyzed for each scenario.

An experimental system is constructed to test the concept. The system consists of a two-element antenna array, dual-
quadrature integrated receivers (Analog Devices AD8347 ICs) and a transmitter operating at a frequency of 2.4 GHz.
Microstrip antennas are used, resulting in a small form factor. The received signals are downconverted, digitized and
processed using the FFIT for Doppler and DOA calculations.

Measurement results of the DOA from multiple targets are presented. The limitations of the proposed system resulting
from DOA ambiguity of multiple moving targets are studied.



2. METHODOLOGY

Our radar receiver consists of a two-element direction-finding array, each with full quadrature detectors, to determine
both the Doppler shift and the direction of arrival of the target. The transmitter uses a continuous wave (CW) operating
at 2.4 GHz carrier frequency. The position of the transmitter and receiver can be arranged in a monostatic or a bistatic
configuration.

In the monostatic configuration, the radar transmitter and receiver are co-located with Doppler shift given byfD = 2v/lA.
In the bistatic configuration, the radar transmitter and receiver are not located at the same position and the Doppler shift
is given byfD = (u.-uo)*v/A%. The bistatic radar Doppler frequency is related to the component of target velocity v along
the difference of the reflected and incident unit vectors, (ur-U4), and k is the wavelength of the transmitted carrier. Since
the Doppler shift is only induced for a moving target, Doppler sensing provides very good clutter suppression in a highly
cluttered environment such as indoors.

The DOA of the received signal can be obtained by the measured phase difference of the two array outputs, A0 = 2 -01,

as follows: 0 = sin''(ZqAp 12flm) where d is the spacing between the two antennas (Fig. 1). To provide the maximum
resolution while avoiding DOA ambiguity within the scanning range of 0 from -90* to 900, the distance between the two
antennas is set to .J2.

YC

Tx , 1 Rx2
SD~oppler gand DOA

Figure 1. Basic radar operation.

For proof-of-concept, we have constructed a low-cost system that consists of a transmitter and a two-element direction-
finding array. For the transmitter, an RF signal generator capable of outputting CW frequency at 2.4 GHz is utilized.
For the receiver, an off-the-shelf IC receiver manufactured by Analog Devices (AD8347) is used. This integrated
receiver has all the required features including low-noise amplifier (I.NA), I/Q mixers, gain control, and baseband
amplification. Low-pass filtering with a cut-off frequency of 250 Hz is used for anti-aliasing before the A/D converter.
The National Instruments NI-DAC 6024E is used for digitizing the receiver output. Fig. 2 shows the system block
diagram and the actual radar implementation.

The signals reflected from the moving targets are received, downconverted, digitized and processed using the FFT for
Doppler discrimination. By measuring the phase difference at each Doppler frequency component, we can obtain the
DOA information of multiple targets. This scheme works as long as their Doppler frequencies are sufficiently distinct.
We discuss in the following section several cases where erroneous DOA information might occur as the result of poor
Doppler discrimination.
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Figure 2. Radar system block diagram and actual hardware implementation.



3. SIMULATION DATA

Fig. 3 shows the simulation result of the Doppler and DOA from two moving targets. The Doppler of the first target is 8
Hz with a DOA of -200 while the second target has 80 Hz Doppler and +200 DOA. Both Doppler returns have the same
received power level. Under this Doppler spacing (8:80), the detection algorithm produces the correct DOA information
for both targets. The Doppler of the first target is then increased to 76 Hz while its DOA is kept at -200. With the
reduced Doppler spacing (76:80), the DOA of the two targets become hard to identify and are erroneous (as shown in
Fig. 4). To predict the DOA error behavior as the result of reduced Doppler discrimination, we run a more exhaustive
Monte-Carlo simulation with more realistic input parameters.

*>4-.: -- : 0 • r+,,.,:

Figure 3. Doppler and DOA si;uatf to m

Figure 3. Doppler and DOA simulation result of two moving targets (Doppler spacing 8:80).
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Figure 4. Doppler and DOA simulation result of two moving targets (Doppler spacing 76:80).

The simulations input parameters include a spatial boundary of 10 m by 10 m, moving speed with a uniform distribution
from 0 m/s to 6 m/s, and a velocity direction that is uniformly distributed from 0 to 2nt. Two moving targets are placed
inside the boundary with the given speed and velocity range. These parameters are used to mimic a typical office
environment of 10 m by 10 m with two moving humans. Amplitude decay as a function of distance is also calculated
and accounted for in the simulation to evaluate the effect of the received signal strengths of the two targets. Fig. 5
illustrates the simulation setup. The receiver and transmitter coordinates are shown for the monostatic and bistatic
configurations.
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Figure 5. Simulation setup for two moving targets in a spatial boundary of 10 m by 10 m.

The first simulation case uses the monostatic configuration where both the receiver and transmitter are co-located at the
(0,0) coordinate. One hundred thousand realizations are generated. The DOA errors with respect to the Doppler
discrimination of the two moving targets are calculated and plotted. Fig. 6(a) shows the simulation result using the
Kaiser window with the smallest main-lobe setting (but the highest side-lobes). The different color/grey shades indicate
the relative signal strengths between the two targets, with the lighter shades representing more similar strengths. As
expected, the DOA error is the largest when the Doppler separation between the targets is the smallest, and vice versa.
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Figure 6. Monostatic simulation results using a Kaiser window with: (a) Highest side-lobes and (b) Reduced side-lobes.

However, there are also cases that contain large DOA errors even though the Doppler separations are large. From the
darkness of the points, we also know that they correspond to cases where there is a significant difference in signal
strengths (larger than 50 dB). This is caused by one target located much closer to the radar (thus much larger signal
strength) than the other. This phenomenon is referred to as the close-far effect, where the side-lobe energy from the
stronger, close-in target contaminates the much weaker, far-away target in its frequency bins. One way to mitigate the
close-far effect is to decrease the side-lobe energy by setting the Kaiser window parameter accordingly. Fig. 6(b) shows
the simulation result with the lower side-lobe window. This time there are much fewer occurrences of the DOA error
due to the close-far effect.



We repeat the simulations above for the bistatic configuration where the radar receiver is located at (0,0) and the
transmitter is at (10,0). Fig. 7(a) shows the simulation result with the highest side-lobe window setting. The DOA error
trend is very similar to the monostatic case, but there are fewer occurrences of the close-far effect. With a lower side-
lobe window setting, the close-far effect is hardly noticeable, as shown in Fig. 7(b). We verify the simulation cases
above by measurements and discuss the results in the following section.
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Figure 7. Bistatic simulation results using a Kaiser window with: (a) Highest side-lobes and (b) Reduced side-lobes.

4. MEASUREMENT RESULTS

To demonstrate the multiple target detection, we use two loudspeakers as stable test targets. The vibrating membrane of
each loudspeaker is covered by aluminum tape to enhance its return. The audio tone causes the loudspeaker membrane
to vibrate back and forth and the radar return is an FM signal. The two loudspeakers are placed at -250 and +15' to the
radar boresight and driven by a 55 Hz and a 35 Hz audio tone, respectively. Both loudspeakers are located at about 15
feet away from the radar (Fig. 8(a)). Their expected Doppler returns are +/- 55 Hz and +/- 35 Hz with the DOA of -25'
and +15', respectively. The measured data are plotted in Fig. 8(b) and clearly show the expected returns.

D1o1

(a) C o)

Figure 8. Measurement results of two loudspeakers: (a) Setup and (b) Measured Doppler and DOA.



Moving human detection is next demonstrated. Two people move in the room with the person on the left (-15*) moving
away and the person on the right (+200) moving toward the radar. The measured Doppler and DOA returns are shown in
Fig. 9. The wider Doppler spread is caused by the higher-order movements (arm/leg swings). These higher-order
movements result in microDoppler returns [4, 5]. The measurement is taken with 0.5 second refresh time resulting in a
wider DOA angle spread depicting the accumulated Dopplers during the 0.5 second duration. This is analogous to when
a fast moving object is photographed with slow shutter speed.

E. C

.11

Figure 9. Doppler and DOA measurement results of two people walking in opposite directions.

The next set of measurement results shows the close-far phenomenon. First the monostatic configuration is used in an
outdoor setting (Fig. 10(a)). The two loudspeakers are placed at -20 °and -10° to the radar boresight and driven by 75 Hz
and 55 Hz audio tones, respectively. The loudspeaker at -20' is located at 3 feet from the radar while the other one (at -
10°) is at 42 feet away. As predicted by the simulation, the monostatic case clearly shows the close-far effect where the
incorrect DOA is measured for the far-away target as shown in Fig. 10(b). The closer loudspeaker dominates the
Doppler return of the far-away one, causing both DOA to be -200 (instead of -20 °and -10°). In the bistatic configuration
(Fig. 11 (a)), the transmitter is placed at equidistance from the two loudspeakers. As shown in Fig. 11 (b), this time the
correct DOA are measured for both targets (-200and -10O).
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Figure 10. Close-far monostatic measurement of two loudspeakers: (a) Setup and (b) Measured Doppler and DOA.
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Figure 11. Close-far bistatic measurement of two loudspeakers: (a) Setup and (b) Measured Doppler and DOA.

5. CONCLUSIONS

Doppler and DOA simulation and measurement results of multiple moving targets have been presented. The
measurements were performed using a low-cost, two-element receiver array operating at 2.4 GHz. Based on our
measurement results, it is shown that simultaneous DOA detection of multiple movers using a two-element array is
feasible. Our study also shows that the DOA accuracy is influenced by the Doppler separation and the close-far effect.
Both our simulation and measurement results show that the bistatic radar configuration can be used to mitigate the close-
far effect thus improving the DOA accuracy.
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Introduction

Increasing demands on security and surveillance systems in military and law enforcement
applications have prompted studies on through-wall detection of moving targets such as humans
[1,2]. Recent developments show implementations of through-wall radars employing ultra-
wideband (UWB) [3] and pulsed-Doppler signals [4]. UWB-based radars use very short pulses
thus can provide high spatial resolution for through-wall imaging. However, certain wall
materials such as bricks have significant dispersion and loss effects, causing only the lower
portion of the signal band to be useful. For concrete walls, UWB radar is not suitable for
through-wall detection [5]. Pulsed-Doppler based through-wall radars use Doppler shifts for
motion detection and pulse timing for target ranging information. Using a carrier frequency of
5.8 GHz, the radar in [4] can provide a range accuracy of approximately 30 cm with minimum
target velocity of 4 cm/sec. However, the range of the system is limited to 4 m.

In this paper, we demonstrated the use of a low-cost, two-element receiving array for tracking
human movements in indoor surveillance applications. The concept entails simultaneously
resolving the Doppler frequencies and the directions of arrival (DOA) of the returned signals
from moving targets. The carrier frequency is 2.4 GHz as it provides significant through-wall
penetration 16-8]. Moving target detection up to 30 feet distance through a 15-inch brick wall is
demonstrated. Through-wall data of multiple movers is also collected using our system.

DDOA Radar

The system consists of a two-element receiver array operating at 2.4 GHz. Two microstrip
antennas spaced a half wavelength apart are used as receiving antennas. Two low-cost, off-the-
shelf integrated boards manufactured by Analog Devices (AD8347) are used as the quadrature
receivers. Each receiver has the low-noise amplifier (LNA), I/Q mixers, gain control, and
baseband amplifications all integrated on one board. After the down-converted signals are
digitized, the fast Fourier transform is applied for Doppler discrimination and the phase
difference between the two channels is used to calculate the DOA. Figure 1 illustrates the basic
radar concept.

Through-Wall Measurement Results

Figure 2 shows the spectrogram results of through-wall Doppler measurements of a person
walking toward the radar. The left figure was taken from a 5 GHz system built earlier [9]. The
right figure shows the result from the present 2.4 GHz radar under approximately the same setup.
The radar is placed against a 15-inch exterior brick wall while a person walks toward the wall on

1



the opposite side. The data show that the person is visible only during the last 3 seconds of the
walk for the 5 GHz system, whereas the person is visible over the entire 10-second duration for
the 2.4 GHz system. As expected, the 2.4 GHz cartier offers a longer detection range due to
better wall penetration than at higher frequencies.

To measure the maximum through-wall detection distance, we use a loudspeaker driven by a 55
Hz audio tone as a stable test target. The vibrating membrane of the loudspeaker is covered by
aluminum tape to enhance its return. The tone causes the loudspeaker membrane to vibrate back
and forth and the radar return is an FM signal with fundamentals at +/- 55 Hz. Figure 3 shows the
measurement setup and the results. First the loudspeaker is placed at approximately 200 to the
left of the radar boresight at 30 feet distance from the other side of the wall. The return-from this
distance has sufficient power such that the correct Doppler and DOA can be measured (+/- 55 Hz
and -20o respectively as shown in Fig. 3(b)). The loudspeaker is then moved to a 40 feet
distance. This time erroneous DOA is measured due to the weaker signal. although the Doppler
return is still vaguely recognizable (Fig. 3(c)). Therefore. we approximate the maximum through-
wall detection range of our radar to be about 30 feet at a transmit power level of 23 dBm.

Multiple targets detection is next demonstrated. Two loudspeakers are placed at 10°and 30' to
the left of the radar boresight and driven by 75 Hz and 55 Hz audio tones. respectively. Both
loudspeakers are located at about 12 feet away from the wall (Fig. 4(a)). Their expected Doppler
returns are +/- 75 Hz and +/- 55 Hz with the DOA of -10' and -30'. respectively. The measured
data are plotted in Fig. 4(b) and clearly show the expected returns. Moving human data will be
presented.

Conclusion

Doppler and DOA through-wall measurement results have been presented. The measurements
were performed using a low-cost, two-element receiver array operating at 2.4 GHz. Based on our
measurement results, our system is capable of detecting an indoor mover from outside a 15-inch
brick wall with a range of 30 feet. Through-wall Doppler and DOA detection of multiple movers
in a highly cluttered indoor environment was also demonstrated using our system.
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Figure 2. Through-wall Doppler of a walking person: (a) 5 GHz and (b) 2.4 GHz.
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Figure 3. Through-wall Doppler of a single loudspeaker: (a) Radar system. (b) DDOA of the

loudspeaker at 30' distance. (c) DDOA of the loudspeaker at 40' distance.

(a) (b)

Figure 4. Through-wall Doppler of two loudspeakers: (a) Loudspeakers placement.

(b) DDOA of the two loudspeakers.
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Abstrat•-We investigate the use of a low-cost, three-element utilizing Doppler discrimination. The phase difference of the
receiving array for two-dimensional direction-of-arrival reflected waves arriving at two receiver antennas are
(DOA) sensing of multiple movers. The concept entails measured at each Doppler bin to allow for the DOA
resolving the Doppler frequencies of the returned signals from determination of multiple movers with sufficient Doppler
the moving targets, and then measuring the phase difference at separation. The two antennas are spatially separated in the
each Doppler frequency component to calculate the DOA of horizontal dimension. Thus one-dimensional DOA sensing
the targets. The three-element receiving array is configured to in the horizontal (azimuth) plane can be achieved.
provide simultaneous DOA measurements in both the azimuth
and elevation planes. An experimental system is constructed to In this paper, we extend the idea to the two-dimensional
test the concept and measurement results of multiple movers (azimuth and elevation) tracking of multiple movers by using
are presented. a receiving array consisting of three elements. The receiver

array is implemented using three commercial off-the-shelf
I. INTRODUCTION integrated receivers. With two-dimensional information, it

becomes possible to track multiple humans moving at
Increasing demands on security and surveillance systems different elevations of a structure sueh as in a multi-storied

in military and law enforcement applications have prompted building.
studies on human detection using radar. Information such as
the number of humans and their locations in a high clutter II. BAsicTnEORY
environment is crucial for counter-terrorism, urban warfare
and disaster search. Recent work on human detection Different moving targets typically give rise to different
includes both investigations on the Doppler characteristics Doppler shifts with respect to the radar. Therefore, by
from human movements [1-3] and the development of ultra- processing the data via Doppler discrimination, we can
wideband imagers [4-6]. extract their DOA information by measuring the phase

difference at each Doppler frequency component More
For Doppler detection, which is attractive for stationary explicitly, if we assume the time signals received at the two

clutter suppression, a directional receiving antenna can be antenna elements to befi(t) andf2(t), then after the Doppler
used to provide the additional bearing information or the processing the signals become FO,) and F2(fD), respectively.
direction of arrival (DOA) of a moving target Conventional If the targets of interest generate different Doppler
DOA sensing of multiple targets requires the use of an frequencies fD, due the difference in their velocities with
antenna array with multiple elements, in combination with respect to the radar transceiver, then the DOA of target i with
the use of direction finding algorithms. Such methods respect to the array boresight is given by:
require the number of elements to be at least one greater than
the number of targets. However, increasing the number of [ZF1 ) -- F2, ( )]]
elements leads to an increase in the physical size, cost and i= S.-" -(1)
complexity of the overall system. (2rtd A; )

In [7, 8], we reported on the DOA sensing of multiple whaere d is the spacing between the elements and A, is the RF
moving targets from a two-element receiver array by w~avelength. Referring to Fig. l(a). if the two receiving
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Fig 1. DOA sensing in: (a) One-dimensional (azimuth) and (b) Two-

dimemsional (azimuth, elevation)

elements (Rx I and Rx2) are placed horizontally apti they
provide rslA (ba.sz) infonmatioa in the horizontal (azimuth)
plane.

To obtain the bearing in[ormation in the elevation
direction an additional receiving antenna (DPple ) is placed
directly above t-xl as showxn in Fig. l(b). The additional

receiver . x3 and the existing receiver t dxl sorm a new paip F
of elements to provide the DOA in the elevation plane. tL.

The Doppler and DOA processing in Eq. (1) is then repeated
for the R-xl and Rx3 signals. Finally. by correlating the

DOA results based on their associated Doppler. it is poWsible
to construct the data matrex [is(dig)ned . xnhere toe
t(e) is the signal strength at the Doppler component fDv. b(bi
Hence. the veAo-dimensional bearing sensing of multiple Fig 2. Radar (a) system block diagram and (b) actual hardware

movers can be achieved, provided that the movers have implementatioun
diffrent Do~ppler frequencies.

IV. MEAsurREmENT RESULTS

111. RADAR DESIGN 1) Loudspeakers. We use three loudspeakers driven by 20

An experimental system is designed and constructed to Hz, 30 Hz and 66 Hz audio tones as stable test targets. The

test the concept. Thb system consists of a three-element vibrating membrane of each loudspeaker is covered by

antenna arrayo three dual-q1dtture integrated receivers aluminum tape to enhance its return. The tones cause the

(Analog Devices AD8347 ICs)and a transmitter operating at loudspeaker membrane to vibrate back and forth and the

a frequency of 2.4 GHz. Since the IC is targeted tor the radar returns are FM signals with ftndamentals at +/-20 Hz,

consumer bireless markteL it is vein low cost (less than $100 +/-30 dz and +/-66 Hz. ohe three loudspeakers are placed at

per evaluation board assembly). Three microstrip patch the approximate (azimuth, elevation) coordinates of (-280, -
antennas on a 1.6 fr thick DR4 substrate are used. To 10°), (-30H, 10') and (-15c, 18n) respectively. The
provide the maxtionm recalution Fihile avoiding DOA measurement setup and results are shown in Fig 3. As
mbiguity cdthin the scanding range froft -9rd to 90h , the expected, Fig. 3(b) shows that the Doppler and azimuth
distances betwxeen the two antennas in both the azimuth and DOA of the three loudspeakers are (+/-20 Hz, -281), (+/-30

elevation planes ,are set to k/2. The received signals are Hz, -300) and (+/-66 Hz, 180). Fig. 3(c) shows the Doppler

down•converted. digitized by the NI-DAQ 6024E and and elevation DOA of (+/-20 Hz, -10'), (+/-30 Hz, 100) and
processed using the FFT for Doppler discrimination before (+/-66 Hz, 18'), which correspond to the expected
the DO)A calculations are carried out. Fig. -2 shoAN-s, the elevations. By correlating the two measurements based on
system block diagram and a photo of" the radar hardware. the Doppler information, a two-dimensional DOA plot can

be constructed accordingly. Fig. 3(d) shows the resulting
azimuth and elevation coordinates of the three loudspeakers.
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Fig 4. Bouncing basketball: (a) Setup, (b) Azimuth DOA vs. time, (c)
Elevation DOA vs. time and (d) Two-dimensional DOA trajectory.

The gray shading indicates the signal strength. The

measured trajectory result agrees with the actual trajectory:
the first bounce is at approximately (-30', -200), followed by
subsequent bounces at (-100, -200) and (150, -20') as
indicated by the three white dots.

3) Human Walking. The next measurement involves human
(c) subjects. Two human subjects in front of a building walk in

Fig 3. Loudspeakers measurement: (a) Setup, (b) Doppler and azimuth the patterns shown in Fig. 5(a). The subject on the left
DOA. (c) Doppler and elevation DOA and (d) Two-dimensional DOA begins at point A (at approximately (-600, -20') with respect
(azimuth, elevation) to the radar) and climbs a staircase to the top at point B (-

200, 400). The subject then turns around and descends to the
ground level back to point A. The subject on the right starts

A comparison of Figs. 3(a) and 3(d) shows a close at point C (at approximately (20', -200) at the ground level)
correspondence of the DOA results to the frontal perspective and walks to the right until reaching point D at (850, -200).
of the radar. The subject then turns around and walks back to point C.

2) Bouncing Ball. To show two-dimensional trajectory The radar is placed approximately 10 m away from the
tracking we use a bouncing basketball as a moving target building. Since a directional horn is used as the radar
The ball is also covered by aluminum tape to enhance its transmitter, the measurable angular range in the azimuth
return. The ball is launched from the left side of the radar plane is limited to approximately +/-701. Figs. 5(b), (c) and
toward the radar boresight and bounces on the floor three (d) show the measured azimuth, elevation and two-
times during its trajectory. Fig. 4 shows the measurement dimensional DOA trajectories, respectively. As we can see
setup and results. The short-time Fourier transform [9, 10] is from Fig. 5(d), the measured walking trajectories span from
used to process the measured data to extract the Doppler point A to point B for the person on the left, and from point
components of the moving target with respect to time. The C to point D for the person on the right.
corresponding DOA versus time plots are used to show the
motion trajectory of the ball in the azimuth and elevation V. CONCLUSION
planes, as shown in Figs. 4(b) and (c). After correlating the
DOA information from both planes according to the Two-dimensional DOA sensing of multiple movers using
Doppler, a two-dimensional DOA trajectory is generated a Doppler and DOA (DDOA) radar has been presented.
(Fig. 4(d)). It shows the entire time that the ball is in motion. Measurements were performed using a low-cost, three-

element receiver array operating at 2.4 GHz. By correlating
the azimuth and elevation DOA measurements based on the
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Introduction

Two-dimensional location tracking of humans is useful for physical security applications.
Previously, we reported on a two-element Doppler and Direction-of-Arrival (DDOA)
radar for a bearing tracking of multiple humans [1, 2]. In this paper, we add the ranging
capability to the radar to achieve two-dimensional location tracking. In contrast to
conventional pulsed-based or frequency-modulated continuous wave (FMCW) radar,
multiple frequency continuous wave (MFCW) radar is a simple and low-cost way to
acquire range information [3, 41. To keep the radar architecture as simple as possible, we
use only two frequencies. However, a two-frequency system can only acquire the range
for a single-target configuration. To overcome this limitation, we take advantage of the
Doppler separation among the moving targets as a prefilter before measuring the phase
difference to arrive at the range information of the moving targets. This two-tone
approach in conjunction with the two-element DDOA radar can then provide the two-
dimensional locations of humans. Multiple human location tracking results are collected
using our system.

Two-Frequency DDOA Radar

Figure l(a) illustrates the basic radar architecture. The system operates at two CW
frequencies f.1 (2.4 GHz) and fc2 (10 MHz below .fcl). The frequency separation is
selected to achieve a maximum unambiguous range of 15 m. The two CW frequencies
are combined and transmitted simultaneously. The scattered wave off a target is received
by two microstrip antennas spaced a half wavelength apart. Three low-cost, off-the-shelf
integrated boards manufactured by Analog Devices (AD8347) are used as the quadrature
receivers. Each receiver has a low-noise amplifier (LNA). I/Q mixers, gain control, and
baseband amplifiers all integrated on one board. The actual radar hardware is shown in
Fig. 1(b). The local oscillator (LO) frequency of receivers Rk- and Rx2 is set to fcl. and
that of Rx3 is set to .t2. The down-converted signals are digitized and the Doppler
frequeincies of the target are extracted after applying the sliding-window fast Fourier
transform. The phase difference A0,P at each Doppler bin from Rx1 and Rx, is measured
to obtain the bearing information Ousing the following equation:

0 = sin-' cA ) (1)

where d is the spacing between the receiving antennas and Ac, is the wavelength officl.
The received signal at Rx2 is also routed into Rx. and the phase difference AeI'. 2 at each
Doppler bin from Rx. and Rx3 is measured to calculate the target range R using the
following equation:



R =cA(D- (2)

where 4f'= .fci -.k/, and c is the speed of fight. By correlating the bearing and range
information based on their associated Doppler. it is possible to assemble the data matrix

[A(tjb), 06fd), R(&)], where A(fi,) is the signal strength at the Doppler bin./i,,. The two-
dimensional range and bearing information of multiple movers can then be obtained
accordingly as long as the movers have different Doppler frequencies.

Measurement Results

We first use two loudspeakers as stable test targets. The vibrating membrane of each
loudspeaker is covered by aluminum tape to enhance its return. Fig. 2(a) shows the
measurement setup and the loudspeakers locations. The first loudspeaker is located at
approximately 200 to the left of the radar boresight at 4 m distance. driven by a 40 Hz
audio tone. The second loudspeaker is positioned at approximately 200 to the right of the
radar at 5.5 m distance. driven by a 50 Hz audio tone. The measured data are plotted in
Fig. 2(b). and show good agreement with the expected bearings of -200 and +200. Fig.
2(c) shows the range measurements which agree with the expected ranges of 4 m and 5.5
m. By using the polar-to-Cartesian transformation (R sinO,R coso), a location map can
be constructed and is shown in Fig. 2(d). The coordinates of the left and right
loudspeakers are close to the expected locations at (-1.4 m. 3.8 m) and (1.8 m. 5.2 m).

Preliminary human location tracking measurements are described next. Two human
subjects walk in a straight path at approximately the same speed but in opposite
directions (Fig. 3(a)). During the walk. the radar continuously measures and outputs the
bearing and range information of the subjects (Fig. 3(b. c)). During the first five seconds
of the measurement. Fig. 3(b) shows two distinct bearing trajectories: the first one
progressing from approximately -20' toward 00, and the second one from 0' toward 200.
These measured bearing trajectories are expected since they are plotted based on the
perspective of the radar. As the subject to the left walks in a straight path away from the
radar. the measured bearing angle advances toward the radar boresight. The opposite
happens for the subject on the right: the measured bearing angle advances away from the
radar boresight as the subject walks closer to the radar.

Fig. 3(c) shows the measured range tracks. In the first five seconds of the measurement.
there are two distinct range tracks: the first one starts at about 1 in and ends at 10 m while
the second one progresses from approximately 10 m to I m. The first range track is
associated with the subject to the left of the radar, who walks away from the radar during
this time. The second range track belongs to the subject to the right, who walks closer
toward the radar during the time interval. At approximately t = 5 sec, both subjects turn
around and walk back to their original starting positions. This is clearly shown in Figs.
3(b) and 3(c) as changes in the bearing and range tracks at t = 5 sec. The corresponding
two-dimensional location map is constructed and shown in Fig. 3(d).

Conclusion

Two-dimensional bearing and range tracking of multiple indoor movers using a two-
frequency Doppler and DOA radar have been presented. Measurements were performed
using a low-cost, two-element receiver array operating at two CW tones. The



attractiveness of the system is that it has very low complexity. However, its performance

is dependent on the Doppler separation between the targets.
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Figure 1. (a) Basic radar operation and (b) actual radar hardware.
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Figure 2. Loudspeakers measurements: (a) setup, (b) bearing track, (c) range track.
(d) 2-D location map.
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Figure 3. Humans walking measurements: (a) setup, (b) bearing track, (c) range track,
(d) 2-D location map.


