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A. SCIENTIFIC OBJECTIVES: Conventional radar signal processing is based on two
simplified assumptions about target scattering: (i) that the target is a rigid body; (11) that
the target can be modeled as a collection of independent point scaﬁerers without "any‘
multiple scattering effects. However, real radar data can deviate significantly fr'ovmvt_:hese
two simplified assumptions. First, real-world targets are often observed by radar sensors -
under dynamic conditions where non-rigid body motions can exist. These non'-tigid body
motions give rise to “microDoppler” phenomena, which have been observed 1n a number
of SAR and ISAR sensors. Examples of microDoppler phenomena include returns from
moving components on the target such as scanning antennas or rotating wheels, as well as
those from flexing and vibration of the target frame. Second, strong multiple scattering

physics are often encountered in inlets and cavity structures on the target. For instance, |
the most prominent feature on an air target is often the range-delayed return from the jet
infet duct. Significant modeling work has been carried out by the computational
electromagnetics community to characterize the complex scattering from inlet structures,
yet little effort has been placed on utilizing the results to develop better imaging
algorithms to map the inlet interior. The objectives of this research program are: (i) to

- gain in-depth understanding of these higher-order phenomena through simulation and




measurement, (ii) to develop physics-based models and the associated signal processing
strategies to extract the resulting radar features, and (iii) to exploit and utilize these
additional features to enhance the performance of automatic target recognition (ATR)

algorithms.

B. SUMMARY OF RESULTS AND SIGNIFICANT ACCOMPLISHMENTS:
During this program, we have carried out simulation and experimental research to
understand and exploit microDoppler and multiple scattering phenomena. Our research
accomplishments in microDoppler phenomena include: | |
1.1 MicroDoppler radar development, data collection and processing.

1.2 Doppler and direction-of-arrival (DDOA) radar development for humén tracking.

1.3 Frontal imaging of humans by exploiting microDoppler.

Our research accomplishments in multiple scattering phenomena include:

2.1 Fast ray tracing simulation for characterizing multiple scattering phenomena.

2.2 Shape reconstruction of targets with strong multiple scattering, |

23 Iméging buried targets in ground penetrating radar.

The detailed descriptions of our accomplishments are discussed below.

| 1.1. MicroDoppler Radar Data Collection and Processing. During the first year of this
program, we developed a wideband radar testbed that is fully tunable between 4 to 10
GHz (see Fig. 1). The purpose of this hardware effort is to provide data collection
capability that allows us to study the microDoppler pﬁenbmeno]ogy in greater detail. The
- radar is a homodyne system with full I/Q detection. Data acquisition is accomplished
using a National Instruments DAQ card and the results can be displayed on a laptop
computer. Careful calibration of the radar was carried out using an audio subwoofer
covered by aluminum tape (Fig. 2). We carried out extensive data collection on various
types of targets having mechanical movements such as vibration and rotation. Figs_. 3 and
4 show the resulting spectrograms of a car and a fan. We also investigated the
microDoppler phenomenon from human movements in significant detail. The problem of
human gait was previously inveStigated in [1-3]. We collected a data base over a wide

variety of parameter spaces, include various types of movements (walking, running,
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Fig. 1. A low-cost Doppler radar system built at UT-Austin. The radar is tunable from 4 to 10
GHz. ‘ '
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Fig. 2. The calibration data an audio subwoofer covered by aluminum tape and driven by
a single-tone audio amplifier. The figure on the right is the spectrogram (Doppler
- frequency vs. dwell time) of the collected radar return.




Fig. 3. Measured microDoppler return
versus dwell time from a parked car at
5.5 GHz, HH-pol (UT-Austin).

Car with Engine On

Fig. 4. Measured microDoppler return
versus dwell time from a table fan at 6
GHz, VV-pol (UT-Austin).
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érawling, and involuntary motions such as respiration), different environments (indoor,
through different types of walls), over a wide range of frequencies, and for different
hunian subjects. Fig. 5 shows some of the representative results. We then analyzed the
data by using joint time-frequency processing, and explored useful features for
identification. F ig. 6 shows our effort to estimate the stride size of a human subject from
the walking data. It is estimated based on the extracted stride period and the walking
speed, which are both obtainable from the radar data. The resulting stride size is then
plotted versus the walking speed in Fig. 7 for 6 different human subjects. It is observed’
that the curves all show a monotonic increase as the walking speed of the individual is -
increased. bHowever, there appears to be a kink in each curve, representing a change in the -
* walking pattern. As the person speeds up more, his or her stride sizev can not grow
indefinitely, but rather saturates beyond a certain speed. This saturation point appears to
be different for different individuals. This study shows that it may be possible to claésify

and identify humans from their microDoppler features.

1.2. Doppler and Direction-of-Arrival (DDOA) Radar Development for Humah
Tracking We designed and constructed a second-generation radar by combining the
-Doppler discrimination offered by human movements with the DOA information that can
be collected using an antenna array to provide the necessary information for human
movement tracking. Note that conventional DOA detection requires the use of multiple
receiver elements, where the number of elements must be greater than the number of
~ targets. This leads to high cost as well as a physically bulky systém below 5 GHz, Here
we take advantage of the Doppler information from multiple moving humans to achieve
Doppler-DOA (DDOA) tracking with only a fwo-element array. The approach is to use
the short-time Fourier processing to separate the target via their contrasting Doppler
returns. Then by extracting the phase difference between the received signals at the two
elements, we can determine the DOA of each mover individually. More explicitly, if we
assume the time signals received at the two antenna elements to be f;(#) and f(2), then after
the Doppler processing the signals become F;(fp) and Fy(fy), respectively. If the targets of

interest generate different Doppler frequencies fp; due the difference in their velocities
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Fig. 5. The collected spectrograms from a person indoors under various movements at 6
GHz. _
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Body Doppler fp= 75 Hz
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Fig. 6. Estimating the stride size of a human subject from the radar spectrogram.
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Fig. 7. Stride size versus walking speed for 6 different human subjects.
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with respect to the radar transceiver, then the DOA of target i with respect to the ‘an-ay o
boresight is given by: ‘ -

LF( fpi )= £ fpi )]
(2md/ )

6, = Sin-lli

where d is the spacing between the elements and 4. is the RF wavelength.

‘To implement this concept, we designed and built a two-element receiver to extract
the DDOA information simultaneously (Fig. 8). The system is designed using two »
integrated receiver boards from Analog Devices. It has very low cost (uhdef $1QC for
each board) and small form factor, since the boards came from mass-market prod‘u‘cts‘fcﬁ)r
the wireless networking market. The system ‘operates at 2.4 GHz. Two microstrip patch
antennas are used as the front-end and a National Instruments DAQ system lS used for
data acquisition. Some results collected from this radar are shown in Figs. 9 and 1'0.‘ Fig9.
shows the Doppier vs. DOA plot of an acoustic subwoofer driven at 40 Hz and placed at
40 degrees with respect to the radar boresight. It shows the correct beafing ahgle and
Doppler information at +-40Hz (the two-sided Doppler response is due to ‘thve FM
modulation created by the subwoofer vibration). Fig. 10 shows the snapshot data from a
person walking away from the radar. As we can see from the data, the human target
includes various limb microDopplers and is not as localized as the subwoofer response. -
Nevertheless, reliable DDOA information can be acquired. Further, a continuoku_s> real-
time tracking of the person in an indoor environment can be achieved. Fig. 11 shows how
the same concept is applicable to multiple targets, as three speakers with different Dopple_r’ .
returns are used as test targets. The Doppler separation among the target allows thé DOA
of the speakers to be obtained using the two-element array. Fig. 12 shows the result of
multiple human tracking using the radar. The factor that limits the performance of this
radar for multiple human tracking is the overlapping microDoppler returns from the
human targets. Extensive testing was also conducted for different through-wall scenarios.
The range of the radar is about 15m through a 15” exterior brick wall up using a transmit
power of 100mW. The same concept can be extended to the elevation dimension using an o

additio_nal third element.
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Fig. 8. A two-element radar sensor for measuring both Doppler and direction of arrival
(DDOA). The sensor uses two Analog Devices integrated receiver boards, which
cost less than $100 each. Initial data collection was carried out at 2.4 GHz.
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1.3. Frontal Imaging of Humans by Exploiting MicroDoppler. In our research on
human tracking, the microDoppler phenomenon increases the Doppler overlap between
targets. This is a nuisance from the tracking point of view. However, it may be possible

to exploit this phenomenon in a different context. In this research, we investigated a two- |

dimensional frontal imager by using only a threc-element receiving array and a

transmitter. The concept entails resolving the microDoppler frequencies of the returned
signals from a moving human, and then measuring the phase difference at each Doppler
frequency component to determine the direction-of-arrival of the various body parts If
each body part gives rise to a different Doppler frequency, then the resultmg beanng map
should correspond closely to a two-dimensional frontal view of the human. ’

Fig. 13 shows the conceptual operation and the radar system block dlagram
Different moving body parts of a human give rise to microDoppler shifts w1th respect to ,
the radar. Therefore, by first Doppler processing the data, we can ex‘tract'the"DO'Av
information of the different Doppler frequency bins by measuring the phase diffefenCe
among the receiver elements. The azimuth DOA of the received signals can be obt’aine‘d‘
from the measured phase difference between the two array outputs, 4¢ = ¢, -¢, u}sivng ‘th‘e
expression: Gz = sin” (A.A¢ /2d) where d is the spacing between the two antennas. An
additional receiving antenna (Rx3) is placed directly above Rx2. Since Rx2 and Rx3 are
placed vertically apart, they form a new array pair to acquire the DOA in the elevation |
plane, Gz. By correlating the azimuth and elevation bearing information at each Doppler
bin fp;, a data matrix [A(fo), Guz(fo), Gz(fo))] can be constructed, where A(fp) is the radar
return strength at the Doppler bin fp; Provided that each body part gives rise to a different
Doppler frequency, the resulting [4, 64z, 6] corresponds to an approximate two-
dimensional frontal image of the human.

The radar testbed described in Section 1.2 was extended for this purposé' by
incorporating one additional vertical receiver element. During the measurement period
the subject remained at 2 m distance from the radar boresight while moving each body
part sequentially. After correlating the azimuth and elevation DOA measurements based
on their Doppler information, a two-dimensional or frontal view of the human is
constructed and shown in Fig. 14(a). The measured frontal view shows the position of

each limb, making an outline of the subject. The dynamic range of the image is 40 dB.
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Fig. 13. Radar system block diagram and conceptual operation. The moving body parts
(arms, legs) of a human produce different Doppler returns and are imaged by the radar.
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Fig. 14. (a) Measured frontal view of a human in free space.
(b) Measured frontal view of a human through an indoor wall.




The measurement was then repeated in-situ with a 5” thick gypsum/wooden wall inan
" interior room. The subject stood at approximately 1 m behind the wall while the radar
measured the return versus time. Fig. 14(b) shows the measured through-wall view of the |
human. In comparison with the free-space image shown in Fig. 14(a), the ’through-wall‘
image appears larger since the subject stands closer to the radar. The image also appears
to be less focused due to the significant attenuation from the wall. However, the outline of
the human is still visible. It is worthwhile pointing out that while the proposed radar
concept has very low-complexity, it is based on the assumption that different body parts
give rise to different Doppler frequencies. When this condition is not met in pr_acticé, the
resulting bearing information is not accurate. Therefore, the present radar concept can be
termed an “imaging of opportunity” that captures glimpses of the human subject.v This is
similar to other types of target-motion induced sensing schemes such as the inverse

synthetic aperture radar.

2.1. Fast Ray Tracing Simulation for Characterizing Multiple Seattering '
Phenomena. In order to accurately simulate multiple scattering phenomena in complex
targets, we researched an efficient simulation algorithm based on the sheoﬁng and
bouncing ray (SBR) technique [4]. The key time bottleneck in the SBR technique is the
ray tracing process. Therefore, we explored ways to speed up the ray tracing time. The )
Binary Space Partitien (BSP) tree algorithm [5] is the most standard ray tracer in use. The
BSP-tree based ray tracer is considered the fastest among all of the spatial subdivision
approaches. Recently, the multiplaten z-buffer ray-tracing algorithm was proposed by Hu
et al [6, 7] as an alternative to the traditional BSP tree algorithm. In the multiplaten z-
buffer (MPZ) approach, a multi-layered z-buffer is first generated from the scan
conversion process (Fig. 15(a)). Instead of just storing the z-coordinates of the visible
pixels as in the traditional z-buffer process, multiple z-buffers are created to store the z-
coordinates of all of the facets within each pixel during the scan conversion. During the
ray trace, a ray is tracked by moving along the ray direction pixel-by-pixel. Within every
pixel, the z-depth of the ray is compared to all of the z-buffer values for that pixel to check
for possible intersections (Fig. 15(b)). Once an intersection is found, the hit point and the

reflection direction can be calculated, and the tracing process is then iterated until the ray




departs from the bounding box. We found that, contrary to the BSP algorithm, the
complexity of the MPZ is independent of the number of facets comprising the target.
However, the computation time is dependent on the number of pixels traversed by a ray.
To further speed up the performance of MPZ algorithm, we developed a multi-
aspect MPZ (MAMPZ) approaéh. The approach is motivated by the fact that the number
of pixels a ray traverses between bounces can be reduced dramatically by decreasing the
angle between the ray direction and the z-buffer direction. In the algorithm, multiple
multi-layered z-buffers are first generated from the scan conversion process along many
aspect angles. The maximum number of multi-layered z-buffers is limited only by the
available memory resource. The more aspect angles that be stored, the less pixels a ray
traverses in one bounce, and the better the time performance. During the ray trace, the
multi-layered z-buffer structure that has the closest aspect to the ray direction is selected to
carry out the ray tracing. A ray is then tracked by moving along the ray direction inéide
this MPZ structure pixel-by-pixel to check for possible intersections. Once an intersection
is found, the hit point and the reflection direction are calculated. Based on the new ray
direction, a new MPZ is chosen, and the tracing process is iterated until the ray départé
from the bounding box. As can be seen in Fig. 16 for atest Y-cavity structure, the

Multi-layered Z-buffer

Fig. 15. (a) Multi-layered z-buffer. (b) Ray tracing using the multilayered z-buffer.
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complexity of the MPZ is independent of the number of facets comprising the target, in
contfast to the BSP tree algorithm. Furthermore, the performance of the MAMPZ can be
improved by using more MPZ over a denser set of angles (the angular spacingvis denoted
as A in the figure). Therefore, by trading off computer memory and the overhead scan-
conversion time, the speed of the ray tracing can be signiﬁéantly improved. We also
extended the MPZ algorithm to the ray tracing of IGES parametric surfaces, i.e., curved
surfaces. Traditionally, algorithms for IGES surfaces are much slower than that for the
planar facets. The MPZ IGES parametric surface ray tracer is potentially attractive since

the numerical search for the intersection can be seeded with a very good initial guess.

2.2. Shape Reconstruction of Targets with Strong Multiple Scattering. Radar
imaging is a fast and robust way to image the geometrical shape of a target. However, it is
well known that artifacts can occur in radar imagery due to multiple scattering
mechanisms on the target. One solution to this problem is to rigorously solve the
electromagnetic inverse scattering problem. - For instance, we can cast the inversion
algorithm into an optimization problem. By using a computational elecfromagnetics

solver (such as ray tracing), we can try to minimize the difference between the measured

scattered field data and the predicted scattered field to determine the shape of the target.

Recently, some researchers have explored the use of genetic algorithms (GA) together
with computational electromagnetic solvers to attack the inverse scattering problem [8-
10]. This is a very time-consuming process. In this research effort, we developed a
technique combining the hybrid GA (HGA) with the “tabu list” concept to increase thé
efficiency of the inversion. The HGA combines the simple GA with a local search
algorithm to improve the speed of the simple GA. In addition, the tabu list concept [11,
12] is adopted to exclude those regions in the parameter space that have already been
explored by the local search. In this manner, there will be no revisiting of the explored
regions and the GA population can be spread out to explore new regions, thus improving
the search efﬁciency. The illustration of the tabu region around a local minimum is shown
in Fig. 17. In subsequent GA reproductions, all of the new members are checked against

the stored tabu list to ensure that none is in the tabu regions of the sample space.
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We applied the HGA-Tabu algorithm to reconstruct the shape of a metallic,
partially open, circular cylindrical cavity with a diameter of 10.8cm (Ips011 in the Ipswich
data set) [13]. This target contains a high degree of multiple scattering. The measurement
was taken at a single frequency of 10GHz in a bistatic configuration. There were a total of
36 fransmitter positioné around the object and 18 receiver locations for each transmitter
poSition.’ In the inversion, we started from a set of randomly created shapes that were
described by N ordered points in a two-dimensional space.. The profile of the object was
then obtained using spline interpolation. Next, the numerical solution to the electric field
integral equation was used as the forward electromagnetic solver to generate the computed
scattered field from each assumed shape. The HGA-Tabu algorithm was then applied as
the optimizer to minimize the cost function. Fig. 18 shows the convergence comparison
between random search, simple GA, HGA and HGA-Tabu, when the inversion algorithms
were applied to the measured data. All the results were averaged over 10 independent runs
with different initial populations. As expected, the simple GA showed improvement over

the random search. The HGA further improved the convergence rate of the simple GA.

‘The best results were consistently obtained by the HGA-Tabu. To achieve an RMS of

0.55, the HGA required an average of 220 generations while the HGA-Tabu algorithm

‘required only an average of 75 generations. Fig. 19a shows the typical shape from the

simple GA after 250 generations plotted against the real profile of the cavity. The result
indicates that more iterations are needed for convergence. Fig. 19b shows the typical

reconstructed shape from the HGA-Tabu after 75 generations. As we can see, the inverted

| shape is very close to the real profile. Inversion results from the HGAfTabu showed faster

convergence and higher success rate than those of the simple GA and hybrid GA. The
computation overhead per generation for the new algorithm was small. The algorithm
could be combined with the fast ray tracing solver described in 2.1 to handle large 3D

targets.

2.3. Imaging Buried Targets in Ground Penetrating Radar. Under funding from the
NATO-B2 research scholarship programme, Prof. Caner Ozdemir of Mersin University in
Turkey spent 4 months in the summer of 2003 at the University of Texas at Austin as a

visiting scientist. During his visit, he conducted research in the three-dimensional




imaging of buried targets using ground penetration radar. In particular, a three-
dimensional algorithm to image buried objects in a homogeneous background medium
was researched and developed. This technique is based on the approximate Fourier

transform relationship between the freciuency—spatial variables and the distanceQangle

information of the buried scatterer. The algorithm is computationally fast since it forms
3D images by using a fast Fourier transform (FFT) followed by a simple transformation
from the distance-angle domain to the image domain. Therefore, by méaSuring the
wideband bistatic scattering over a spatial grid above ground (as shown in Fig. 20) and
applying the imaging algorithm, a 3D image of the buried target can be reconstructed.

A measurement setup was built to examine the performance of the .algOri.thm.
Objects with various electrical properties buried in dry sand were used in the expeﬁments.
A rectangular copper plate whose dimensions are 46cm in the x-direction and 30cm in the
z-direction was buried at 46cm below the sand surface. Multi-frequency data from S to 6
GHz were collected on a 10x10 uniform receiving grid using a vector network anaiyzér.
After applying the proposed algorithm, we generated a 3D GPR image of the region below
the surface. Fig. 21 (a) shows the 2D projec;ted GPR images onto the principal Z-Y, X-Y
and X-Z planes. Overlaid on the images are the projected outlines of the pléte. We
observe two main hot spots in the image. The stronger one corresponds to the scattering
from the middle of the plate where a specular point exists. The weaker one corresponds to
the diffraction mechanism from the front edge of the plate. Both image features agree
well with the geometrical locations of the plate. In addition, resolutions in the cross rzingé »
directions (i.e., in the x- and z-directions) are nearly the same as the resolution in the range
(y) direction. This is in contrast to most GPR imagery, in which the cross-range resolution
is usually quite poor compared to the resolution in the depth direction [14-16].

Simulation was also carried out using a physical optics calculation. After obtaining
the simulation data of the experimental setup, we applied the same imaging algorithm to
form the simulated GPR image. Fig. 21 (b) demonstrates the 2D projected GPR images
from the simulation data. By comparing the measured GPR images to the simulated ones,
we see good agreement between the two. Since the physical theory of diffraction |
contribution was absent in the simulation, we notice that the edge diffraction contribution‘

in the simulation is weaker than that from the measured image. Finally, data were also
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collected and images formed using other non-metallic objects. High-resolution iniagcs
could be formed consistently using the algorithm. This can be attributed to the fact that
the present coherent imaging algorithm uses many spatial points to provide sufficient
signal-to-noise ratio. Therefore, even when the dielectric constant of the target was close .
to that of background medium and the return was significantly weaker than high-contrast

targets, the target could still be observed in the resulting image, albeit at a low_er' SNR.

C. FOLLOW-UP STATEMENT: ‘
During this program, we have carried out in-depth research in microDopplér and
multiple scattering phenomena. We have designed a number of radar sensors, qbilécted a
large database of measured data, carried out extensive data analysis and feat;xre
interpretation, developed simulation tools and gained a basic understanding of these
phenomena. Furthermore, we have carried out signature exploitation efforts to utilize
these phenomena in identification, imaging and target shape reconstruction. The p‘otentiél
impacts of this basic research program on naval radar sufveillance capabilities'a.re twofold.
First, through simulation, measurement and signal processing, this research’result‘ec.it in an
in-depth understanding of the radar features due to target micro-dynamics and multiple'
scattering physics. Second, our research led to novel exploitation of target features that
can significantly improve the non-cooperative target recognition (NCTR) capabilities for |

existing and future naval radar sensors.
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the proposed codec averagely saves 8% bit rate compared to IM3.9 with
ﬂlcbmscnmComp!exnycompamonbctweenlm9wnhﬁve
refcrence frames and the proposed algorithm is also analysed. The
sprite buffer can be restricted within the constant size (e.g. 2.25 times
the frame size). Therefore the memory cost in the proposed sprite coding
'is Jess than that in JM3.9. For computing complexity analysis, we only
consider the computing time of motion estimation. In JM3.9, the local
‘motion estimation (LME) is performed five times (i.c. once for cach
reference frame). in the proposed codec, LME is performed only once.
The total time of motion estimation in the proposed codec is for one
LME and one GME. By utilising the fast GME algoritinn, the total timc
for LME plus GME is less than five times LME in JM3.9. Similar to the
traditional dynamic sprite coding techniques, the proposed codec has the
disadvantage that spritc warping has to been performed in the decoder.
However, considering the significant improvement of coding efficiency,
the extra computing complexity for sprite warping is acceptable.
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Fig. 3 PSNR bit rate curves ackieved from sesting on Stefan sequence

Conclusions: We have presented s highly cfficient algorithm for
dynamic sprite coding. The high coding efficiency is achieved due
to two reasons. First, the new techniques developed in JVT codec arc
utilised; secondly, the fractional resolution sprite prediction is incor-
porated into the proposed algorithm.
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Shape inversion of metallic cavities using
hybrid genetic algorithm combined
with tabu list
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Introduction: Electromagnetic inverse scattering entails the recon-
struction of the shape or material of an object from its scattered field
data. The inverse problera can be cast into an optimisation probiem
whereby the difference between the measured fields and the computed
ficlds from a forward electromagnetic solver is minimised. Genetic
algorithms (GAs) have been tried us the global optimiser in thesc
problems {1-3]. While GA is well suited in searching for the global
optimum, it suffers from slow convergence. Since the evolutionary
process for the standard GA to reach a cost minimum is in general
very slow in comparison to a local search algorithm, a natural
improvement to specd up the simple GA is to hybridise the simple
GA with a local search. This type of algorithm is usually called the
hybrid GA (HGA) and has been explored by researchers in different
disciplines [4, 5}. While showing improvements in performance, the

" hybridisation of the two approaches also causes some inefficiency. As

the parent sclection scheme of GA gives priority to the best members,
it usually leads to a population that is highly clustercd around the
local minimz. This clustering is necessary for the simple GA to evolve
closer to the exact minimum. For HGA, however, since the local
minima have been completely explored by the local search, such
clustering will kad to the re-exploration of these regions, which is
quite wasteful.

Tabu search (TS) is another global search strategy that has been
developed for combinatorial problems [6, 7). It is a local search
algorithm with memory. The most important feature of TS is that it
utilises a tabu list to prevent the revisiting of local minima. In this
Letter, we propose a technique combining HGA with the tabu list
concept to increase the efficiency of the HGA. The tabu list is adopted
to exclude those regions in the parameter space that have already heen
explored by the local search. In this manmer, there will be no revisiting
of the explored regions and the GA population can be spread owt to
explore new fegions, thus improving the search efficiency. We apply
this algorithm to the electromagnetic inverse problem of shape
reconstruction of metallic cavity structures containing strong multiple
scatiering effects. Results based on the Ipswich measurement data set
arc presented.

A

cast function

Fig. 1 Establishment of ‘tabu region’

HGA-tabu approach: In our HGA-tabu implementation, the initial
generation is produced randomly. The new population is then
produced through the sclection, crossover and smutation operators.
After these standard GA processes, the best member P is sclected as
the initial guess to carry out a local search. We adopt the gradient
search reported in [8] as the local search algorithm. The resulting
local minimum in the parameter space is denoted as Py, (see Fig. 1).
Py is then placed into thc new GA population. In addition, a
gradient search is also carried out to obiain the local maximum
P from the same initial guess in order to estimate the extent of
the local minimum. Once both local searches are completed, we definc
the region that is centred at the minimum and limited by the radius
1Pox — Pl as the “tabu region’, and record it into a tabu list.
Symmerry around the local minimum is assumed in this construct. In
subsequent GA reproductions, all of the new members are checked
against this tabu list to ensurc that none is in the tabu regions of the
sample space. Thus the population is forced to spread out to the
unexplored regions, resuiting in higher HGA scarch efficiency.
Further, 2 new tabu region is appended to the tabu list every time a
new local minimum is explored by local search.

In implementing the inverse problem to reconstruct the shape of a
cavity from its scattercd field data, we start from a set of randomty
created shapes that are described by N ordered points in & two-
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dimensional space. The profile of the object is then obtained using
spline interpolation. Next, the method of moments (MoM) solution to
the electric field integral equation is used as the forward electromag-
netic solver to generatc the computed scattered field £ from each
assumed shape. A cost function is dcfined as the root-mean-squared
{zms) difference between £ and the measured scattered-field £,
The HGA-tabu algorithm is then applied as the optimiser to minimise
the cost function. Binary~cncoded GA is used in our implementation.

Results: We have applied the HGA-tabu algorithm to reconstruct the
shape of a metallic, partially open, circular cylindrical cavity with a
diameter of 10.8cm (IpsO11 in the Ipswich data set) [9]. The
measurement was taken at a single frequency of 10 GHz in a biststic
configuration. There were a total of 36 transmitter positions around
the object and 18 receiver locations for each transmitter position. The
clectric field was paralle! to the axis of the cylinder.

The number of the population for GA was sct to 200, the geometry
was described by N=5 points, and the crossover and mutation rates
were set to 0.8 and 0.4, respectively. The search area was chosen to be
16.2 x 16.2 cm. We first tested the inversion algorithms using MoM-
simulated field data as the input. The results showed that the HGA-tabu
weas able to converge o the correct shape after an averape of 75
generations and the final shape was in excelient agrcement with the
actual shape. In comparison 1o the HGA, the HGA-tabu also showed an
improvement of about 100 generations for convergence.

0.9+
_ random search
T smplecA
R SR S
100 150 200 250

number of ecations

Fig- 2 Convergence comparison for imversion of lpsUl} for random
search, simple GA, HGA and HGA-tabu

Fig. 3 Ips0i] inversion results from measured data

a Typical inversion result by simple GA
b Typical inversion result by HGA-tabu

Next, we applied the inversion algorithms to the actual measured data
for IpsOi 1. Fig. 2 shows the convergence comparison between random
search, simple GA, HGA and HGA-tabu. All the results were averaged
over 10 independent runs with different initial populations. As
expected, the simple ‘GA showed improvement over the random
search, The HGA further improved the convergence rare of the
simple GA. The best results were consistently obtained by the HGA-
tabu. To achieve an rms of 0.55, the HGA required an average of 220
generations while the HGA-tabu algorithm required only an average of
75 generations. (We note here that, due to the difference between the
numerical modelling and the mcasurement, the rms error between the
MoM-computed ficlds from the exact shape and the measured ficld data
is 0.73.) Fig. 3a shows the typical shape from the simple GA after 250
generations plotted against the real profile of the cavity. The result
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indicates that more iterations are needed for convergence. Fig. 36 shows
the typical reconstructed shape from the HGA-tabu after 75 genera-
tions. As we can see, the inverted shape is very close to the real profile.
The overhead of implementing the grdient search in cach peneration is
ebout 10% of the total computation cost. The time for the tabu list
check is negligible, as there is no cost function evaluation.

Conclusion: An gpproach combining the hybrid genetic algorithm
with the tabu list concept has been proposed in this Letter. The tabu
list was set up 1o increase the search efficiency by forbidding revisits
of local minima alrcady explored by the local search. The algorithm
has been applied to reconstruct the shape of a metallic cavity based on
the measured Ipswich data. Inversion results from the HGA-tabu -
showed faster convergence and higher success rate than those of the
simple GA and hybrid GA. The computation overhead per generation
for the new algorithm was small, The algorithm could potentially be
useful in other optimisation problems.
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Publicly verifiable authenticated encryption
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A new suthenticated encryption scheme with public verifiability is
presented. The new sch quires less i 'nommd
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° encryptioa approsches. Furth the ag unot&vdged
Quring the public verification. . .

Introduction: Secure and authenticated message deliver/storage is
one of the major aims of computer and communication security
rescarch. Horster, Michels and Petersen (HMP for short) [1] proposed
an efficient anthenticated encryption scheme with lower expansion
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Sparse parameterisation of electromagnetic
scattering data using genetic algorithm
with adaptive feeding

J. Li, Y. Zhou and H. Ling
A method is p dtop )y dala from ph
mgeuBasedmaglohlmddwnhboﬂ:mmngma\d
resonances, a genetic algorithm with adaptive feeding is proposed foca
sparse representation. The algorithm is tested with measurement dats and
shows better performance than non-global parameterisation methods.

Intruduction: Obtaining a sparse, physical representation of electro-
magnetic scattering data from a complex target is a problem of
fundamental importance in radar signatare analysis {1-9]. The scat-
rering ceatre mode! is the standard way to represent scattering from
lnrgetarge‘sandhasbecnusedwnhsumbythendars:gnﬂm
community for.over two decades. Many techniques including super-
resolution [1, 2], CLEAN [3}, genetic algorithms (GA) [4-6] and
evolutionary programming-based CLEAN [7] have been reporied for
determining model parameters based on the scattering centre model.
For targets coptaining convex, imterior structures such as cavities, a
modcl combining scattering centres and resonances has been shown to
be a more efficient and physically meaningful representation of both

" exterior and interior scallering features [8, 9). However, finding the

model parameters in such cases is more challenging, since the scattering
centre and resonance bases have complemeatary bebaviours in time and
frequency. In [8)], a CLEAN-besed algorithm was uscd to cxtract onc
scattering centre and/or resonance at a time iteratively. In {9], Prony’s

‘method was first used o extract all the scattering centres and then all

the resonances. One drawback of these methods is that the parameteri-
sation results are mot very sparse since the scattering centres and
resonances are not extracted sinmltaneously.

To improve the sparsity, we present in this Letter a' global algorithm
to parameterise complex scatteritig data using the combined scattering
centre and resonance model. The method is based on a GA with
adaptive feeding. The lutter is devised to compensate for the disparity
in strength between scattering centres and resonances and improve the
performance of the GA.

GA with adaptive feeding: The scattering model is assumed to
comprise responses from both scattering centres and resonances as
{91

M X 1
— o 20T e g2,

E(/)—Elnnj’e +-§1b"!'2ﬂ(f—f;)+ﬂ.e V)]
where M and N are the number of scattering centres and resonances,
respectively, and f the frequency. For each scattering centre, 2, is the
time delay, o, the froquency dependency coefficient and a,, the
complex amplitude. For cach rcsonance of complex amplitude b,, f,
is the resonant frequency, 1,, the tum-on time and fi, the Q-factor. The
parameterisation process.can be formulated gs 1 minimisation problem:

LN A puv 7,} = argmin |E(f) — E™(M; @

where E™ denotes the measurement data to be parameterised. The
amplitudes a,, and b, are not included in the bracket as they can be
derived from other unknowns using minimom least squares fitting,
GA has been used in many engincering’ applications as a global
optimisation scheme. However, here we find that the standard simple
GA (SGA) has difficulty in converging to the desired global optimum.
Since the energy in a resonant term is typically much Jower than that in
a scatterer centre, the resonant terms are easily missed in the SGA
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process, To overcome this, a based on a community

parameterisation
"GA with adaptive feeding is devised. Fig. 1 illustrates the approach in

extracting M scattering centres snd N resonances. Each solid box
represents a2 community [10] using a different parameterisation order
number. For example, the highest order uses M scattering centres and N
resonances while the fowest order uses one scattering centre and no
resonance. The parameterisation consists of an iteration process as
follows. First, for each community, standard GA operations including
selection, crossover and murtation are uscd to reproduce members in the
next generation for better solutions. Secondly, at the end of each
gensration, the residual signal of each community is calculated as the
ezror between the best solution in the community and the original data
E™(f) and is parameterised with GA. The order number for_ residual
parameterisation is specified in the dashed box. It is the difference
b the order number of the current community and the next higher
community. Thirdly, the parameters from the best solution of a lower
order commmmity and its residue are combined to form a candidate
solution in the next higher order community. A zero-mean Gaussian
perturbation is added during this step to create a community-level
mutation. By adaptively feeding the solutions from the lower order
communities forward to the higher order communities, the convergence
of the highest order community is significantly accelerated without
sacrificing the optimality of the final solution.

] M. N 1
S
[ ww f1.08
A X
o))
.

Fig.' 1 GA with adaptive jeeding
Best sohstion from lower order community (solid box) and lesndue (dushed box)

combined and fed into next higher-order community. Convergence oflugbesx
arder comwmumity with A scatiering centres and ¥

v} 10 20 30 40
order number

Fig. 2 Comparison of three parameterisation results of VFY 218 meusure-
ment data

———— CLEAN with scatiering centres only

————— CLEAN with scaticring centres and resopances

GA with adaptive feeding

VYF 218 ement data lts: The algorithm was first tested -
using mumerical simulation data from a well-understood target, a plate
with a pamally open czvxty {9]. The proposed method successfully
d the four d ing and three resonances
with a 5% RMS error. By eomparison, the RMS crror from the
CLEAN method is 10% after 20 terms, while the SGA always missed
the weakest resonance. We next applied il to the VFY 218 measure-
ment data [11]. The scattering data came from a 1:30 scale model
aircraft using horizontal polarisation in the 8 to 16 GHz frequency
band. The look angle was at 19.6° from nose-on so that the inlet
contribution was prominent in the retum. Fig. 2 shows RMS error
against total mode) order number (M + N) for three different meth-
ods. The GA results were averaged over six runs. The CLEAN curve
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with scattering-centre-onty model decreases very little after 30 terms,
indicating this model is very incfficient in modelling the resonance
part of the data after the scattering centres are extracted. The CLEAN
curve with both scattering centre and resonance model is better.
However, the vate of comvergence still slows down considerably
after the first 18 terms. The GA corve shows the best sparsity. It
requires only 20 terms to achieve the same accurucy as the CLEAN
approach with 40 terms. The model orders used in the GA are M= 14
and N=6. However, we found that the results were not very sensitive
to the model order selection.

3
82
£
£,
% 5 10 15 2
thme, ns
a
-5
~10
]
%15
-20
-2 10 12 14 16
frequancy, GHz
b
Fig. 3 Accuracy of parameterisation in time and frequency domains
a Time domain
& Frequency domain

To further interpret the physical significance of the GA-paru-
mcteriscd duta, we correlated the extracted scattering centre positions
with the peaks in the target range profile and found that they lined up
well. Furthermore, the two strongest resonances extracted are at
frequencies of 9.8 and 11.3 GHz. This is consistent with the size of
the rectangular cngine inlet openings, which have dimensions of
2.5 x 1S em. (The cutoff frequencies of the TEqy, and TE;; modes
are estimated at 10 and 11.7 GHz, respectively) The other four
resonances at 8.6, 9.1, 9.4 and 13.3 GHz are harder 1 interpret given
the complex shape of the actual inlet structure.

Compansons of the parameterised result with the original measure-
ment data in the time and frequency domains are shown in Fig. 3. We
see fairly good agreements between the two. We suspect the small
parameterisation error to be due to the model mismatch of (1) w the
complex measurement data. Thus, increasing the modcl order for this
data does not reduce the ervor significantly. We also processed data from
0" to 180° from nose-on in 5° increments, and found the GA with
adaptive feeding 1o consistently outperform CLEAN at all anglcs.

Conclusions: We have proposed a GA-based method for parameteri-
sing scattering data from complex targets. Based on a global model
with both scattering centres and resonances, our method uses GA with
the adaptive feeding idea to simultaneously extract all the modec!
parameters. The proposed method can achieve sparser results than
other non-global based methods. The effectiveness of the proposed
method is demonstrated using the VFY 218 measurement data. The
rcsultmg sparse modcl facilitates target feature interpretation and can
be used for signature reconstruction in modellmg and simulation
applications.
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400 mW uncooled MiniDIL pump madules

S. Mohrdiek, T. Pliska, R. Bittig, N. Matuschek,
B. Valk, J. Troger, P. Mauron, B.E. Schmidt,
LD. Jung, C.S. Harder and S. Enochs

A new generation of wavelength stabilised, unmcled 980 nm pump
modules in MiniDIL bousings i3 presented, ing 400 mW ex-fibre

powerwaalempem!mgeoflo"Cm?O’C At 100°C 200 mW
power is still obtained with a robust fibre coupling scheme.

Introduction: As the focus in optical telecommunications systems
tarns more towards affordability, there is a push to produce EDFAs of
lower cost, smaller size and less power consumption. Operation of
980 nm pump modules without a thermo-electric cooler (TEC) has
been presented in [1]. The removal of the bulky and power-consurning
TEC allowed us to develop pump modules in a smaller, less expensive
MiniDIL housing. Though low cost is cmcial, performance and

seliability parable to con I Butterfly-type modules has to
be demonstrated, in order to satisfy the yet stringent requirements for
metro systcms.

In this Letter we present results of 550 mW fibre coupled power at
25°C, 400 mW at 70°C and 200 mW at the extreme temperature of
100°C, with MiniDIL modules incorporating the latest developments in
pump laser devices {2, 3] and wavelength siabilisation by fibre Bragg
gratings (FBGs) [4]. Little change in fibre coupling efficiency with
temperature demonstrates the robustaess of the fibre alignment scheme.
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Application of adaptive chirplet representation for
ISAR feature extraction from targets with rotating

parts

J. Li and H. Ling

- Abstract: The problem of feature extraction from inverse synthetic aperture radar (ISAR) data
collected from targets with rotating parts is addressed. In traditional ISAR imaging, rigid-body
motion is usually assumed. When non-rigid-body motions are present, it is not possible to obtain a
focused image of both the target and the rotating part. To solve this problem, the radar signal is first

. parameterised using the adaptive chirplet signal representation. The signal from the body and that
from the rotating part are then separated in the parameter space. Point-scatterer simulation results
show that better geometrical features of the body and better micro-Doppler features of the rotating
part can be extracted after the separation. The algorithm is also demonstrated using the
measurement data from an in-flight aircraft and a walking person.

1 Introduction

Recently, there has been increasing interest in studying the
so-called micro-Doppler phenomenon |1, 2] for radar target
identification applications. Micro-Doppler is used to
describe the fine Doppler feature from some moving part
on the target that is different from the main body Doppler
feature. In most of the conventional work on inverse
" synthetic aperture radar (ISAR) imaging, the target is
assumed to have rigid-body motion [3. 4]. However. non-
rigid-body targets can often be found in real-world
situations. As a simple case, a target may consist of a
main body and a rotating part. For example, an in-flight
aircraft with jet engine rotation, a ship with scanning
antenna motion and a ground vehicle with spinning tyre
motion all involve this type of configuration. Under these
conditions, difficulties in understanding the resulting ISAR
image arise due to the violation of the rigid-body
assumption.

In this paper, we set out to extract better target features
from ISAR data when a target has a rotating part beside the
main body. The challenge is that the body image is
contaminated due to the interference from the rotating
part. It is also more difficult to extract the motion
information from the rotating part as it is overshadowed
by the body returns. Our approach is to first parameterise the
radar signal using the adaptive chirplet representation | 5. 6}.
The chirplet basis is a four-parameter function localised in
the joint time—frequency plane. While both Gaussian |7]
and chirp-type [&] bases have been reported for joint
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time~frequency processing of ISAR data, the chirplet basis
is selected to represent the radar signal in this paper. Since
both amplitude modulation (AM) and frequency modulation
(FM) are part of the basis, the chirplet can more efficiently
represent the radar signal from a target with a rotating part.
With the adaptive chirplet representation, different motion
behaviours of the target components are mapped into
different parameters of the corresponding bases. Conse-
quently, the returns from the body and the rotating part can
be more easily separated. After the separation. better target
feature extraction can be realised by processing the two
parts individually. This includes both the extraction of the
geometrical features from the main body and the micro-
Doppler features from the moving part.

In the following section. we present the model and
formulation of the problem. After a close examination of the
point-scatterer signal model of a target with individual
motions, we show that the chirplet basis is well suited for
parameterising and separating the rotating part signal from
the main body signal. The chirplet-based adaptive signal
representation algorithm is tested with point-scatterer
simulation data and results are shown from two sets of
measurement data. The first data set is from an in-flight
aircraft with jet engine rotation motion. The second data set
is from a walking person with arm swinging motion.

2 Signal model and formulation

2.1 Point-scatterer model of radar signal from
target with rotating part

The point-scatterer model is usually used in radar imaging
to model the radar signal scattered by an unknown target.
In this model, the radar return signal is expressed as a sum
of point-scatterer responses

- |
BU,0) =3 omexp { <L Rl + 50505 8000

m=1

+yusin 0,0} )
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where the radar signal E is a two-dimensional function of
transmitting radar frequency f and pulse dwell time 2.
The target consists of M point-scatterers, each with position
(%,ms ¥ } 2nd complex scattering coefficient o,,. Suppose the
radar is stationary, the target motion is described by the
translation motion R,,(¢) and the angular motion 8,,(f} for
each scatterer.

A rigid-body target is usually assumed in traditional
ISAR imaging. i.e. all the point-scatterers in (1) share the
same translation motion R,,(t) and rotational motion 6,,(r).
Here, we shall consider a non-rigid-body target consisting of
two parts, a main body and a rotating part. In this case, we
can simplify the model in (1) by using different motions for
the two parts while still applying the rigid-body assumption
for each part. This leads to

E(f,1) = Eg(f,1) + Ep(f,1)

M
4
= Zam €xp {—.’_:‘—rf{RB(') + X COS OB(I)
m=1

N
+ynsin 6501} + 3o {1 kel

n=1
© +x, c08 Bz(1) + ¥, sin 9R(1)]} @

with subscripts B and R denoting the body and the rotating
part, respectively.

Both the main body and the rotating part move with
respect to the radar. The difference is that the rotating part
has an additional rotation motion beside all the motions of
the main body. For the main body, during the imaging
interval we can apply the small-angle approximation usually
used in ISAR imaging. That is

cos fg(f) = 1

sin Op(r) = Gp(r) (3)
We also assume that a standard motion compensation
algorithm [4, 9. 10] has been utilised to remove both the
translation motion and the nonuniform rotational motion
from the body, after which we can write

{ Rp(t) — 0
B5(t) + wpt G

where wj is the effective body rotation rate after the motion
compensation. The arrow symbol above is used to indicate a
new assignment of the variable on the left after the motion
compensation operation.

For the rotating part. the motion relative to the main body
is rotation only. This implies that the rotating part has the
same translation motion as that of the body while the
rotation motion will change accordingly, i.e.

{ RR(I) —0
Or(2) + Ok(1) (5)

However, the small-angle approximation does not hold for
the rotating part. Since its rotation rate is usually much
larger than that of the main body, a rotating scatterer might
undergo many cycles while the main body rotates only a few
degrees during the imaging interval. Substituting (3)-(5)
into (2), we have

M
B =Y owexp{ sty

m=1

+Zo,,exp{—j [x,,cosBR(t)-i-),,smOR(t)]} (6)

n=1
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which is the radar signal from a target with a rotating part in
the two-dimensional (frequency, dwell time) domain after
motion compensation of the main body. Since it is more
efficient to process range compressed data, we Fourier
transform (6) with respect to f and bring the radar data into
the (range. dwell time) domain. The radar sngnal through a
fixed range cell r is given by

E ()= Za,,, S smc[ o (r— \:,,,)]

m=1

X exp {+J—‘ﬂ£ (r—x,— ymwst)}

+ Z a,fbwsinc{ Cb“' [r—x,cos 9}; (1)
n=1

— Y, sin 0}(1)]} exp { +J——[r x, €08 Ox(r)

— ¥y, sin 9};(t)]} , O
where f,. and f,,, are the carrier frequency and the bandwidth
of the radar, respectively.

Some observations can be made here about (7). There
exist substantial differences between the main body signal
and the rotating part signal. Each body-scatterer in the first
term has constant amplitude o,, and constant Doppler
frequency —(2f,/c)ogy,, with respect to t. However; the
signal of each rotating scatterer in the second term contains
both AM and FM components. This can be seen by the
presence of the time-varying function 8}(z) in both the sinc
and the exponential terms. Consequently, a second Fourier
transform of (7) with respect to ¢ will focus the target body
in cross-range, but not the rotating part return. This results in
the observed interference from the rotating part in the ISAR
image.

2.2 Chirplet basis

The chirplet basis function |5. 6] is well snited for
parameterising the AM—FM radar signal in (7). A chirplet
is a four-parameter basis of the form

1

helt) = (g;)“exp{—ak(t—xk)z}exp{—fzmo—a)
“jﬂﬂk (r— tk)z} (8

where ¢, is the time centre of the signal, f; is the centre
frequency, §; is the frequency modulation rate and o,
defines the time extent of the signal. The joint time-
frequency plot of a chirplet function is illustrated in Fig. 1.

Actually, the chirplet basis is one of the many options that
can be used to model the radar signal accurately. However,
there are some attractive attributes of this basis. First, the
basis function is an AM-FM signal and only a sparse set of
these bases is needed to approximate the time-—frequency
structure of the radar signal in (7). Secondly. the chirplet
basis is a well understood basis with only four parameters.
Only moderate computation time is needed to search for
the basis parameters. Thirdly and most importantly, the
parameters of the chirplet can be used to separate the two
components of the signal. This is because signals from the
main body and the rotating part are captured by chirplet
bases with different parameters.

To see this more explicitly, let us assume a first-order
rotational motion in the time neighbourhood of each chirplet

9}3(1‘) = 9¢: + wR(t - tk) (9)




Doppler frequency

Fig. 1 Chirplet basis and chirplet parameters

" a Joint time~frequency representation of a chirplet basis

b Distribution of chirplet parameters for the main body (solid) and rotation
parts (dotted) and separation thresholds (dashed)

where 8, is the angle at the time centre. The rotating part is
assumed to have a constant rotation rate g during the time
interval near f although it could have more complex
motions during the whole imaging interval.

After substituting (9) into (7), we take the first and second
derivatives of the phase term with respect to 7 and compare
them to those from (8) to arrive at expressions for f; and ;.
The results can be written as

Si=— '2{in[*" sin @p(t — ) — ¥, cos wp(t — 4]

= - ?{‘-L—'],,CDR sin [(lJR(t - tk) - 5:;1] - (100)
2. .

By = -—%I,,a)ﬁ cos [og(t ~ 1) - ) (10b)

where (I,,,{,} are the polar representations of (x,,y,). It can
be seen from (10a) and (10b) that the parameters f; and 3;
are distributed along an ellipse as follows:

e N AY u
hon? | ol () (1)

where the size and the axial ratio of the ellipse are controlled
by wg and /,. Similarly, the equation to associate the
chirplet parameters with the main body signal is given by

£ A
sl | mdP (c) (12)

where the scatterer radial length /,, and the rotation rate wp
are used for the main body.

Even though (11) and (12) have exactly the same form.
the main body and the rotating part are separable in the
parameter space because of their different motions.
Essentially, while the sizes of the two parts are comparable,
the rotating part rotates much faster than the main body
during the imaging interval, i.e.

wp > wp (13)
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Consequently, the chirplet parameters f; and 5, for the main
body and the rotating part are distributed very differently in
the parameter space. A rotating part scatterer is represented
as a larger and rounder ellipse while a body-scatterer is
represented as a smaller and flatter ellipse. Actally, the
ellipse for the main body is nearly a line segment on the
£ axis since the first term of (7) is assumed to have zero
Doppler rate. The different distributions of the chirplet
parameters are illustrated in Fig. 15, where the outer ellipse
represents the rotating part signal while the inner one
represents the main body signal. A simple criterion to
separate the two parts can thus be defined; the body signal
has small f; and 3, while the rotating part signal has either
large f; or 5.

Another interesting observation we can make from the
above discussion is that the main body and the rotating part
signals have large overlaps in f;, while they have little
overlap in §;. Therefore, the Doppler rate is more important
than the Doppler frequency in separating the two signal
components. This point will be further illustrated by
examples later.

To summarise, if we parameterise the radar signal in
question into a set of chirplet bases, it is possible to separate
the contributions from the target body and the rotating part
based on the parameters of the chirplet bases, as we have
discussed above.

2.3 Signal separation based on adaptive
chirplet signal representation

To decompose the radar signal into a set of chirplet bases.
we apply the adaptive signal parameterisation algorithm
{11.12]. We start with the radar signal in a fixed range cell
with returns from both the body and the rotating part, which
is labelled as E, (7} in (7). Next, we parameterise E, (f) by
projecting the signal onto chirplet bases of different
parameters and find the one with the maximum projection
value. Next, a residual signal is generated by subtracting the
contribution of the just-found basis from the signal. This
process is then iterated to generate a series of chirplet basis
functions that, when swmmed, can approximate the original
signal. The steps are summarised below:

Step 1. Set iteration index number & to 1 and the residual
signal R.(r) t0 E,(7)

Step 2. Find the kth chirplet h(r) by maximising the
projection from the residual signal R,(r) onto the basis. ..

{tfir 0, B} = arg max (R (1), (1)) (14)
where the inner product is defined as
h
&m0} = [ Rom@a a5
The radar data are assumed to exist over the time interval #,

to #;. The coefficient of the chirplet is the corresponding
projection

= (Ri(2), (1)) (16)
Step 3. Subtract the extracted signal from the residual
R () — Ri(t) — ey (1) _ (17)

Step 4. Increment & by one and repeat steps 2 and 3 until &
reaches a preset number or until the energy of the residual
signal is below some threshold set based on the signal-
to-noise ratio. Suppose N chirplets are found from this
procedure, the radar signal is parameterised as
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E.()~ ch( ) exp{_al(,_,k)ze 1“’uft(r—u)e—nﬂg(r—r()}

(18)

After the parameterisation of the radar signal. the body
signal can be separated from the rotating part signal using
the criteria discussed previously. We classify those chirplets
with small f; and 5, as the main body components and the
chirplets with either large f; or large 5, as the rotating part
components. The final body-only signal and the rotating part
signal are assembled from the corresponding chirplet bases
according to (18).

" Following the separation, we can process the main body
signal and the rotating part signal individually for better
information extraction. Based on our discussion about (7),
for the target body the feature of interest is the geometrical
information in the ISAR image. A better body image can be
reconstructed after removing the rotating part components.
For the rotating part signal, it may be impossible to also
construct a focused image of the rotating part if the PRF of
the radar is too low. However, it is possible to extract useful
information about the motion of the rotating part from the
separated data.

3 Point-scatterer simulation results

We first test our algorithm with point-scatterer simulation
data. Six point-scatterers are used in the simulation with five
points representing the rigid body and one representing the
rotating part. The positions and the strengths of the six
scatterers are shown in Fig. 2. Scatterer 6 rotates around
scatterer 2 at a rate of 6.67 Hz and a rotation radius of 20 cm.
We assume the radar has a 10GHz centre frequency,
800MHz bandwidth and 1400 Hz PRF. The target body
rotates about 4° over 384 pulses during the data collection
time.

Simulated radar data are generated usmg the point-
scatterer model in (6). The resulting radar image is shown
in Fig. 3. The three point-scatterers in the centre range
cell are shadowed by a noisy vertical micro-Doppler band
due to the motion of the rotating point-scatterer. Qur
objective is to reconstruct the five body-scatterers and to
estimate the rotation rate of the rotating scatterer from the
radar signal.

Different behaviours of the body and the rotating
part are better identified in the joint time—frequency
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Fig. 2 Point-scatterer representation of the original rarget
consisting of five rigid points (1-5) and one rotating puint (6)
with strengths 2, 5, 2, 1, 1, and 3.33, respectively
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Fig. 4 Spectragram of the radar signal through mﬁge cell 65

domain. The spectrogram obtained from the short-time’

Fourier transform is shown in Fig. 4 using the data in range
cell 65, which contains responses from scatterers 1, 2, 3
and 6. In this Figure, we see interesting features about the
target. First, there are three horizontal Doppler lines. The
one at zero Doppler is due to scatterer 2. The two at
*+100Hz are due to scatterers 1 and 3. Secondly, there is a
sinusoidal-like micro-Doppler curve due to the rotating
scatterer 6. Amplitude modulation of this signal is also
observed.

Following the steps in Section 2.3, we first parameterise
the signal using N = 100 chirplets. The spectrogram of
the resulting parameterised signal is shown in Fig. 5. We
see fairly good agreement between the original signal and
the parameterised signal. Next, we separate the contri-
butions from the static and dynamic parts of the target
based on the Doppler frequency f; and the Doppler rate 3,
of the chirplet bases. A simple threshold of 3200 Hz/s on
the Doppler rate and 300Hz on the Doppler frequency is
used to discriminate the static and dynamic part of the
target. The spectrograms of the resulting radar signals are
shown in Figs. 6a and 6h for the rigid body and the
rotating part, respectively. We see that the body with
nearly constant Doppler and the rotating part with fast
changing Doppler are separated.

We use the same procedure to parameterise and
separate the radar signals from range cells 60 to 70.
After removing the rotating part interference, the final
ISAR image is shown in Fig. 7. The five scatterers of the
static body are now correctly focused. To obtain more
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Fig. 6 Separated body and rotating part signal

a Spectrogram of the three main body scatterers
b Spectrogram of the rotating part

information about the rotation motion, an autocorrelation
analysis of the separated rotating point signal is shown in
Fig. &a. The period of the rotation motion is determined to
be 0.15s from this Figure. This agrees with the true
rotation rate of 6.67 Hz. For comparison, the autocorrela-
tion of the raw radar signal before separation is shown in
Fia. 8h. It is difficult to detect the periodicity from the
plot as the rotating scatterer signal is heavily contami-
nated by the large body return.
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a Result from the rotating part signal after separation
# Result from the original signal before separation

4 Measurement data results

The algorithm is next applied to two sets of measurement
data. The first data set is the radar data collected from an in-
flight aircraft during the frontal view of the target. The
second data set is the radar data collected from a walking
person. In both cases. the goal is to separate the main body
signal from the rotating part return for better target feature
extraction. :
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Fig. 10 ISAR image of the aircraft with JEM lines
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Fig. 11 Aircraft body and JEM line separation

a Body ISAR image with Doppler frequency gating only
b Body 1SAR image with Doppler rate gating only

100
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4.1 Jet engine modulation removal from an
in-flight aircraft

The geometry of the problem is shown in Fig. 9. The radar ‘
collects backscattering data from an in-flight aircraft. The
resulting ISAR image obtained using a joint time—
frequency based motion compensation algorithm [9] is
shown in Fig. 10. We observe a vertical noisy band due to
the rotating engine blades, which is the well known jet
engine modulation (JEM) phenomenon {13]. The geometry
of the aircraft body is obscured due to the presence of the
JEM lines.

Simple Doppler gating is typically used to alleviate this
problem. The resultin Fiz. 114 is generated by putting zeros
in cross-range cells 1-32 and 62-128 in the image area
with JEM lines. The high Doppler frequency components in
the jet engine return are removed in this manner. However,
we see that in areas where the JEM lines overlap with the
target image, this technique does not work well, as it cannot
distinguish the aircraft body signal from the JEM sngnal
with low Doppler frequency. :

Using the chirplet-based adaptive signal mpresentatlon,
we first parameterise the radar signal. Figure 115 is the
reconstructed ISAR image using a separation criterion
based on f; only, i.e. we remove those chirplet bases with
large 3; from the parameterised signal. It is much better than
Fig. 1ia inrevealing the aircraft body feature. This confirms
our previous observation that the Doppler rate is a better
discriminator than the Doppler frequency in separating the
two signals. Finally, we use both §; and f; to separate the
two signals. The aircraft body image reconstructed from
chirplet bases with both small 3, and small f; is shown in
Fiz. 11c. We see an even better representation of the aircraft
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3

2040 60 B0 100 120

¢ Body ISAR image based on both Doppler frequency and Doppler rate parameters

d Separated JEM signal
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body feature in the JEM region. The JEM signal is also
displayed in Fig. 114. The signal is aliased because of the
low PRF of the radar in comparison with the rotation rate of
the engine blades. This example shows that this algorithm
works despite the strong Doppler aliasing of the rotating
part signal.

4.2 Arm swing rate estimation from a walking
person

The second data set is the measured radar data collected
from a walking person. The geometry of the problem is
shown in Fig. {2. Two types of motions are involved; the
translation motion of the person’s body and the swinging
motion of the arms (or legs). Figure 13 shows the range
profiles after coarse range alignmment using amplitude
. correlation. Due to the limited range resolution relative to
the target size, it is very hard to discern any useful features
about either the body or the arms in this Figure. Figure 14 is
the spectrogram of the radar signal throngh range cell 32.
Interesting target features are revealed in this Figure. The
horizontal Doppler line is due to the body motion as the
person walks at a relatively constant speed during the 1.28 s
dwell interval. The sinusoidal-like curve shows the micro-
Doppler phenomenon from the swinging armn motion. The
Doppler spread is caused by the varying speed of the arm
and the changing angle between the instantaneous swinging
motion and the radar incident wave. We also observe the
periodicity of the arm motion.

To separate the body and the arm returns, the adaptive
chirplet representation is applied. After the parameterisa-
tion, we again separate the body return from the arm return
by classifying those bases with large Doppler frequency f;
or large Doppler rate 3, as contributions from the arms. The
spectrograms of the separated body and arm signals are
shown in Figs. 154 and 155, respectively. The main features
of the target are kept after the separation, indicating good
accuracy of the parameterisation. We also observe a
significant denoising effect from the parameterisation.
This is because noise in the measured data does not have
the time —frequency characteristics of a chirplet and it is left

dwell time

Fig. 13 Radar data after range compression
200

in the residual signal after the parameterisation. The arm-
swing period can be easily estimated from the arm-only data
by taking the autocorrelation of the time sequence. The
peaks in Fig. {6a correspond to the period of the signal,
which is found to be 0.44 s. Based on this swing rate and the
speed of the person (2.3 m/s) estimated from the same radar
data, the stride size of the person is determined to be about
1.0m. For comparison, we have also generated the
autocorrelation of the original data without the joint
time-frequency processing (Fig. 165). In this case,
the radar return from the arm is overshadowed by the body
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Fig. 16 Arm-swing rate estimation using autocorrelation

a After signal separation
b Before signal separation

return and the peaks in the autocorrelation function are
significantly less pronounced.

Finally, we note here that only a simple exhaustive search
has been implemented to carry out the chirplet decompo-
sition in our examples. In the walking person example, the
decomposition of a signal with 1024 data samples into
50 chirplets took 1050s using MATLAB on a personal
computer with a 2.26 GHz Pentium 4 CPU. A fast
implementation of the chirplet decomposition has recently
been reported in [14] and should speed up the processing
significantly. .

5 Conclusions

In this paper, a chirplet-based adaptive signal representation
algorithm has been applied to extract features from ISAR
data of a target with a rigid main body and a rotating part.
Becanse the micro-Doppler feature of the rotating part is
very different from the body Doppler, the two interfere with
each other if processed together. To overcome this problem,

IEE Proc.-Radar Somar Navig., Vol. 150, No. 4, August 2003

we parameterise and separate the two parts using the
adaptive signal representation. In particular, after formulat- -
ing an AM-FM model for the radar signal, the four-
parameter chirplet basis is nsed to account for the time and
frequency localisation of the signal. After the parameterisa-
tion. the separation is achieved by a criterion based on the
extracted Doppler frequency and Doppler rate parameters.
The algorithm has been successfully tested with point-
scatterer simulations and applied to two measurement data
sets. In the aircraft data, we are able to reconstruct a better
aircraft body image after the separation. In the walking
person data, we are able to more accurately estimate arm
swing rate. The results demonstrate the potential application
of this algorithm for target identification usmg ISAR data
from non-rigid-body targets.
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ABSTRACT: A fonnulation for ground-penetrating radar (GPR} imag-
ing using the synthetic-aperture concept is introduced. We show that it
is possible to form a 3D image by inverse Fourier transforming the mul-
tifrequency, multispatial scattered field. The proposed aigorithm for
GPR imaging is tested with ed and simulated data. The resultant
imuges demonstrate good agreement between the measured and simu-
luted cases. © 2004 Wiley Periodicals, Inc. Microwave Opt Technol
Lett 42: 412-414, 2004; Published online in Wiley InterScience (www.
interscience.wiley.com). DOI 10.1002/mop.20320

Key words: ground penetrating radar (GPR): synthetic aperture radar
(SAR): radar imaging

1. INTRODUCTION

The imaging of buried objects or inhomogeneities upderground
using ground-penetrating radar (GPR) has been a topic of interest
for a wide variety of applications ranging from mine detection to
archeology. Many GPR imaging algorithms have been proposed in
the literature [1-5]. Although good depth resolution can usually be
realized in GPR images using frequency diversity, good resolution
in the cross-range dimensions is much harder to achieve.-Capineri
et al. [3] proposed a method for obtaining good resolution in GPR
images out of B-scan data by applying the Hough transformation
technique. Morrow and Van Genderen [4] and Van Dongen et al.
{57 applied the back-propagation and conjugate-gradient inversion
technigues to form two-dimensional (2D} and three-dimensional
(3D) images for a borehole radar. However, these techniques have
a significant computational burden. Therefore, there is a need for
obtaining images with good range and cross-range resolution with
a fast algorithm. »

We previously developed a synthetic-aperture algorithm for
imaging antenna-platform interactions based on multifrequency,
multispatial scattered-ficld data {6-8]. In this paper, we extend our
algorithm to generate 3D GPR images of scattered data from
buried objects underground. This technique is based on the ap-
proximate Fourier transform relationship between the frequency-
spatial variables and the distance-angle information of the buried
scatterer. The algorithm is quite attractive, since it forms 3D
images by using a fast Fourier transform (FFT) followed by a
simple transformation from the distance-angle domain to the im-
age domain. It is computationally fast. Furthermore, the cross-
range resolution can be made as good as the range resolution by
controlling the size of the collection aperture.

2. SAR APPROACH FOR GPR IMAGING

Similar to the antenna synthetic-aperture radar algorithm [6-8],
our GPR imaging algorithm is based on collecting the multifre-
quency scattered electric field over a two-dimensional spatial grid
lying on top of the ground, as shown in Figure 1. We assume the
target point P is located at an unkpown location (x;, v, 2,). We

Journal Paper [7]
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(x,00)
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Figure 1 Geometry for GPR imaging

make two approximations that are commonly used in SAR imag-
ing. First, we assume that the frequency bandwidth is small in
comparison to the center frequency. We further assume that the
aperture dimensions are small in comparison to R,;, the path
length from P to the receiver. Under these assumptions, the scat-
tered electric field at thé receiver can be approximated as follows:

Eg(k, xl, Z') = Ai' e—jl(_RuH»R:.)_ e—j&.rx’sinm. e—jkn‘:.'»inu.iénﬁ.' (1) :

where A, is the strength of the scattered field, k = 27 Ve /A is
the wave number in the soil, &, is the relative permittivity of the
ground, & is proportional to the radar frequency, and &, corre-
sponds to the wave number at the center frequency. From the
above eguation, it is obvious that there exist Fourier transform
relationships between the variables (k, x’, z') and (R, = R,;, +
R,;, U = sing, V = sinasin@). Therefore, by taking the 3D
inverse Fourier transform of the scattered electric field with respect
to k, x" and z', it is possible to pinpoint the total travel distance
and the angles related to the scatterer location as follows:

EJR, U, V) = IFT{A;+ e 7%~ V1. g0}
=A;8R—R)-8(U-U)-8(V—V) @)

After inverse transforming the multifrequency, multispatial scat-
tered electric-field data. the scatterer point P will manifest itself as
a peak at (R,, U, V) with the corresponding amplitude A;. In
practice, since the spatial aperture size and the frequency band-
width are not infinite, the actual spot size of thé scatterer will be
inversely proportional to these variables. Once the GPR image in
the (R, U, V) domain is generated, we can then transform it to the
spatial (x, v, g) domain by using the trigonometric relationship
between the variables (R, a, B8) and (x, v, 2). The transformation
from (R, U, V) to (x, ¥, 2) is unique and correctly maps the
scatterer location [8]. However, the resultant point-spread response
in the image is slightly distorted, due to the nonlinear nature of this
transformation.

3. MEASUREMENT AND SIMULATION RESULTS

3.1. Experimental Setup

To test our GPR imaging algorithm, we built an experimental
setup, as shown in Figure 2. In this setup, a wooden pit was
constructed and filled with sand. Our GPR imaging algorithm
requires the knowledge of the dielectric constant of the ground
medium. The dielectric constant of the sand was measured by
comparing the phase delay between a pair of antennas by carrying
out the following experiment. First, a transmitter antenna and a
receiver antenna are directed to each other in the air at a distance
of 1 m and an S,, measurement for a frequency sweep from 4 to
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6 GHz was done. Secondly, the same measurement (this time,
inside the sand) was repeated. It is known that the phase delay
between these two measurements is proportional to the square root
of the permittivity of the sand. Figure 3 shows the unwrapped
phase of the transmitted electric field for 201 discrete frequencies
from 4 to 6 GHz for both the air and sand measurements. By taking
the square of the phase delay between the sand measurement and
the air measurement, we plotted the estimated dielectric constant
of the sand over the frequencies (see Fig. 4). From this figure, it is
deduced that the permittivity of the sand is nearly constant at the
average value of 2.26 for the frequencies from 5 to 6 GHz. We
used this value as the sand’s dielectric constant throughout our
analysis.

For our main GPR experiment, a rectangular copper plate of
dimensions 46 cm in the x-direction and 30 c¢m in the z-direction
was buried at 46 cm below the sand surface. The plate is located
50 cm away from the transmitter slong the x-axis. §,, between the
trapsmitter and the receiver was measured using an HP8753C
network analyzer. Identical coax-fed rectangular waveguide anten-
nas of dimensions are 3.81 and 1.91 cm were used as the trans-
mitter and the receiver. Both antennas were directed towards the
sand so that their main beam lighted the region below the sand
surface. The transmitter antenna was assumed to be placed at the
origin and the receiving grid was assumed to be centered at 1 m
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Figure 3 Unwrapped phase of the transmitted electric for both the air
sand measurements
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Figure 4 Measured dielectric constant variarion of the sand from §,,
measurements ‘

along the positive x-direction. Both antennas were horizontally
polarized such that the electric ficld was parallel to the metal plate.
The scattered field was collected over 100 different spatial points.
The size of the 10 X 10 receiving grid was 31.04 c¢cm in the
x-direction and 14.83 cm in the z~direction. For all 100 points, the
signal frequency varied from 4.9226 to 5.9352 GHz over 25 evenly
sampled points. o

3.2. Measurement Results : ‘

The measured data from the experimental setup shown in Figure 2
were collected onto a computer and processed. After applying the
proposed algorithm, we generated a 3D GPR image in the (R, U,
V3 domain. To achieve better resolution of the image, the frequency-
spatial data were zero-padded four times in all R, U, and V
domains and then our FFT-based imaging algorithm was applied.
Therefore, we generated a 3D GPR image whose size was 100 X
40 X 40. For display purposes, tbe 3D image was projected onto
2D R-U, R~V and U-V planes, as shown in Figure 5(a). Then, to

1 - 1

08

Figure § 2D projected GPR images for the measurement data in the (a)
(R, U, V} and (b) (X, ¥, Z) domains. [Color figure can be viewed in the
online issue, which is available at www.interscience.wiley.com.}
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Figure 6 2D projected GPR images for the simulation data in the (2) (R,
U, V) and (b) (X, Y, Z) domains. [Color figure can be viewed i the online
issue, which is available at www.interscience.wiley.com.]

obtain the 3D GPR image of the region below the surface, we
applied the necessary coordinate transformations. Figure S(b)
shows the 2D projected GPR images onto the principal Z-Y, X-Y,
and X~Z planes. The projected outlines of the plate are overlaid
upon the images. We observe that our algorithm estimates the
scattering from beneath the target of the copper plate well. We also
pote two main hot spots in the image. The stronger one corre-
sponds to the scattering from the middle of the plate, where a
specular point exists. The weaker one corresponds to the diffrac-
‘tion mechanism from the front edge of the plate. This mechanism
is expected. since the tip of the electric field is parallel to this front
edge of the plate. Both image features agree well with the geo-
metrical locations of the plate. In addition, the resolutions in the
cross-range directions (that is, in the x- and z-directions) are nearly
the same as the resolution in the range ( v) direction. Note that the
spots in the image do not have a simple point-spread form and they
are somewhat defocused. This is due the nonlinear transformation
from the (R, a, B) to the (x, ¥, 2), and a method to overcome this
effect has been discussed in [7, 8]. Nonetheless, we can still see the
separation between the two points on the plate, which are spaced
23 cm apart. Therefore, our technique is able to achieve good
resolutions in both the range and cross-range dimensions.

3.3. Simularion Results

To assure the validity of our measured results, a simulation was
also carried out using a physical-optics calculation that utilizes the
shooting and bouncing ray (SBR) technique [9]. During the sim-
ulation, the ray density was selected as five rays per wavelength.
After running our simulator and obtaining the simulated data of the
experimental setup, we applied the same imaging algorithm to
form the simulated GPR image. Figures 6(a) and 6{b) demonstrate
the 2D projected GPR images from the simulation data in (R, U,
V) and (x, v, 2) domains, respectively.’ By comparing the mea-
sured GPR images of Figure 5 to the simulated ones of Figure 6,
good agreement between the two was obtained. Since the physical
theory of diffraction contribution was absent in our simulation, we
note that the edge-diffraction contribution in the simulation is
weaker than that from the measured image.

4. CONCLUSION AND DISCUSSION

We have presented a Fourier based imaging algorithm for ground-
penetrating radar (GPR), based on the synthetic-aperture radar
concept. The algorithm utilizes the phase information of the scat-
tered field. By inverse Fourier transforming the scattered-field
data, we have shown that it is possible to form a good-resolution
3D GPR image of the region below the ground surface. To test our
imaging algorithm, data were collected from a buried metallic
plate by using an experimental setup. Our imaging algorithm
successfully formed a 3D GPR image of the plate with a good
estimation of the dominant scattering points off the target. The
measured image was also compared to that formed from the
simulation data that was generated using the physical optics cal-
culation. Good agreement between the measured and simulated
images was observed. Both résults demonstrate good resolution
images. On the other hand, the image distortion issue that worsens
the image quality, due to ponlinear transformation from the dis-
tance-angle domain to the image domain. The limitation of the
present imaging algorithm is that it assumes the soil medium to be
homogeneous and the soil property to be known a priori. High-
resolution images can be formed consistently by using this algo-
rithm. :
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ABSTRACT: A ray tracer based on the multiplaten Z-buffer (MPZ)
algorithm is implemented and its performance is evaluated against
the binary space-partition tree algorithm. Our results indicate that
the computational complexity of the MPZ is independent of the num-
ber of facets, thus making it potentially attractive for targets de-
scribed by a large number of facets. A multi-aspect MPZ (MAMPZ}
is also proposed to further enhance the speed performance of the

MPZ algorithm. It is shown that by storing multi-aspect Z-buffers, it ‘

is possible to significantly accelerate the ray-tracing time of the
MPZ. © 2004 Wiley Periodicals, Inc. Microwave Opt Technel Lett
43: 298-301, 2004; Published online in Wiley InterScience (www.
interscience.wiley.com). DOI 10.1002/mop.20450

Key words: ray tracing; multiplaten Z-buffer; binary space-partition
tree

1. INTRODUCTION

Ray tracing is a key step in high-frequency electromagpetic scat-
tering computations {1, 2]. Numerical tracing of rays for a complex
target model is often a very time-consuming operation. Therefore,
a faster ray-tracing algorithm could significantly speed up the
scattering prediction from complex targets. In this paper, we
evaluate the multiplaten Z-buffer (MPZ) ray-tracing algorithm
proposed by Hu et al. [3, 4] as an alternative to the traditional
binary space-partition (BSP) tree algorithm [5]. In the standard
BSP algorithm, a BSP tree is first built, based on the facet model
of the target, by recursively cutting the bounding box of the object
along a spatial plane. Ray tracing is then performed by traversing
the BSP tree. The BSP-tree-based ray tracer is considered the
fastest among all of the spatial-subdivision approaches. For a
target consisting of N facets, the computation time of the algorithm
scales between the optimal lower bound of O(log N) to the upper
bound of O(N), depending on the actual spatial distribution of
target facets.
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Figure 2 Mechanism of the MPZ ray-tracing algorithm

In the multiplaten Z-buffer approach, a multilayered Z-buffer is
first generated using the scan-conversion process. Instead of sim-
ply storing the z-coordinates of the visible pixels as in the tradi-
tional Z-buffer process, multiple Z-buffers are created to store the
z-coordinates of all of the facets within each pixel during the scan
conversion. During the ray trace, a ray is tracked by moving pixel
by pixel along the ray direction. Within every pixel, the z-depth of
the ray is compared to all of the Z-buffer values for that pixel to
check for possible intersections. Once an intersection is found, the
hit point and the reflection direction can be calculated, and the
tracing process is then iterated umtil the ray departs from the
bounding box. Although it was claimed that the MPZ algorithm
should be superior to the traditional ray-tracing process, no eval-
uation about its time performance was reported in [3, 4]. The first
objective of this paper is to evaluate the performance of the MPZ

“against that of the BSP algorithm. Our results indicate that, in

contrast to the BSP algorithm, the computational complexity of the
MPZ is independent of the number of facets, thus making it
potentially attractive for targets described by a large number of
facets. Our second objective is to explore ways to further enhance
the performance of the MPZ. It is shown that by storing multi-
aspect Z-buffers, it is possible to significantly accelerate the per-
formance of the MPZ. : R

This paper is organized as follows. In section 2, we review the
MPZ algorithm and describe its implementation. In section 3, we
compare the performance of the MPZ against that of the BSP
algorithm. The results for a wide range of targets are tested to
determine the computational complexity as a function of the num-
ber of facets. Based on the results, in section 4 we further propose
a multi-aspect approach to speed up the computation performance
of MPZ algorithm. The conclusions of our study are discussed in
section 5.

2. MPZ ALGORITHM AND ITS IMPLEMENTATION

Z-buffers were originally developed to remove hidden surfaces in
computer graphics displays. Rius et al. first adopted the usage of
the Z-buffer in the GRECO code in the early 1990s to carry out
physical-optics calculations {6]. To set up the Z-buffer, the target
is first rotated so that the z-direction is aligned with the incident
direction. A facet-by-facet scan conversion is then processed. Only
the z-depth closest to the observer (that is, the visible surface of the
target) is stored in the Z-buffer in pixel form. The multilayered
Z-buffer is a natural extension of the traditional single-layer Z-
buffer. Instead of only storing the z-depths of the visible surfaces,
MPZ stores the z-depths of all the surfaces into a multi-layered
Z-buffer (Fig. 1). At the same time, a frame buffer is set up to store
the corresponding facet numbers. The completed MPZ contains the
3D coordinates of the target in a view-specific coordinate system.

The MPZ ray tracer propagates a ray pixel by pixel along the
ray direction (Fig. 2). Within every pixel tube, the z-depths for
both the entry and exit points are first calculated. These two
z-depths are then compared with all of the Z-buffer values within
the pixel in order to check if there are any z-values between them.
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Figure 3 Faceted rectangular cavity structures. [Color figure can be
viewed in the online issue, which is available at www.interscience.
wiley.com.] )

If not, then the ray is propagated to the next pixel tube. If there are,
then an intersection is reported. The closest Z-buffer value to that

- of the entry point is selected and the corresponding facet number
is looked up in the frame buffer. An intersection routine is then
called to calculate the hit point and the reflected ray direction. This
procedure is repeated from pixel to pixel until the ray eventually
exits the bounding box.

3. EVALUATION OF THE MPZ AGAINST THE BSP

In order to evaluate the performance of the MPZ ray tracer, we
construct multiple facet models for the same straight rectangular-
cavity structure of size 2 X 2 X 20 m {open at one end and closed
at the other). The number of facets varies from 322 to 72,002 (Fig.
3 shows two such models). We run the BSP and MPZ algorithms
on all of the facet models in order to compare and evaluate their
computational performance. Three hundred rays are launched
along the ¢ = 135° and @ = 30° directions. It should be noted that
we only include the ray-tracing time of the two algorithms in the
comparison and the times for the BSP tree building and the MPZ
scan copversion are not included. Figure 4 shows the result of the
average ray-tracing time per ray versus the number of facets for
both ray tracers. Since the cavity facets are not distributed uni-
formly in space, the resultant BSP tree is highly unbalanced.
Consequently, the ray-tracing time of the BSP algorithm increases
pearly linearly with the number of facets. On the contrary, the
performance of the MPZ algorithm is almost independent of the
number of facets. Even though the crossover point between the two
algorithms does not occur until there is a very large pumber of

© 0.028 T T T v T —

Mean time per ray (sec.)

Figure 4 Performance comparison of the BSP and MPZ algorithms for
the faceted rectangular cavities
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Figure 5 Missed ray at a large z-value gap between two adjacent pixels

facets (>70,000), the MPZ algorithm was implemented without
any optimization, while the BSP algorithm is a standard published
routine [S]. .

The MPZ performance should theoretically be independent of
the number of facets, but the curve from the test result in Figure 4
shows small undulations. Closer examination reveals that a small
portion of the rays are not traced correctly. The missed intersec- -
tions are predominantly caused by the z-value gaps shown in
Figure 5. These gaps between neighboring pixels occur after the
scan conversion of a facet, and become larger for a facet that is
nearly parallel to the Z-buffer direction. As a result, a ray can miss
the facet, especially when the ray direction is nearly perpendicular
to the z-direction. This problem will be further taken up in the next
section. Apother minor cause of the mistraced rays is due to the
pixel quantization at the facet edges. Incorrect intersections can
occur due to the serrated-edge approximation by pixels, as opposed
to the original linear edge of a facet. However, this problem is a
minor one, as such error decreases with a finer pixél size.

Next, we investigate the effect of the number of MPZ layers on
the ray-tracing time. We use the same rectangular cavity to eval-
uate the computation time. Since only two Z-buffer layers are
enough to describe the rectangular cavity, we use dummy z-values
to pad the extra MPZ layers. This scheme guarantees that all the
conditions are kept the same, except for the number of MPZ layers.
Figure 6 shows the relationship between the average MPZ ray-
tracing time per ray and the number of MPZ layers for the
rectangular cavity. The result indicates that the ray-tracing time
only increases slightly with the number of layers. This result is not
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Figure 6 Relationship between the averaged time per ray and the num-
ber of MPZ layers
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TABLE 1 Time-Performance Comparison Between the BSP and MPZ Algorithms for Complex Targets

Targets
1 2 3 4 5 6 7 8 9
No. of facets 126 800 958 3992 5974 7994 10090 23988 56556
BSP average time per ray (ms) 0.13 0.12 2.50 16.84 13.02 5.16 4.61 564 56.48
MPZ average time per ray (ms) 5.35 3.46 8.98 10.04 11.00 18.45 6.14 1291 43.66

surprising, since the computational overhead to check for a ray
intersection against the stored Z-buffer values within a pixel is
very small.

Table 1 shows the performance comparison between the MPZ
and BSP algorithms for nine complex targets where the number of
facets varies from 126 to 56,556. Because the complexity of the
targets is different, the average number of ray bounces varies from
target to target and no apparent performance trend can be found.
However, the results do show a smaller performance gap between
the MPZ and BSP algorithms as the number of facets increases.

4. MULTI-ASPECT MPZ (MAMPZ)
While the performance of the MPZ ray-tracing algorithm does not
depend on the number of facets, it does depend directly on the

number of pixels a ray traverses. Therefore, if we can reduce the

number of pixels a ray traverses between bounces by decreasing
the angle between the ray and the Z-buffer directions, the MPZ
time performance should be further improved. Here, we investi-
gate a multi-aspect MPZ (MAMPZ) approach. In the MAMPZ,
multiple multilayered Z-buffers are first generated from the scap-
conversion process along many aspect angles. The maximum
number of multilayered Z-buffers is limited only by the available
memory resource. The more aspect angles that are stored, the
fewer pixels 2 ray needs to traverse in one bounce, and the better
the time performance. During the ray trace, the multilayered Z-
buffer structure that has the closest aspect to the ray direction is
selected to carry out the ray tracing. A ray is then tracked by
moving pixel by pixel along the ray direction inside this MPZ
structure to check for possible intersections.

The computation time performance of the MAMPZ ray tracer is
evaluated against that of the single-aspect MPZ and the BSP tree
algorithm on the rectangular cavities. Generally, the traced rays for
an object can be along any direction. If multiple MPZs are set up
with an angular interval A along both the f and ¢ directions, it will
guarantee that every ray can find its closest MPZ with 2 maximum
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Figure 7 Performance of the MAMPZ for two different aspect resolu-
tions )

cross angle of Af2. We call this angular interval A/2 the MPZ -
aspect resolution. A fine aspect resolution means a large number of
MPZs, which require 2 large amount of memory to store, None-
theless, this concept can be tested easily for the rectangular cavity,
since the ray directions can be limited to only two distinct direc-
tions by choosing the incident angle to be along ¢ = 0 (81is chosen
to be 45°). Thus, by setting up the MPZs at a distance A/2 from
these two ray directions, we can evaluate the performance of the
algorithm with different MPZ aspect resolutions. Figure 7 shows
the computational complexity of the MAMPZ algorithm as a
function of number of facets for two different MPZ aspect reso-
lutions. The comparison indicates a seven-fold improvement in
performance against that of the single-aspect MPZ, even for a 20°
aspect resolution. Another 14-fold improvement can be achieved
for a 1° aspect resolution. Consequently, the new MAMPZ algo-
rithm can outperform the BSP algorithm for targets with as small
as a few thousand facets if the aspect resolution is fine enough.
Figure 8 shows the time performance of the MAMPZ algorithm for
different aspect resolutions. The result displays a monotonic (and
slightly nonlinear) decrease of ray tracing time versus the MAMPZ
aspect resolution. » '

One important benefit of the MAMPZ is a decrease in the
pumber of mistraced rays. The results in Figure 7 show the
disappearance of undulations in the timing curves. As mentioned
in the previous section, the mistracing usually occurs when the ray
direction is pearly perpendicular to the z-direction. In MAMPZ,
since each ray is traced by choosing the closest MPZ, the ray
direction is always close to the z-direction. For the straight cavi-
ties, the percentage of mistraced rays decreases from above 1% for
the single-aspect MPZ to below 0.2% for the 20° MAMPZ. This is
an important advantage of the multi-aspect algorithm.
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Figure 8 Time performance for different aspect resolutions of the
MAMPZ :
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5. CONCLUSION )
* A ray tracer based on the multiplaten Z-buffer algorithm has been
implemented and its performance has been evaluated agaiast the

standard BSP tree algorithm. Our results show that the computa--

tional complexity of the MPZ algorithm is independent of the
number of facers and is only weakly dependent on the number of
Z-buffer layers. The algorithm has been further extended by a
multi-aspect MPZ approach. The results show that the extended
" algorithm can dramatically improve the ray-tracing speed in com-
parison to the single-aspect MPZ by cutting down the number of
pixels each ray has to traverse. The MAMPZ -also reduces the
chance of mistraced rays, which are intrinsic to the Z-buffer
guantization process. One price for the improvement in speed is
the large memory requirement for storing the MPZs. For a single-
aspect, 24-bit Z-buffer with three layers, the typical memory size
is 8.6 MB for a 1000 X 960 pixe! resolution. If an aspect resolution
of 20° is used to set up uniformly distributed MPZs over all
directions (note that only a hemispherical coverage is needed to
cover all angles), the required memory is 175 MB. For a resolution
of 1°, the number becomes 70 GB. Provided that such memory
resources are available, the MAMPZ algorithm can achieve a 2™
order of magnitude acceleration in ray-tracing time. This makes
the algorithm quite attractive in certain modeling and simulation
applications where speed is critical.
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ABSTRACT: Stable simultaneous multiwavelength lasing is demon-
strated with a novel fiber-ring laser incorporating a semiconductor
optical amplifier. Band-pass comb filtering is constructed in the ring
cavity with the bination of a wideband Fabry—-Perot comb filter
and a bandpass filter. Ten lasing lines with a fixed wavelength spac-
ing of 1.6 nm are implemented and the multiwavelength lasing
ranges can be flexibly chosen. © 2004 Wiley Periodicals, Inc.
Microwave Opt Technol Lett 43: 301-303, 2004; Published online in
Wiley InterScience (www.interscience.wiley.com). DOI 10.1002/mop.
20451

Key words: dense wavelength-division multiplexing; multiwavelength
lasers; semiconductor optical amplifiers

1. INTRODUCTION

Multiwavelength lasers are expected to be powerful multichannel
sources used in wavelength division multiplexing (WDM) optical
networks. Conventionally, these wavelengths are generated by
employing either multiple discrete lasers or monolithically inte-
grated multiwavelength laser arrays [1, 2]. However, their output
power and lasing wavelength are susceptible to the variations of
environmental temperatures and injection currents. Hence, a pre-
cise control system is required to inhibit wavelength shifts and
power fluctuations, and thus WDM transmitters will become much
more complicated and expensive. It is sometimes physically sim-
pler to achieve multiwavelength oscillation with a fixed channel
separation using & single gain medium. Naturally, erbium-doped
fiber (EDF) is considered as a usual gain. medium in multiwave-
length lasers due to its high gain with broad gain bandwidth and
compatibility with fiber-communication systems [3, 4]. However,
the large homogeneous linewidth of EDF at room temperature
poses a major barrier to obtaining stable simultaneous multiwave-
length lasing. Consequently, multiwavelength oscillation with er-
bium-doped fiber lasers (EDFLs) was previously demonstrated by
cooling EDF down to hquid-pitrogen temperature in order to
reduce the homogeneous linewidth of EDF and thus greatly sup-
press the strong mode competition [S]. However, this method is
inconvepient and may impact the device durability, leading to
complexity in component configuration. Compared with EDF, the
homogeneous broadening linewidth of semiconductor. optical am-
plifiers (SOAs) was deduced to be about 0.6 nm around the -
wavelength of 1550 pm at room temperature, which makes mul-
tiwavelength oscillation with WDM ITU-grid spacing possible [6).
Accordingly, SOA-based lasers have been taken into consideration
as a potential alternative to multiwavelength geperation [7, 8).
Additionally, SOA-based lasers can operate at ultra-broad wave-
length region from the S-band to L-band by designing the com-
positions of gain materials [9]. We have reported an SOA-based
multiwavelength laser in which two cascaded sample fiber gratings
were employed as equivalent reflectors [10]. In this paper, a novel
approach is presepted and stable 10-wavelength lasing with an
equal channel separation is observed. Furthermore, adopting filters
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Figure 10 Simulated S-parameters for a backward power coupler oper-

ating at two frequencies

and good performance was demonstrated in fabricated devices
implemented by means of the dual transmission line concept [14,
15], we have been pioneers in using the resonant-type approach in
the design of these devices, and reasonable performance has been
obtained. We have also explored the possibility of designing
multifrequency couplers by using CSRRs. This paper has demon-
strated that the resonant-type approach to left-handed lines is
useful and promising. and it can be an alternative to the well-
established dual-transmission-line approach in narrow- or moder-
ate-bandwidth applications.
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ABSTRACT: An expeni | investigation is conducted to image bur-
ied objects. A Fourier-based imaging algorithm based on synthefic-aper-
ture radar (SAR) concepts is applied to the scattered data from buried
dielectric targets in a homogeneous medium. An experimental setup is
constructed to apply the algorithn. Three-dimensional images of water
bottles and plastic targets buried in sand are presented. © 2006 Wiley
Periodicals, Inc. Microwave Opt Technol Lett 48: 1209-1214, 2006;
Published online in Wiley InterScience (www.interscience.wiley.com).
DOI 10.1002/mop.21578
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1. INTRODUCTION

Detecting objects buried beneath the Earth's surface or situated
interior to a visually opaque medium has been a topic of interest to
many researchers across different disciplines. A number of
ground-penetrating radar (GPR) algorithms have been adopted for
various applications from mine detection to geophysics [(-4].
Recent developments in synthetic-aperture radar (SAR) imagery
provided better resolved images for GPR problems [4-10]. Carin
[4] proposed a matched-filter type scheme for detecting mine fields
by constructing ultra-wideband SAR images. Halman [5] provided
a SAR-based imaging technique that uses time-domain waveforms
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Figure 1 Geometry of the problem and the experimental setup. [Color
figure can be viewed in the online issue. which is available at www.
interscience.wiley.com]

to detect unexploded ordinances (UXOs). Similarly, Sullivan [6]
and Vitebskiy [7] applied short-duration time signals to obtain
ultra-wideband SAR images of UXOs. Marklein {8] and Witten {9]
reported Fourier-based scalar iterative inversion schemes based on
diffraction tomography (DT) algorithm. Although all these works
demonstrated that good depth resolution could be realized in GPR
images by using large frequency bandwidth, good cross-range
resolution is usually harder to achieve. Moreover, most GPR
methods do not offer direct imaging; that is, they are based on
numerical iteration techniques that put significant burden on com-
putational requirements in terms of speed and memory. Hansen
[10] provided a fast DT algorithm that utilizes the fast Fourier
transform (FFT) to expedite the imaging GPR. Recently, we re-
ported a fast and effective SAR-based subsurface imaging tech-
nique that can provide good resolutions in both the range and
cross-range domains {11]. Our algorithm differs from Witten’s [9]
and Hansen's [10] Fourier-based imaging algorithms. as we are
able to relate the raw scattered field data to the distance-angle
domain by utilizing the 3D FFT. A nonlinear transformation suc-
ceeds the FFT routine to transform the image from the distance-
angle domain to the image domain. The algorithm is based on
several simplifying approximations: (i) the air-soil interface can
be ignored provided that the soil permittivity is low, (ii) the soil is
homogeneous and low loss, and (iii) the ansmitier and the re-
ceiver antennas are at the far field of the buried object. With these
assumptions, we demonstrate that we can form a 3D image of the
scattering from buried objects by inverse-Fourier transforming the
multifrequency, multispatial scattered-field data and applying a
domain-transformation formula. Some preliminary results for con-
ducting targets were reported previously in [11]. In this work, we
extend our previous experiments to more challenging dielectric
targets and present the associated 3D SAR-based GPR images.
This paper is organized as follows. In section 2 a description of the
imaging algorithm is given. In section 3 the algorithm is applied to
the measured data collected from a laboratory setup. Several
dielectric objects are buried in sand and the collected data are
imaged using the presented algorithm. In section 4, the work is
summarized, and issues regarding the effectiveness and limitations
of the imaging algorithm are discussed.

2. IMAGING ALGORITHM

Our imaging algorithm uses multifrequency, multispatial scatter-
ing data from a subsurface environment and inverts the data based
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on a simple point-scatterer model. This algorithm is an extension
of our previously developed antenna coupling SAR imaging tech-
nique {12]. As shown in Figure 1, we assume that the transmitting
and the receiving antennas are placed just under the ground. facing
downward. While the transmitter is placed at a fixed location, the
receiver position is varied on a 2D spatial grid (See Fig. 1). For
each spatial grid location, the scattered field data are collected for
various frequencies. Therefore, a multifrequency, multispatial 3D
scattered-field data set is formed. If we assume the scattering
occurs from a single point scatterer on the target (located in a
homogeneous background) at a point P(x,,. ¥, 2,,), the scattered
electric field at the receiver site can be written as

E, = A, e M. ok )

For an electromagnetic wave that leaves the transmitter, hits the
point P and reaches the receiver. R, corresponds to the path length
from the transmitter to point P, and R,; corresponds to the path
length from point P to any point (x}, z;) on the spatial grid at the
receiver site. A; is the complex amplitde of the scattered field and
k is the wave number in the soil. Provided that the soil permittivity
is low, the electromagnetic-wave interaction with the air-soil
boundary is neglected. At this point, we will make two further
assumptions that are commonly used in SAR imaging. We first
assume that the frequency bandwidth is small compared to the

Figure 2 (a) Buricd water target: two bottles filled with water and taped
together; (b) 2D projected subsurface images for the buried bottle of water
in the (R. U, V) domain. [Color figare can be viewed in the online issue,
which is available at www.interscience.wiley.com]
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Figure 3 (a) 2D projected subsurface images for the buried bottle of water in the (., v, z) domain; (b} sliced version of the 3D GPR i |mage [Color ﬁgure
can be viewed in the online issue, which is available at www.interscience.wiley.com]

center frequency of operation. Second, we assume that the size of
the spatial grid is small compared the path length from the target
to the receiver’s midpoint (which is labeled as R, in Fig. 1). That
is, the object is located at the far-field of the receiver. Under these
assumptions, the second phase term in (1) can be approximated as

kR; = kR, + k(x' > sina + 7' - since sin). )

Here, k. represents the wave number in the soil at the center
frequency f. and x' = x — x,, and 2’ = z are the coordinate
variables of the receiver grid. In the second term of (2), k is
replaced with k. based on the small-bandwidth approximation.
Therefore, the scattered-electric-field formula in (1) can be reor-
panized to give

Es(k, xl, ZI) . Ai' e—jl(k.ﬂh) . e—jh,sin oy’ ,e-jk_n'nu sinB-:.’. (3)

In the above equation, we notice that there exist Fourier-transform
relationships between k and (R, + R;). x' and (k.- sina), and 2’
and (k.. - sina - sinf). For simplicity, we ler R = (R, + R,),

= (k.- sina - sin@). By taking the 3D inverse Fourier transform
(IFT) of (3). we can obtain the GPR image of point P as follows:
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GPRIR, U, V) = IFT{Ek, x', z')}
=A- IFT{e—iMI+RzT} . IFT{E-jluin a‘.\’} . lme—jkmin « sin ‘ﬁ':'}
=A-8R ~ (R, + R)) - 8LU ~ ksin a) - 8(V — k,sina sing)

=A-8(R—R)-8(U— Uy 8(V— V), )

where (R, U, V,,) is the distance-angle point that cotresponds to
the image point P(x,,, ¥,,. z,). Therefore, by taking the 3D IFT of
the multifrequency, multispatial scattered field. it is possible to
pinpoint the total travel distance and the angle information that
correspond to the location of the target point P. In practice, the
spot size of the point-spread response is limited by the finite
frequency bandwidth and spatial dimensions of the collection area.
Note that the image in the spatial (x, y, z) domain has not been
generated. Therefore, once the image in the (R, U, V) domain is
formed, we transform the image to the (x. y, £) domain by using
the following transformation formulas (see the Appendix for der-
ivation of this transformation):
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(R* + xYsina- cosg— 2R - x,
- 2(x,sina - cosp — R)

(x, —x)
¥ = tana - cosp’

z={(x,~xwan . (5)

X

As it is obvious from these equations, this transformation is not
linear. Therefore, the point-spread response is expected to be
irregular in shape after the transformation into the (x, y. z)
domain.

To summarize, the proposed SAR-based imaging algorithm
entails the following steps: (i) collect 3D multi-frequency, multi-
spatial scattered field data, E(k, x’, £'); (ii) take the 3D IFT of
this data to form the image in the (R, U, V) domain. GPRI(R, U,
V); (iii) form the image in the (x. ¥, z) domain by applying the
transformation formulas in (5) to arrive at GPRI(x, y. 7). This
Fourier imaging algorithm is derived based on the small-band-
width, small-aperture approximation. Also, the algorithm requires
that the dielectric constant of the soil to be known a priori.
Furthermore, the algorithmn assumes that the soil is low loss to
ensure sufficient penetration depth for the detection of the subsur-
face object.

3. EXPERIMENTAL RESULTS

To test the proposed algorithm for different buried objects, the
experimental setup shown in Figure 1 was constructed. A large
wooden pit was filled with play sand. The object to be imaged was
buried in the sand. As the transmitter and the receiver, two iden-
tical, coax-fed rectangular waveguide antennas whose aperture
dimensions are 3.81 and 1.91 cm were used. The data were
collected via an HP8753C network analyzer and then recorded on
a computer. The real part of the dielectric constant of the sand is
measured to be around 2.26 between 5 and 6 GHz [11] based on
the measured phase-delay difference in sand and in air. Therefore,
the dielectric constant of ground medium is in fact low as we
assumed in our imaging algorithm. To test the effectiveness of our
imaging method, two different dielectric objects were buried in the
sand. We have previously reported on the simulated and measure-
ment results for metallic targets in [11]. The algorithm produced
successful images for these strong scattering targets. Here, we
focus on the more challenging dielectric targets, including a bot-
tled water target and a plastic target. Next, we present and discuss
the results obtained from these dielectric objects.

3.1. Bottled Water
An object made of two bottles filled with water and taped together
was used for this experiment [see Fig. 2(a)}. The size of the
composite target was 27 X 30 X 12 cm. The target was placed at
38-cm below the sand surface. The transmitter (assumed to be
located at the origin) and the receiver antennas were placed on top
of the sand surface and pointed downward such that they were
tilted at about 45° from the vertical axis (see Fig. 1). The center of
the receiving grid was l-m away from the transmitter antenna in
the positive-x direction on the surface of the sand. §,, data were
collected on a 10 X 10 2D spatial grid whose size is 52 cm (in the
x’ direction) and 14.69 cm (in the z* direction). The frequency was
varied from 5.0609 w 5.9039 GHz for 25 evenly sampled points.
Both the transmitter and the receiver were ventically polarized.
_ Three-dimensional (25 X 10 X 10) frequency-spatial data were
collected and stored on a computer. By applying our Fourier-based
algorithm, we first obtained the image in the distance-angle do-
main, that is. in the (R, U. V) domain. Although the obtained
image was 3D three 2D projected images onto the (R, U), (R, V),
and (U, V) planes are shown in Figure 2(b) for display purposes.
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Figure 4 (a) Buried plastic larget: a stack of 25 CDs; (b) 2D projected
subsurface images for the buried plastic target in the (R. U, V) domain.
[Color figure can be viewed in the online issue. which is available at
www interscience.wiley.com] .

The dynamic range of the figures is selected as 12 dB. These image
figures apparently display the key distinct spots corresponding to
the dominant specular scattering from the water target. In fact,
these particular spots correctly map the image location in (R, U,
V) when the total travel distance and the associated angle infor-
mation are calculated. To get the image in world coordinates, that

is, in the (x, y, z) domain, we applied the coordinate transforma- -

tion operation in (5). Then. a 3D image of the subsurface region
was obtained. Figure 3(a) shows the 2D projected images in the (x,
¥, z) domain after applying the coordinate transformation. The
dynamic range of the images is set at 12 dB. The outline of the
buried bottled water is displayed in white for reference. In Figure
3(b). the resulting 3D GPR image is plouted using 2D slices in
three orthogonal planes. The resultant images show that the loca-
tion of the scattering mechanism on the buried object is well
estimated by the proposed technique. Since the target actually
consists of two bottes, the resultant image has significant spatial
extent rather than being localized to a small spot.

3.2. Plastic Target

As expected, the bouded water is easily detected because its di-
electric constant is very high (~81) relative to the background dry
sand. On the other hand. low-dielectric-constant targets such as
plastic mines are expected to be much more challenging to detect.
In the experiment, a stack of plastic compact-disks (CDs) was
buried 45-cm below the surface. The pack of 25 CDs, whose
photograph is shown in Figure 4(a), constitutes a rigid plastic
cylinder with a base diameter of 13 cm and a height of about 7 cm.
Although the dielectric constant of the plastic CDs is not known
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Figure5 (a) 2D projected subsurface images for the buried plastic-CD target in the (x. y, z) domain; (b) sliced version of the 3D GPR i lmnge [Color figure
can be viewed in the online issue. which is available at www.interscience.wiley.com]

exactly, it is estimated to be between 2.9 to 4.4 from available
polycarbonate data.

To measure the S.; parameter, the receiving grid was again
placed 1-m away from the transmitter antenna. The size of the
10 X 10 spatial grid is 30.23 cm in the x direction and 14.69 cm
in the z direction. At each grid point, the frequency was varied
between 4.9335 and 6.00 GHz for 20 evenly sampled measured
points. The antennas were vertically polarized for this experiment
as well. By applying our proposed imaging algorithm, we first
produced the image in the distance-angle domain, as plotted in
Figure 4(b). Then, we obtained the 3D subsurface image of the
scattering beneath the surface shown in Figure 5(a), after trans-
forming the GPR image to the real image domain. The dynamic
range of the figures is again set at 12 dB. The outline of the target
is displayed in white. In Figure 5(b), a sliced version of the 3D
GPR image is plotted. We observe that the present techaique can
successfully image this particular plastic target whose permittivity
is not very different from the background permittivity. However,
since the return from this dielectric target is much weaker than
metallic and water targets, the SNR is lower, as compared to the
previous results. Therefore. we obtain a lower contrast image
compared to the previous image. In fact. the direct wave along the
surface from the transmitter to the receiver falls within the dy-
namic range of the image. This shows up as a spotaround x = z =
0 in the image.

DO! 10.1002/mop

CONCLUSION AND DISCUSSIONS

In this work, we have presented 3D GPR images for buried
dielectric objects in dry sand. The algorithm in this work is based
on the synthetic-aperture radar (SAR) concept. A measurement
setup was built to examine the performance of the algorithm for
dielectric objects. For this purpose, two different dielectrics, one
with a high permittivity and another with low permittivity, were
used in the experiments. Good 3D GPR images were obtained for
both targets. Furthermore, it was shown that the image resolution
in the cross-range dimensions could be made as good as that in the
range dimension by properly controlling the collection aperture.
Both high-contrast and low-contrast objects were adequately im-
aged by applying our imaging algorithm. This can be attributed to
the fact that our coherent imaging algorithm uses many spatial
points (100 in this work) to provide sufficient signal-to-noise ratio.
Therefore, even when the diclectric constant of the target was close
to that of the background medium and the return was significantly
weaker than high-contrast targets, the target could still be observed

- in the resulting image, albeit at a lower SNR.

Although the imaging algorithm presented here is simple and
fast, it is based on a number of simplifying assumptions, which
may not be met in more general soil conditions or target geome-
tries. First, the effect of air-soil boundary is neglected. In general,
the air-soil boundary should be accounted for by using the proper
Green’s function [13]. Second, the present imaging algorithm was
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derived based on the far-field, small-bandwidth, and small-aper-
ture approximations. When these conditions are not completely
met, further image distortion is unavoidable. For example, in our
bottled-water experiment, we did notice that the image spot was

slightly shifted from the midpoint of the target. Such an assump-

tion may be circumvented by applying an interpolation technique
[14). Furthermore, in order to take advantage of the FFT for
computational speed, the coordinate transformation given in (5)
became necessary during image formation. As a result, a well-
focused image spot in the original distance-angle domain becomes
distorted after it is transformed into the spatial-image domain. A
method to overcome this' type of image degradation has been
discussed in {121 and will be further investigated.

APPENDIX: TRANSFORMATION FROM DISTANCE-ANGLE
DOMAIN TO IMAGE DOMAIN

Based on the geometry in Figure 1 where the ransmitter is located
at (0, 0, 0) and the receiver is placed at (x_, 0. 0), we start with

the following to derive the transformation from (R, U, V) domain

w (x, y, z) domain:

R=R,+Ry=[2+ Y+ 1"+ [{x.— x)* + ¥* + 7],
(62)

i [(xc —- x'): + Z2]1/2
U=sina= -0 T 7 7 (6b)

. U (A T4 o z
V=sina-sin = T ETET L '[(xc g g 11

z
T lx,— 0P+ ¥+ A

(6c)

One can reorganize (6a) to obtain the following:

[(x. = 0+ y* + 22— x2 + 2xx]"?
=R-[(x,—0)*+y*+ "% (D

Taking the square of both sides and deleting the identical terms on
the both sides, we obtain

-2+ 2%x =R~ 2R [(x.— x* + ¥ + ]2 ®8)
Then, substitute (6¢) into (8) to obtain

2xx=R2+xz-—_£l_2_:z_ (9)
< ¢ sina-sinf’

It is obvious from the geometry in Figure 1 thatz = (x, — x) *
tan B. Inserting this into (9) and solving for x, we obtain

(R* + xYsina - cosB — 2R+ x,
= 2(xsina - cosf — R)

(10a)

Having resolved x. the other coordinate unknowns can easily be
obtained from simple trigonometric relationships in Fig. 1 as

_ (=%
Y= @na-cosp’ (10b)
z={x.~ x)-wnp. (10c)
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Frontal imaging of human using three-
element Doppler and direction-of-arrival
radar

A. Lin and H. Ling

A two-dimensional Doppler and direction-of-arrival (DDOA) radar
concept is proposed for the frontel imaging of humans. The system
consists of a three-element receiver array configured o provide
simultaneous DOA measurements in the azimuth and elevation
planes. An experimental sysiem has been built and teswed. Two-
dimensional frontal images of a human in free space as well as in a
through-wall scenario are generated.

Introduction: Through-wall sensing of humans using radar is a topic
of current interest for security, surveiflance and search-and-rescue

operations. Various aspects of human sensing have been investigated

recently, including micro Doppler of humans {{-3] and position
tracking and imaging using ultra-wideband systems [4, 5]. Ultra-
- wideband imagers utilise wideband pulses to gather range information
and a one-dimensional aperture to resolve in azimuth Consequently,
the resulting imagery is a top-view of the target. While this type of
imaging setup is useful for targets such as airplanes and ground
vehicles, for human targets the frontal image may provide more
information than the top-view. To acquire the frontal image, a two-
dimensional collection aperture is required, leading to a significant
increase in complexity.

In this Letter, we present a two-dimensional frontal imager by using
only a three-element receiving array and a transmitter. The concept
entails resolving the micro Doppler frequencies of the returned signals
from a moving human, and then measuring the phase difference at each
Doppler frequency component to determine the direction-of-arrival
(DOA) of the various body parts. If each body part gives rise to a
different Doppler frequency, then the resulting bearing map should
correspond closely to a two-dimensional frontal view of the human. An
experimental system operating at 2.4 GHz has been designed and
constructed to test the concept. The system consists of a three-element
receiving array configured to provide simultaneous DOA measurements
in both the azimuth and elevation planes. Measurement results on a
human subject are presented.

Ova-IN
'

—

Fig. 1 Radar system block diagram and conceptual operation

Moving body parts (arms, legs) of a human produce different Doppler retums
and are imaged by the radar

Radar concept: Fig. | shows the conceptual operation and the radar
system block diagram. Different moving body parts of a human give
rise to micro Doppler shifts with respect to the radar. Therefore, by
first Doppler processing the data, we can extract the DOA information
of the different Doppler frequency bins by measuring the phase
difference among the receiver elements. Previously, we have reported
on a one-dimensional bearing tracking system for multiple humans in
the azimuth plane using a two-element Doppler and DOA radar {6].
The azimuth DOA of the received signals can be obtained from the
measured phase difference between the two array outputs,
Ad = ¢, —¢,, using the expression 8,,=sin""(1.A¢d/2nd), where

- Journal Paper [10]

d is the spacing between the two antennas. In this work, an additional
receiving antenna (Rx3) is placed directly above Rx2. Since Rx2 and
Rx3 are placed vertically apart, they form a new array pair to acquire
the DOA in the elevation plane, 8g;. By correlating the azimuth and
elevation bearing information at each Doppler bin fp,, a data matrix
[4(fo:), 642( /o), OEi(fpi)] can be constructed, where A(fp;) is the
radar return strength at the Doppler bin fp,; Provided that each body
part gives rise to a different Doppler frequency, the resulting {4, 0,2,
0] corresponds to an approximate two-dimensional frontal image of
the human .

Radar design: The radar consists of a continuous-wave transmitter
operating at a frequency of 2.4 GHz and three recciver elements.
Three off-the-shelf quadrature receiver boards from Analog Devices
{AD8347 IC) are used. The receiving antennas consist-of three
microstrip patches fabricated on 1.6 mm FR—4 substrate. The antennas
are separated by 4,./2, where i.=6.25 cm, to provide the maximum
resolution within the range —~90° to 90° while avoiding any DOA
ambiguity. After downconversion, the received signals are digitised by
an NI-DAQ 6024E system. Since human movements produce time-
varying Doppler shifts, the digitised signals are processed using a
short-time Fourier transform (STFT) for Doppler separation before
the DOA calculations are carried out. An integration time of 0.5 s and
a Kaiser window with =10 are used in the STFT.

Results: We first use three loudspeakers as stable calibration tarpets
to validate the system. The approximate (azimuth, elevation) co-
ordinates of the three loudspeakers are (—15°, 5°), (~5°, 25°) and
(5%, 5°) with respect to the radar receivers. The loudspeakers are
driven by audio tones of 20, 30 and 66 Hz, respectively. Fig. 2« shows -
the measured azimuth DOA against time. The azimuth DOA of the
three loudspeakers are found to be at the expected positions of —15°,
—5°and 5°. Fig. 2b shows the elevation DOA against time, which
correspond to the expected elevations of 5° and 25°. After correlating
the azimuth and elevation measurements at each of their Doppler bins,
a two-dimensional location mapping of the three loudspeakers can be
constructed accordingly (Fig. 2¢), which agrees well with the actual
placement of the loudspeakers (Fiz. 24). .
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Fig. 2 Measured data from three loudspeakers driven at three different
audio tones

u Azimuth DOA against time

b Elevation DOA against time

¢ Resufting frontal image

d Photo of acwal loudspeaker placement

Next we use the same setup on a human subject. The subject stands at
2 m from the radar boresight. The height of the subject is approximately
1.8 m. During the measurement period the subject remains at the 2 m
distance while moving each body part sequentially. After correlating the
azimuth and elevation DOA measurements based on their Doppler
information, a two-dimensional or frontal view of the human is
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constructed (Fig. 3a). The measured frontal view shows the position of
each limb, making an outline of the subject. The dynamic range of the
image is 40 dB. The measurement is then repeated in situ with a S-inch-
thick gypsum/wooden wall in an interior room. The subject stands at
approximately 1 m behind the wall while the radar measures the return
against time. Fig. 3/ shows the measured through-wall view of the
human Compared with the free-space image shown in Fig. 3q, the
through-wall image appears larger since the subject stands closer to the
radar. The image also appears to be less focused owing to the significant
attenuation from the wall. However, the outline of the human is still
visible. The dynamic range of the image is 20 dB and the transmitted
power used is —10 dBm. .

+90
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3
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Lo T e 69 B 350
DOA AZ, d DOA AZ, deg
a b

Fig. 3 Measured frontal view of human in free space and of human
through indoor wall

a Measured frontal view of human in free space
b Measured frontal view of human through indoor wall

Conclusions: Avery low complexity radar concept for generating the
two-dimensional frontal image of a human is presented. The concept
exploits the Doppler separation among the moving body parts, and
derives their corresponding two-dimensional DOA using only a three-
clement receiver array. Measurements were performed using a
low-cost, three-element receiver array operating at 2.4 GHz. By
correlating the azimuth and elevation DOA measurements based on
the Doppler information, the two-dimensional locations of the moving
body parts were derived to construct a frontal view of a human in free
space. The through-wall measurement result, showed some agreement

with the free-space result, albeit at a much lower signal-to-noise ratio.
1t is worth pointing out that, while the proposed radar has very low
complexity, it is based on the assumption that different body parts
give rise to different Doppler frequencies. When this condition is not
met in practice, the resulting bearing information is not accurate.
Therefore, the present radar concept can be termed an ‘imaging of
opportunity” that captures glimpses of the human subject. This is
similar to other types of target-motion induced sensing schemes such
as inverse synthetic aperture radar.
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Abstract

A low-cost, two-element receiving array concept is investigated for detecting B
multiple moving targets in indoor surveillance applications. Conventional direction of
arrival (DOA) detection requires the use of an antenna array with multiple elements.. |

‘Here we investigate the use of only two elements in the receiver array. Thevconcept '
entails resolving the Doppler frequencies of the retumed signals from the moving targe;cs,'b
and then measuring the phase difference at each Doppler ﬁ'equency component 1o
calculate the DOA of the targets. Simﬁlaﬁons are performed to demonstrate the concepf
and to asses the DOA errors for multiple movers. An experimental system is designéd
and constructed to test the concept. The system consists of a two-element receiver array
operating at 2.4 GHz. Measurement results of human subjects in indoor environments ‘

are presented, including through-wall scenarios.

Keywoi"ds: Doppler, direction of arrival, radar, human tracking, through-wall




1 Introduction

The need for detecting moving targets (such as humans) and their locations is
becoming one of the key necessities in security and surveillance systems, especially for
law enforcement, counter-terrorism and urban warfare. Information such as the number
of combatants and their locations can aid in decision making. Therefore, the capability of
detecting multiple targets is an important feature in such systems. Recent work on radar
detection of humans has focused mainly on the Doppler characteristics from a single
human [1-5], or the ultra-wideband imaging of an entire scene [6-9].

Multiple target detection using a Doppler radar system has been explored in [10].
The system uses a superheterodyne receiver architecture operating at a 10.53 GHz carrier
frequency to detect the velocity and acceleration of a rocket-driven flare. The Doppler
retumns are downconverted, digitized and processed using the short-time Fourier |
transform (STFT) [11, 1‘2]. Multiple targets can then be detected as long as they move af
different velocities, and their accelerations can be calculated by observing the rate of
Doppler changes with respect to time as the result of the STFT process. The system,
however, does not provide the bearing information of the targets.

In order to acquire the bearing information or the direction of arrival (DOA) of k‘
multiple targets, the standard approach is to use multiple receiving elements and to apply
a direction finding algorithm such as MUSIC or ESPRIT [13, 14]. Such methods require
the number of elements to be at least one greater than the maximum number of targets.
That is, they require at least N + 1 elements to detect N térgets. However, increasing the
number of elements leads to an increase in the physical size, cost and complexity of the

overall system.




In this paper, we explore the use of a low-cost, two-element receiving array for
detecting multiple moving targets. The DOA of a mover is obtained from the phése
 difference of the reflected waves arriving at the two receiving antennas. However, a two-
.element receiving array is not able to resolve the DOA from multiple targets due to _k .
multiple wavefronts arriving simultaneously at the two receivihg antennas. We ekploit
the fact that the different moving targets typically give rise to different Doppler éhiﬁs |
with respect to the radar. ’Iherefor'e, by processing the data via Doppler discﬁnﬁnation‘, |
we can extract the DOA information by measuring the phase difference at each Doppler
frequency component.

Numerical simulations are first conducted fo test the concept. Detection of t'wo‘ \
movers is simulated to analyze factors influencing the DOA accuracy such as the Doppler
separation between movers. A Monte Carlo simulation is then performed to pre'dict.the
DOA error resulting from the reduced Dgppler separation due to multiple movers. The
confidence level of correctly detecting the DOA versus the number of movers is
generated accordingly.

An experimental radar system is designed and construéted to test the concept.
The system consists of a two-element antenna array, dual-quadrature integrated receivers
(Analog Devices AD8347 ICs) and a transmitter operating at a frequency of 2.4 GHz.
Since this IC is targeted for the consumer wireless market, it is extremely low cost. |
Microstrip antennas are used, resulting in a small form factor. The receiver uses a direct |
conversion architecture [15], eliminating the need of the second mixing process and
filtering as in the superheterodyne architecture. The received signals are downconverted,

digitized and processed for Doppler and DOA calculations. Measurement results of the




DOA from multiple targets are presented. The limitations of the proposed system
resulting from DOA ambiguity of multiple moving targets are studied. The performance

of the system under through-wall scenarios is also reported.

2 Basic Theory
To obtain the DOA information, consider a two-clement recéiver array as shown in
Fig. 1(a). Assuming the far-field case, the incoming wave scattered off the target arrives
at the two antennas with a path length difference x ofé
x=dsin@ ' 1)
where d is the spacing between the two antennas and #is the DOA of the target. The
measured phase difference Ay of the two array outputs can be expressed in terms x by:

Ay = i”x | @

(4

where A, is the wavelength of the carrier frequency. Therefore, the DOA of the target can

be obtained by:

Ay e

e

However, this scheme works when only one target is present. When multiple targets are

@ =sin"?

present, the incoming signal at the two antennas is the summation of the scattered waves
from all the targets. The individual phase information of each target is no longer
available and therefore their corresponding DOA are not resolvable.

To obtain the DOA of multiple targets, we take advantage of }the Doppler

discrimination that is possible for moving targets. Referring to Fig. 1(b), consider the

4




signals arriving at the two receivers, s,(?) and s,(t). For the sake of simplicity, we assmﬁe,
that the scattered waves arriving at the receivers have the same strength. After thé
demodulation, the signals can be expressed as:

5,(1) = /") 4 g0 - ’1(’4) |

5,() = PR AR AQ DAY ©

The phase term ¥,(7) of target » can be expressed as:

2R, 0,1 SR |
%(0——27{ 2 /h) . 6)

where Ry, and v, are respectively the initial distance and the radial velocity of target n
with respect to the radar. Similar to equation (2), the term Ay, is the phase delay due to
the position of the antenna elements and the direction of the incident Wavefront for target

n.

€
A

@ (®)
Figure 1. DOA detection using a two-element array: (a) Single target and (b) Multiple targets.

Next, we process each signal by the Fourier transform. By assuming infinite integration

time and ignoring the constant term, the signals become:
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8§,(fp)=6(fp = fp,)+6(fp = f,) ™
S, = 8 = £ )™ 48U, = £ )" o ®
where f, = 2v,/ A, is the Doppler frequency of target n. The phase difference 4y, at
Doppler bin fp, for target n can be calculated as:
AY, (fon) = £8,(fn) - £8,1;,) O
If the targets generate different Doppler frequencies due to the difference in their radial

velocities with respect to the radar, then the DOA of target » with respect to the receiver

array boresight can be determined by:

9 =sin| “2Un) 45, ()

, a7

which is similar to equation (3). It can be seen from equation (10) that this con_cépt -

(10)

applies as long as the Doppler frequencies from different targets are sufficiently distinct.

3 Simulations
Two simulations are performed to test the concept. The first simulation is used to
evaluate the DOA calculation result as the Doppler spacing between the two movers is
reduced. The second simulation is used to assess the DOA error as the result of reduced
‘Doppler spacing for more than two movers.
Fig. 2(a) shows the simulation result of the Doppler frequency versus DOA from two
-moving targets. The Doppler of the first target is 8 Hz with a DOA of -20° while the
second target has 80 Hz Doppler and +20° DOA. An FFT integration time of 0.25
second and Kaiser windowing with f= 1 are used in the Doppler processing. Under this

6




Doppler spacing (8:80), the algorithm produces the correct DOA infon*hation forboth =
targets. The Doppler of the first target is then increased to 76 Hz while its DOA is kept at
320°; With the reduced Doppler spacing (76:80), the DOA of the two targets become
hard to identify and are erroneous (as shown in Fig. 2(b)). This is expected since the

minimum resolvable Doppler separation is 4 Hz due to the 0.25 second integration time.

Frequency (Hz)

DOA (degree)

Frequency (Hz)

Figure 2. Simulations for two targets: (a) Doppler spacing 8:80 and (b) Doppler spacing 76:80

To predict the DOA error behavior as the result of reduced Doppler spacing for two

or more movers, we run a more exhaustive Monte-Carlo simulation with more realistic




input parameters. The simulations input parameters include a spatial boundary of 10 m
by 10 m, moving targets with speeds with uniform distributions from 0 m/s to 6 m/s, and
a direction that is uniformly distributed from 0 to 2x. A carrier frequency of 2.4GHz is
assumed. Two or mdre moviﬁg targets are placed inside the boundary with the selected
velocities. These parameters are used to mimic people in a typical indoor environment.
Amplitude decay as a function of 1/r*, where r is the distance of the target from the radar,
is also accounted for in the simulation. The decay calculation is included to evaluate the
effect §f the received signal strengths of the two targets on the DOA calculation. Fig.
3(a) illustrates the simulation setup. The Monte Carlo simulations use the monostatic
configuration where both the receiver and transmitter are co-located at the (0,0)
coordinate. One hundred thousand realizations are generated. The DOA errors with
respect to the Doppler separation of multiple moving targets are caléuléted. HoWever, .
only the worst DOA error of all targets is recorded in each realization. The recorded |
DOA errors are then plotted at the end of all realizations.

Figs. 3(b)-(d) show the simulation results for multiple moving targets, for two, five
and seven movers. The worst case DOA error is plotted versus the Doppler separation
between the targets. For each Monte Carlo sample, the target with the worst DOA error
is identified first. The minimum Doppler separation between that target and the others is
obtained next. The DOA error of that target is then plotted versus the minimum Doppler
separation. The different color shades indicate the relative signal strengths between the
targets, with the redder colors representing more similar strengths and black representing
a difference in strengths of more than 50 dB. As seen by the trend in Fig. 3(b), the DOA

error generally gets larger when there is smaller Doppler separation between the two




targets, and vice versa. However, there are also cases that contain large DOA errors even
though the Doppler separations are large. From the darker color results, we know that
they correspond to cases where there is a significant difference in the signal strengths of
the two targets (more than 50 dB). This corresponds to the case when one target is
located much closer to the radar (thus a much larger reflected signal) than the kothe.r. This
phenomenon is referred to as the close-far effect, where the side-lobe energy from the

stronger, close-in target contaminates the phase of the much weaker signal from the far-

away target in its frequency bin.

Doppler Discrimination vs DOA Error
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Figure 3. Monte Carlo simulations for N movers: (a) Setup and (b-d) Worst DOA errors vs. Doppler
separation for N = 2.5 and 7, respectively.




As N increases, the DOA error increases, as observed in Figs. 3(c) and (d). At the
end of the simulations, we count the number of successfulbDOA detections for a gi{ren
number of movers. If the difference between the calculated and thé expected DOA is less
than 5° then the sampie is conéidered asuccess. A profile of the percentages of
successﬁﬂ DOA detections can be generated accordingly. As shown in Fig. 4, the
percentage of successful cases decreases as the number of movers is increased. Tilis is
expected since a larger number of movers result in more occurrences of close Doppler
spacing (similar velocities). From the simulation, it can be concluded that the DOA
accuracy of the two-element system is affected by the number of movers. Nevertheless, a

success rate of 70% can be maintained for four targets or fewer.
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Figure 4. Successful DOA detection profile with 5° failure threshold.

The above simulation uses a point-scatterer model to study the system behavior as
the number of movers is increased. In the actual case of human tracking, however, the

Doppler spacing is further reduced by the overlapping micro-Doppler returns from the
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body parts of each mover. Therefore, a more realistic model should be used to account

for the micro-Doppler effects. In [16], we incorporated the micro-Doppler effects for

human limbs in a similar simulation and found that the successful DOA detection rateis -

around 70% for three movers. This is more consistent with our observations on the
actual measurement results. |

It is also worthwhile to compare the performance of our two-element sysfem to ﬂ;at
of a multi-element array here. Our analysis has shown that the performance of the two-
element system depends on the Doppler separation among multiple targets. The
performance is worst when the targets have the same Doppler return, in which case the |
phase information from each target is not resolvable, leading to erroneous bearing
determination. In a conventional multiple-element system, spatial beamforming can be '
utilized to obtain the locations of multiple targets. However, the bearing accuracy
depends on the beamwidth of the array. I-Iighér accuracy requires the use of a lérger |
aperture (for narrower beamwidth) and correspondingly more array elements. Hénce the
implementation complexity and cost of such a system will be higher than that of the tWo-

element system.

4 System Design and Implementation

An experimental radar system is designed and constructed to test the concept. Our
radar receiver consists of a two-element direction-finding array, each with full qUadrature' |
detectors, to determine both the Doppler shift and the DOA of the target. The transmitter
uses a continuous wave (CW) operating at 2.4 GHz carrier frequency. Two microstrip
antennas are used as receiving antennas. The antennas are fabricated on a 1.6 mm thick

FR-4 substrate with a dielectric constant of 4.3. Each patch is of dimensions 3 cm by 3
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cm and follows the conventional half-wavelength microstrip antenna design [17]. The
antennas are configured to receive the vertical polarization, since the human body is
predominantly vertical (height is greater than width). The spacing between the feed
points is 5 cm (slightly less than A/2) to avoid DOA ambiguity while providing good
sensitivﬁy in the scanning range from -90° to 90°.

“Two low-cost, off-the-shelf integrated boards manufactﬁred by Analog Devices
(AD8347) are used as the quadrature (or 1/Q) recéivers. Each receiver has the low-noise
amplifier (LNA), I/Q mixers, gain control, and baseband amplifications all integrated on
one chip. The chip allows a direct conversion from RF to baseband, eliminating the need

for special analog filtering as in the superheterodyne cbnversidn. Fig. 5 shows the radar
system block diagram and the actual hardware implementation. Appendix A describes
the range estimate of the system based on the radar equation. Appendix B discljsses the

procedure used to correct for the I/Q imbalance in the system.

=
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Figure 5. Radar hardware: (a) System block diagram and (b) Hardware implementation
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After being received and downconverted, the reflected signals from the moving
targets are digitized by a 1_2-bit analog to digital converter (ADC) from National |
Instruments. The signals are sampled at a 500 Hz sampling rate, which is sufficient to'
sample humans movement data at 2.4 GHz. The sampled data are then logged intoa
computer and further processed using Matlab software. The signal processingis
performed on the time domain data using the FFT to obtain the Doppler spectrum for |
each channel. By comparing the phase difference between the two Doppler s‘pectra at -
each Doppler bin, we can then generate the DOA information one Doppler frequency at a

time using Eq. (10).

5 Measurements

A series of measurements are conducted using the radar hardware to vaiidate the |
simulations. The first measurement series is performed using loudspeakers driven by
audio tones. The loudspeakers are chosen as calibration targets since they produce very
stable and repeatable results. The next measurement series is carried out with human

subjects.

5.1 Loudspeakers Measurements

To demonstrate multiple target detection, two loudspeakers are used. The vibrating
membrane of each loudspeaker is covered by aluminum tape to enhance its return. The |
back-and-forth vibration of the membrane results in a radar return that is frequency
modulated. The two loudspeakers are placed at -25°and -15° to the radar boresight and

driven by a 55 Hz and a 35 Hz audio tone, respectively. Both loudspeakers are located at

13




about 4.5 m away ﬁom the radar and separated by 0.6 m from each other (Fig. 6(a)).
Their expected Doppler returns are +/- 55 Hz and +/- 35 Hz with the DOA of -25° and -
15°, respectively. The two-sided nature of the Doppler is due to the frequenéy
modulation. The measured dafa are plotted in Fig. 6(b) and clearly show the expected

retums.

To investigate the effect of Doppler separation on the DOA accuracy, the 55 Hz
audio tone is lowered in 1 Hz decrement approaching the 35 Hz tone. Since the length of |
the FFT integration time used in this measurement is 1 s, the corresponding minimum
resolvable Doppler separation is 1 Hz. Therefore, the DOA calculation is expected to be
accurate up to about 1 Hz. The measured data is plotted in Fig. 6(c) and clearly shows
that the DOA accuracy is still maintained for a 1 Hz Doppler separation. Both audio

tones are then set to 35 Hz. Fig. 6(d) shows the measured data with the incorrect DOA as

the result of zero Doppler separation.
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Figure 6. Two loudspeakers measurement: (a) Setﬁp, (b) Doppler spacing (55:35), () Doppler spacing

(36:35) and (d) Doppler spacing (35:35)
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. The next measurement involves three loudspeakers driven at different audio

tones: 55, 75, and 35 Hz. The purpose is to demonstrate detection of more than two !
movers with using only a two-element array. They are placed at approximately -50°, |

-20° and +55° to the radar boresight at about 6.5, 10 and 2 m away from the radar (Fig

7(a)). Their expected Doppler returns are +/- 55 Hz, +/- 75 Hz and +/- 35 Hz wnh the

DOA of -50°, -20° and +55°, respectively. The measured dafa are plotted in Fig, 7(b) and

clearly show the expected returns. Also note from Fig. 7(a) that the environment is full

of stationary clutter. However, they do not contaminate the DOA results due to the

- Doppler processing.

8
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Figure 7. Three loudspeakers measurement: (a) Setup and (b) Measured Doppler and DOA.
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It can be summarized from the loudspeaker measurements that the DOA accuracy

can be maintained as long as there is sufficient Doppler separation. Ope of the factors
influencing the Doppler separation is the integration time. Longer integration results in
better Doppler resolution. However, long integration time might introduce other issues,
especially for fast moving targets. This is similar to photography when shooting fast
moving objects with a low shutter speed. In particular, Doppler returns from humans
contain complex higher-order motions of body parts such as arms, legs, etc. 'ihe highef-
order information is contained in the so-called micro Doppler returns [1-5]. kThe next set
of measurements is taken on moving humans to analyze such phenomena affectin'g the

DOA accuracy.

5.2 Human Measurements

Since radar returns from humans contain time-varying micro Doppler featurés; the
measured data should be processed using the short-time Fourier Transform (STFT). The
| STFT is well-suited for analyzing a non-stationary signal. For a signal s(¥), its STFT is
defined as:

o .
STFT,(1, ) = [ S(T)h(t-7)e~ I F e dr ap

where A(?) is the sliding analysis window. Windowing the signal leads to a tradeoff in
time resolution versus frequency resolution. Good time resolution requires a short
duration sliding window, while good frequency resolution requires a long duration

window. For the human measurements, we empirically determined that a good sliding
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window duration to be around 1 second. The result of the STFT is then presented as 2 N
spectrogram, which is the squared modulus of its STFT.

Figure 8 shows the spectrogram of a human walking toward and away from the '
radar. As shown in the spectrogram, the micro Doppler modulation results in higher
overall Doppler frequencies than the main body retumns. For a 2.4 GHz ca‘rrief fréquenéy |

the main body return of a human walking at 1.5 m/s produces a 24 Hz Doppler shift;

however, the body parts produce much higher Doppler shifts up to one hundre_d Hertz.
100 o
Micro-Doppler

modulation from
Ll body paris
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Tine {second)

» b

walking away =~ walking toward
from radar radar

A

Figure 8. Spectrogram of a walking human.

If there are multiple humans walking simultaneously then there is a possibility that their
micro Doppler returns will overlap with each other. The overlapping micro Doppler
returns degrade the Doppler discrimination, which could lead to an increase in the DOA

€ITOr.
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Figure 9(a) shows the measurement setup for a walking human. The walking path
starts at about 20° to the left of the radar. The subject wélks in a straight path away from
and then retumns toward the radar. The turning point is approximately 10 m away from
the radar. During the walk, the radar continuously measures and outputs the DOA of the
subject (Fig. 9(b)). The different colors indicate vthe strengths of the returned signal, from
red (strongest) to blue (weakest). As expected, as the subj ect walks farther awa); from
the radar the return signals gets weaker as indicated by the color. The plot also shows
that the signal fades out at approximately t = 4.5 second, when the subject stops and tums
around toward the radar. When the subject stops the corresponding Doppler return falls
into the zero Doppler bin and is filtered out by the software. Hence the signal éppears to
fade out the most during this time interval. The round-trip walking trajectory appears to
be curved since it is plotted at the perspective or angular view of the radar.

The next measurement scenario involves a human walking from the right to the
left of the radar as shown in Fig. 10(a). The starting position is approximately 40° to the
right of the radar. As in the previous human measurement, the radar continuously
collects and plots the DOA while the subject walks across the radar (Fig. 10(b)). As
eXpected, the walking trajectory spans approximately * 40° of the radar boresight. The
DOA trace also shows detailed movements of the body parts as indicated by the arrows
corresponding to the right and left feet of the subject. Through the time sequence, it is
possible to identify that the subject’s left foot reaches -20° at t = 2.5 s first. In the
subsequent stride, the right foot reaches -40° att=4s. Since the left foot is also closer
toward the radar, its return is stronger than the right foot, as indicated by the arrow

pointing to the redder color area on the plot.
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Figure 10. Measurement of a human walking across the radar: (a) Setup and (b) DOA vs. time

To demonstrate DOA detection of multiple targets, the next set of measurements

involves multiple human subjects. Fig. 11(a) shows the setup for two humans walking at
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the same speed but in opposite directions. ' As expected, the measured DOA vs. time plot
(Fig.' 11(b)) shows two traces corresponding to the angular positions of the two subjects

as they walk during the data acquisition.
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Figure 11. Measurement of two humans walking in opposite diréction: (a) Setup and (b) DOA vs. time

In the next scenario, the two humans walk in the same direction, first away and
then toward the radar (Fig  12(a)). Since they move at about the same speed, their
Doppler returns overlap significantly thus resulting in DOA error. As shown in Fig.
12(b), the overlapping instances appear as lines bridging across the two correct traces, as
indicated by the arrow. This DOA behavior due to overlappihg Doppler returns is similar
to the earlier simulation result of Fig. 2(b). The system basically produces incorrect
DOA under this condition. This is an intrinsic limitation of this radar, which we have

addressed earlier in the simulation.
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Figure 12. Measurement of two humans walking at the same speed: (a) Setup and (b) DOA vsj. time

The last measurement set involves three human subjects. Two of the subjects
walk at the same speéd but in opposite directions while the third one walks sideways with
respect to the radar boresight (Fig. 13(a)). The measured DOA vs. time plot (Fig. 13‘(b))
shows three traces corresponding to the angular positions of the three subjects as they
walk during the data acquisition. Again, there are some instances where line featme§
bﬁdging across the three correct traces appear in the figure due to the overlapping
Doppler returns. Such appearance is rather similar to the cross term effects in the
Wigner-Ville distribution [11]. However, the radar is still capable of capturing threé

distinct targets over a large portion of the time intervals.
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Figure 13. Meésmement of three humans: (a) Setup and (b) DOA vs. time

6 Through-wall Measuremenis

Next, we evaluate the system performance in through-wall scenarios. Since a
Doppler shift can only be induced by a moving target, Doppler sensing provides Very
good stationary clutter suppression. In through-wall scenarios, the retumns from the wall
itself fall ihto the DC bin and are filtered out while the Doppler frequency components
are passed through, although attenuated. From {18], significant wall penetration is
| expected at 2.4 GHz compared to the higher frequencies.

Figure 14(a) shows the through-wall measurement setup where the radar is placed
against a 15-inch exterior brick wall. Figure 14(b) shows the DOA vs. time of a human
walking away and towards the radar.on the opposite side with approximately a 10 m
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maximum walking distance from the wall. In this scenario, the human walks in a straight
path along the radar boresight. As expected, the corresponding trajectory is
approximately straight at 0° DOA as shown in the measured data. We have also tested '
the through-wall performance using two loudspeakers placed at different lobaﬁons oﬁ :
boresight (reported earlier in [19]). We found that the wall did not produce any

noticeable effect on the DOA accuracy.
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Figure 14. Through-wall measurement of a walking human: (a) Setup and (b) DOA vs. time

Measurements are also performed to evaluate the wall attenuation on the radar
retumns for different types of walls. A loudspeaker is used again as a test target,

positioned at 4 m away from the radar boresight.
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Figure 15. Wall attenuation measurements: (a) Free space, (b) 5” Gypsum/wooden wall and (c) 15” Brick
wall
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Three measurements are carried out: in free space (no wall), in-situ with a
gypsum/wooden wall in an interior room, and in-sifu with an exterior brick wall.. As
shown in Fig. 15, the processed radar returns are -83.5 dBm, -99.6 dBm and -103.4 dBm
for the free space, the 5” gypsum/wooden wall and the 15” brick wall, respectively.
Therefore, it can be concluded that the attenuations of the gypsum/wooden wall and brick

wall are respectively 16 dB and 20 dB.
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7 Conclusions

Simulation and measurement results of a Doppler and DOA radar for detecting
multiple moving targets have been studied. The measurements were performed using a
low-cost, two-element receiver array operating at 2.4 GHz. Based on the measurement
results, it has been shown that simultanéous DOA detection of multiple movers using a
two-element array is feasible. Our study also showed that the system could be used in
indoor and through-wall scenarios due to the use of Doppler processing to suppress
stationary clutters. Future work includes additional studies of through-wall scenarios.
Extension of the concept to gather two-dimensional bearing and three-dimensional

location information has also been investigated and reported in [21-24].
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Appendix A. Radar Range Estimate

The radar equation is used to estimate the maximum operating range of our radar:

_ P,G,G A "o % o a2)
(47) S\ (S/N )

max

where

Py = transmitter output power =-10.3 dBm

Gr = transmitter antenna (hom) gain = 7 dBi
Gr =receiver antenna (microstrip) gain = 1 dBi
A= carrier frequency wavelength=0.125m
o= human body radar cross-section =0 dBsm
Snr = system noise floor =-130 dBm

S/Nmin = minimum signal-to-noise ratio = 10 dB

Using Eq. (12) with the parameters above, we estimate the maximum operating range of - |
our radar for human detection in free-space to be 46.4 m. This free-space range estimate
agrees fairly well with our outdoor measurements on human subjects. For the wall
attenuations of 16 dB (gypsum/wooden wall) and 20 dB (brick wall), the estimated

maximum operating ranges become 18.5 m and 14.7 m, respectively.

Appendix B. Correction for I/Q Imbalance

Since our radar uses the homodyne architecture, it is inherently sensitive to the
hardware gain and phase errors of the in-phase and quadrature (I/Q) downconversion
mixers [15]. The I/Q gain and phase errors introduce signals at the image frequencj&s of

the actual downconverted signal, and may interfere with other target returns at those
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frequencies. A correction algorithm is therefore needed to correct the I/Q gain and phase
errors.

During the calibraﬁon,‘ a known sinusoidal tone at a frequency of /4., above the
carrier frequency f; is injected at the RF input terminal. The signal level of the
calibration tone is set to maximize the system dynamic range while avoiding input
saturation. This level is typically 10 dB below the 1 dB input compression point' of the
system. After the calibration tone is downconverted, the actual I/Q gain and phase errors
are measured at the frequency fa.

The following equations are then used to represent the actual measured
downconverted I and Q signals:

I=A1+¢&)cosl, 1) ' (13)
0 = 4sinle,_t+y) Q4)

where 4 is the signal amplitude, £and y are the I/Q gain and phase errors respectively.

The errors can then be corrected by the following equation [20]:

oz )= L) ®

cosy

E=—" . (16
1+¢£ (16)
—siny

p=—-"1 17
1+¢ an

The corrected I and Q signals then become:

1., = EI = Acos(@,_t)cosy (18)

0., =PI +0 = 4sin(@,_t)cosy (19)
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As shown in Egs. (18) and (19), the corrected I and Q signals are of equal amplitude ar}d ,
90° of each other. Note that this algorithm wofks as long as the errors do not vary as a
function of frequency. Since our radar has a very narrow bandwidth (250 Hz) and 'the
errors are relatively stable throughout the bandwidth, the algorithm can therefore be

employed. We typically use f of 40 Hz for the calibration. |
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Three-Dimensional Tracking of Humans Using a Very

Low-Complexity Radar

A. Lin and H. Ling

A low-complexity radar for human tracking in three-dimensional space
is reported. The system consists of a three-element receiving array
and two continuous wave (CW) frequencies configured to provide
azimuth bearing, elevation bearing and range measurements. Doppler
processing is used for clutter removal as well as to separate multiple
méving targets. A radar prototype is constructed and tested. Three-
dimensional tracking of multiple humans is performed in both

unobstructed and through-wall scenarios.

Introduction: Human detection and tracking is a topic of interest in
security and surveillance applications. A popular‘ approach for
through-the-wall imaging is to use ultra-wideband (UWB) [1-4], which
offers high down-range resolution. To obtain cross-range location
information, UWB radars use either a physical or synthetic aperture.
High angular resolution is needed for the cross-range localization of
targets at long distances, leading to the requirement of a large aperture.
Furthermore, for human detection and tracking in an indoor 'setting,
clutter suppression becomes challenging and requires complex signal

filtering algorithms.




In this paper, we present a low-complexity radar architecture
capable of tracking multiple humans in three dimensions. The .
concept entails using Doppler pre-processing to suppress stationary
clutter as well as to distinguish multiple movers based onv. their
different Doppler frequencies. A three-element receiver is then used
to determine two-dimensional bearing information for each target.
The phase difference measurement from the horizontal two-element
array is used to obtain the azimuth direction of arrival (DOA), while'

that from the vertical two-element array is used for the elevation DOA.

In addition, the phase difference measured at two CW frequencies is =

used for target ranging. Therefore, the entire receiver system |
comprises only three antenna elements and four receiver modules. A
radar prototype is designed and constructed to test the concept.

Measurement results on human subjects are presented.

Radar Concept and Design: Fig. 1(a) shows the radar system blobk
diagram. Earlier, we reported on the one- and two-dimensional DOA
tracking of multiple movers using a single CW frequency [5, 6].
Here our system operates at two CW frequencies fc; (2.4 GHz) and fc;
(2.39 GHz). The two CW frequencies are combined, amplified and
transmitted simultaneously. The scattered wave off a target is
received by three antennas connected to the radar receivers. The
local oscillator (LO) frequency of receivers Rx;, Rx,, and Rx; is set to

Jei, and that of Ry, is set to fc;. The down-converted signal for each




receiver is low-pass filtered and digitized, and the time-varying
 Doppler spectrum of the targets is obtained by applying the short-time
Fourier transform (STFT). To determine the DOA and the range, we
compare the phase differences between the receiver outputs at each
Doppler frequency component. The ¢levation and azimuth DOA are
found, respectively, by the formulas Gz = sin” (&1A¢3203)/2m19 and
Ouz = sin™ (A Apor(fp) /2 wdcosbr), where A is the wavelength of feu,
Admn(fp) 1s the phase difference between the two array outputs m and n
at the Doppler frequency fp, and d is the spacing between the two
horizontal or vertical antennas. The received signal ét Rx; is also
routed into Rx,, but mixed with LO2 at fc,, The phase difference,
Agys, i1s then measured to calculate the target range, R, using the
following expression: R = ‘cA¢43(fD)/47r4f, where 4f = fc; - fc; and c is
the speed of light. Since the phase difference Agy;is modulo 27, it
follows that the maximum unambiguous range is 15 m. By
correlating the range and DOA information at each Doppler bin fp, a
data matrix [A(fp), Guz(fp), Ga(fp), R(fp)] can be constructed, where
A(fp) is the radar return strength at the Doppler bin fp. This resulting
map shows the three-dimensional locations and strengths of the targets,
provided that the targets have different Doppler frequencies. Fig.
1(b) shows the photo of the radar receivers. The three antennas are
microstrip patches with 5 cm spacing between each horizontal and

vertical pair. Four off-the-shelf integrated quadrature receivers are




used. A window size of 0.5 s is used in the STFT.

Results: The radar is first tested using loudspeakers driven by audio
amplifiers at different monotones. Fig. 2(a5 shows the measufement
setup and the loudspeakers locations. The first loudspeaker is located
at the approximate (64z, Gz, R) coordinate of (-40°, -5°, 3 m) and
driven by a 35 Hz audio tone. The second loudspeaker is positioned ,
at approximately (20°, 15°, 6 m) and driven by a 55 Hz audio tone.
Figs. 2(b)-2(d) show, respectively, the measured azimuth DOA, the
elevation DOA and the range plotted vs. Doppler fréqﬁency. |
Excellent agreement with the expected locations of thg targets in -
bearing and range is observed. Further, it is seen that the Doppler -
discrimination allows us to determine the three-dimensional locationé
of two (or more) targets.

Three-dimensional tracking of two human subjects is shown
next. Two human subjects walk back-and-forth along stfaight paths
at approximately the same speed but in opposite directions (Fig. 3(a)).
During the walk, the radar continuously measures and outputs the
azimuth bearing, the elevation bearing and the range of the subjects
(Figs. 3(b-d)). During the first four seconds of the measurement, Fig.
3(b) shows two distinct azimuth-bearing trajectories: the first one

progressing from approximately -20° toward -60°, and the second one

from 20° to 15°. The elevation tracks of the two human subjects are




shown in Fig. 3(c); however, the tracks are not distinguishable since
the subjects walk on the same elevation plane (at ground level). Fig.
3(d) shows the measured range tracks, which crisscross as the subjects
walk  back-and-forth. By using the spherical—to-Cartesian
transformation, the corresponding front view and top view maps are
constructed and shown in Figs. 3(e) and (f), réspectively. The top
view in Fig. 3(f) shows good agreement with the actual walking paths
in Fig. 3(a).

A through-wall measurement is also conducted with the radar
situated indoors next to an exterior wall while a human subject on the
opposite side of the wall walks in a straight path away from and
toward the radar. The starting position is approximately 4 m from the
radar up to a maximum distance of 35 m (Fig. 4a)). The wall
construction is a 15”-thick double-brick with supporting internal
wooden frames and insulation materials; Fig. 4(b) shows the range
measurement of the subject during the walk. Since the maximum
unambiguous range is 15 m, the measured range repeats whenever the
subject walks past an integer multiple of 15 m of distance from the
radar. During the first 17 seconds, the subject travels twice the 15 m
distance plus the remaining 5 m, as evidenced by the three distinct
range tracks during the time interval O to 5 seconds, 5 to 14 seconds,

and 14 to 17 seconds. Thus, the radar is capable of measuring a




human subject at least up to 35 m away through this wall. The

- transmitter output power used is +11 dBm.

Conclusion: A low-complexity radar concept for tracking multiple
humans in three-dimensional space (azimuth, elevation and range) has
been presented. Measurements using a prototype consisting of ;thrée
antenna elements and four integrated receivers operating at 2.4 and
2.39 GHz have been performed to validate the concept. The three- |
dimensional tracking of moving humans is realized by correlating the

range, azimuth and elevation DOA measurements based on their
Doppler information. The in-situ measurement result through a 15”-

thick exterior brick wall showed tracking up to a distance of 35 m.
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Figure captions:
Fig. 1. (a) Radar system block diagram. (b) Radar receiver prototype

photo.

Fig. 2. Measured data from two loudspeakers driven at two different
audio tones. (a) Photo of the actual loudspeaker placement. (b)
Doppler versus azimuth DOA. (c) Doppler versus elevation DOA

versus time. (c) Doppler versus range.

Fig. 3. Measurement results of two human Subjects in an
unobstructed indoor environment. (a) Walking patterns up to 10 m
distance. (b) Azimuth DOA versus time. (c) Elevation DOA versus
time. (d) Range versus time. (€). Cross-range versus elevation

(front-view). (f) Cross-range versus down-range (top-view).




Fig 4. In-situ range measurement of a walking human through a 15”-
thick exterior brick wall. (a) Setup. (b) Measured range track of
upto 35m. o
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AN ALGORITHM FOR GROUND PENETRATION IMAGING USING
SYNTHETIC APERTURE RADAR CONCEPT

C. Ozdemir
Dept. of Electrical-Electronics Engineering, Mersin University,
Ciftlikkoy, 33343 Mersin, TURKEY.
S. Lim, H. Ling
Dept. of Electrical and Computer Engineering, The Univ. of Texas at Austin,
Austin, TX 78712-1084 USA.

Abstract: A new algorithm for ground penetrating radar (GPR) imaging based on the synthetic aperture radar concept is presented. It
is shown that 3D GPR images of underground can be formed by 3D inverse-Fourier transforming the multn—frequency, multi-spatial
scattered field data. The proposed algorithm is tested with measurement data. The resulting GPR images demonstrate the
effectiveness of the proposed algorithm.

INTRODUCTION

Subsurface imaging to detect and identify buried objects has long been a topic of interest for researchers
from a wide variety of disciplines [1-4]. Many different imaging techniques have been proposed to identify
metallic objects underground. It is relatively harder to detect non-metallic, low-contrast objects since their
reflections are weaker. Another challenging aspect in most ground penetrating radar (GPR) imaging is the
resolution issue. Although GPR images typically have good depth resolution by utilizing the frequency
diversity, it is usually very hard to achieve a good resolution in the cross-range dimensions. To achieve
high-resolution GPR images, different approaches have been proposed including transformation techniques
for B-scan GPR data [2], the back propagation and iterative conjugate gradient inversion [3, 4]. These
techniques; however, do not offer direct GPR imaging and requires significant use of computer resources.
Therefore, there is a need for a fast GPR imaging algorithm that has the ability to produce high-resolution
images for both metallic and non-metallic buried objects.

In this work, we set out to develop a new GPR imaging algorithm based on the synthetic aperture radar
(SAR) concept. We have previously developed 3D imaging algorithms to visualize antenna-platform
interactions by processing the multi-frequency, multi-spatial scattered fields {5, 6]. Here, we extend our
previous work and develop a SAR-based GPR imaging algorithm to achieve good resolution along both the
depth and the cross-range dimensions. '

GPR IMAGING ALGORITHM

Our GPR umaging method uses svnthetic aperture radar concept. We use both the trequency and spatial
diversity to form images for buried objects and/or soil inhomogeneities by processing the 3D
multi-frequency , multi-spatial scattered fields. We assume that the frequency bandwidth is small compared
to the center frequency of operation. and that the spatial aperture for the scattered field collection is also
small compared to the path length R, from the buried object to the receiver site (see Fig. 1). Under these
assumptions. the scattered field can be approximated as follows:

Es (k. J\",Z') - Ai .e_.ﬂ"(Rll +R3;) . e—_ikc- -x'sing; . e—jlfc -z'sina, sin B; ¢))

where .4, is the strength of the scattered electric field. £ = 27[\/;,— /2 is the wave number in the soil and
&;-1s the dielectric constant of the soil. While & changes with the frequency. k. is assumed to be constant
and represents the wave number at the center frequency. From (1). it is obvious that there are Fourier
relationships between the pairs k-and-R. x -and-(sina). and z -and-(sma sinff). Therefore. if we take the
3D inverse Fourier transform of the scattered field with respect to k. x . and z”, it is possible to pinpoint the
total travel distance and the angles that are related to the scatterer location. The resultant image will be in
the R=R /+R,. [’=sina and T =sina*sinf domains as given below:

E(RUJY=4, -8(R~(R, +R.,)-8(U —sine,)- 8" —sine, sin B) @)

After generating the GPR image in the (R, L T") domain. we can easily transform it to the desired (x, v, 2)
domain by using the simple trigonometric relationships between (R. a. £) and (x. y. ) [6]. Although. this
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transformation is unique and correctly maps the scattering points on the buried object, it causes some
defocusing effect in the resultant image because of its non-linear pature.

EXPERIMENTAL RESULTS

~ The above proposed algorithm was tested with an experimental set-up.  For this purpose. a wooden pit was
constructed and filled with plav-sand. An HP-85047A npetwork analvzer was used to measure the S,
between the transinitter and the scattered field at the receiver {see Fig.1). Two identical C-band open-ended
waveguide antennas were used at the transmitter and the receiver. The transmitting antenna was assumed to
be placed at the origin. and the receiving grid was placed at about Im away in the positive x-direction. The
dielectric constant of the sand was measured to be approximately constant at 2.26 between 5GHz and 6GHz.
This calculation of the dielectric constant was obtained by comparing the phase velocities of the wave in the
air and inside the sand. As a dielectric scatterer. a stack of 25 compact discs (CD) was used. The
dimensions of the plastic CD stack were 7.5cm in height and 12.5cm in diameter. The dielectric constant of
the stack. which was buried at 46cm below the sand surface, was not known.  The scatterer was placed at
30cm away from the origin at the x-direction.  The receiving grid contains 10x10=100 reoeiving pointb The
size of the grid was 31.04cm in the x-direction and 14.83cm in the z-direction.  For all 100 receiving points,
the transmitter frequency was varied from 4.9226 GHz to 5.9352 GHz over 25 evenly sampled points. The
measured data were collected onto a PC. After collecting the 3D multi-frequency, multi spatial measurement
data, the proposed algorithm was applied to form the image. The Fast Fourier transform (FFT) was used to
efficiently carry out the image generation.  Fig. 2(a) shows the resulting GPR images projected onto the 2D
U-T7. R-U and R-T"planes.  Fig. 2(b) depicts the GPR images projected onto the 2D Z-Y, X-I" and .X-Z planes.
Also shown in red in these plots are the projected profiles and locations of the actual object. It is easv to
see that our method well estimates the location of the scatterer.  Although the resolutions in both the range
and cross-range domains are fairly good. they are degraded somewhat by the non-linear transformation from
the (R, a, f) to the (x. y. z) domain. Wav's to remove this distortion are currently being investigated. Fig. 3
shows a 3D-GPR image obtained bv contour plotting the image strength.

CONCLUSIONS

We presented a fast imaging algorithm for ground penetrating radar based on the SAR approach. We have
shown that a 3D GPR image can be constructed by taking the 3D inverse FFT of the multi-frequency,
multi-spatial scattered fields. To test our algorithm, an experimental set-up was constructed and measured
data from a dielectric object were collected. Obtained results demonstrate well-localized GPR images w1th
good resolutions.

Acknowledgements: This work is supported by the Scientific and Research Council of Turkey (TUBITAK)
under NATO-B2 research scholarship programme and in part by the Office of Naval Research under contract
No. N00014-03-1-0021. .
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ABSTRACT

This paper describes a methodology of modeling
interferometric synthetic aperture radar (IFSAR) images
using ray-based high frequency electromagnetic (EM)
techniques. Various ray-based EM techniques have been
developed in the past for 2D SAR simulations [1],{2]. This
work will extend on those approaches for modeling IFSAR
images.
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1. INTRODUCTION

Interferometric synthetic aperture radar (IFSAR) is
a technique that allows an automated way to carry out 3D
mapping of terrains and targets [3]. IFSAR gives the height
estimate for a scene and hence leads to a 3D image of a
region. IFSAR is carried by first generating a SAR image
pair from two antennas that are spatially or temporally
separated as shown in Fig. 1. The phase difference between
the SAR image pair is proportional to the topography.
After registering the SAR images, the difference in phase in
each pixel is extracted to generate an interferogram. Since
the phase can only be measured within 2% radians, phase
unwrapping is carried out to extract the absolute phase for
each pixel that will be proportional the local height. While
IFSAR algorithm is typically applied to measurement data,
it is useful to develop an IFSAR simulator for research and
advanced development of the IFSAR technology. The
IFSAR simulator can be used to choose system parameters,
study new phenomenologies, experiment with processing
procedures and plan new missions. In this paper we will
present an IFSAR simulation methodology to simulate the
interferogram based on a ray-based electromagnetic (EM)
simulation [4].

2. APPROACH ’

A number of ray-based EM techniques have been
developed for computing the scattering from large complex
targets [5],{6). In these techniques, EM computation is
carried out by shooting rays at the target or scene as shown
in Fig. 2. The EM fields for each ray are tracked and
computed based om the principle of physical -and/or
geometrical optics. The total field scattered from the target
is then computed by summing up the EM contribution of
each ray. These methods can be extended for SAR
computation and a closed formm expression for the
contribution of the ray can be derived as {1],

SAR(r, xr) = Y e h(r -1, Xr - X5) 0
irays
where r;, Xr;, 0 are the range, cross-range and axhplitude of
the ray, respectively. h(-) is the ray impulse response
function. The additional phase function e¥ is the phase
delay of the ray. For IFSAR simmlation, we use the sensor
scenario shown in Fig. 1 to first simulate two SAR images,
SAR, and SAR; from the two antennas. The interferogram
can then be expressed as,

Interferogram = Phase( SAR, x SAR,) )

The interferogram phase at any arbitrary SAR cell is
proportional to the difference of the range distance p,, p; to
the two sensors as,

Interferogram(r,xr) o (p, ~p,)ech | 3)

It can be mathematically shown that the interferogram
phase is proportional to the height h in Fig. 2 [3]. IFSAR
can be collected in various modes including the single
antenna transmit mode, the ping-pong mode or the repeat
pass mode. In the single antenna transmit interferometric
mode, one antenna is used for transmit, and data are
received on two antennas separated by the physical
baseline. In the ping-pong interferometric mode, the
antenna used for transmit alternates between the two receive




antennas, but data are still received on both antennas. In
the repeat pass mode a single antenna is used for both
transmit and receive, and multiple passes are used to form a
temporal baseline. These modes can be simulated by the
appropriate choice of simulating either bistatic or
monostatic SAR images in (1) [7].

One of the post processing steps that needs to be
done on an IFSAR to generate the 3D represntation of the
target is phase unwrapping. Phase unwrapping is
necessitated by the 2m cyclical ambiguity in the raw
interferometric phase and consists of removing that
ambiguity by conversion from relative to absolute phase
differences. There are two main classes of algorithms to
perform phase unwrapping. The first class of algorithms is
based on the integration-with-branch-cuts approach
originally developed by Goldstein et al [8]. A second class
of algorithms is based on a least squares fitting of the
unwrapped solution to the gradients of the wrapped phase.
The performance of phase unwrapping algorithms is
affected by a number of factors and parameters in these
algorithms have to be tuned to arrive at good height
estimates. The various problem areas for phase unwrapping
include regions where the signal-to-noise ratio is too small,
side lobes from bright scattering centers spilling over into
neighboring cells, multi-bounce interactions and multiple
scattering centers in the same pixel. Correlation between
the SAR images can be used to gnide the phase unwrapping
process.

3. RESULTS

We present some preliminary results from our ray-based
IFSAR simulator. The results include terrain map
reconstruction of urban environments as well as ground
targets. Fig. 3(a). shows the CAD model of an urban scene
in Austin, Texas. Figs. 3(b) and 3(c) show the
corresponding SAR and IFSAR for the scene. The SAR
was simulated at X-band with 1-foot resolution. A ping-
pong mode for the IFSAR simulation was used for
computing the interferogram. Phase unwrapping was
carried out using Goldstein’s algorithm. Fig. 3(d) shows
the 3D CAD reconstruction from the scene and shows a
fairly good comparison of the prominent building features
to the original CAD model. Since the two SAR images
were generated at a single look angle, the IFSAR fails to
provide a height estimate in areas that were shadowed in the
SAR images. One way to correct for this is by fusing
multiple TFSAR views of the scene to build a unified 3D
representation of the scene. The fusion is accomplished by
summing up all the IFSAR images after registering them to
a common coordinate system. The SAR pixel amplitude
can be used to make summing decision in overlapping areas
of the image from different views. In the second set of
results shown in Fig. 4, we consider a ground vehicle. Figs.
4(a) and 4(b) show a series of SAR and IFSAR for the

target at different azimuth views. The high resolution SAR
was simulated at X-band. Fig. 4(c) shows the
corresponding 3D CAD reconstruction fused from the
multi-view IFSAR imagery.

4. CONCLUSIONS

In this paper we presented a methodology of modeling
IFSAR images using a ray-based high frequency
electromagnetic technique. The IFSAR simulation
technique is an extension of our 2D SAR simulation work.
We presented some IFSAR examples for terrains and
targets. This [FSAR simulation capability is very useful to
gain a better understanding of the scattering
phenomenology and can contribute to sensor development
for 3D target identification and engagement.
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Fig. 1. Concept of IFSAR processing

Fig. 2. Example ray shoot on a target. A ray-based EM code shoots rays to
determine lit and shadow regions. EM fields are computed based on either
geometrical optics or physical optics.
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Fig. 3. SAR/AFSAR simulation and 3D model reconstruction. The SAR/IFSAR pair is simulated using the ray-
based EM code. (a) 3D CAD model for Austin, Texas. (b) Simulated 2D SAR image from the Austin CAD
model. (c) Simulated IFSAR interferogram. (d) 3D model reconstructed from the IFSAR using Goldstein’s
algorithm.
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Fig. 4. SAR/IFSAR simulation and 3D model reconstruction for a ground vehicle simulated using the ray-based EM
code. (a) Simulated 2D SAR images for the ground target at 3 different views. (b) Simulated IFSAR interferograms at
the corresponding views. (c) 3D model reconstructed from the IFSAR.
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ABSTRACT

This paper describes the results of a multi-baseline IFSAR study using a shooting and bouncing ray (SBR)
based IFSAR simulator. The SBR technique has been used in the past for 2-D SAR and IFSAR simulations. This paper
extends on those approaches for modeling multi-baseline IFSAR images. IFSAR gives the height estimate for a target
and hence leads to a 3-D image of the target The 3-D reconstruction is dependent on the choice of IFSAR sensor
parameters. We present a tradeoff study the sensor resolution versus the number of basclines using the SBR based
simulator.

Keywords: SAR, IFSAR, Radar Imaging, Electromagnetic Scattering

INTRODUCTION

Interferometric synthetic aperture radar (IFSAR) is a well-established technique for carrying out 3-D target and
terrain mapping. IFSAR is conventionally carried out by first generating a SAR image pair from two antennas that are
spatially separated. The phase difference between the SAR image pair is proportional to the height on the target.
Conventional single-baseline IFSAR scenario does not provide any resolution in the height dimension and hence cannot
resolve scatterers that fall within the same (range)-(cross range) bin in the SAR image. To overcome this limitation,
multi-baseline IFSAR scenarios have been proposed [1,2,3,4,5]. Although a multi-baseline IFSAR setup can potentially
overcome the resolution limitation in the height dimension, there are practical challenges to build a long multi-baseline
IFSAR system. It this work, we will extend the IFSAR simulator based on the shooting and bouncing ray (SBR)
technique [6] to handle multi-baseline simulations. We will then present a tradeoff study related to the choice of the
multi-baseline sensor parameters. 3-D target reconstruction results from the multi-baseline simulator will be presented.
We will introduce an error metric to characterize the error in height reconstruction to evaluate the choice of various
IFSAR sensor parameters. This study will demonstrate the utility of the simulation for choosing system parameters,
experimenting with processing procedures and possible mission planning.

APPROACH

IFSAR gives the height estimate for a scene and hence leads to a 3-D image of a region. IFSAR is carried by
first generating a SAR image pair from two antennas that are spatially or temporally separated as shown in Fig. 1. The
phase difference between the SAR image pair is proportional to the height of the topography. After registering the SAR
images, the difference in phase in each pixel is extracted to generate an interferogram. Since the phase can only be
measured within 2n radians, phase unwrapping is carried out to extract the absolute phase for each pixel that will be
proportional the local height. While IFSAR algorithm is typically applied to measurement data, it is useful to develop
an IFSAR simulator for research and advanced development of the IFSAR technology.

The IFSAR simulation methodology to simulate the interferogram is based on the shooting and bouncing ray
technique [6]. In this approach, the EM computation is carried out by shooting rays at the target or scene as shown in
Fig. 2. The EM fields for each ray are tracked and computed based on the principle of physical and/or geometrical
optics. The total field scattered from the target is then computed by summing up the EM contribution of each ray. This
method can be extended for SAR computation and a closed form expression for the contribution of the ray can be
derived as [7, 8]:




SARG,xr) = Y e *h(r -1, xr - Xr) )
irays
where 1;, x1;, o; are the range, cross-range and amplitude of the ray, respectively. h(-) is the ray impulse response
function. The additional phase function e« is the phase delay of the ray, where k, is the wave number at the central
frequency. For IFSAR simulation, we use the sensor scenario shown in Fig. 1 to first simulate two SAR images, SAR;
and SAR, from the two antennas. The interferogram can then be expressed as,

Interferogram = Phase( SAR; x SAR; ) ¥}

The interferogram phase at any arbitrary SAR cell is proportional to the difference of the range distance p,, p; to the
two Sensors as,

Interferogram(r,xr) o (p,—p,)och 3)

It can also be shown mathematically that the interferogram phase is proportional to the height hin Fig. 11, 9, 10]. One
of the post processing steps that needs to be done on an 2 sensor IFSAR to generate the 3-D representation of the target
is phase unwrapping. Phase unwrapping is necessitated by the 2n cyclical ambiguity in the raw interferometric phase
and consists of removing that ambiguity by conversion from relative to absolute phase differences. There are numerous
algorithms available to perform the phase unwrapping [11].

The above analysis and processing for a 2 sensor IFSAR system can be extended to a multi-sensor IFSAR
system, also called a multi-baseline IFSAR system. There are various ways to setup a multi-baseline IFSAR system
with N array elements. Each antenna element is used to generate a SAR image. Considering the SAR image of the first
antenna element as the reference, each pair of antenna elements can be used to gencrate an interferogram. The
interferogram between the SAR image for the 1% and m™ antenna element is then,

Interferogram,, = Phase( SAR; x SAR,,") C))

Provided that the subtended angle of the baseline is not too large, the N interferograms can be efficiently simulated
using one single ray trace and thus do not significantly increasc the computation time for the simulation. The post
processing required on the N SAR images and interferograms to generate a 3-D image depend on the configuration of
the N array clements in the multi-baseline IFSAR system. The antennas in the system can be either uniformly or non-
uniformly sampled. With 2 sensors generating an interferogram and using phase unwrapping can be straightforward but
with N sensors it can be very complex to phase unwrap N interferograms concurrently. There have been algorithms
developed to phase unwrap N interferograms for certain specific multi-baseline system architectures but they lack in
generality. One such commonly used system is a 3-sensor system with a large and small baseline {12]. The small
baseline inteferogram is used to assist in phase unwrapping the large baseline interferogram in areas with high fringe
rates. For ease of post processing, the simplest way to set up the multi-baseline system would be as a uniformly
sampled linear array as shown in Fig. 3. In the uniformly sampled array configuration, we operate directly on the N
SAR images to resolve the individual scatterers in the SAR cell and we can use beamforming or direction-of-arrival
(DOA) algorithms to resolve the individual scatterers [13]. Using the N SAR images, the signal model for a SAR cell at
(r,xr) can be represented as,

E=[E, E, ..] (5)

where E,, is the value of the m’th SAR at (r,xr). The scattering strength in each individual SAR cell can be interpreted
as a summation of scattering centers at various heights 6, as shown in Fig. 3. The signal model for a SAR cell can be
modeled as,

d o
E:Zapehjmmep (6)
=1

where B is the inter-element distance and aj, is the strength of the p’th scattering center. There are various beamforming
techniques to estimate a, and 6, from E [3,12,13]. Both parametric (MUSIC, Min-Norm, ESPRIT, modified Prony) and
non-parametric (Capon) spectral estimation techniques have been applied for mutli-baseline IFSAR with good success
[3]. In this paper we used a Prony based estimator for modeling [15,16,17]. The set of scattering centers {r, xt, a,, 0}




computed for all the SAR cells represents a 3-D image of the target. We can also compute an error metric based on the
sum of the parameterization error for each SAR cell. The error metric can be written as:

MSE= Y iEm —Em! )

SAR cells

where E,,, ﬁm , is the received and parameterized multi-baseline signal for the N element array in the m’th SAR cell.

This MSE error is an average error across the whole image and is a good indicator of the spatial error in the location of
each individual scattering centers. We will next present results from some system design studies for a multi-baseline
system.

RESULTS

Results of a tradeoff study from our ray-based multi-baseline IFSAR simulator are presented. The simulator is
implemented in the SBR-based radar simulation code Xpatch. We use a backhoe target for our study. The backhoe
target is used in the AFRL data dome challenge set and its data have been publicly released. Figs. 4(a),(b).(c) show the
backhoe target and its simulated 2-D and 3-D SAR images. The overlay of the 3-D SAR image and 3-D CAD model is
performed using the E3Doer® visualization package distributed by SAIC. Fig. 4(d) shows an IFSAR interferogram
generated for the backhoe. The IFSAR is generated using 2-inch resolution at a center frequency of 10 GHz. The look
angle on the target is AZ=10° and EL=30°. Multiple IFSAR images at various azimuth angles can be fused to form a
composite 3D mode! of the target. The fusion is accomplished by combining all the 3-D images after registering them
to a common coordinate system. The SAR pixel amplitude is used to make summing decisions in overlapping areas of
the image from different views. The final composite 3D model reconstructed from the 2 sensor IFSAR system with a
baseline of 1 meter is shown in Fig. 4(¢). Besides visualizing the 3-D images we can also compute the MSE error
metric as described in (7).

Using the same methodology, we can extend the 2-sensor IFSAR simulation for multiple sensors. Fig. 5 shows
the MSE computed for different number of sensor elements plotted versus a function of azimuth look. The MSE is
computed for 2, 3, 4 and 5 sensor elements in a multi-baseline IFSAR scenario for various SAR resolutions. For the 2-
inch resolution case shown in Fig. 5(a), we observe that the MSE error decreases to less than 2% by using 3 sensors
instead of 2 sensors. Additional sensors did not improve the results drastically. For the 4-inch resolution case shown in
Fig. 5(b), we observe that 4 sensors are now required to achieve approximately the same level of MSE. The same trend
continues in Fig. 5(c), which shows the 6-inch resolution case. These trends can be explained as follows. Decreasing
the SAR resolution results in more scatterers to be included in a SAR cell and causes the MSE error to increase,
especially when the number of sensors is small. By using more sensors, these scatterers residing in the same SAR
image cell can be resolved, thus leading to an improved MSE. This explanation is next verified by simulation. We
extract a set of high-resolution 3-D scattering centers for the backhoe target using Xpatch [18,19]. These 3-D scattering
centers are then binned at various spatial resolutions. Fig. 6 shows the average number of scattering centers in each 3-D
SAR cell plotted versus azimuth. For the 2-inch resolution case, there are typically between 2 to 3 scattering centers in
each cell. This agrees with the results in Fig. 5(a), which show the need for ~4 sensors to achieve a low MSE. The
average mumber of scattering centers increases to 7 for the 4-inch resolution case and 12 for the 6-inch resolution case.
However, we note that the MSE results in Fig. 5 do not show the need to increase the number of sensors to beyond 5.
To see why this is the case, we examine the strength of the dominant scatterer in each 3-D SAR cell. We compute the
percentage signal strength contributed by the dominant scatterer in each of the SAR cell. The dominant scatterer signal
percentage is computed as max( |ap Iz)/z | ap |2, Fig. 7 shows this percentage averaged over all of the SAR cells. As we
can see from Fig. 7, even though the average number of scatterers at 6-inch resolution is 12, the dominant scatterer
accounts for about 70% of the signal strength. Hence by using only a few (<= 5) sensors, we can limit the MSE to a
low level, as was seen earlier. It is not necessary to use as many as 24 sensors to resolve the scattereres.




CONCLUSION

In this paper we presented a methodology for modeling multi-bascline IFSAR images using the SBR
technique. We presented a multi-bascline IFSAR study for the backhoe target. The study was carried out by computing
the MSE error for various resolutions and different number of sensors. For IFSAR with 2-inch resolution, the number
of sensors needed was around 4 to achieve a 2% MSE, whereas for 6-inch resolution, about 5 sensors were needed to
achieve the same level of MSE. There are other sensors parameters (stand-off distance, frequency, processing
algorithm, baseline, signal-noise ratio, etc.) that can impact the MSE. A more detailed study to evaluate the impact of
these sensor parameters on a wider class of targets can be readily carried out using the same sofiware. This IFSAR
simulation capability can be very useful to gain a better understanding of the scattering phenomenology and can
contribute to sensor development for 3-D target identification and engagement.
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Fig. 1. Concept of IFSAR processing.




Fig. 2. Example ray shoot on a target. A ray-based EM code shoots rays to determine lit and shadow
regions. EM fields are computed based on either geometrical optics or physical optics.
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Fig. 3. Multi-baseline IFSAR scenario. The N-element linear array with inter-element distance B can be used
to resolve multiple scatterers in a SAR cell.
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Fig. 4. SAR/IFSAR simulation and 3D mode! reconstruction for a backhoe simulated using SBR.
(a) Simulated 2D SAR images for the backhoe target (b) 3-D SAR image for the backhoe (c)
Simulated IFSAR interferogram (c) 3D model reconstructed from the IFSAR.
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Fig. 5. The MSE error for different number of sensor elements. The MSE was computed for 2,3.,4.5
sensors elements in a multi-baseline IFSAR scenario for various SAR resolutions. (a) SAR resolution =
2 inch (b) SAR resolution = 4 inch (c) SAR resolution = 6 inch. Decreasing SAR resolution bandwidth
causes more scatterers to fall in a SAR cell and causes MSE errors to increase for fixed number of
Sensors.




Fig. 6. The average number of 3-D scattering centers in a SAR cell for different SAR fesolutions.
For SAR with 2 inch resolution the average number of scatters is 3, and the number increases to 7,
12 for 4 inch and 6-inch SAR resolution respectively.
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Fig. 7. The dominant scatterer energy in the SAR cell. A two-element IFSAR system resolves the height
of the dominant scatterer in the SAR cell therefore as the contribution of the dominant scatterer decreases
the error in height for the two-element system would correspondingly increase.
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ABSTRACT

The performance of ATR systems can potentially be improved by using three-dimensional (3-D) SAR images instead of the
traditional two-dimensional SAR images or one-dimensional range profiles. 3-D SAR image formation of targets from radar
backscattered data collected on wide angle, sparse apertures has been identified by AFRL as fundamental to building an object
detection and recognition capability. A set of data has been released as a challenge problem. This paper describes a technique based
on the concept of 3-D target grids aimed at the formation of 3-D SAR images of targets from sparse aperture data. The 3-D target
grids capture the 3-D spatial and angular scattering properties of the target and serve as matched filters for SAR formation. The
results of 3-D SAR formation using the backhoe public release data are presented.

Keywords: SAR, Sparse Apertures, Radar Imaging, Electromagnetic Scattering

1. INTRODUCTION

Constructing a synthetic aperture radar (SAR) image of a target requires data collection in both the frequency
and angular dimensions. If the data is uniformly sampled and the sampling rate is dense enough to meet Nyquist
sampling, a 2-D or 3-D SAR image can be obtained by using a two-dimensional or three-dimensional FFT algorithm
[1]. However, in real-world data collection, this ideal situation can rarely be fulfilled in the angular aperture, especially
in a 2-D angular aperture for 3-D image formation. Fig. 1 shows some possible examples of 2-D data collection
apertures.

3-D SAR formation from seriously under-sampled data is in general an ill-posed inverse problem. A number
of works have attempted to address this problem from the image processing perspective [2,3]. These approaches use
parametric and non-parametric interpolation techniques to fill the gaps in the data. In this paper, we use an alternative
approach. The ill-posed nature of this problem can be compensated to some extent using a priori information about the
scattering characteristics of the target. One way to pose this problem is to ask the question — “Given a library of known
targets, what is the best 3-D SAR image that can be obtained from the sparse data ?” This problem is easier to solve
than the original problem with an unknown target. Our solution to this problem involves starting with a library of
targets, capturing the scattering physics of the targets by the use of a set of “3-D target grids,” and then forming the 3-D
SAR images on these grids. These 3-D target grids can be interpreted to be model-based matched filters and hence
behave as optimal linear detectors for SAR formation.

Our previous work on reconstructing 3-D SAR image from sparse apertures involved using an adaptive feature
extraction (AFE) algorithm based on a general 3-D scattering center model {4,5,6]. AFE is an iterative back projection
algorithm. The iteration loop is added specifically to overcome the high-sidelobe problem of the standard back
projection. Afier range alignment, we assume that the range position is resolved via range compression. Our approach
in this paper entails extending this approach and using a filter bank of 3-D target models to form 3-D SAR images. The
3-D target models are pre-computed to form 3-D target grids that capture the 3-D scattering behavior of the target and
hence serve as a matched filter for the 3-D SAR reconstruction process. Using the library of targets for reconstruction
can overcome some of the drawback of sparse apertures and significantly speed up the reconstruction of 3-D SAR
images. A number of techniques have been proposed previously to enhance SAR images using filter banks, these




methods require either estimating or exhaustively searching through a bank of matched filters [17-23]. The approach
proposed in this paper uses a matched filter bank predicted from the target and hence is optimal for that target. The
SAR formation procedure is computationally efficient since it does not require exhaustive searching through a bank of -
matched filters.

This paper is organized as follows. In Section 2 we present our approach for forming 3-D SAR images from
sparse apertures. In Section 3 we present results of the 3-D SAR image formation for sparse collection apertures on the
AFRL public-release backhoe data [7.3].

2. APPROACH

In radar cross section studies. it is well known that the electromagnetic ‘scattering from an electrically large
target can be approximately modeled as if it is emanating from a discrete set of points on the target called scattering
centers (see Fig. 2). The 3D scattering center model. while only an approximation, provides a useful sparse abstraction
of the actual complex target in many radar applications. The 3-D scattering center model for a target \wth N; scattering
centers can be descnbed as,

E®)= Z o-,e"n'"‘ 4 . M

i=t
where o, and 1, are the complex amplitude and location of the 3-D scattering centers respectively. k is the wave vector

and E(k ) is the scattered field. This model can also be represented in the image domain and the 3-D SAR i 1mage ofa
target can be reconstructed trom the scattering center model as,

Image3D(x.y. z) =chh(x—xl.y-—yi,z—zi) @
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where Image3D is the 3-D SAR image of the target and h(.) is the point spread response for the radar. An automated
algorithm to extract the 3-D point scatterer model of a target from its geometrical computer-aided design {CAD) model
based on the shooting and bouncing ray (SBR) method was developed in [9.10]. In this approach, we tirst generate the
3-D SAR image of the target based on a one-look SAR algorithm [11]. In step two. we use the image-processing
algorithm CLEAN [12] to extract the 3-D position and strength of the scattering centers from the 3-D SAR image. This
extraction algorithm has been tested extensively on canonical target sets as well as fairly complex models of air and
ground targets and formed the basis of 2-D SAR simulation in DARPA’s MSTAR program. For very complex targets,
the scattering center model extracted at a particular aspect angle is not expected to be valid over all angular extent. This
is due to shadowing and other complex multiple scattering phenomena. To fully characterize a target at all aspects, 3-D
scattering center extraction will need to be carried out at various angles on a fairly dense grid in both elevation () and
azimuth (¢). Once the scattering center models are extracted at all the angles on the grid. we can obtain an global
scattering center model by establishing correspondence between the scattering centers extracted at various aspect angles
and mapping the angular visibility of the scattering centers. The 3-D point scatter models fused at various angles form a
unified 3-D target grid for the target that represents the 3-D spatial and angular scattering properties of the target. The
set of 3-D locations 1, localizing the scattering on the targets with its associated angular behavior o, (0.¢)forms a 3-D
target grid, {rj - oi} and can be interpreted as a library of phenomenology-based basis functions for modeling the
scattering from the target. Fig. 3 shows a set of 3-D CAD models and Fig. 4 shows the corresponding target grids for
these targets. There are approximately 10000 3-D point scatterers in the examples shown in Fig. 4,

Our approach to form 3-D SAR images from sparse data is to form the images on the pre-determined 3-D
target grids. Fig. 5 shows the flow diagram for this approach. Given a library of targets we extract the 3-D target grids

using the process highlighted above. The 3-D SAR image can be obtained by projection of the radar data E( k) on the
3-D target grid {rj .0; }m for the m’th target as,

{6, =<E(k).EL (K)> | 3)




where {5,},is the normalized projection for the m’th target and {Ef“(‘l-;-)}l is the set of the target-specific
phenomenology-based basis function for the m’th target defined as,

E,, (k) =0,e @

Since the 3-D target grid is non-uniformly sampled in the 3-D space, this projection can be performed more efficiently
in the time domain. An objective function based on the image energy can be computed as,

. Ny .
e =Y 6.0, )
1=1

where Eg} is the energy in the m’th target. The best estimate of the 3-D SAR image is the one that maximizes the

energy in the projection over the library of available 3-D target grids. Alternatively other objective or cost functions
based on a combination of energy and entropy can also be used for selecting the 3-D target grid with the best projection.
The 3-D SAR image can then be obtained from the projection parameters {6,}, of the 3-D target grid with the

maximum energy as.

Nz
Image3D(x.¥.z)= 98,0, h(x—X,.v-¥,.2-2,) (6)
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where 1; = (X;,¥;,z) Depending on the sparseness of the data we perform adaptive feature extraction to the approach
highlighted earlier. Adaptive feature extraction (AFE) is a model-based signal processing method that is similar to
CLEAN and the matching pursuit algorithm [13]. AFE can compensate for the high sidelobes in the image. The basic
idea is to extract the strongest point scatterer first. Then the response from this point scatterer is subtracted from the
total signal. The process is then iterated for the remaining point scatterers.

3-D target grid can be interpreted to be the matched filter for the 3-D target since the radar data projected onto
the grid is matched to the spatial and angular scattering behavior of the target. The 3-D target grid does filter out some
of the high side lobes due to the sparseness of the data and the AFE algorithm can be used to improve its performance.
The 3-D SAR image obtained is a “best estimate” obtained under the assumption that the target being measured is
actually present in the library. An energy criterion can be used to rule out projections without significant energy. For
the case in which part of the targets may be occluded the 3-D target grids should be sub-divided into smaller grids and
the 3-D SAR image be formed in parts. We will next present some results to evaluate the 3-D SAR image
reconstruction using this approach highlighted above.

3. RESULTS

We will use the backhoe sample data released in SPIE, 04. Fig. 6. shows the backhoe target and a sample 2-D
and 3-D SAR image from the data set. The 2-D image was generated using an 18° aperture. The 3-D image was
generated using a full 2-D aperture of 18°. The resolution of the images is 2 inches at a center frequency of 10 GHz.
Fig. 6(c) shows the overlay of the 3-D SAR image with the 3-D CAD of the target. This visualization was performed
using the E3Doer® package distributed by SAIC. The library chosen for this study consists of three targets: (1) a car,
(2), the backhoe, and (3) a tank shown in Fig. 3. The corresponding 3-D target grids were generated for these targets
and are shown in Fig. 4. There are approximately 10000 point scatterers in the 3-D target grids. Given a library of
targets the corresponding 3-D projection on the 3-D target grids can be obtained. An airborne sensor flying along a
racetrack path around the target as shown in Fig. 7 is chosen to generate the 3-D SAR image. The 360° aperture around
the target is then broken up into 36 sub-apertures. In each of the 10° sub-aperture the path involves the sensor flying
diagonally along the elevation and azimuth dimensions. The sensor collects data for only part of its aperture. In this
example only 6° of the 10° aperture is used. The backhoe radar data from the dome corresponding to the flight path is
then selected and projected on to the library of filter banks containing the 3-D target grids. A 3-D SAR image for each
36 sector is computed for each target grid to yield 36 3-D SAR images. These 36 3-D SAR images are then fused to
yield a composite 3-D SAR image for the complete target. The composite 3-D SAR images for the 3 target grids in the
library are shown in Fig. 8. Also a brute-force 3-D SAR image utilizing a full 2-D 18° aperture corresponding to the




racetrack pattern is computed from the data. As can be seen from Fig. 8, the backhoe reconstructed on the 3-D target
grid matches the brute-force image very well. The energies in the 3-D SAR images for the tank and the car are both less
that 1% and hence a simple relative energy threshold criterion can be used to rule out these images as being the correct
target. Though only 3 target are chosen in this particular example a bigger library does not significantly increase the
computation time since the 3-D target grids can be binned and the bins common among the 3D target grlds do not need
to be recomputed.

4. CONCLUSION

In this paper we presented an innovative technique to form 3-D SAR images from sparse apertures. The 3-D SAR
formation process consisted of projecting the radar data onto a library of target-specific phenomenology-based basis
functions called 3-D target grids. The best estimate of the 3-D SAR image was chosen based on an energy objective
function. The 3-D target grids captured the angular and spatial scattermg behavior of the target and served as matched
filter. Preliminary results from this technique appeared to be encouraging. If more than one sensor is available on the
air platform then 3-D images can also be alternatively formed using an IFSAR approach [14,15,16].
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Fig. 1. Possible sparse angular apertures encountered in SAR data collection.




Fig. 2. A 3-D scattering representation of the target. The scattering from the target can be modeled
as if emanating from a discrete set of sparse 3-D points.
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Fig. 4. The 3-D target grid for the library of targets. (a) car, (b) backhoe, ‘(c) tank. The 3-D target
grids are color-coded based on the x-axis for ease of 3-D visualizations. The average number of 3D
points in the 3-D target grids is about 10000,
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Fig. 5. Flow diagram of the 3-D SAR formation algorithm. A library of 3-D target grids is used
for 3-D SAR formation. The sparse data are projected on the matched filter bank of 3-D target
grids. The “best estimate” of the 3-D SAR image from the library is selected based on a cost

function. .
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Fig. 6. The backhoe public release data. (a) Backhoe CAD model. (b) 2-D SAR image of the backhoe
target. (c) 3-D SAR image of the backhoe target. The 2-D SAR image was generated using an 18°
aperture. The 3-D SAR image was generated using an 18° 2-D aperture centered at (AZ,EL)=(10°,30°)
at a center frequency of 10 GHz and resolution of 2 inches.
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Fig. 7. The flight path used to collect sparse radar data from the data dome for 3-D SAR formation.
(a) The sensor flys in a racetrack pattern around the target. (b) 6° degree data segments in each 10°
data sector are used. Only one quadrant (0°-90°) is shown in the figure. The data used in image
formation are shown with red circles.
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Fig. 8. The 3-D SAR image formed on the library of 3-D target grids. (a) 3-D SAR image
using the full 18° 2-D aperture from the data dome. (b) 3-D SAR image for the library of 3-D
target grids using a sparse aperture. The 3-D SAR images are plotted with 40 dB of dynamic
range. Red in the SAR image is high and the magnitude scales as RGB (Red-Green-Blue).
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Human Tracking Using a Two-Element Antenna Array

Adrian Lin and Hao Ling
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ABSTRACT

We investigate the use of a low-cost, two-element receiving array for tracking human movements in indoor surveillance
applications. Conventional direction of arrival (DOA) detection requires the use of an antenna array with multiple
elements. Here we investigate the use of only two elements in the receiver array. The concept entails simultaneously
resolving the Doppler frequencies of the returned signals from the moving targets and the DOA of the targets.
Simulation is performed to demounstrate the concept. Both the monostatic and the bistatic scenario where the transmitter
and the receiving array are placed at different locations are investigated. DOA errors and tolerances are analyzed for
each scenario. An experimental system is constructed to test the concept. The system consists of a two-element receiver
array operating at 2.4 GHz. Measurement results of various collection scenarios are presented.

Keywords: Doppler, direction of arrival, radar, human tracking

1. INTRODUCTION

We explore the use of a low-cost, two-element receiving array for tracking human movements. The direction of arrival
(DOA) of a moving human is obtained from the phase difference of the reflected waves arriving at the two receiver
antennas. However, a two-element receiving array is unable to resolve individual DOA from multiple moving humans
due to multiple phase differences arriving simultaneously at the two receiving antennas. Conventional methods are to
increase the number of receiving elements and to apply direction finding algorithms such as MUSIC [1-3].  We
investigate a way to overcome this issue while maintaining the use of a two-element receiving array for human tracking.

The basic concept of our approach is to detect both the Doppler frequency and the DOA information of the movers.
Under a monostatic scenario, Doppler discrimination allows the detection of multiple movers, depending on the unique
combination of speed and direction of each mover. An extra degree of discrimination freedom can be achieved in a
bistatic scenario since the incident and reflected wave vectors of each mover are different, depending on the transmitter
and receiver placement.

Extensive Monte Carlo simulation is performed to demonstrate the concept. Both the monostatic scenario and the
bistatic scenario where the transmitter and the receiving array are placed at different locations are investigated. DOA
errors resulting from the imperfect Doppler discrimination are analyzed for each scenario.

An experimental system is constructed to test the concept. The system consists of a two-element antenna array, dual-
quadrature integrated receivers (Analog Devices AD8347 ICs) and a transmitter operating at a frequency of 2.4 GHz.
Microstrip antennas are used, resulting in a small form factor. The received signals are downconverted, digitized and
processed using the FFT for Doppler and DOA calculations.

Measurement resulits of the DOA from multiple targets are presented. The limitations of the proposed system resulting
from DOA ambiguity of multiple moving targets are studied.




2. METHODOLOGY

Our radar receiver consists of a two-element direction-finding array, each with full quadrature detectors, to determine
both the Doppler shift and the direction of arrival of the target. The transmitter uses a continuous wave (CW) operating
at 2.4 GHz carrier frequency. The position of the transmitter and receiver can be arranged in a monostatic or a bistatic
configuration. ‘

In the monostatic configuration, the radar transmitter and receiver are co-located with Doppler shift given by fj, = 2v/4,..
In the bistatic configuration, the radar transmitter and receiver are not located at the same position and the Doppler shift
is given by f, = (u-w)*v/4. The bistatic radar Doppler frequency is related to the component of target velocity v along
the difference of the reflected and incident unit vectors, (u,-w), and A, is the wavelength of the transmitted carrier. Since
the Doppler shift is only induced for a moving target, Doppler sensing provides very good clutter suppression in a highly
cluttered environment such as indoors.

The DOA of the received signal can be obtained by the measured phase difference of the two array outputs, A@ = ¢, -¢),
as follows: 8= sin” (A.Ap 2mil) where d is the spacing between the two antennas (Fig. 1). To provide the maximum
resolution while avoiding DOA ambiguity within the scanning range of 8 from -90° to 90°, the distance between the two
antennas is set to AJ/2.

i~

Doppler and DOA

Figure 1. Basic radar operation.

For proof-of-concept, we have constructed a low-cost system that consists of a transmitter and a two-element direction-
finding array. For the transmitter, an RF signal generator capable of outputting CW frequency at 2.4 GHz is utilized.
For the receiver, an off-the-shelf IC receiver manufactured by Analog Devices (AD8347) is used. This integrated
receiver has all the required features including low-noise amplifier (LNA), I/Q mixers, gain control, and baseband
amplification. Low-pass filtering with a cut-off frequency of 250 Hz is used for anti-aliasing before the A/D converter.
The National Instruments NI-DAC 6024E is used for digitizing the receiver output. Fig. 2 shows the system block
diagram and the actual radar implementation.

The signals reflected from the moving targets are received, downconverted, digitized and processed using the FFT for
Doppler discrimination. By measuring the phase difference at each Doppler frequency component, we can obtain the
DOA information of multiple targets. This scheme works as long as their Doppler frequencies are sufficiently distinct.
We discuss in the following section several cases where erroneons DOA information might occur as the result of poor
Doppler discrimination.




M i @ Signal Generator

LPF

ova-iN

LPF

12-bit A/D Converter
Fs = 1000 Hz

3 A
LO =2400 MHz
>,

-

Patch antennas, centered at 2.4 GHz-*
and separated by A/2

Figure 2. Radar system block diagram and actnal hardware implementation.




3. SIMULATION DATA

Fig. 3 shows the simulation resuit of the Doppler and DOA from two moving targets. The Doppler of the first target is 8
Hz with a DOA of -20° while the second target has 80 Hz Doppler and +20° DOA. Both Doppler returns have the same
received power level. Under this Doppler spacing (8:80), the detection algorithm produces the correct DOA information
for both targets. The Doppler of the first target is then increased to 76 Hz while its DOA is kept at -20°, With the
reduced Doppler spacing (76:80), the DOA of the two targets become hard to identify and are erroneous (as shown in
Fig. 4). To predict the DOA error behavior as the result of reduced Doppler discrimination, we run a more exhaustive
Monte-Carlo simulation with more realistic input parameters.

Figure 4. Doppler and DOA simulation result of two moving targets (Doppler spacing 76:80).

The simulations input parameters include a spatial boundary of 10 m by 10 m, moving speed with a uniform distribution
from 0 m/s to 6 m/s, and a velocity direction that is uniformly distributed from 0 to 2n. Two moving targets are placed
inside the boundary with the given speed and velocity range. These parameters are used to mimic a typical office
environment of 10 m by 10 m with two moving humans. Amplitude decay as a function of distance is also calculated
and accounted for in the simulation to evaluate the effect of the received signal strengths of the two targets. Fig. 5
illustrates the simulation setup. The receiver and transmitter coordinates are shown for the monostatic and bistatic
configurations.
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Figure S. Simulation setup for two moving targets in a spatial boundary of 10 m by 10 m.

The first simulation case uses the monostatic configuration where both the receiver and transmitter are co-located at the
(0,0) coordinate. One hundred thousand realizations are generated. The DOA errors with respect to the Doppler
discrimination of the two moving targets are calculated and plotted. Fig. 6(a) shows the simulation result using the
Kaiser window with the smallest main-lobe setting (but the highest side-lobes). The different color/grey shades indicate
the relative signal strengths between the two targets, with the lighter shades representing more similar strengths. As
expected, the DOA error is the largest when the Doppler separation between the targets is the smallest, and vice versa.
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Figure 6. Monostatic simulation results using a Kaiser window with: (a) Highest side-lobes and (b) Reduced side-lobes.

However, there are also cases that contain large DOA errors even though the Doppler separations are large. From the
darkness of the points, we also know that they correspond to cases where there is a significant difference in signal
strengths (larger than 50 dB). This is caused by one target located much closer to the radar (thus much larger signal
strength) than the other. This phenomenon is referred to as the close-far effect, where the side-lobe energy from the
stronger, close-in target contaminates the much weaker, far-away target in its frequency bins. One way to mitigate the
close-far effect is to decrease the side-lobe energy by setting the Kaiser window parameter accordingly. Fig. 6(b) shows
the simulation result with the lower side-lobe window. This time there are much fewer occurrences of the DOA error
due to the close-far effect. '




We repeat the simulations above for the bistatic configuration where the radar receiver is located at (0,0) and the
transmitter is at (10,0). Fig. 7(a) shows the simulation result with the highest side-lobe window setting. The DOA error
trend is very similar to the monostatic case, but there are fewer occurrences of the close-far effect. With a lower side-
lobe window setting, the close-far effect is hardly noticeable, as shown in Fig. 7(b). We venfy the simulation cases
above by measurements and discuss the results in the following section.
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Figure 7. Bistatic simulation results using a Kaiser window with: (a) Highest side-lobes and (b) Reduced side-lobes.

4. MEASUREMENT RESULTS

To demonstrate the multiple target detection, we use two loudspeakers as stable test targets. The vibrating membrane of
each londspeaker is covered by aluminum tape to enhance its return. The andio tone causes the loudspeaker membrane
to vibrate back and forth and the radar return is an FM signal. The two loudspeakers are placed at -25%and +15° to the
radar boresight and driven by a 55 Hz and a 35 Hz audio tone, respectively. Both loudspeakers are located at about 15
feet away from the radar (Fig. 8(a)). Their expected Doppler returns are +/- 55 Hz and +/- 35 Hz with the DOA of -25°
and +15°, respectively. The measured data are plotted in Fig. 8(b) and clearly show the expected returns.
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Figure 8. Measurement results of two loudspeakers: (a) Setup and (b) Measured Doppler and DOA.




Moving human detection is next demonstrated. Two people move in the room with the person on the left (-15°) moving
away and the person on the right (+20°) moving toward the radar. The measured Doppler and DOA returns are shown in
Fig. 9. The wider Doppler spread is caused by the higher-order movements (arm/leg swings). These higher-order
movements result in microDoppler returns {4, 5]. The measurement is taken with 0.5 second refresh time resulting in a
wider DOA angle spread depicting the accumulated Dopplers during the 0.5 second duration. This is analogous to when
a fast moving object is photographed with slow shutter speed.
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Figure 9. Doppler and DOA measurement results of two people walking in opposite directions. ‘.

The next set of measurement results shows the close-far phenomenon. First the monostatic configuration is used in an
outdoor setting (Fig. 10(a)). The two loudspeakers are placed at -20°and -10° to the radar boresight and driven by 75 Hz
and 55 Hz audio tones, respectively. The loudspeaker at -20° is located at 3 feet from the radar while the other one {at -
10°) is at 42 feet away. As predicted by the simulation, the monostatic case clearly shows the close-far effect where the
incorrect DOA is measured for the far-away target as shown in Fig. 10(b). The closer loudspeaker dominates the
Doppler return of the far-away one, causing both DOA to be -20° (instead of -20°and -10°). In the bistatic configuration
(Fig. 11(a)), the transmitter is placed at equidistance from the two loudspeakers. As shown in Fig. 11(b), this time the
correct DOA are measured for both targets (-20°and -10°).

@ (b)

Figure 10. Close-far monostatic measurement of two loudspeakers: (a) Setup and (b) Measured Doppler and DOA.
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Figure 11. Close-far bistatic measurement of two loudspeakers: (a) Setup and (b) Measured Doppler and DOA.

5. CONCLUSIONS

Doppler and DOA simulation and measurement results of muitiple moving targets have been presented. The
measurements were performed using a low-cost, two-element receiver array operating at 2.4 GHz. Based on our
measurement results, it is shown that simultaneous DOA detection of multiple movers using a two-element array is
feasible. Our study also shows that the DOA accuracy is influenced by the Doppler separation and the close-far effect.
Both our simulation and measurement results show that the bistatic radar configuration can be used to mitigate the close-
far effect thus improving the DOA accuracy.
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Introduction

Increasing demands on security and surveillance systems in military and law enforcement
applications have prompted studies on through-wall detection of moving targets such as humans
[1,2]. Recent developments show implementations of through-wall radars employing ultra-
wideband (UWB) [3] and pulsed-Doppler signals [4]. UWB-based radars use very short pulses
thus can provide high spatial resolution for through-wall imaging. However, certain wall
materials such as bricks have significant dispersion and loss effects, causing only the lower
portion of the signal band to be useful. For concrete walls, UWB radar is not suitable for
through-wall detection [5]. Pulsed-Doppler based through-wall radars use Doppler shifts for -
motion detection and pulse timing for target ranging information. Using a carrier frequency of
5.8 GHz, the radar in [4] can provide a range accuracy of approximately 30 cm with minimum
target velocity of 4 cm/sec. However, the range of the system is limited to 4 m.

In this paper, we demonstrated the use of a low-cost, two-element receiving array for tracking
human movements in indoor surveillance applications. The concept entails simultaneously
resolving the Doppler frequencies and the directions of arrival (DOA) of the returned signals
from moving targets. The carrier frequency is 2.4 GHz as it provides significant through-wall
penetration [6-8]. Moving target detection up to 30 feet distance through a 15-inch brick wall is
demonstrated. Through-wall data of multiple movers is also collected using our system.

DDOA Radar

The system consists of a two-element receiver array operating at 2.4 GHz. Two microstrip
antennas spaced a half wavelength apart are used as receiving antennas. Two low-cost, off-the-
shelf integrated boards manufactured by Analog Devices (AD8347) are used as the quadrature
receivers. Each receiver has the low-noise amplifier (LNA), 1/Q mixers, gain control, and
baseband amplifications all integrated on one board. After the down-converted signals are
digitized, the fast Fourier transform is applied for Doppler discrimination and the phase
difference between the two channels is used to calculate the DOA. Figure 1 illustrates the basic
radar concept. ’

Through-Wall Measurement Results

Figure 2 shows the spectrogram results of throngh-wall Doppler measurements of a person
walking toward the radar. The left figure was taken from a 5 GHz system built earlier [9]. The
right figure shows the result from the present 2.4 GHz radar under approximately the same setup.
The radar is placed against a 15-inch exterior brick wall while a person walks toward the wall on




the opposite side. The data show that the person is visible only during the last 3 seconds of the
walk for the 5 GHz system, whereas the person is visible over the entire 10-second duration for
the 2.4 GHz system. As expected, the 2.4 GHz carrier offers a longer detection range due to
better wall penetration than at higher frequencies.

To measure the maximum through-wall detection distance, we use a loudspeaker driven by a 55
Hz audio tone as a stable test target. The vibrating membrane of the loudspeaker is covered by
aluminum tape to enhance its return. The tone causes the loudspeaker membrane to vibrate back
and forth and the radar return is an FM signal with fundamentals at +/- 55 Hz. Figure 3 shows the
measurement setup and the results. First the loudspeaker is placed at approximately 20° to the
left of the radar boresight at 30 feet distance from the other side of the wall. The return from this
distance has sufficient power such that the correct Doppler and DOA can be measured (+/- 55 Hz
and -20° respectively as shown in Fig. 3(b)). The loudspeaker is then moved to a 40 feet
distance. This time erroneous DOA is measured due to the weaker signal. although the Doppler
return is still vaguely recognizable (Fig. 3(c)). Therefore. we approximate the maximum through-
wall detection range of our radar to be about 30 feet at a transmit power level of 23 dBm.

Multiple targets detection is next demonstrated. Two loudspeakers are placed at 10°and 30° to
the left of the radar boresight and driven by 75 Hz and 55 Hz audio tones. respectively. Both
loudspeakers are located at about 12 feet away from the wall (Fig. 4(a)). Their expected Doppler
returns are +/- 75 Hz and +/- 55 Hz with the DOA of -10° and -30°. respectively. The measured
data are plotted in Fig. 4(b) and clearly show the expected returns. Moving human data will be
presented. '

Conclusion

Doppler and DOA through-wall measurement results have been presented. The measurements
were performed using a low-cost, two-clement receiver array operating at 2.4 GHz. Based on our
measurement results, our system is capable of detecting an indoor mover from outside a 15-inch
brick wall with a range of 30 feet. Through-wall Doppler and DOA detection of multiple movers
in a highly cluttered indoor environment was also demonstrated using our system.
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Figure 3. Through-wall Doppler of a single loudspeaker: (a) Radar system. (b) DDOA of the
loudspeaker at 30 distance. (c) DDOA of the loudspeaker at 40” distance.
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Figure 4. Through-wall Doppler of two loudspeakers: (a) Loudspeakers placement.
{b) DDOA of the two loudspeakers.
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Abstract—We investigate the use of a low-cost, three-element
receiving array for two-dimensional direction-of-arrival
(DOA) sensing of multiple movers. The concept entails
resolving the Doppler frequencies of the returned signals from
the moving targets, and then measuring the phase difference at
each Doppler frequency component to calculate the DOA of
the targets. The three-element receiving array is configured to
provide simultanecus DOA measurements in both the azimuth
and elevation planes. An experimental system is constructed to
test the concept and measurement results of multiple movers
are presented.

1. INTRODUCTION

Increasing demands on security and surveillance systems
in military and law enforcement applications have prompted
studies on human detection using radar. Information such as
the number of humans and their locations in a high clutter
environment is crucial for counter-terrorism, urban warfare
and disaster search. Recent work on human detection
includes both investigations on the Doppler characteristics
from human movements [1-3] and the development of ultra-
wideband imagers [4-6].

For Doppler detection, which is attractive for stationary
clutter suppression, a directional receiving antenna can be
used to provide the additional bearing information or the
direction of arrival (DOA) of a moving target. Conventional
DOA sensing of multiple targets requires the use of an
antenna array with multiple elements, in combination with
the use of direction finding algorithms. Such methods
require the number of elements to be at least one greater than
the number of targets. However, increasing the number of
elements leads to an increase in the physical size, cost and
complexity of the overall system.

In [7, 8], we reported on the DOA sensing of multiple
moving targets from a two-element receiver array by

utilizing Doppler discrimination. The phase difference of the
reflected ‘waves arriving at two receiver antennas are
measured at each Doppler bin to allow for the DOA
determination of multiple movers with sufficient Doppler
separation. The two antennas are spatially separated in the
horizontal dimension. Thus one-dimensional DOA sensing
in the horizontal (azimuth) plane can be achieved.

In this paper, we extend the idea to the two-dimensional
(azimuth and elevation) tracking of multiple movers by using
a receiving array consisting of three elements. The receiver
array is implemented using three commercial off-the-shelf
integrated receivers. With two-dimensional information, it
becomes possible to track multiple humans moving at
different elevations of a structure such as in a multi-storied
building.

II. BASIC THEORY
Different moving targets typically give rise to different
Doppler shifts with respect to the radar. Therefore, by
processing the data via Doppler discrimination, we can
extract their DOA information by measuring the phase
difference at each Doppler frequency component. More
explicitly, if we assume the time signals received at the two
antenna elements to be f1(t) and f3(1), then after the Doppler
processing the signals become F(fp) and F(fp), respectively.
If the targets of interest generate different Doppler
frequencies fp; due the difference in their velocities with
respect to the radar transceiver, then the DOA of target i with

respect to the array boresight is given by:

[ LF U foi )= LF( S )]
6, =sin [ (2w A ] @

where d is the spacing between the elements and A, is the RF
wavelength. Referring to Fig. 1(a). if the two receiving
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Fig 1. DOA sensing in: (a) One-dimensional (azimuth) and (b) Two-
dimensional (azimuth, elevation)

elements (Rx1 and Rx2) are placed horizontally apart, thev
provide DOA (8,z) information in the horizontal (azimuth)
plane.

To obtain the bearing information in the elevation
direction. an additional receiving antenna (Rx3) is placed
directly above Rx1 as shown in Fig. I(b). The additional
receiver Rx3 and the existing receiver Rx1 form a new pair
of elements to provide the DOA in the elevation plane, &;.
The Doppler and DOA processing in Eq. (1) is then repeated
for the Rx1 and Rx3 signals. Finally. by correlating the
DOA results based on their associated Doppler. it is possible
to construct the data matrix [d(f5). Quz(fo). Ger(fn,)}. where
Affp,) is the signal strength at the Doppler component fp,.
Hence. the two-dimensional bearing sensing of multiple
movers can be achieved. provided that the movers have
different Doppler frequencies.

IIl. RADAR DESIGN

An experimental svstem is designed and constructed to
test the concept. The svstem consists of a three-element
antenna array. three dual-quadrature integrated receivers
(Analog Devices AD8347 ICs) and a transmitter operating at
a frequency of 2.4 GHz. Since the IC is targeted for the
consumer wireless market. it is very low cost (less than $100
per evaluation board assembly). Three microstrip patch
antennas on a 1.6 mm thick FR-4 substrate are used. To
provide the maximum resolution while avoiding DOA
ambiguity within the scanning range from -90° to 90°, the
distances between the two antennas in both the azimuth and
elevation planes are set to A/2. The received signals are
downconverted. digitized by the NI-DAQ 6024E and
processed wsing the FFT for Doppler discrimination before
the DOA calculations are carried out. Fig. 2 shows the
system block diagram and a photo of the radar bardware.
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Radar (a) system block diagram and (b) actual hardware
implementation. .

IV. MEASUREMENT RESULTS

1) Loudspeakers. We use three loudspeakers driven by 20
Hz, 30 Hz and 66 Hz audio tones as stable test targets. The
vibrating membrane of each loudspeaker is covered by
aluminum tape to enhance its retun. The tones cause the
loudspeaker membrane to vibrate back and forth and the
radar returns are FM signals with fundamentais at +/-20 Hz,
+/-30 Hz and +/-66 Hz. The three loudspeakers are placed at
the approximate (azimuth, elevation) coordinates of (-28°, -
10°), (-30°, 10°) and (-15°, 18°) respectively. The.
measurement setup and results are shown in Fig 3. As
expected, Fig. 3(b) shows that the Doppler and azimuth
DOA of the three loudspeakers are (+/-20 Hz, -28°), (+/-30
Hz, -30°) and (+/-66 Hz, 18°). Fig. 3(c) shows the Doppler
and elevation DOA of (+/-20 Hz, -10°), (+/-30 Hz, 10°) and
(+/-66 Hz, 18°), which correspond to the expected
elevations. By correlating the two measurements based on
the Doppler information, a two-dimensional DOA plot can
be constructed accordingly. Fig. 3(d) shows the resulting
azimuth and elevation coordinates of the three loudspeakers.
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Fig 3. Loudspeakers measurement: (a) Setup, (b) Doppler and azimuth
DOA. (c) Doppler and elevation DOA and (d) Two-dimensional DOA
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A comparison of Figs. 3(a) and 3(d) shows a close
correspondence of the DOA results to the frontal perspective
of the radar. ‘

2) Bouncing Ball. To show two-dimensional trajectory
tracking we use a bouncing basketball as a moving target.
The ball is also covered by aluminum tape to enhance its
return. The ball is launched from the left side of the radar
toward the radar boresight and bounces on the floor three
times during its trajectory. Fig. 4 shows the measurement
setup and results. The short-time Fourier transform [9, 10] is
used to process the measured data to extract the Doppler
components of the moving target with respect to time. The
corresponding DOA versus time plots are used to show the
motion trajectory of the ball in the azimuth and elevation
planes, as shown in Figs. 4(b) and (¢). After correlating the
DOA information from both planes according to the
Doppler, a two-dimensional DOA trajectory is generated
(Fig. 4(d)). It shows the entire time that the ball is in motion.
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Fig 4. Bouncing baskethall: (a) Setup, (b) Azimuth DOA vs. time, (c)
Elevation DOA vs. time and (d) Two-dimensional DOA trajectory.

The gray shading indicates the signal strength. The
measured trajectory result agrees with the actual trajectory:
the first bounce is at approximately (-30°, -20°), followed by
subsequent bounces at (-10°, -20°) and (15°, --20°) as
indicated by the three white dots. o

3) Human Walking. The next measurement involves human
subjects. Two human subjects in front of a building walk in
the patterns shown in Fig. 5(a). The subject on the left
begins at point A (at approximately (-60°, -20°) with respect
to the radar) and climbs a staircase to the top at point B (-
20°, 40°). The subject then turns around and descends to the
ground level back to point A. The subject on the right starts
at point C (at approximately (20°, -20°) at the ground level)
and walks to the right until reaching point D at (85°, -20°).
The subject then tumns around and walks back to point C.
The radar is placed approximately 10 m away from the
building. Since a directional horn is used as the radar
transmitter, the measurable angular range in the azimuth
plane is limited to approximately +/-70°. Figs. 5(b), (¢) and
(d) show the measured azimuth, elevation and two-
dimensional DOA trajectories, respectively. As we can see
from Fig. 5(d), the measured walking trajectories span from
point A to point B for the person on the left, and from point
C to point D for the person on the right.

V. CONCLUSION

Two-dimensional DOA sensing of multiple movers using
a Doppler and DOA (DDOA) radar has been presented.
Measurements were performed using a low-cost, three-
clement receiver array operating at 2.4 GHz. By correlating
the azimuth and elevation DOA measurements based on the
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Fig 5. Two bumans tracking: (a) Setup, (b) Azimuth DOA vs. time, (c)
Elevation DOA vs. time and (d) Two-dimensional DOA trajectory.

Doppler information, the two-dimensional locations of
multiple moving targets can be derived accordingly.
Preliminary measurement results show good agreement with
the actual setup. Improvement in the signal processing and
more extensive data collection will be carried out next in our
research.
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Introduction

Two-dimensional location tracking of humans is useful for physical security applications.
Previously, we reported on a two-clement Doppler and Direction-of-Arrival (DDOA)
radar for a bearing tracking of multiple humans [1, 2]. In this paper, we add the ranging
capability to the radar to achieve two-dimensional location tracking. In contrast to
conventional pulsed-based or frequency-modulated continuous wave (FMCW) radar,
multiple frequency continuous wave (MFCW) radar is a simple and low-cost way to
acquire range information [3, 4]. To keep the radar architecture as simple as possible, we
use only two frequencies. However, a two-frequency system can only acquire the range
for a single-target configuration. To overcome this limitation, we take advantage of the
Doppler separation among the moving targets as a prefilter before measuring the phase
difference to arrive at the range information of the moving targets. This two-tone
approach in conjunction with the two-element DDOA radar can then provide the two-
" dimensional locations of humans. Multiple human location tracking results are collected -
using our system. ,

Two-Frequency DDOA Radar

Figure 1(a) illustrates the basic radar architecture. The system operates at two CW
frequencies fc; (2.4 GHz) and fc. (10 MHz below fc;). The frequency separation is
selected to achieve a maximum unambiguous range of 15 m. The two CW frequencies
are combined and transmitted simultaneously. The scattered wave off a target is received
by two microstrip antennas spaced a half wavelength apart. Three low-cost, off-the-shelf
integrated boards manufactured by Analog Devices (AD8347) are used as the quadrature
receivers. Each receiver has a low-noise amplifier (LNA). I/Q mixers, gain control. and
baseband amplifiers all integrated on one board. The actual radar hardware is shown in
Fig. 1(b). The local oscillator (LO) frequency of receivers Ry, and Rx- is set to fc;. and
that of Rx; is set to fc.. The down-converted signals are digitized and the Doppler
frequencies of the target are extracted after applying the sliding-window fast Fourier
transform. The phase difference A®:; at each Doppler bin from Rx; and Rx; is measured
to obtain the bearing information fusing the following equation:

6 - Sin—l A'CIA(DZI
2]

where d is the spacing between the receiving antennas and Ac; is the wavelength of f¢;.
The received signal at Rx- is also routed into Rx; and the phase difference A®;, at each
Doppler bin from Rx: and Rx: is measured to calculate the target range R using the
following equation:
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where A = fc; ~ fc: and c is the speed of light. By correlating the bearing and range
information based on their associated Doppler. it is possible to assemble the data matrix
[A(fi). @fpi). R(foi)). where A(fp) is the signal strength at the Doppler bin fz,;. The two-
dimensional range and bearing information of multiple movers can then be obtained
accordingly as long as the movers have different Doppler frequencies.

R=

@

Measurement Results

“We first use two loudspeakers as stable test targets. The vibrating membrane of each
loudspeaker is covered by aluminum tape to enhance its return. Fig. 2(a) shows the
measurement setup and the loudspeakers locations. The first loudspeaker is located at
approximately 20° to the left of the radar boresight at 4 m distance. driven by a 40 Hz
audio tone. The second loudspeaker is positioned at approximately 20° to the right of the
radar at 3.5 m distance. driven by a 50 Hz audio tone. The measured data are plotted in
Fig. 2(b). and show good agreement with the expected bearings of -20° and +20°. Fig.
2(c) shows the range measurements which agree with the expected ranges of 4 m and 5.5
m. By using the polar-to-Cartesian transformation (R sin@,R cos6), a location map can
be constructed and is shown in Fig. 2(d). The coordinates of the left and right
loudspeakers are close to the expected locations at (-1.4 m. 3.8 m) and (1.8 m, 5.2 m).

Preliminary human location tracking measurements are described next. Two human
subjects walk in a straight path at approximately the same speed but in opposite
directions (Fig. 3(a)). During the walk. the radar continuously measures and outputs the
bearing and range information of the subjects (Fig. 3(b. ¢)). During the first five seconds
of the measurement. Fig. 3(b) shows two distinct bearing trajectories: the first one
progressing from approximately -20° toward 0°, and the second one from 0° toward 20°.
These measured bearing trajectories are expected since thev are plotted based on the
perspective of the radar. As the subject to the left walks in a straight path away from the
radar. the measured bearing angle advances toward the radar boresight. The opposite
happens for the subject on the right: the measured bearing angle advances away from the
radar boresight as the subject walks closer to the radar.

Fig. 3(c) shows the measured range tracks. In the first five seconds of the measurement.
there are two distinct range tracks: the first one starts at about 1 m and ends at 10 m while
the second one progresses from approximately 10 m to 1 m. The first range track is
associated with the subject to the left of the radar, who walks away from the radar during
this time. The second range track belongs to the subject to the right, who walks closer
toward the radar during the time interval. At approximately t = 5 sec, both subjects turn
around and walk back to their original starting positions. This is clearly shown in Figs.
3(b) and 3(c) as changes in the bearing and range tracks at t = 5 sec. The corresponding
two-dimensional location map is constructed and shown in Fig. 3(d).

Conclusion
Two-dimensional bearing and range tracking of multiple indoor movers using a two-

frequency Doppler and DOA radar have been presented. Measurements were performed
using a low-cost, two-clement receiver array operating at two CW tones. The




attractiveness of the system is that it has very low complexity. However, its performance
is dependent on the Doppler separation between the targets.
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Figure 1. (a) Basic radar operation and (b) actual radar hardware.
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Figure 2. Loudspeakers measurements: (a) setup, (b) bearing track, (c) range track.
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Figure 3. Humans walking measurements: (a) setup, (b) bearing track, (c) range track,
(d) 2-D location map.




