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FACM '05 Conferer

SESSION SPEAKERS (61) _ F
First Last Talk Date Talk Time Session addi

1 Dr. Larry F. Abbott Friday, May 13 2:15 p.m. Plenary II Brandeis Univers
Mathematical Fluid University of Man

2 Dr. Jonathan Bell Saturday, May 14 11:30 a.m. Dynamics III (M3) Baltimore County
Mathematical Fluid

3 Dr. Andrew Belmonte Friday, May 13 5:15 p.m. Dynamics II (M2) Department of Mý

Mathematical Biology II
4 Dr. Richard Bertram Friday, May 13 4:15 p.m. (M2) Florida State Unih

Mathematical Biology IV
5 Dr. Lora Billings Saturday, May 14 4:00 p.m. (M4) -Montclair State U

Mathematical Biology It
6 Dr. iVictoria Booth Friday, May 13 5:45 p.m. (M2) University of Mid"
7 Dr. IJared -Bronski Saturday, May 14 11:30 a.m. Nonlinear Waves (M3) Department of M,rStatistics in

Biology/Genetics and
8 Dr. Javier Cabrera Friday, May 13 10:30 a.m. Education (M1) Department of St

Mathematical Fluid

9 Dr. Russell Caflisch Saturday, May 14 11:00 a.m. Dynamics III (M3) Department of M;
Computational Department of M=

10 Dr. Fioralba Cakoni Friday, May 13 5:15 p.m. Electromagnetics (M2) Sciences
Statistics in
Biology/Genetics and

11 Dr. Nilanjan Chatterjee Friday, May 13 11:30 a.m. Education (M1) Senior Principal i
Mathematical Biology IV Courant Institute

12 Dr. Stephen Childress Saturday, May 14 3:30 p.m. (M4) Mathematical Sci
Mathematical Biology I Department of Bi,

13 Dr. Vittoro Cristini Friday, May 13 12 Noon (M1) Engineering
Mathematical Fluid Department of Mz

14 Dr. Pamela Cook Saturday, May 14 4:30 p.m. Dynamics IV (M4) Sciences
StatisticS in
Biology/Genetics and Head and Profes:

15 Dr. Dipak Dey Friday, May 13 11:00 a.m. Education (M1) Statistics
Mathematical Bio

16 Dr. Avner Friedman Saturday, May 14 5:15 p.m. Keynote Institute
Mathematical Fluid Novartis Pharmai

17 Dr. Anna Georgieva Saturday, May 14 12 Noon Dynamics III (M3) 436/1252A

18 Dr. Martin Golubitsky Saturday, May 14 9:00 a.m. Plenary III University of Hou

19 Dr. Richard Haberman Saturday, May 14 11:00 a.m. Nonlinear Waves (M3) Department of M;
_ t.Statistics in

Biology/Genetics and
20 Dr. ýShelby Haberman Friday, May 13 12 Noon Education (MI) Director

W. TBiostatistics and
21 Dr. Jackson Hall Saturday, May 14 3:30 p.m. Genomics (M4) Professor of Bios

22 Dr. John Harris Sunday, May 15 12:00 p.m. Waves Emeritus

I Computational DDivision of Applie
23 Dr. Jan Hesthaven Friday, May 13 4:15 p.m. Electromagnetics (M2) Mathematics

Mathematical Biology I
24 Dr. Philip Holmes Friday, May 13 11:00 a.m. (M1) Princeton Univer

Mathematical Biology I Courant Institute

25 Dr. Frank Hoppensteadt Saturday, May 14 4:30 p.m. (M4) Mathematical Sc
Anette Mathematical Fluid Department of Mi

26 Dr. (Peko) I jHosoi Friday, May 13 4:45 p.m. Dynamics If (M2) Engineering
f Sun ay, May 15 10:30 a.m. Plenary VI The James Fran(

27 Dr.- Leo P. Kad-anoff _,.n, ay,_ 15 'M at uiU..JmsFai
I I ical Fluid Department of TM

28 Dr. Ashwani K. IKapila Sunday, May 15 112 :00 p.m. Dynamics V (M5) !Sciences

.20060404033
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addi_ add2 add3 add4 add5 add6 add7

Brandeis University MS 013 Brandeis University Waltham, MA 02454-9110
University of Maryland, Department of Mathematics and Baltimore, MD
Baltimore County Statistics 1000 Hilltop Circle 21250

Department of Mathematics Pennsylvania State University University Park, PA 16802

Department of Mathematics (or
Florida State University Institute of Molecular Biophysics) Tallahassee, F1 32306

Montclair State University Dept. of Mathematical Sciences Upper Montclair, NJ 07043

University of Michigan Department of Mathematics Ann Arbor, MI 48109-1109
Department of Mathematics University of Illinois 1409 W. Green Street Urbana, IL 61801

Piscataway, NJ
Department of Statistics 471 Hill Center, Busch Campus Rutgers University 08854

University of California Los Los Angeles, CA
Department of Mathematics Angeles 405 Hilgard Avenue 90095-1555
Department of Mathematical
Sciences University of Delaware Newark, DE 19716-2553

Xockville,

Division of Cancer Epidemiology and National Cancer 6120 Executive MD
Senior Principal Investigator Biostatistics Branch Genetics Institute, NIH, DHHS Blvd. 20852
Courant Institute of
Mathematical Sciences 251 Mercer Street New York, NY 10012
Department of Biomedical
Engineering University of California at Irvine Irvine, CA 92697
Department of Mathematical
Sciences University of Delaware Newark, DE 19716

Head and Professor of University of 215 Glenbrook Storrs, CT
Statistics Department of Statistics CLAS Building, U-4120 Connecticut Road 06269
Mathematical Biosciences Columbus, OH
Institute Ohio State University 231 W. 18th Avenue 43210
Novartis Pharmaceuticals
436/1252A 1 Health Plaza East Hanover NJ 07936

University of Houston Department of Mathematics Houston, TX 77204-3008

Department of Mathematics Southern Methodist University Dallas, TX 75275-0156

Center for Statistical Theory and Princeton, NJ
Director Practice ° Educational Testing Service Rosedale Road 08541

Department of Biostatistics and University of Rochester Medical 601 Elmwood Rochester, NY
Professor of Biostatistics Computational Biology Center Avenue, Box 630 14642

13/ N. e-vanston,
Department of Theoretical and Ctr. QEFP Catalysis Northwestern Sheridan IL 60208-

Emeritus Applied Mechanics University of Illinois Bldg., Rm. 327 University Rd. 3020
Division of App ed Providence, RI

IMathematics Brown University 182 George Street, Box F 02912
-r Department of Mechanical and
Princeton University Aerospace Engineering Princeton, NJ 08544 II

ourant Institute of New YoirkNY
Mathematical Sciences New York University [70 Washington Square, 1232 10012
Department of Mechanical Cambrid-g[eMA -Ai

Engineering MIT 77 Massachusetts Avenue 602139
5640 Sot lis-C~hcago,L -

j The James Franck Institute I Office 109 The University of Chicago _.Avenue 60 7
FDepartment of Mathematical e rni
ISciences Rensselaer Polytechnic Institute Troy, NY 12180 _ _ it
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29 Dr. William Kath Sunday, May 15 9:00 a.m. Plenary V Northwestern University McCormick School

30 Dr. Joseph B. Keller Saturday, May 14 2:00 p.m. Plenary IV Department of Mathematics Stanford University

Mathematical Biology I Center for Biostatistic,,
31 Dr. Thomas B. Kepler Friday, May 13 11:30 a.m. (M1) Duke University Bioinformatics

Department of Appliec
32 Dr. J. Nathan Kutz Saturday, May 14 12 Noon Nonlinear Waves (M3) University of Washington Mathematics

Mathematical Biology I University of California -at San

33 Dr. Herbert Levine Friday, May 13 10:30 a.m. (M1) Diego Department of Physics,
Mathematical Fluid Jo-n Evans Chair in Applied

34 Dr. Bernard J. Matkowsky Sunday, May 15 11:30 a.m. Dynamics V (M5) Mathematics Northwestem Universi

Mathematical Biology III Meiji Institute for Math
35 Dr. Masayasu Mimura Saturday, May 14 10:30 a.m. (M3) Department of Mathematics Sciences (MIMS)

Mathematical Fluid Department of Pure and
36 Dr. Andre Nachbin Friday, May 13 4:15 p.m. Dynamics II (M2) Applied Mathematics IMPA

Air Force Office of Scientific
37 Dr. Aije Nachman Friday, May 13 3:15 p.m. Funding Agency Research 875 North Randolph R

Mathematical Fluid Department of Mathematics
38 Dr. Monika Nitsche Saturday, May 14 11:30 a.m. Dynamics III (M3) and Statistics University of New Mex

Department of Mechar
39 Dr. Andrew Nors Sunday, May 15 12:30 p.m. Waves Chairman Aerospace Engineerinj

Mathematical Fluid
40 Dr. Hillary Ockendon Saturday, May 14 4:00 p.m. Dynamics IV (M4) OCIAM Mathematical Institute

41 Dr. John Ockendon Friday, May 13 9:00 a.m. Plenary I OCIAM Mathematical Institute
Mathematical Biology V Cambridge Computational Centre for Mathematic4

42 Dr. Johan Paulsson Sunday, May 15 12:00 p.m. (M5) Biology Institute Sciences
Mathematical Biology III Los Alamos National

43 Dr. John Pearson Saturday, May 14 11:00 a.m. (M3) Laboratory P.O. Box 1663
Computational

44 Dr. Fernando Reitich Friday, May 13 4:45 p.m. Electromagnetics (M2) University of Minnesota 127 Vincent Hall
Mathematical Biology II Courant Institute of

45 Dr. John Rinzel Friday, May 13 5:15 p.m. (M2) Mathematical Sciences New York University

Mathematical Biology V Department of Ecology
46 Dr. Gareth J. Russell Sunday, May 15 12:30 p.m. (M5) Columbia University and Environmental Biol

Biostatistics an Novartis Pharmaceuticals
47 Dr. William Sallas Saturday, May 14 4:30 p.m. Genomics (M4) Corporation Clinical Development C

Mathematics Departme
48 Dr. Clyde Scandrett Sunday, May 15 11:30 a.m. Waves Chairman MA/Sd

49 Dr. Amnd Scheel Saturday, May 14 10:30 a.m. Nonlinear Waves (M3) University of Minnesota School of Mathematics
Biostatistics and McGavran-Greenberg I

50 Dr. Pranab K. Sen Saturday, May 14 4:00 p.m. Genomics (M4) Department of Biostatistics CB#7420
Mathematical Fluid Courant Institute of

51 Dr. Michael Shelley Friday, May 13 5:45 p.m. Dynamics II (M2) Mathematical Sciences New York University
Mathematical Biology II

52 Dr. Arthur Sherman Friday, May 13 4:45 p.m. (M2) National Institutes of Health N.I.H.-N.I.D.D.K.-M.R.E
Mathematical Fluid Department of Chemical and

53 Dr. Kate Stebe Friday, May 13 10:30 a.m. Dynamics I (Ml) Biomolecular Engineering The Johns Hopkins Uni
Mathematical Fluid School of Chemical and I

54 Dr. Paul H. Steen Friday, May 13 12 Noon Dynamics I (Ml) Biomolecular Engineering Comell University
Mathematical Fluid Department of Theoretical and University of Illinois at IZ

55 Dr. D. Scott Stewart Sunday, May 15 12:30 p.m. Dynamics V (M5) Applied Mechanics Champaign
Mathematical Fluid Department of Engineering

56 Dr. Howard Stone Friday, May 13 11:30 a.m. Dynamics I (M 1) and Applied Sciences Harvard UniversityMDthimatical 
Fluid

57 Dr. Jean-Marc Vanden-Broeck Saturday, May 14 12 Noon Dynamics III (M3) School of Mathematics University of East Angli;RVsblComputationas Computational Service-s

58 Dr. Miguel R. Visbal Friday, May 13 5:45 p.m. Electromagnetics (M2) Branch Air Vehicles Directorate
I I.Mathematical Fluid Dept. of Theoretal an•d ---

59 Dr. Z. Jane IWang Friday, May 13 11:00 a.m. Dynamics f (M1) Applied Mechanics Cornell University
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Evanston, IL

:y McCormick School Dept of Eng Sciences & Appi Math 2145 Sheridan Road 60208-3125
Stanford, CA 94305-

iatics Stanford University 450 Serra Mall Bldg. 380 2125
Center for Biostatistics and
B io in fo rm a tic s D u rh a m , N C 2 7 7 0 8 - - --W A 9 8 1 9 5 -
Department of Applied Seattle, WA 98195-

on Mathematics Box 352420 2420
at San

Department of Physics La Jolla, CA 92093
pplied Evanston, IL 60208-

Northwestern University 2145 Sheridan Road 3125 - - I amaku,
I amaku,

Meiji Institute for Mathematical 1-1-1 Kawasaki
iatics Sciences (MIMS) School of Science and Technology Meiji University Higashimita 214-8571 Japan
id Rio de Janeiro

IMPA Estrada Dona Castorina 110 22460-320 Brazil
iitific

875 North Randolph Road Ste 325, Room 3112 Arlington, VA 22203
iatics Albuquerque, NM

University of New Mexico Humanities 415 87131-1141
Department of Mechanical and Piscataway, NJ
Aerospace Engineering Rutgers University 98 Brett Road 08854

Mathematical Institute 24-29 St. Giles' Oxford OXI 3LB United Kingdom

Mathematical Institute 24-29 St. Giles' Oxford OX1 3LB United Kingdom
)haf Centre for Mathematical Cambridge, CB3

Sciences Wilberforce Road OWA United Kingdom
Los Alamos,

P.O. Box 1663 Theoretical Biology and Biophysics T-10 K710 NM 87545
MVimneap-olii s, MN

a 127 Vincent Hall 206 Church St., S.E. 55455

S New York University New York, NY 10012

Department of Ecology, Evolution 1200 Amsterdam New York, NY
and Environmental Biology MC 5557 Avenue 10027

als East Hanover, NJ
Clinical Development Operations One Health Plaza 07936-1080
Mathematics Department, Code
MA/Sd Naval Postgraduate School Monterey, CA 93943

Minneapolis, MN
3 School of Mathematics 206 Church Street S.E. 55455

McGavran-Greenberg Hall
stics CB#7420 Chapel Hill, NC 27599-7420

New York, NY
S New York University 251 Mercer Street 10012

12 South Dr. MSC Bethesda, MD
ealth N.I.H.-N.I.D.D.K.-M.R.B. Building 12A, Room 4007 5621 20892-5621
al a nd 3400 North Charles Baltimore, MD
ing The Johns Hopkins University 221 Maryland Hall Street 21218
d- Ithaca, NY 14853-

ing Comell University 120 Olin Hall 5201
il Fand University of Illinois at Urbana- Urbana, IL

Champaign 216 Talbot Laboratory 104 S. Wright Street 61801
.ring Cambridge, MA

_ Harvard University 308 Pierce Hall 02139-4307

University of East Anglia Norwich, England NR4 7TJ United Kingdom I
- I

!Air Vehicles Directorate Air Force Research Laboratory WPAFB, OH 45433 J
i---- I- lthacaW, 14853- I .

Comell University 323 Thurston Hall 1503 j



! • FACM '05 Conference Attendees May 13-15, 20(

I Friday, May 13 Program Director, Applied
60 3r. tenry ! Iwarchall 3:15 p.m. Funding Agency Mathematics National Science Foun(

i Mathematical Fluid
61 :)r. Vendy ! IZhang Saturday, May 14 3:30 p.m. Dynamics IV (M4) James Franck Institute University of Chicago

]
POSTER PRESENTERS (121)

•ilas Alben Division of Englneenng anc 29

3r. Harvard University Applied Sciences Oxford Street Cambridge, MA 02138
Vls. •hristina I !Ambrosi° NJIT Mathematical Sciences :University Heights Newark, NJ 07102 I
3r. {oman Andrushkiw NJIT Mathematical Sciences |University Heights Newark, NJ 07102 1

William Paterson
9r. -liana Antoniou_ CourantASsistantlnstitutePr°f" of • Un vers ty 300 Pompton Road Wayne, NJ 07470

Dr. :elix J•. Apfaltrer Mathematical Sciences•New York University 251 Mercer St. New York, NY 10012

SRensselaer Polytechnic
Dr. ! =aul Atzberger Institute Mathematical Sciences 8th Street Troy, NY 12180 J

i Applied Computer Science RY84-202, 126 E. LincoTn
Dr. (adm Azer Merck & Co., Inc. & Mathematics Avenue Rahway, NJ 07065
Mr. 3ipankar Bandyopadhyay University of Georgia 266 Statistics BIdg Athens, GA 30602
Ms. \nisha Banerjee NJIT Mathematical Sciences University Heights Newark, NJ 07102
Mr. 3ibabrata Banerjee NJIT Mathematical Sciences University Heights Newark, NJ 07102

Barannyk Department of

Dr. .yudmyla University of Michigan Mathematics 4855 East Hall Ann Arbor, M148109-1109
Department of

Mr. vlichael Bateman University of Kansas Mathematics 1801 Kentucky #2 Lawrence, KS 66044
Dr. John I Bechtold NJIT Mathematical Sciences University Heights Newark, NJ 07102
Dr. •anish IBhattacharjee NJIT Mathematical Sciences University Heights Newark, NJ 07102
Dr. :)enis 'Blackmore NJIT Mathematical Sciences University Heights Newark, NJ 07102

University of East
Dr. Vlark Blyth Anglia Mathematics Department Norwich, England NR4 7T J, UK

Dr. Vlichael Booty NJIT Mathematical Sciences University Heights Newark, NJ 07102
Dr. 0•nitabha Bose NJIT Mathematical Sciences University Heights Newark, NJ 07102
Dr. 3ruce Bukiet NJIT Mathematical Sciences University Heights Newark, NJ 07102 I

Applied Mathematics and Stony Brook, NY 11794- I
Mr. Jean Cadet SUNYat Stony Brook Statistics 3600

Case Western Reserve Department of
Dr. Jerry Chen University Mathematics 10900 Euclid Avenue Cleveland, OH 44106-7058
Mr. Y'iming Cheng NJIT Mathematical Sciences University Heights Newark, NJ 07102

Mec•hanical•nglneerlng

Mr. Shawn Chester NJIT Department University Heights Newark, NJ 07102
Dept. of Naval Arch. &

Dr. •Nooyoung Choi University of Michigan Marine Eng. 2600 Draper Rd. Ann Arbor, MI 48109

Department of Applied
Mr. Sohae Chung SUNY at Stony Brook Mathematics and Statistics Stony Brook, NY 11794

Department of
Dr. Robert Clewley Comell University Mathematics Ithaca, NY 14853

Courant Institute of
Dr. Dean iCrommelin Mathematical Sciences New York University 251 Mercer St. New York, NY 10012

Dr. Deville Courant Institute New York University 251 Mercer St. New York, NY 10012
Dr. Dhar NJIT Mathematical Sciences University Heights Newark, NJ 07102

iii• Doiron New York University Center for Neural Science 14 Washington Place New York, NY 10003

Dr. Dodla New York University Center for Neural Science 4 Washington Place i New York, NY 10003

! Northwestern Engineering Science and
•a Drover University of Pittsburgh•Mathematics Department 504 Cabot Way Pittsburgh, PA 15203

32•Mr. Donovan University Applied Mathematics

---- [Applied Mathematics and Stony Br6ok• NY 11794-

basti Dutta SUNY at Stony Brook IStatistics 3600
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DWichita State
35 Dr. Alan Elcrat University Mathematics Department 1840 N. Fairmount Wichita, KS

Christophe
36 Dr. r E. Elmer NJIT Mathematical Sciences University Heights Newark, NJ 07102

niversity of 215 Glenbrook Rd. U-
37 Mr. Samiran Ghosh Connecticut Department of Statistics 4120 Storrs, CT 06269
38 Dr. Daniel Goldman NJIT Mathematical Sciences University Heights Newark, NJ 07102
39 Dr. Jorge Golowasch NJIT Mathematical Sciences University Heights Newark, NJ 07102
40 Dr. Roy Goodman NJIT Mathematical Sciences University Heights Newark, NJ 07102
41 Dr. Arnaud Goullet NJIT Mathematical Sciences University Heights Newark, NJ 07102

Muhamma
42 Mr. d Hameed NJIT Mathematical Sciences University Heights Newark, NJ 07102

Universitat de Dept. de Matematica
43 Dr. Alex Haro Barcelona Aplicada I Analisi Gran Via 585 08007 Barcelona, Spain

Georgia Institute of
44 Dr. Cristel Hohenegger Technology School of Mathematics 686 Cherry Street Atlanta, GA 30332-0160
45 Dr. David Horntrop NJIT Mathematical Sciences University Heights Newark, NJ 07102
46 Dr. Maureen Howley NJIT Chemical Eng. Dept. University Heights Newark, NJ 07102
47 Dr. Ardaman Jain NJIT Mathematical Sciences University Heights Newark, NJ 07102
48 Dr. Shidong Jiang NJIT Mathematical Sciences University Heights Newark, NJ 07102

Oklahoma State Department of 401 Mathematical
49 Dr. Ning Ju University Mathematics Sciences Stillwater, OK 74078-1058

Applied Mathematics and
50 Mr. Yeona Kang SUNY at Stony Brook Statistics Stony Brook, NY 11794

Departamento de
51 Dr. Said Kas-Danouche Universidad de Oriente Matematicas Cumana, Sucre 6101 Venezuela

Uepartment ot
Theoretical and University of Illinois at 216 Talbot Lab, 104 S.

52 Dr. Aslan Kasimov Applied Mechanics Urbana-Champaign Wright St. Urbana, IL 61801
University of Southern Department of Computer Hattiesburg, MS 39406-

53 Mr. Navodit Kaushik Mississippi Science 0001
Rensselaer Polytechnic

54 Mr. Adnan A. Khan Institute Mathematical Sciences 8th Street Troy, NY 12180

55 Dr. Hafiz M. Khan NJIT Mathematical Sciences University Heights Newark, NJ 07102
center tor Urug

Christophe Evaluation and Food and Drug 9201 Corporate Blvd.,
56 Dr. r E. Khedoud Research (CDER) Administration (FDA) Room S311 Rockville, MD 20850
57 Mr. Nickolas Kintos NJIT Mathematical Sciences University Heights Newark, NJ 07102
58 Dr. Lou Kondic NJIT Mathematical Sciences University Heights Newark, NJ 07102
59 Dr. Gregory A. Kriegsmann NJIT Mathematical Sciences University Heights Newark, NJ 07102

Department of
60 Dr. Stephen Kunec Boston University Mathematics Boston, MA 02215
61 Ms. Soumi Lahiri NJIT Mathematical Sciences University Heights Newark, NJ 07102

University of Southern Department of
62 Mr. Sanyogita Lakhera Mississippi Mathematics 118 College Drive 5045 Hattiesburg, MS 39406-0001

Montana State
63 Mr. Joe Latulippe University Mathematics Department 2-214 Wilson Bozeman, MT 59717-2400

Division of Engineering and
64 JDr. Eric Lauga Harvard University Applied Sciences Cambridge, MA 02138
65 lDr. Kevin K. Lin Courant Institute New York University 251 Mercer St. New York, NY 10012
66 IMr. Xing Liu University of Maryland Baltimore County 9 Merrill Road, Apt. A Baltimore, MD 21228

Applied Mathematics and
67 Mr. Xinfeng Liu SUNY at Stony Brook Statistics Stony Brook, NY 11794

DDelaware State Mathematics and
68 Dr. Dawn Loft University Biotechnology 1200 N. DuPont Hwy Dover, DE 19901

Department of Applied
69 Mr. Tianshi Lu SUNY at Stony Brook Math and Statistics Stony Brook, NY 11794
70 Dr. Jonathan Luke NJIT Mathematical Sciences University Heights Newark, NJ 07102
71 Dr. Valeriy Lukyanov NJIT Mathematical Sciences University Heights Newark, NJ 07102

1 Computer Science
72 Dr. Marc Q. Ma NJIT Department University Heights Newark, NJ 07102
73N S Univsity Heights Newark, NJ 0710273 Dr Vco Matveev INJIT ]Mathematical Sciences UnvriyHghs NwkNJ012 --
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Department of Chemical
74 Dr. Roberto Mauri University of Pisa Engineering Pisa, Italy
75 Dr. Zoi-Heleni Michalopoulou NJIT Mathematical Sciences University Heights Newark, NJ 07102
76 Mr. Yuriy Mileyko NJIT Mathematical Sciences University Heights Newark, NJ 07102
77 Dr. Petronije Milojevic NJIT Mathematical Sciences University Heights Newark, NJ 07102

College of Mount Maint Math & Computer Science
78 Dr. Victor Miroshnikov Vincent Department 6301 Riverdale Avenue Riverdale, NY 10471

Department of Chemistry
79 Mr. Milind Misra NJIT and Environmental Science University Heights Newark, NJ 07102

80 Dr. Robert M. Miura NJIT Mathematical Sciences University Heights Newark, NJ 07102
Montreal, Quebec H3A 2K6

81 Dr. Brian E. Moore McGill University Mathematics and Statistics 805 Sherbrooke Street W. Canada
82 Dr. Richard Moore NJIT Mathematical Sciences University Heights Newark, NJ 07102
83 Dr. Pascal Moyal NJIT Mathematical Sciences University Heights Newark, NJ 07102
84 Dr. Cyrill Muratov NJIT Mathematical Sciences University Heights Newark, NJ 07102

85 Dr. Duane Nykamp University of Minnesota Mathematics Department 206 Church St.. SE Minneapolis, MN 55455
86 Dr. Ozgur Ozen NJIT Mathematical Sciences University Heights Newark, NJ 07102
87 Dr. Demetrios T. Papageorgiou NJIT Mathematical Sciences University Heights Newark, NJ 07102

Department of
88 Dr. John A. Pelesko University of Delaware Mathematical Sciences Ewing Hall Room 406 Newark, DE 19716-2553

Montana State

89 Dr. Mark Pernarowski University Mathematical Sciences Bozeman, MT 59717
90 Dr. Peter Petropoulos NJIT Mathematical Sciences University Heights Newark, NJ 07102

Applied Mathematics and Stony Brook, NY 11794-
91 Mr. Valentin Polishchuk SUNY at Stony Brook Statistics 3600

University of Department of Applied
92 Mr. Joshua L. Proctor Washington Mathematics Box 352420 Seattle, WA 98195-2420D Chnstophe

93 Dr. r Raymond NJIT Mathematical Sciences University Heights Newark, NJ 07102
94 Dr. Gregory T. Reeves Princeton University Chemical Eng. Dept. Princeton, NJ

Mechanical Engineering
95 Mr. Max Roman NJIT Department University Heights Newark, NJ 07102
96 Mr. Satrajit Roychoudhury NJIT Mathematical Sciences University Heights Newark, NJ 07102

Brookhaven National Computational Science
97 Dr. Roman Samulyak Laboratory Center Upton, NY 11973
98 Dr. Tobias Schaefer CUNY Mathematics Department 2800 Victory Boulevard Staten Island, NY 10314
99 Dr. Eric Shea-Brown Courant Institute New York University 251 Mercer St. New York, NY 10012
100 Dr. Asya Shpiro New York University Center for Neural Science 4 Washington Place New York, NY 10003
101 Dr. Michael Siegel NJIT Mathematical Sciences University Heights Newark, NJ 07102 _

Department of
102 Dr. Linda Smolka Bucknell University Mathematics Lewisburg, PA 17837

University of 215 Glenbrook Rd. U-
103 Mr. Seongho Song Connecticut Department of Statistics 4120 Storrs, CT 06269-4120
104 Ur. David Stickler NJIT Mathematical Sciences University Heights Newark, NJ 07102
105 Dr. Louis Tao NJIT Mathematical Sciences University Heights Newark, NJ 07102

Franklin W. Olin Department of
106 Dr. Burt Tilley College of Engineering Mathematics 1000 Olin Way Needham, MA 02492-1200

Department of
107 Ms. Natalia Toporikova Biological Science Florida State University Tallahassee, FL 32306

United States Military Department of
108 Dr. A. David Trubatch Academy Mathematical Sciences West Point, NY 10996
109 Mr. Dmitri Tseluiko NJIT Mathematical Sciences University Heights Newark, NJ 07102
110 Mr. A. Kerem _Uguz University of Florida Chemical Eng. Dept. Gainesville, FL 32611

Georgia Institute of
111 Mr. Suleyman Ulusoy Technology School of Mathematics Atlanta, GA 30332-0160

B8righa-m Yo-ung

112 Dr. Vianey I Villamizar University Mathematics Department Provo,_UT84602

113 Dr. X. Sheldon Wang NJIT Mathematical Sciences University Heights Newark, NJ 07102

114 lDr. IWonsuk IYoo NJIT Mathematical Sciences University Heights Newark, NJ 07102
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Department of Korman Center 252, 3141
115 Mr. Yun Yoo Drexel University Mathematics Chestnut Street Philadelphia, PA 19104
116 Dr. Yuan-Nan Young NJIT Mathematical Sciences University Heights Newark, NJ 07102

Computer Science
117 Mr. Kai Zhang NJIT Department University Heights Newark, NJ 07102

1 Biological Sciences
118 Ms. Yili Zhang Rutgers University Department Newark, NJ 07102

'Applied Mathematics and
119 Dr. Yongmin Zhang SUNY at Stony Brook Statistics Stony Brook, NY 11794
120 Ms. I Lin Zhou NJIT Mathematical Sciences University Heights Newark, NJ 07102
121 Mr. I Ivan I Zorych NJIT Mathematical Sciences University Heights Newark, NJ 07102

POSTER CO-AUTHORS WHO ATTENDED (10)
Mechanical Engineering

1 Dr. Nadine Aubry NJIT Department University Heights Newark, NJ 07102 w/Goullet
Mechanical Engineering

2 Mr. Amit Banerjee NJIT Department University Heights Newark, NJ 07102 w/Misra
William Paterson

3 Dr. Jyoti Champanerkar University 300 Pompton Road Wayne, NJ 07470 w/Blackmore
4 Dr. Tae-Chang Jo New Mexico Tech Mathematics Department 801 Leroy Place Socorro, NM 87801-4796 w/Choi

Mathematical Sciences
5 Dr. Farzan Nadim NJIT Department University Heights Newark, NJ 07102 w/Golowasch

Mechanical Engineering
6 Dr. Anthony Rosato NJIT Department University Heights Newark, NJ 07102 w/Chester

Public Health Research Center for Applied
7 Dr. Patricia Soteropoulos Institute Genomics 225 Warren St. Newark, NJ 07103 w/Ma
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KEYNOTE SPEAKER

AVNER FRIEDMAN

Mathematical Biosciences Institute, Ohio State University, 231 W. 18th Avenue, Columbus, OH 43210

Mathematical Biology - A Newcomer to Applied Mathematics

Applied mathematics is traditionally concerned with mathematical models that arise in the physical sciences and in engi-

neering. Such models are well established in areas of classical physics and chemistry, but are not as mature perhaps in

materials science, in areas such as polymers and complex fluids. A new challenge in applied mathematics arises from the

biosciences, where tremendous amounts of experimental data are currently being generated. In order to draw knowl-

edge from these data, mathematical models need to be developed. The difficulty in developing and analyzing such mod-

els arise from the complexity of the biological processes, which flow from the molecular level to the organ level. How

useful at this time are the mathematical sciences to the biosciences? In this talk I shall give you some examples from my

experiences at the Mathematical Biosciences Institute.
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PLENARY SPEAKERS

LARRY F. ABBOTT

Volen Center for Complex Systems, Brandeis University, Waltham, MA 02454-9110

Scale-Invariant Adaptation

Neuronal responses to constant stimuli adapt so that, for example, firing rates that are high when a stimulus first appears

decrease over time. Such responses are often divided into transient and sustained components, and the transition

between them is modeled as an exponential decay. More careful examination, however, often reveals that adaptation is

better described by a power-law function of time rather than an exponential. Because such dynamrics are scale-invari-

ant, the division of the response into transient and sustained components is ambiguous, and extracted "time constants"

of adaptation depend on the duration of the experiment rather than reflecting underlying features of the dynamics.

Scale-invariance has the advantage that the time scale of the adaptation matches the temporal nature of the stimuli being

encountered rather than being rigidly fixed by the system. I will discuss ways of modeling and thinking about scale-

invariant adaptation and examine its functional implications for sensory processing.

MARTIN GOLUBITSKY

Department of Mathematics, University of Houston, Houston, TX 77204-3008

Coupled Cell Systems: Theory and Examples

A coupled cell system is a collection of interacting dynamical systems. Coupled cell models assume that the output from

each cell is important and that signals from two or more cells can be compared so that patterns of synchrony can emerge.

We ask: How much of the qualitative dynamics observed in coupled cells is the result of network architecture and how

much depends on the specific equations?

The ideas will be illustrated through a series of examples and three theorems. The first theorem classifies spatio-tem-

poral symmetries of periodic solutions; the second gives necessary and sufficient conditions for synchrony in terms of

network architecture; and the third shows that synchronous dynamics may itself be viewed as a coupled cell system

through a quotient construction. We also show how nongeneric bifurcations with nongeneric results arise in bifurca-

tions in coupled systems.

LEO P. KADANOFF

The James Franck Institute, The University of Chicago, 5640 South Ellis Avenue, Chicago, IL 60637

Effective Scientific Simulations

I discuss a group of computer simulations, mostly ones related to astrophysical situations. My basic question relates to

the effectiveness of simulations in the generation of new scientific knowledge. Examples under consideration include

studies of solar neutrino production, the early history of the universe, sonoluminescence, "cold fusion", and mechanisms

for mixing in novae, supernovae, and other turbulent flows.

I point to some very successful pieces of work, and to other pieces which are quite the opposite. I argue that scientific

simulations can be used either as tools for discovering new knowledge or alternatively as tools for constructing argu-

ments about scientific or technical issues. Supported in part by the Flash Center at the University of Chicago.
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WILLIAM KATH

Engineering Sciences and Applied Mathematics, Northwestern University, 2145 Sheridan Road, Evanston, IL 60208-3125

Simulating Rare Events in Lightwave Systems with Importance Sampling

Lightwave communication systems transmit information at extremely high rates. Transmission errors are handled at

slower electronic speeds, however, and thus, systems must be designed to have extremely small error rates, typically one
error per 109 or more bits. Since overall system performance is determined by extremely rare events, the accurate mod-

eling of such systems presents a severe mathematical and computational challenge. In this talk, recent work aimed at
overcoming this difficulty will be described. In particular, the application of importance sampling (one member of a

general family of variance reduction techniques) to the numerical simulation of transmission impairments induced by
amplified spontaneous emission noise in soliton-based optical transmission systems will be discussed. The method

allows numerical simulations to be concentrated on the noise realizations that are most likely to result in transmission

errors, leading to speedups of several orders of magnitude over standard Monte Carlo methods.

JOSEPH B. KELLER

Department of Mathematics, Stanford University, 450 Serra Mall Bldg. 380, Stanford, CA 94305-2125

Sound Source Location

The problem of how an animal determines the location of a source of sound will be fornulated as an inverse problem.
To solve it, the ears of the animal produce the Fourier transforms of the acoustic pressure signals in the two ears. At a

higher level in the brain, the difference between the phases in the two ears is formed at each frequency. Similarly the dif-

ference between the sound pressure levels at each frequency is formed. It will be explained how these interaural differ-

ences are processed to determine the direction of the source.

JOHN OCKENDON

OCIAM, Mathematical Institute, 24-29 St. Giles', Oxford OXI 3LB, United Kingdom

Industry-Driven Challenges in Applied Mathematics

This tall will describe some industry-driven problems that pose interesting open questions in mathematical modelling

and analysis. The topics will include:

. the dynamics of a shaped charge jet as it penetrates a target. For metal targets, it is the modelling of the elastic-plastic

deformation that is crucial to the deternmination of the penetration depth.

. the effect of small dust particles on the flow of a cold plasma. There is an interesting analogy between the simplest

continuum model for the ion velocity and the Euler equations of inviscid fluid dynamics.

. high-frequency asymnptotics in the aircraft industry. One problem is that of how to incorporate localised diffraction

effects into ray theory algorithms; another is that of the acoustic field generated by aircraft accelerating through sonic

speed which still poses some interesting focusing problems.



INVITED TALKS

JONATHAN BELL

Department of Mathematics and Statistics, University of Maryland, Baltimore County, 1000 Hilltop Cirde, Baltimore, MD 21250

Waves of Excitation in Neural Field Models

The neocortex is a distinctly layered, densely packed, neural structure. Thus, to consider large-scale patterns and dynam-

ic activity; it has been reasonable to model the layers as continuum fields of excitable cells. With the increasing use of

multiple electrode recordings and fMRI imaging studies, traveling waves of activity have become more important objects
of study. I will discuss some recent work in existence, shape, and stability of waves of excitation in simplified neural field

models. Here the neural connections are locally excitatory, distally inhibitory, and there is a single threshold for cells to
achieve firing. I will then discuss ongoing work dealing with two-level firing rates, and self-organizing neural fields with

neural plasticity.

ANDREW BELMONTE

W.G. Pritchard Laboratories, Department of Mathematics, Pennsylvania State University, University Park, PA 16802

Impact of a Solid into a Viscoelastic Micellar Fluid

We present an experimental study of the impact of a solid sphere on the free surface of a viscoelastic worm-like micel-
lar fluid. Spheres of various sizes and densities are dropped from different heights above the fluid surface, below which

transient oscillations are observed. It is well known that entry of a solid into a Newtonian fluid is characterized by the
Froude number; our measurements of sphere penetration scale with the ratio of kinetic energy to the elastic modulus

of the fluid. The cavity formed by the sphere also undergoes transitions from a smooth to fractured surface texture,
dependent on both the Deborah number and the ratio of gravitational force to elasticity; Analogies between this system

and impact in granular materials will also be discussed.

Department o ematics, University of California at Los Angeles, 405 Hilgard Avenue, Los Angeles, CA 90095-1555
Shocks in Drive n ils

Driven contact line problems m liquid films are an active area of research. The mathematical theory of shock waves

has recently been shown to play an impor role in our understanding of basic properties of the contact line motion.
I will present the theory for two recently studied ex ental systems: (1) Thermally driven films counterbalanced by

gravity are described by a scalar conservation with a non-co y nuch systems are known to produce "undercom-

pressive shocks" in which characteristics emerge from the shock on one (2) A related problem is that of particle
laden flow driven by gravity. The differential setling rate of the particles with respe-ýt- the fluid results in the forma-

tion of double shock fronts which are solutions of a system of two conservation laws fo r tion of the species.
Comparison between theory and experiment will be discussed, along with open mathematical problems e at-

ed to the experiments.
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RICHARD BERTRAM

Department of Mathematics and Institute of Molecular Biophysics, Florida State University, Tallahassee, FL 32306

Modeling Network Interactions Between the Hypothalamus and Pituitary

The pituitary is the primary hormone-releasing gland. It contains a number of different cell types, including lactotrophs,

gonadotrophs, thyrotrophs, melanotrophs, somatotrophs, and corticotrophs. These cells secrete different hormones, and
each hormone has numerous cell targets in the brain and elsewhere in the body. The timing of hormone release is cru-

cial to its function, and is controlled by the hypothalamus. This brain region is composed of nuclei that influence the

pituitary cells in a variety of ways. As one might expect for a highly regulated system, there is two-way feedback between
the pituitary and the hypothalamus. We will discuss our current effort to understand the network interactions involved

in the regulated secretion of the hormone prolactin from pituitary lactotrophs. During the first ten days of pregnancy

in rats, this hormone is secreted in a rhythmic fashion, consisting of two pulses per day. These pulses have functional sig-

nificance, since pregnancy is aborted if the prolactin secretory pattern is suppressed. The model we have developed con-
sists of coupled nonlinear delay differential equations. Model variables represent the gross activity level of neurons in

two nuclei of the hypothalamus, a population of interneurons, and pituitary lactotrophs. This model is currently being

used to design experiments in collaborating laboratories.

LORA BILLINGS

Department of Mathematical Sciences, Montclair State University, Upper Montclair, NJ 07043

Chaotic Desynchronization of Multi-Strain Diseases

As we become more sophisticated in our resources to fight disease, pathogens become more resilient in their means to
survive. Multi-strain viruses now exhibit antibody-dependent enhancement (ADE), in which infection with a single

serotype is asymptomatic, but infection with a second serotype leads to serious illness accompanied by greater infectiv-

ity. This talk will present a multi-strain model with ADE based on the dynamics of dengue in Thailand. We study the
general dynamics and bifurcation structure of the system. For sufficiently small ADE, the number of infectives of each

serotype synchronizes, with outbreaks occurring in phase. However, when the ADE increases past a threshold, the sys-
tem becomes chaotic, and infectives of each serotype desynchronize. A thorough understanding of the dynamics is the

best way to prescribe appropriate defensive measures without unintended consequences.

VICTORIA BOOTH

Department of Mathematics, University of Michigan, Ann Arbor, MI 48109-1109

Mean Theta Phase of Model CA] Pyramidal Cell Firing Changes with Location of Synaptic Stimuli

In recordings from rat hippocampal CAl place cells during learning and subsequent sleep episodes, Poe et al. (2000)

observed changes in place cell activity during reactivation of cell firing in REM sleep. Specifically, the mean phase of
place cell firing in relation to the theta rhythm membrane oscillation reversed during REM reactivation over the course

of several days as the animal became familiar with the environment. Cells with place fields in an initially novel environ-
ment switched from firing near the theta rhythm peaks to firing near the theta troughs during REM while maintaining

their theta peak activity during waking exploration. In a computational modeling study, we investigated neural mech-

anisms underlying this experience-dependent theta phase reversal by incorporating the differential in the phase of the
theta rhythm drive at the two excitatory afferent pathways to CAI and testing model CAl cell responses to inputs at these

two paths. We will discuss simulation results that show that firing in response to proximal (Schaffer collateral) synaptic

13



input occurs preferentially near the peaks of the theta membrane oscillation while firing in response to distal dendritic

(ternporo-ammonic) synaptic input occurs near the theta troughs. These results support the hypothesis that the grad-

ual shift to theta trough firing would result from a growing potentiation of synapses in the direct, temporo-ammonic

pathway while initially-potentiated Schaffer collateral synapses are depotentiated.

JARED BRONSKI

Department of Mathematics, University of Illinois, 1409 W. Green Street, Urbana, IL 61801

The Periodic Modulational Instability

We consider the stability of standing wave solutions to the nonlinear Schrodinger (NLS) equation,
i4J = W + V(±) 1± IqJW2  where the potential V(x) has period 1 and the standing wave solution is either periodic

(q(x+1,t) = (x,t)) or antiperiodic (tP(x+1 ,t) = J(x,t)). We study the Floquet spectrum of the non-self-ad joint operator

governing stability. We use the Hamiltonian structure of the problem, together with some symmetries, to derive a suffi-

cient condition for the existence of a modulational instability. In particular, we show that the stability of plane waves of

the integrable NLS equation (V=O) is unusual, in that one typically has a modulational instability in the defocusing as

well as the focusing cases. This is joint work with Zoi Rapti.

JAVIER CABRERA

Department of Statistics, Rutgers University, 471 Hill Center, Busch Campus, Piscataway, NJ 08854
Statistical Analysis of Data from Comparative DNA Microarray Experiments

DNA microarray technology has enabled researchers in functional genomics to monitor gene expression profiles for

thousands of genes at a time.

Most microarray experiments are comparative in nature. For example, suppose that we want to know which genes are
expressed differently in two or more types of cells (e.g., a cancer cell and a nonnal cell). DNA microarray experiments

will measure the expression levels of large sets of genes across the different types of cells. By comparing these expression

levels, we will know which genes are differentially expressed in the two types of cells.

While these data are often analyzed via a series oft tests, it has been observed that, if the sample size per group is small

(as it often is), the dependence between the t test statistic and the pooled standard error estimate leads to an excessively

high false positive rate for low variance genes and an excessively high false negative rate for high variance genes.

Idiosyncratic features of the data exacerbate the problem: the data are longer tailed than a Gaussian, the variability of a

gene depends on its expression level, and the genes are co-dependent in clumps. We propose a model, which posits min-

inal distributional assumptions, and a conditional t suite of tests, which produces a critical envelope instead of a criti-

cal value, to analyze such data. The model is also generalized to statistical methods for multiple comparisons. This

research was done jointly with Dhammika Amaratunga, J&J PRD.

RUSSELL CAFLISCH

Department of Mathematics, University of California Los Angeles, 405 Hilgard Avenue, Los Angeles, CA 90095-1555

Singularities in Incompressible Fluid Dynamics

Singularities can occur in incompressible fluid flow due to amplification of vorticity along a fluid interface and possibly

in the interior of the flow. This talk will discuss results on singularity formation for a variety of different fluid flows and

the physical significance of these results.
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FIORALBA CAKONI

Department of Mathematical Sciences, University of Delaware, Newark, DE 19716-2553

Electromagnetic Inverse Scattering for a Buried Object

"We are concerned with the problem of determining the shape of an obstacle embedded in a known inhomogeneous

background from a knowledge of the scattered electric and magnetic fields measured on a given surface.

Our contribution is to present a method for solving this problem that

1. avoids the need for any a priori knowledge of the physical properties of the scattering object.

2. avoids the need to compute the Green's function for the background media.

The method is a combination of the linear sampling method with the gap reciprocity functional. Like the linear sam-

pling method, our method is based on the characterization of the boundary of the scattering object by the solution of

a linear integral equation that is set up independently of the physical properties of the object. But, since we are making
use of both the (measured) electric and magnetic fields as our data, we can avoid the need to know the Green's function

of the background media.

Numerical examples will be presented showing the performance of our method. This research is joint work with

Houssem Haddar and M'Barek Fares from INRIA, Paris.

NILANJAN CHATTERJEE

Biostatistics Branch, Division of Cancer Epidemiology and Genetics, National Cancer Institute, NIH, DHHS, 6120 Executive

Blvd., Rockville, MD 20852

Semiparametric Maximum Likelihood Estimation Exploiting Gene-Environment Independence in Case-

Control Studies

We consider the problem of maximum-likelihood estimation in case-control studies of gene-environment associations

with disease when genetic and environmental exposures can be assumed to be independent in the underlying popula-

tion. Traditional logistic regression analysis may not be efficient in this setting. We study the semiparametric maximumn

likelihood estimators of logistic regression parameters that exploit the gene-environment independence assumption and
leave the distribution of the environmental exposures to be nonparametric. We use a profile-likelihood technique to

derive a simple algorithm for obtaining the estimator and study the asymptotic theory. The results are extended to sit-

uations where genetic and environmental factors are independent, conditional on some other factors. Simulation stud-

ies investigate small sample properties. The method is illustrated using data from a case-control study designed to inves-

tigate the interplay of BRCAI/2 mutations and oral contraceptive use in the aetiology of ovarian cancer.

STEPHEN CHILDRESS

Courant Institute of Mathematical Sciences, 251 Mercer Street, New York, NY 10012

Flapping Flight as a Bifurcation in Frequency Reynolds Number

"We describe observations of swimming by a swimming mollusc which suggest that the small wings used by it in "for-

ward flight" become effective for forward motion only above a critical Reynolds number based upon flapping frequency.
Models for this bifurcation are developed. We also describe experiments and computations carried out in the Courant

Applied Mathematics Laboratory, involving a freely flapping blade, which elaborate the nature of the bifurcation. A new
experiment utilizing a small passive flapper in an oscillating airflow suggests a similar bifurcation to hovering flight.
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VITTORIO CRISTINI

Department of Biomedical Engineering, University of California at Irvine, Irvine, CA 92697

Two-Dimensional Chemotherapy Simulations Demonstrate Fundamental Transport and Tumor

Response Limitations Involving Nanoparticles

Zheng, Wise, and Cristini, Bulletin of Mathematical Biology (2005) developed a multiscale, two-dimensional tumor
simulator with the capability of showing tumoral lesion progression through the stages of diffusion-limited dormancy,

neo-vascularization (angiogenesis) and consequent rapid growth and tissue invasion. In this paper, we extend their sim-

ulator to describe delivery of chemotherapeutic drugs to a highly perfused tumoral lesion and the tumor cells' response

to the therapy. We perform 2-D simulations based on a rigorous parameter estimation that demonstrate fundamental

convective and diffusive transport limitations in delivering anticancer drug into tumors, whether this delivery is via free

drug administration (e.g., intravenous drip), or via 100 nm nanopartides injected into the bloodstream, and releasing

the drug that then diffuses into the tumoral tissue, or via smaller 1-10 nm nanoparticles that are capable of diffusing

directly and targeting the individual tumor cell. Even in a best-case scenario involving: constant ("smart") drug release

from the nanoparticles; a homogenous tumor of one cell type, which is diug-sensitive and does not develop resistance;

targeted nanoparticle delivery, with resulting low host tissue toxicity; and for model parameters calibrated to ensure suf-

ficient drug or nanoparticle blood concentration to rapidly kill all cells in vitro; our analysis shows that fundamental
transport limitations are severe and that drug levels inside the tumor are far less than in vitro, leaving large parts of the

tumor with inadequate drug concentration. A comparison of cell death rates predicted by our simulations reveals that
the in vivo rate of tumor shrinkage is several orders of magnitude less than in vitro for equal chemotherapeutic carrier

concentrations in the blood serum and in vitro, and after some shrinkage the tumor may achieve a new mass equilibri-
um far above detectable levels. We also demonstrate that adjuvant anti-angiogenic therapy "normalizing" the vascula-

ture may ameliorate transport linitations, although leading to unwanted tumor fragmentation. Finally, our results sug-
gest that small nanoparticles equipped with active transport mechanisms (e.g., chemotaxis) would overcome the pre-
dicted limitations and result in improved tumor response. This study is published in Sinek, Frieboes, Zheng, and Cristini,

Biomedical Microdevices (2004).

L. PAMELA COOK

Department of Mathematical Sciences, University of Delaware, Newark, DE 19716

Flows of Worm-Like Micellar ("Living Polymer") Solutions: Modeling and Predictions

Modeling of, and the resultant predictions and comparison with experiment for, flow of worm-like micellar solutions

is presented. Worm-like micelles are self-assembling very long cylindrical structures composed of amphiphilic surfac-

tant molecules. The resultant flexible structures can entangle and thus behave much like polymers in solution, but in
addition they break and reform; thus, they are refered to as "living polymers". The microstructure affects the macro-

scopic flow properties and vice versa. Both a "bead-spring" model (valid for dilute solutions) and a network model (valid
for concentrated solutions) are discussed. Through a mesoscale bead-spring description a coupled stress/density model

for the flow of micellar solutions is presented. The coupled nonlinear partial differential equation macroscale model

comes from a mesoscale derivation which systematically includes finite extent of the bead-spring and slippage/tumbling

of the bead-spring. The non-affine motion is related to micellar break-up. Numerical results for cylindrical Taylor-

Couette flow are presented. The stress/strain-rate curve exhibits a plateau as observed in experiments, and as well shear
banding is predicted both in velocity gradients and in the alignment/orientation of the bead-springs. Future work

involving extensional flows and network models is discussed. Joint work with Gareth McKinley (MIT) and Lou Rossi
and Paula Vasquez (University of Delaware). This work was supported by an NSF-DMS grant.
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DIPAK DEY

Department of Statistics, University of Connecticut, 215 Glenbrook Road, Storrs, CT 06269

Classification of Shapes using Complex Elliptical Shape Distribution

In this presentation, we discuss classification procedures in a shape analysis context. We derive discriminant rules in

shape space, while considering shape distributions as members of the complex elliptical family of shape distributions for

the data. In particular, we consider the complex Watson distribution as a special case and develop MAP (Maximum A
Posteriori Estimates) of parameters involved and calculate misclassification probabilities using Monte Carlo methods.

Our proposed methodologies are exemplified through an example, where we are interested in classifying patients into

the normal or schizophrenic groups, based on shapes created by MRI (Magnetic Resonance Image) of their brains. The
methods provide us with a new way of diagnosis of this medical condition while controlling the error of misclassifica-

tion. This is joint work with Athanasios Micheas of the University of Missouri, Columbia.

ANNA GEORGIEVA

Novartis Pharmaceuticals Corporation, One Health Plaza, East Hanover, NJ 07936

Mechanistic Systems Biology Modeling Applied to the Pre-Clinical Cardiac Safety Assessment of

a Pharmaceutical Compound: From Channels to Cells to Tissue

This presentation will focus on an integrative, mechanistic systems modeling approach to cardiac electrophysiology. Via
an integrated suite of models from channel to cellular to ultimately, tissue levels, we used specific compound data from

limited pre-clinical cardiac electrophysiological studies, such as channel assay as well as one action potential assay, to: (i)

estimate missing compound data at the channel level through the application of reverse-engineering techniques; (ii)

integrate measured and estimated channel values into action potentials at the cellular level; and (iii) further integrate

such cellular responses to predict transmural ventricular responses, which in effect, represent ECG-like features at the

tissue level, such as QT prolongation and transmural dispersion of repolarization.

The combination of experimental data and computer-based predictions of compound-induced changes at every level

of cardiac biology organization (channel, cell, tissue) provides valuable, quantifiable information to aid in the pre-clin-
ical cardiac safety assessment of new compounds. Joint work with G. Helmlinger, D. Bottino (Novartis Pharmaceuticals,
USA), B. Dumotier, M. Traeberdt (Novartis Pharmaceuticals, CH), S. Lett (The BioAnalytics Group LLC, USA), C.

Penland (Predix Pharmaceuticals, USA), and A. Stamps (Dept. of Chemical Engineering, University of South Carolina).

RICHARD HABERMAN

Department of Mathematics, Southern Methodist University, Dallas, TX 75275-0156

Vector Soliton Collision Dynamics in Nonlinear Optical Fibers

We consider the interactions of two identical, orthogonally polarized vector solitons in a nonlinear optical fiber with two

polarization directions, described by a coupled pair of nonlinear Schr6dinger equations. We study a low-dimensional

model system of Hamiltonian ordinary differential equations (ODEs) derived by Ueda and Kath and also studied by Tan
and Yang. We derive a further simplified model, which has sinilar dynamics but is more amenable to analysis.

Sufficiently fast solitons move past each other without much interaction, but below a critical velocity, the solitons may
be captured. In certain bands of initial conditions, the solitons are initially captured, but separate after passing each other

twice, a phenomenon known as the two-bounce or two-pass resonance. We derive an analytic formula for the critical

velocity. Using matched asymptotic expansions for separatrLx crossing, we determine the location of these resonance

windows. Numerical simulations of the ODE models show they compare quite well with our asymptotic theory. This

is joint work with Roy Goodman (NJIT).
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SHELBY HABERMAN

Center for Statistical Theory and Practice, Educational Testing Service, Rosedale Road, Princeton, NJ 08541

Identifiability of Parameters in Item Response Models with Unconstrained Ability Distributions

If a parametric model for the ability distribution is not assumed, then the customary two-parameter and three-param-

eter logistic models for item response analysis present identifiability problems not encountered with the Rasch model.

These problems impose substantial restrictions on possible models for ability distributions. Attempts to circumvent
these problems by use of latent-class versions of two-parameter and three-parameter logistic models are strongly limit-

ed by problems of near singularity of the information matrix, even for a modest number of latent classes. Thus efforts

to use ability distributions that are not normal must be made with great caution.

W. JACKSON HALL

Department of Biostatistics and Computational Biology, University of Rochester Medical Center, 601 Elmwood Avenue, Box

630, Rochester, NY 14642

Secondary Inference after a Sequential Clinical Trial

Consider the following prototype situation: A two-arm randomized, staggered entry, clinical trial, designed to test
hypotheses about a treatment effect, has just been completed, utilizing a planned sequential stopping rule. The primary
analysis may have been a survival analysis, with treatment arm as the sole risk factor, or one based on the difference

between mean responses .after a prescribed observation period. No doubt, the trial statistician knew how to take the
stopping rule into account in carrying out primary inferences, both hypothesis testing and estimation. But now sec-

ondary questions are raised: (i) Do the data provide evidence of a main effect for gender? (ii) Do the data provide evi-

dence of a treatment-by-gender interaction? (iii) How big are any such effects?

Standard analyses that ignore the stopping rule are biased. We review a very simple example to clarify the issues.

We then describe the sequential primary inference problem as a stopping problem for a Brownian motion that approx-
imates the score process for the trial on an information time scale. The secondary inference may then be based on the

conditional distribution of another stopped Brownian motion (efficient score) given the primary process with modifed
stopping boundaries. The formal solution is summarized.

We exemplify with an analysis of a 2-strata clinical trial of implanted cardioverter defibrillators-- the problem that stim-

ulated the research.

JOHN HARRIS

Department of Theoretical and Applied Mechanics, University of Illinois, Urbana-Champaign, IL; Ctr. QEFP Catalysis Bldg.,
Northwestern University, 2137 N. Sheridan Rd., Evanston, IL 60208

Coupled Elastic Waveguide Modes

The talk begins by describing an example of elastic-waveguide mode coupling at low frequencies: the curvature of an
elastic ring couples the longitudinal and flexural propagating modes. Then a more complicated problem containing cou-

pling is analyzed in detail; this is.the main subject of the talk: A layer of homogeneous, isotropic, elastic material over-
lays a faster substrate. At the interface, a long inclusion, whose shear wavespeed is less than that of the layer and whose

thickness varies, is introduced. It is imagined that the lowest surface-wave mode of the structure is incident to the grow-

ing inclusion. Numerical calculations show that the growth of the slow inclusion draws this lowest mode into an inter-
val where it couples to the second mode, thus exciting it. This process is repeated when the second mode is drawn into
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an interval where it couples to the third. Outside of these localized intervals, the modes propagate independently of one

another (that is, adiabatically). The problem is formulated and solved within a framework of coupled local modes. An

indication of a future asymptotic analysis of the wave fields in the coupling interval closes the talk.

JAN HESTHAVEN

Division of Applied Mathematics, Brown University, 182 George Street, Box F, Providence, RI 02912

Solving the Time-Domain Maxwell's Equations with Uncertainties

While the modeling of EM processes for known geometries and materials has advanced dramatically over the last

decade, these advances are often lost when comparing with actual measurements. This can, to a large extent, be attrib-

uted to insufficient knowledge of the geometries, materials, dynamics, illumination, etc. of the actual experiment. To

achieve a better agreement, one must include this uncertainty into the computational models.

In the past, statistical methods, e.g., Monte-Carlo-type methods, have been the dominant tool for such studies. However,

this approach is expensive due to the slow convergence in the number of samples, and it is not feasible to use such tech-

niques for large scale problems with uncertainty, in particular, when higher order statistical moments are needed.

In this talk, we introduce the use of homogeneous chaos expansions for the direct modeling of uncertainty in EM

processes, modeled by the linear time-domain Maxwell's equations. This approach, which is probabilistic rather than

statistical in nature, effectively transforms the stochastic problem into a sequence of deterministic equations, which we

subsequently solve efficiently using a high-order accurate discontinuous Galerkin method.

We consider examples involving uncertainties in illumination/source, material properties, and geometric shapes to show

the potential for obtaining results 50-100 times faster than computed to similar accuracy using Monte Carlo methods.

Joint work with Laura Lurati (Division of Applied Mathematics, Brown University) and Cedric Chauviere (Laboratoire

de Mathematiques Appliquees, Universite Blaise Pascal, 63177 Aubiere Cedex, France).

PHILIP HOLMES

Department of Mechanical and Aerospace Engineering, Princeton University, Princeton, NJ 08544

A Central Pattern Generator for Insect Locomotion

We model a central pattern generator (CPG) for insect locomotion. We reduce ion-channel, Hodgkin-Huxley (HH)-

type models of bursting neurons to single-variable phase oscillators and assemble a circuit of six representative interneu-

rons that each feed a fast and a slow motoneuron. Our phase description retains sufficient detail to allow investigation

and prediction of biophysical parameter changes, and it encompasses stepping frequency, duty cycle, and motoneuron

output variations observed in cockroaches. The model's modular form allows dynamical analyses of individual compo-

nents and the addition of other components, so we expect it to be more generally useful.

The methods involve computation of phase response curves, averaging, and elementary ideas from symmetric networks.

Joint work with Raffaele Ghigliazza.
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FRANK HOPPENSTEADT

Courant Institute of Mathematical Sciences, New York University, 70 Washington Square, New York, NY 10012

Dynamics of Coalitions in Aggregates and Networks of Oscillators

Consider a large array of harmonic oscillators whose center frequencies are arranged in increasing order,

Wi<Wz<W3<. .<WN. These oscillators need not be arranged in any order in the three dimensional space where they

reside; this addressing is in terms only of their center frequencies. We first consider an aggregate where the center fre-
quencies are perturbed by a common external signal:

d2xj/dt2+ (wj2+ p(t)) xj = 0,

j=l,2,3_..N. Here the common parametric forcing is p(t)= e cos itt , which has frequency p. and amplitude c

(note that [L and s, do not depend on j). Such equations are well-studied, and it is known how to determine the num-

ber and identity of oscillators that are entrained at a common frequency. We refer to such a group of synchronized oscil-

lators as being a coalition. There is no physical connection between these oscillators, but if the center frequencies are suf-

ficiently dense between w, and wNT, the diagram of response frequencies across the array for a given value of p. resem-

bles a staircase having treads located at rational number multiples of p. . The treads describe coalitions. Moreover, as

p. is changed, the staircase changes. Thus, the coalitions move through the population of oscillators, as determined by

relationships between p. and the center frequencies. There is a rich structure of coalitions of various sizes (i.e., the

lengths of treads) that is indexed by (9, [L) in this simple network. We use observations about the linear system to reveal

coalitions in aggregates of nonlinear oscillators of the form

d2xj/dt2+ a dxj/dt + (Wj2 + p(t)) cos xj = 0

Such equations are weUl studied in physics, engineering, and mathematical neuroscience. VWTe demonstrate how, within

a coalition, information can be carried in the timing of oscillations (i.e., in phase deviations). Finally, we consider net-

works where

p(t)= & cos j [t + Cj(sin x(t))

where Cj(sin x(t)) describes connections to site j from all other oscillators. We use known methodologies from mathe-
matical neuroscience to construct connections C that embed desired patterns of phase deviations, and we show that

these patterns can be made to appear or disappear by changing the single parameter R.. Supported in part by MARCO

grant 2003-NT- 1107.

ANETTE (PEKO} HOS01

Department of Mechanical Engineering, MIT, 77 Massachusetts Avenue, Cambridge, MA 02139

From Sliding Paper to Crawling Snails: Novel Applications of Thin Films

Liquid thin fihns have long been studied in the context of industrial, biological, and geophysical applications from spin

coating in microcircuit fabrication to the liquid lining in the lkig. In general, typical length-scales in these systems are

set by surface tension. However, when the film is bounded by a flexible membrane, elasticity takes on the role of surface
tension. We discuss some of the consequences of substituting elastic effects for surface tension in the context of several

commonly observed phenomena, such as sliding paper and floppy drives, and in more exotic applications such as
microfluidic switches and robotic snails.
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ASHWANI K. KAPILA

Department of Mathematical Sciences, Rensselaer Polytechnic Institute, Troy, NY 12180

Detonations in Heterogeneous Explosives: Model and Computational Results

A heterogeneous explosive is morphologically complex. Upon application of an igniting stimulus the microstructure

responds heterogeneously in two salient ways. First, the mechanical response is nonuniform in terms of local deforma-

tion and the associated deposition of energy. Second, the mechanical nonuniformity gives rise to thermal, and hence
kinetic nonuniformity, so that ignition occurs at certain preferential sites, or hot spots, where the local temperature is

significantly higher than the bulk temperature. In due course, the hot spots grow and merge, and reaction spreads from

the hot spots to the bulk. As a rule, the scale of the device employing the explosive is substantially larger (of the order

of tens of centimeters) than the micro scales (of the order of tens of microns) at which energy is released. Thus, pre-

dicting macro-scale device behavior by direct computation at the micro scale would be prohibitively expensive. One gets
around this difficulty by posing continuum models that contain approximate submodels for the micro-scale input.

Either implicitly or explicitly, these approximations represent an average behavior, in effect homogenizing the fine-scale
description if such a description were available. This talk will describe one such model, its predictions, and its strengths

and weaknesses.

THOMAS B. KEPLER

Duke University, Center for Biostatistics and Bioinformatics, Durham, NC 27708

Inducible Reorganization of the Immune System

The vertebrate immune system consists of a great diversity of motile cells whose activities become coordinated during
infection. This orchestration is mediated by signaling molecules either secreted (cytokines) or engaged by direct cell-cell

contact. Pathogenic microorganisms (and other stimuli) induce internal changes in the responding immune cells which,
in turn, lead to spatial reorganization of these cells in a process arguably akin to a phase transition.

The models we are developing to explore these phenomena represent the cells of the immune system as individual
"agents" with non-trivial internal states. The motion of these agents in a three-dimensional continuum is described by
a continuous-time stochastic process, as are their internal dynamics. Soluble factors, such as cytokines, are represent-

ed as fields obeying reaction-diffusion equations on the continuum. Both the internal states of the agents and their

motions are responsive to the state of the cytokine fields, which, in turn, are influenced by the agents, which act as time-
dependent sources and sinks. I will present these models and illustrate them with examples of the inflammation-medi-

ated spatial reorganization of the immune system.
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J. NATHAN KUTZ

Department of Applied Mathematics, University of Washington, Seattle, WA 98195-2420

Computing Spectra of Linear Operators Using Hill's Method

In order to establish the stability of an equilibrium solution U of an infinite-dimensional dynamical system 0 = X(u),

one is interested in the spectrum of the linear operator L[U] obtained by linearizing the dynamical system around U.
We use a spectrally accurate method for the computation of such spectra. In essence, the method is due to Hill, who used

it in the study of the equation that now bears his name. The method is particularly well suited to the case of periodic U,

but is not restricted to it. By incorporating the fundamentals of Floquet theory, an almost uniform approximation to the

entire spectrum is obtained, as opposed to an approximation of a few selected elements. The numerical component of

the method is limited to (i) choosing the size of the matrices to be used, and (ii) an eigenvalue solver, such as the QR

algorithm. Compared to often-used finite-difference approaches, the method is orders of magnitude faster for compa-

rable accuracy.

HERBERT LEVINE

Department of Physics, University of California at San Diego, La Jolla, CA 92093

Fluctuation Effects in Intracellular Calcium Signaling

Most biophysical models of the nonlinear spatially-extended dynamics of intracellular calcium assume that one can neg-

lect stochastic fluctuations. Recent experiments have, however, directly implicated noise due to the opening and closing

of finite numbers of channels in a variety of dynamical behaviors. This talk focuses on some of the mathematical issues

which arise when one adds fluctuations to non-equilibrium pattern-forming systems.

BERNARD J. MATKOWSKY

Engineering Sciences and Applied Mathematics, Northwestern University, 2145 Sheridan Road, Evanston, IL 60208-3125

Flames as Discontinuity Surfaces in Gasdynamic Flows

Viewed on a hydrodynamic scale, flames in experiments are often thin so that they may be described as gasdynamic dis-

continuities separating the dense, cold fresh mixture from the light, hot burned products. The original model of a flame
as a gasdynamic discontinuity was due to Darrieus and to Landau. In addition to the fluid dynamical equations, the

model consists of a flame speed relation describing the evolution of the discontinuity surface, and jump conditions

across the surface which relate the fluid variables on the two sides of the surface. The Darrieus-Landau model predicts,
in contrast to observations, that a uniformly propagating planar flame is absolutely unstable and that the strength of the

instability grows with increasing perturbation wave number so that there is no high wave number cutoff of the insta-

bility. The model was modified by Markstein to exhibit a high wave number cutoff if a phenomenological constant in

the model has an appropriate sign. Both models are postulated, rather than derived from first principles, and both
ignore the flame structure, which depends on chemical kinetics and transport processes within the flame. At present,

there are two models which have been derived, rather than postulated, and which are valid in two nonoverlapping

regions of parameter space. Sivashinsky derived a generalization of the Darrieus-Landau model which is valid for Lewis
numbers (ratio of thermal diffusivity to mass diffusivity of the deficient reaction component) bounded away from unity.

Matalon and Matkowsky derived a model valid for Lewis numbers close to unity. Each model has its own advantages

and disadvantages. Under appropriate conditions, the Matalon-Matkowsky model exhibits a high wave number cutoff

of the Darrieus-Landau instability However, since the Lewis numbers considered lie too close to unity, the Matalon-
Matkowsky model does not capture the pulsating instability. The Sivashinsky model does capture the pulsating insta-
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bility, but does not exhibit the high wave number cutoff of this instability. Here, we derive a model consisting of a new

flame speed relation and new jump conditions, which is valid for arbitrary Lewis numbers. It captures both monoto-

nic and pulsating instabilities, and exhibits a high wave number cutoff for each. The flame speed relation includes the

effect of short wave lengths, not previously considered, which leads to stabilizing transverse surface diffusion terms.

MASAYASU MIMURA

Department of Mathematics, Meiji Institute for Mathematical Sciences (MIMS), School of Science and Technology, Meiji

University, 1-1-1 Higashimita, Tamaku, Kawasaki 214-8571, Japan

Self-Organized Patterns in Bacterial Colonies

It is observed by Budrene and Berg [1], [2] that chemotactic bacteria form regularized but complex patterns. They

emphasized that such patterns are generated in a self-organized way due to the balance among substrate consump-

tion, cell proliferation, excretion of attractant, and chemotactic motility. My talk is to understand theoretically how

these four elements can possibly generate such patterns by using a mesoscopic continuous model.

[1] E. 0. Budrene and H.C. Berg: Nature, 349 (1991) 630-633.

[2] E. 0. Budrene and H.C. Berg: Nature, 376 (1995) 49-53.

ANDRI NACHBIN

Department of Pure and Applied Mathematics, IMPA, Estrada Dona Castorina 110, Rio de Janeiro 22460-320, Brazil

New Nonlinear Water Wave Models over Highly Variable Topographies

Recently, we formulated a weakly nonlinear, weakly dispersive terrain-following Boussinesq system (SIAP 2003) in

order to study solitary waves over highly variable (random) topographies. The modeling allows for multiply-valued

topography profiles. The reduced model is obtained through the standard power series expansion for the velocity

potential along the free surface. In this talk, we will give a brief overview of this earlier study and present a new, fully

dispersive, Boussinesq system (Phys.Rev.Lett., 2004) that generalizes the terrain-following system mentioned above.

The frill linear (hyperbolic tangent) dispersion relation is entirely retained by constructing a Dirichlet-to-Neumann

(DtN) map along the top boundary of the highly corrugated strip representing the channel. Moreover, an efficient

FFT-based method naturally arises from the DtN boundary integral formulation.

MONIKA NITSCHE

Department of Mathematics and Statistics, University of New Mexico, Humanities 415, Albuquerque, NM 8713 1-1141

Regularizations of Vortex Sheet Motion

The vortex sheet is a mathematical model for a shear layer in which the layer is approximated by a surface. Generally,

vortex sheets develop singularities in finite time. To approximate the fluid past this time, the motion is regularized, and

the sheet is defined as the limit of zero regularization. However, very little is known about this limit, not even whether

it is unique or depends on the regularization. I will discuss several regularization mechanisms, including physical ones

such as fluid viscosity, and purely numerical ones such as the vortex blob and the Euler-alpha methods. I will show

results for a model problem and discuss some of the unanswered questions of interest.
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Department of Mechanical and Aerospace Engineering, Rutgers University, 98 Brett Road, Piscataway, NJ 08854

Crack Front Waves using Matched Asymptotic Expansions

A steadily propagating crack with a straight edge is not stable under perturbation. This surprising result was found ten

years ago, but is still not fully understood despite many studies using analytical, computational, and experimental tech-

niques. The problem is exacerbated by the difficulty involved in the analysis of even the simplest case of mode I crack
propagation. This talk provides a simple and physically appealing method for analyzing the crack front stability based

on matched asymptotics. The inner region of the crack with the wavy edge is considered separately from the outer prob-

lem of the steadily propagating straight crack By matching the solutions, the stability criterion is found. The simplici-

ty of this method allows us to consider more complicated crack scenarios, including a crack on a bimaterial interface,

and a crack with a cohesive zone. The talk will emphasize the power of using matched asymptotics to analyze stability

of propagating material fronts, of which the crack is but one example.

HILLARY OCKENDON

OCIAM, Mathematical Institute, 24-29 St. Giles', Oxford OX1 3LB, United Kingdom

Turbulent Flow in Long Thin Channels

Turbulent compressible flow in long thin channels arises in many practical situations from a train in a long tunnel to a

pressure transducer to the effect of a rock fall in a mine. This talk will describe the Fanno model for such flows and show

how it can be applied in some of these examples.

JOHAN PAULSSON

Cambridge Computational Biology Institute, Centre for Mathematical Sciences, University of Cambridge, Wilberforce Road,

Cambridge, CB3 OWA, United Kingdom

Suppressing Fluctuations in Living Cells

Life in single cells is dictated by chance: Reactions that involve small numbers of molecules generate spontaneous fluc-

tuations that enslave all dependent processes. Such noise can be suppressed by negative feedback control where a mole-
cule directly or indirectly represses its own synthesis. I will use a reinterpretation of the Fluctuation-Dissipation Theorem

to demonstrate generic trade-offs where suppressing one type of fluctuations automatically amplifies other types.

Strongly nonlinear strategies for breaking the trade-offs will also be discussed.

JOHN PEARSON

Los Alamos National Laboratory, P.O. Box 1663, Los Alamos, NM 87545

Equivalence and Identification of Markov Models for Ion Channel Kinetics

Deducing plausible reaction schemes from single channel current traces is time consuming and difficult. The goal is to

find the simplest possible scheme, but there are many ways to connect even a small number of states (more than 2.5 mil-

lion schemes with four open and four closed states). Many of those schemes make identical predictions, and even an

exhaustive search over model space does not address the problem of how to represent the many equivalent schemes that

may result.

We have found a canonical form that can express all reaction schemes for binary channels. This form has the minimal
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number of rate constants unlike other canonical forms such as the well-established "uncoupled" scheme. For many

models proposed in the literature, our form has dramatically fewer links than the uncoupled form. The new form, which

is based on the number of independent open-closed transitions, leads naturally to new strategies for searching for the

simplest model.

FERNANDO REITICH

University of Minnesota, 127 Vincent Hall, 206 Church St., S.E., Minneapolis, MN 55455

A New High-Order High-Frequency Integral-Equation Method for the Solution of Wave Scattering
Problems

The effort and interest in the design of improved algorithms for computational electromagnetics and acoustics applica-

tions has consistently grown over the last twenty years as these simulations have become relevant in an increasing num-

ber of fields and have been facilitated by remarkable developments in computing resources. Still, current state-of-the-art

algorithms are limited by the competing demands of accuracy, which typically requires an increasing number of degrees

of freedom to resolve on the scale of a wavelength, and efficiency, which favors coarse discretizations. In this talk, we will

present a new strategy for the solution of the integral equations of electromagnetic and acoustic scattering that success-

frilly deals with these requirements by avoiding the need to discretize on the scale of the wavelength at high-frequencies,

while retaining error-controllability and high-order convergence characteristics. The approach is based on the deriva-

tion of an appropriate ansatz for the phase of the (unknown) currents, on explicit treatment of shadow boundaries, and

on localized high-order integration around critical points. Joint work with 0. Bruno and C. Geuzaine.

JOHN RINZEL

Courant Institute of Mathematical Sciences, New York University, New York, NY 10012

Fast-Decaying Inhibition Can Facilitate Spiking

In classical postinhibitory rebound (PIR), a neuron can generate a spike when it is suddenly released from a long-last-

ing inhibitory input. During the inhibition, the membrane becomes hyperpolarized and some of the negative feedback

(e.g., K+-conductance) that is present at rest is reduced - thereby making the cell hyperexcitable. We find that even very

brief inhibition g1,h(t) can induce a spike or facilitate the response to a subthreshold excitatory input g,(t) -- enough to

cause a spike, if gih decays fast enough and occurs in a favorable time window preceding g,,. Such pairings can occur by

chance during the presentation of random trains of ginh and g,, and can form a significant fraction of spikes seen in sim-

ulated spontaneous states. Such effects occur in various spike-generating models, including the standard HH model.

Phase-plane analysis of 2-variable models shows that if PIR occurs, then so does the extreme behavior of spike genera-

tion for the limiting brief case of a delta-function pulse of hyperpolarizing current. Such neuron models have two

thresholds, for instantaneous jumps in membrane potential, in both the depolarizing and hyperpolarizing direction.

Joint work with R. Dodla (Center for Neural Science, New York University).

GARETH J. RUSSELL

Columbia University, New York, NY, and NJIT, Newark, NJ 07102

Modeling Epidemics Based on Uncertain Timing Data

We adapt a likelihood model for the spread of a contagious process on a network of susceptible nodes so that it incor-

porates uncertainty in the timing of the node-level events (initial infection, the onset of contagiousness, etc.) that com-

prise the epidemic. The thming uncertainty is modeled as a uniform distribution of probability between known limits

25



(although other distributions are possible in principle), over which basic transmission functions are integrated. This

general model is made specific to a particular case by incorporating functions that describe the nature of transmission

process between nodes (e.g., nearest-neighbor only, rate as a finction of Euclidean distance, etc.). Each specific model

maybe fit to data by maximizing its overall likelihood as a function of those parameters that describe the transmission

process. Because the output of the model is a likelihood, it can be used to choose between alternative models of the trans-

mission process. Increasing timing uncertainty reduces our ability to distinguish between models, and we present two

case studies of the spread of tree pathogens which provide contrasting examples of how much can be learned from

efforts to track the spread of the disease. Joint work with Jacqueline W. T. Lu (City of New York, Department of Parks

and Recreation).

WILLIAM M. SALLAS

Novartis Pharmaceuticals Corporation, One Health Plaza, East Hanover, NJ 07936

Deconvolution and Regularization: Connection to Linear Least Squares and Application to

Estimating Insulin Secretion in Patients with Type 2 Diabetes

Deconvolution is applied to estimating insulin secretion in patients with type 2 diabetes in a clinical study with a meal
challenge to assess 03-cell fimction. C-peptide, which is cosecreted with insulin in an equimolar ratio, is preferred to

insulin as a basis for estimating insulin secretion. Mathematically, we need to solve for the insulin secretion rate r given

the impulse response h, and plasma C-peptide c, where

40 = .h(t - s)r(s)ds.

The impulse response is the pharmacokinetic model for an intravenously administered unit bolus dose of C-peptide

when the endogenous C-peptide production has been suppressed, i.e.,

h(t - s) = (I / V)[fe"''-') + (1 - f)e-,('-') I

where V, f a, and P are a subject's parameters, which are generally unknown. However, from clinical studies, these

parameters have been estimated in terms of a subject's disease status, body surface area, age, and gender (van Cauter et

al. 1992). Thus, h becomes known. Three approaches to solving for r(s) are reviewed: 1) solutions of linear systems of

equations assuming either a piecewise constant function or a piecewise continuous linear function r(s), 2) linear least

squares solutions assuming smoothness criteria on the insulin secretion rates, and 3) a model that estimates insulin

secretion rates accounting for changes in plasma glucose (Mari et al. 2002). Joint work with Huadong Tang (Wyeth
Pharmaceuticals, Pearl River, New York) and Andrea Mari (C.N.R. Institute of Biomedical Engineering, Padova, Italy).

CLYDE SCANDRETT

Mathematics Department, Code MA/Sd, Naval Postgraduate School, Monterey, CA 93943

Cancellation Techniques in Scattering from Fluid Loaded Plates

Reduction and elimination of scattered acoustic signals by cancellation techniques involving piezoelectric materials is

considered. Following formulation of the problem and a brief description of underlying principles, results on a few

canonical problems will be given. These include radiation and scattering from heavy, fluid-loaded plates with either

singly or periodically attached piezoelectric elements. Analytical treatments employing invariant embedding methods,

Floquet theory, and asymptotics, will be compared with finite differencelboundary integral techniques.
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Institute for Mathematics and Its Applications and School of Mathematics, University of Minnesota, 206 Church Street S.E.,

Minneapolis, MN 55455

Following Coherent Structures

Spiral waves, line defects, sources, and sinks, are examples of localized structures embedded in a background of waves

with characteristic wavenumbers. Although these structures often appear to be very robust, the persistence under vari-

ations of system parameters turns out to be a delicate question due to essential spectrum caused by the background

waves. We show how methods from dynamical systems can be used to prove robustness and bifurcation theorems, hence

enabling a path-following type exploration of large-scale nonequilibrium systems. We also present examples where our

approach exhibits structural barriers to pathfollowing: coherent structures can suddenly disappear.

PRANAB K. SEN

Departments of Biostatistics and Statistics & Operations Research, University of North Carolina at Chapel Hill, NC 27599-7420

The Curse of Dimensionality in Genomics: Beyond the Likelihood Paradigm

Genomic sequences involve an enormously large number of positions or sites (loci), each one having a purely qualita-
tive categorical response (4 categories A, C, G, T for DNA nucleotides and some 20 amino acids in RNA codons). Thus,

there is a very high dimensional categorical data model with the number of positions (K) often much larger than the

number of sequences (n), so that K > > n. The prospect of incorporating the asymptotics for the likelihood function

and all its ramifications (including the empirical likelihood) depends not only on managing the complex categorical data

models arising in this context but also on low sample size high-dimensional perspectives. As of now, there has not been
any great methodologic advances in this respect. Statistical learning or knowledge discovery and data mining tools are

useful from the computational point of view, but they may lack, to a certain extent, statistical methodologic support.

Although, it is often assumed that the positions have independent responses, in reality, inter-site stochastic dependence
is very much perceptible. Hamming distance-based methodology, therefore, has been advocated recently. They allow a

dimension reduction taking into account the inter-site stochastic dependence to a certain extent. Pinheiro et al. (2000,
2005) have considered some MANOVA procedures based on variants of the Hamming distance. There has been some

further research in this direction which incorporate second-order decomposability of Hoeffding's (1948) U-statistics,
and achieving asymptotic normality of the pseudo-U-statistics arising in this context. Applications to real data have also

been considered. Joint work with Hildete P. Pinheiro and Aluisio S. Pinheiro (University of Campinus, Sao Paulo,

Brazil).

MICHAEL SHELLEY

Courant Institute of Mathematical Sciences, New York University, New York, NY 10012

Swimming Worms, Swimming Sheets

Motivated by experiments on "swimming" by active materials and the locomotion of nematodes, I will discuss different

models and simulations of dynamic flexible bodies interacting with fluids. In two very different instances, we study how
locomotion is generated by the propagation of large amplitude waves through a body, and how locomotion is affected

by changes in the fluidic medium.
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Metabolic and Electrical Oscillations in Insulin-Secreting Pancreatic Beta-Cells

The hormone insulin is the primary regulator of glucose concentrations in the blood and is important for regulation of

consumption and storage of energy from carbohydrates, protein, and fat in general. Insulin concentrations in the blood

oscillate with a period of about 5 minutes, and such oscillations have been shown to be disturbed in patients with dia-

betes. The whole-body oscillations are believed to be driven by oscillations in calcium in the beta-cells of the pancreat-

ic islets of Langerhans, but there has been contention over whether the oscillations are metabolic or electrical in origin.

We will discuss a beta-cell model with interacting metabolic and electrical oscillators. Both oscillators serve as readouts

of the metabolic state of the cells, but are semi-independent in the sense that either can occur without the other. The

two oscillators can also phase-lock in interesting ways. We will illustrate a wide variety of phenomena that can be

explained by the combined model, but not readily with only one of the two sub-systems, including the glucose dose

response curve and compound oscillations (bursts of bursts).

KATE STEBE

Department of Chemical and Biomolecular Engineering, The Johns Hopkins University, 221 Maryland Hall, 3400 North

Charles Street, Baltimore, MD 21218

Surfactant Effects on Drop Detachment

Surfactant effects on the processes leading to drop detachment are studied for the case of a viscous drop detaching in a

viscous fluid. In the absence of surfactants, neck pinch-off occurs at the primary neck and displays self-similar dynam-

ics that are governed locally by the balance of capillary and viscous stresses in creeping flow. For viscous drops sur-

rounded by viscous liquids, this regime has been predicted by scaling arguments, verified in experiment, and studied

using boundary integral simulations. We study these effects numerically in the presence of surfactants in either the insol-

uble or adsorption-desorption limits.

In the absence of surfactants, the rate of surface dilatation is most negative just above the primary neck. When surfac-

tants are present, they accumulate there. Since surface tension response is highly nonlinear at concentrations compara-

ble to the maximum packing, regions of high surfactant packing have low local surface tensions and hence low capillary

stresses. Necking dynamics are significantly altered. Drops break at the primary neck at low surfactant coverage, at the

secondary neck at moderate coverages, or fail to neck at elevated coverages, suggesting a transition from dripping to jet-

ting modes. These transitions are highly dependent on the surfactant sorption dynamics; phase diagrams for drop

detachment regimes as a function of surfactant transport dynamics are developed. Joint work with Fang Jin and

Nivedita Gupta (Department of Chemical & Biomolecular Engineering, Johns Hopkins University).

PAUL H. STEEN

School of Chemical and Biomolecular Engineering, Center for Applied Mathematics, Cornell University, Ithaca, NY 14853-5201

Dynamics and Stability of Capillary Surfaces: Designing Droplet Switches

A "capillary surface" is a liquid/liquid or liquid/gas interface whose shape is determined by surface tension. For typical

liquids (e.g., water) against gas, capillary surfaces occur on the millimeter-scale and smaller where shape deformation

due to gravity is unimportant (or on larger scales for soap-film surfaces). Capillary surfaces can be combined to make

a switch - a system with multiple stable states. The simplest capillary switch consists of two droplets (or bubbles), cou-

pled by common pressure.
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The static response and stability (thermodynamics) of a capillary switch is given by its energy landscape. We use a the-

orem attributed to Poincar6 to predict energy landscapes. Transition from one stable state to another (kinetics) involves

the flow of fluid and is necessarily dynamical. Trajectories of the corresponding dynamical system can be computed

directly. Or, alternatively, basins-of-attraction can be mapped (robustness). In this case, the fate of certain finite-ampli-

tude disturbances is pre-determined by identifying trapping regions -- regions of disturbances that must always return

to (or can never return to) a specified stable base state. We illustrate the prediction of thermodynamics, kinetics, and

robustness of capillary switches using bifurcation theory, boundary-integral computations, and energy inequalities,

respectively. Predictions are compared to observation of soap-film and droplet-scale realizations in the laboratory.

D. SCOTT STEWART

Mechanical and Industrial Engineering, University of Illinois, 216 Talbot Laboratory, 104 S. Wright Street, Urbana, IL 61801

Verification of Detonation Shock Dynamics by Numerical Simulation in Complex Geometries and in

Multi-Material Systems

An extensive body of theoretical work has been carried out to derive front evolution equations that can describe the

motion of detonation shocks in both condensed and gaseous explosives. The basic mathematical model for the explo-
sive is the compressible Euler equations for pre-mixed materials, with a single one-step reaction from reactants to prod-
ucts. The explosive is represented by a pressure, volume, reactant progress variable equation of state (EOS), with a reac-

tion rate law with similar arguments. The asymptotic theory of detonation shock dynamics (DSD) is a hydrodynamic

flow theory that corrects a planar detonation to account for changes due to the shock curvature and unsteadiness. The

asymptotics are based on the assumption that the radius of curvature of the shock is much larger than the reaction zone

that supports the shock, and that changes to the shock shape are slow when measured on a time scale of a partide pas-
sage time through the reaction zone. Both are realistic for many systems of physical interest. A higher order theory
includes unsteady effects such as shock acceleration and other higher derivatives in the surface.

Different forms of the detonation shock evolution equation can be obtained, and their validity and suitability for quan-

titative prediction of the flow states and the lead shock dynamics depends on the initial state of the flow and how dose
that state is to the assumption used in the asymptotic description. Of course, the theory for the discrepancy between the

asymptotic predictions and the realization of the fifll system (i.e., a direct numerical simulation, properly resolved or

alternatively the realization of the physical experiments themselves) is absent. To make these assessments, one relies on

simulation and experiment.

In this talk, the current state of what is known about how well the asymptotic front theory predicts the detonation shock

evolution of full systems, will be discussed. This will include a review of the different types of evolution equations
obtained, such as the relation between detonation normal velocity and total shock curvature, and inclusion of higher

order terms that can even lead to cellular detonation dynamics and chaos. The computed systems will include those with
converging and diverging geometries, and complex multi-material interactions of shock with embedded inerts. Finally,

if time permits, we will include applications of computed results to the design of novel miniaturized explosive systems

currently be developed at University of Illinois.

This work is supported by: U.S. Department of Energy, Los Alamos National Laboratory, U.S. Air Force Research
Laboratory, Eglin AFB, Munitions Directorate, and U.S. Air Force Office of Scientific Research, Physical Mathematics.
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HOWARD STONE

Department of Engineering and Applied Sciences, Harvard University, 308 Pierce Hall, Cambridge, MA 02139-4307

The Reciprocal Theorem as a Way to Get Something for (Almost) Nothing: (I) The Mobility of

Membrane-Trapped Particles and (II) The Normal Force in Sliding Lubrication with Soft Materials

The Stokes equations, which are the linearized version of the Navier-Stokes equations, describe a large number of flow

problems in biophysics and the engineering and physics of thin films. In this talk, we describe two variants of these prob-

lems, which have a common solution feature, even though the physical contexts are very different. First, we consider the

translation mobility of an ellipsoidal particle, which is trapped in a membrane or surfactant-coated interface, and pro-

trudes into the surrounding fluid. The theoretical predictions for the mobility are compared with experimental meas-

urements. Second, we consider the influence of substrate or particle deformability on the sliding lubrication of a sphere

near a wall; deformation is responsible for the existence of a force normal to the wall. In both problems, neither of which

had been treated successfully before, the Reciprocal Theorem, which is a variant of Green's Theorem, is applied to obtain

the final results while bypassing much of the (tedious) calculations associated with a direct approach to these problems.

WIT UMNERS

Department of a . Florida State University, Tallahassee, F1 32306
DNA KnosRva Chirl NAinPhage Capsids

Bacteriophages are viruses that infect bacteria. They eir double-stranded DNA genomes to near-crystalline den-

sity in viral capsids and achieve one of the highest levels of DNA con tion found in nature. Despite numerous stud-

ies, some essential properties of the packaging geometry of the DNA inside the p sid are still unknown. Although

viral DNA is linear double-stranded with sticky ends, the linear viral DNA quickly becomes w&,hen removed from

the capsid, and for some viral DNA the observed knot probability is an astounding 95%. This talk will disc mpar-

ison of the observed viral knot spectrum with the simulated knot spectrum, concluding that the packing geometry o

the DNA inside the capsid is non-random and writhe-directed.

JEAN-MARC VANDEN-BROECK

School of Mathematics, University of East Anglia, Norwich, England NR4 7TJ, United Kingdom

Nonlinear Capillary Waves in Electrified Fluid Sheets

Nonlinear capillary waves propagating on fluid sheets are calculated in the presence of uniform electric fields acting in

directions parallel or perpendicular to the undisturbed configuration. The fluids are taken to be inviscid, incompress-

ible, and irrotational. Both conducting and non-conducting fluids are considered. Waves of arbitrary amplitude and

wavelengths are calculated and the effects of the electric fields are studied. Fully nonlinear solutions are obtained by

boundary integral equation methods. In addition, long-wave nonlinear waves are also constructed using asymptotic

methods. As time permits, recent new results for Stokes flows will also be presented. Joint work with Demetrios

Papageorgiou (NJIT).
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MIGUEL R. VISBAL

Computational Services Branch, Air Vehicles Directorate, Air Force Research Laboratory, WPAFB OH 45433

High-Order Finite-Difference Schemes for Time-Domain Computational Electromagnetics and Acoustics

This presentation will review recent progress achieved in the application of high-order finite difference schemes to the

solution of multi-physics conservation laws on curvilinear geometries. We focus primarily on 4th- and 6th-order com-

pact schemes coupled with up to 10th-order low-pass spatial Pade-type filters. Unlike standard numerical damping, the

high-order filter operator provides selective dissipation of only the high-wavenumber content of the solution, which is
already corrupted by the dispersion errors of the baseline discretization. These spatial algorithms are combined with

explicit and implicit time integration methods to examine wave propagation in electromagnetics and acoustics. It is

shown that without the incorporation of the filter, application of the high-order compact scheme to non-smooth col-

located meshes results in spurious oscillations which inhibit their applicability. Inclusion of a discriminating low-pass

high-order filter restores the advantages of the high-order approach even in the presence of localized large grid discon-

tinuities. The filter operator in combination with highly stretched meshes also provides an alternative robust treatment

of far field radiation conditions. Proper evaluation of coordinate transformation metrics is adopted to enforce the geo-

metric conservation law on highly distorted and dynamically deforming curvilinear meshes. Finally, incorporation of

high-order interpolation techniques and one-sided filter operators enable the extension of the approach to non-coinci-

dent overlapped meshes typically encountered in complex geometries.

Z. JANE WANG

Department of Theoretical and Applied Mechanics, 23 Thurston Hall, Cornell University, Ithaca, NY 14853

Fore- and Hind-Wing Interactions in Dragonfly Flight

Dragonflies are one of the most maneuverable insects. A distinctive feature of dragonflies is their use of two pairs of

wings instead of one pair. This reflects their ancient origin. As such, understanding the coupling between their for-and

hind-wings might shed light on the evolution of flight based on four wings to that based on two. In this talk, I will

describe the tracking of 3D wing motion of a tethered dragonfly, our computational method for simulating multiple

wings, and our findings of the role of wing interactions and its effects on the forces and efficiency in hovering dragon-

fly flight. Joint work with David Russell.

WENDY ZHANG

James Franck Institute, University of Chicago, 5640 S. Ellis Avenue, Chicago, IL 60637

Viscous Entrainment: Singular and Nearly Singular Liquid Spouts

A small air bubble rising in syrup remains spherical. A larger air bubble deforms, developing an increasingly tapered
trailing end. For an even larger air bubble, the rising movement is so severe in deforming the bubble that a thin tendril

of air is deposited behind the rising bubble. Inspired by such familiar examples of viscous entrainment and recent exper-

iments, we analyze the entrainment dynamics in a simple model problem where a long-wavelength model describes the
essential dynamics. We show that both continuous and weakly discontinuous entrainment transitions are possible when

the interface shape on the largest length-scales is constrained so that the base of the entrained tendril approaches a con-
ical shape. Finally, we show that two kinds of critical transition exist in the full problem because the scale-invariant

dynamics supports a saddle-node bifurcation. After the bifurcation, scale-invariant solutions which can link onto phys-

ical large-scale conditions do not exist.
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Silas Alben
Harvard University, Division of Engineering and Applied Sciences, 29 Oxford Street, Cambridge, MA 02138

The Fin Ray as a Motion Transducer

Our work considers the mechanics of swimming fish. In collaboration with the Lauder lab at Harvard,
we are studying the structure of fish fin rays. Approximately half of all fish species utilize the same basic
structure to transduce fin ray shape and motion from a given input force. We present a simple coupled elastica
model which uses only geometry and a single elastic constant to obtain the scalings of forces and
displacements. We will also present fin ray structures which are optimal for force output.

Christina Ambrosio
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

The Control of Frequency of an Excitable Network Simultaneously Subjected to Multiple Oscillatory
Inputs

Biological networks responsible for the generation of rhythmic motor output often involve a pair or
pairs of reciprocally inhibitory neurons that burst in alternation. The triggering of such bursts often requires
multiple rhythmic inputs, thus, making the network a conditional oscillator. Here, we study a set of reciprocally
inhibitory neurons lying in the stomatogatric ganglion (STG) of the stomatogastric nervous system of the crab
Cancer borealis. This pair of neurons is responsible for generating the gastric mill rhythm which is involved in
the digestive process of the animal. The aim of this work is to mathematically explain the role of two oscillatory
inputs, a fast pyloric input and a slow modulatory input, that act in coordination to set the frequency of the
gastric mill rhythm. In particular, we mathematically explain experimental results in which it is shown that the
pyloric input increases the gastric mill frequency when the modulatory input is tonic but does not increase the
frequency when the modulatory input is rhythmic. Reduction techniques are used to reduce the modeling set
of equations to a study on lower dimensional slow manifolds and the fast transitions between them. This
enables us to geometrically show through phase plane analysis, the exact role that each of the inputs plays in
determining the frequency of the gastric mill rhythm and it reveals the importance of the timing between such
inputs. We conclude that for a small delay between the timing of the pyloric and modulatory inputs, the gastric
mill rhythm frequency is only determined by the dynamics of the modulatory input as is seen experimentally in
the biological network. For a larger delay, however, the inputs work together to speed the frequency. Joint
work with Amitabha Bose (NJIT) and Farzan Nadim (NJIT and Rutgers University).

Roman Andrushkiw

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

On the Spectral Theory of Operator Valued Functions
We study a class of operator-valued functions that are nonlinearly dependent on the spectral

parameter and involve operators that may be unbounded and non-symmetric. Spectral properties of this class
of functions are investigated in a Hilbert space setting, and sufficient conditions for the existence of the
eigenvalues are derived. An iterative method for approximating the eigenvalues is developed, based on a
variational characterization of the spectral problem, and some examples are given to illustrate the theory.

Eliana Antoniou
William Paterson University, Mathematics Department, 300 Pompton Road, Wayne, NJ 07470

A Theoretical Simulation of Hematopoietic Stem Cells During Oxygen Fluctuations: Prediction Of
Bone Marrow Responses During Hemorrhagic Shock

Assembly of the human genome shows that the biological system of human cannot be
explained by -30,000-40,000 genes. This study is based on the premise that studies on bone marrow (BM)
stem cells (lymphohematopoietic stem cell, LHSC) by proteomics, computational biology and genomics could
be aided by mathematical models. We use a mathematical model of acute blood loss, which is associated with
a sharp decrease in p02, to predict the responses of LHSC in an area distant from the main sinus. The
equations were modified to present the responses of two population of LHSC (Proliferating, P; Non-
proliferating, N). Hematopoietic responses by the most primitive LHSC were simulated for otherwise healthy
individuals who have been subjected to various degrees of blood loss, as represented by 3%, 5% and 20%
02. The model is robust and could predict for hematopoietic activity in the area close to the endosteum
during low p02 when there is acute blood loss. Steady state hematopoiesis at physiological oxygen level
(80% 02) could not be simulated with the equations. Functional assays tested the model with a modified long



term culture initiating cell assay. In the presence of 1%, 3-5% and 20% 02, highly purified LHSC showed
significant increases in cell proliferation when compared to 80% 02. Thus, the functional studies show that the
theoretical model is robust and could be used to gain insights into the biology of LHSC during different
degrees of blood loss. The utility of such a model in surgical trauma is discussed.

Felix J. Apfaltrer
Courant Institute of Mathematical Sciences, New York University, 251 Mercer St., New York, NY 10012

Population Density Methods in Two Spatial Dimensions and Application to Neural Networks with
Realistic Synaptic Kinetics

We explore the extension to two "spatial" dimensions of a computationally efficient method of
simulating networks of neurons. The method is applied to integrate-and-fire neurons with realistic synaptic
kinetics. In this method neurons are grouped into populations of similar biophysical properties, and for each
population a probability density function (PDF) is constructed. This PDF represents the distribution of neurons
over state-space. The evolution equation of the probability
density functions is a partial differential-integral equation. To begin with, we model neurons with only
excitatory synaptic input.

In the case where the unitary postsynaptic events are fast enough to be considered instantaneous
(Nykamp and Tranchina, 2000), the PDF is one-dimensional, as the state of a neuron is completely
determined by its transmembrane voltage. When synaptic kinetics are not assumed to be fast on the time-
scale of the resting membrane time constant, and when the
unitary postsynaptic conductance event has a single exponential time course, the state-space and the PDF
are 2-dimensional; the state of the neuron is determined by its random membrane voltage and random
excitatory postsynaptic conductance.

The population firing rate is given by the integral of the flux of probability per unit conductance across
the threshold voltage over all possible excitatory postsynaptic conductance values.

We formulate a pair of coupled partial differential-integral equations, one for the neurons in their non-
refractory state and the second one for the neurons in the refractory pool. The higher dimensionality causes
an increase in computation time, which we tackle numerically by using an operator-splitting method to solve
our partial-differential integral equations. We compare our two-dimensional results to Monte-Carlo simulations
for simple neural networks and check for their speed and accuracy in such instances. We then extend the
population density method by adding inhibitory synaptic input. We consider a method for reduction from three
to two dimensions and we apply it to small sample neural networks, as well as to a model orientation
selectivity network for I hypercolumn of the visual cortex.

Limitations of the method are discussed and possible improvements and directions for future study
are suggested.

Paul Atzberger

Rensselaer Polytechnic Institute, Mathematical Sciences, 8th Street, Troy, NY 12180

A Stochastic Immersed Boundary Method for Biological Fluid Dynamics at Small-Length Scales
In modeling many biological systems it is important to take into account the interaction of a fluid with

deformable structures. At the length scale of individual cells and organelles thermal fluctuations of the
aqueous environment become significant. To model and simulate the mechanics of such systems
consistently taking into account these features presents a variety of theoretical and numerical challenges.
For macroscopic systems the immersed boundary method has found wide use as an efficient numerical
method for simulation of deformable structures in a fluid. In this work we show how the framework can be
extended to small length scales to include thermal fluctuations. We then develop an efficient stochastic
numerical method. Applications of the method, including simulation of diffusing particles, polymer knots, and
self-avoiding membranes, are also presented.

Karim Azer
Merck & Co., Inc., Applied Computer Science & Mathematics, RY84-202, 126 E. Lincoln Avenue, Rahway, NJ
07065 and Courant Institute of Mathematical Sciences

A One Dimensional Model with Friction of Blood Flow in Arteries: Analysis, Numerical Solution,
Simulation and Validation

In this poster, we present a one-dimensional model for computing blood flow in arteries, without
assuming an a priori shape for the velocity profile across an artery. Combining the equations for conservation
of mass and momentum with the Womersley model in an iterative way gives us a second order method. We
are able to use this method to get the velocity profile at any particular location along an artery, which is very
valuable in many applications. Moreover, we are able to get a more accurate representation of the flow and
pressure waves in the arterial system since the friction term is based on the more realistic velocity profile that
we compute. We also present flow simulations using both structured trees and pure resistance models for the
small arteries, and the resulting flow and pressure waves under various friction models.
Joint work with Charles Peskin (Courant Institute of Mathematical Sciences).
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Dipankar Bandyopadhyay
University of Georgia, Department of Statistics, 266 Statistics Bldg, Athens, GA 30602

A Novel Approach to Testing Equality of Survival Distributions when the Group Memberships are
Censored

This paper introduces a novel nonparametric approach for testing the equality of two or more survival
distributions when the group membership information is not available for the right censored individuals.
Although such data structures arise in practice very often, this problem has received less than satisfactory
treatment in the nonparametric testing literature. Currently there is no nonparametric test for this hypothesis in
its full generality in the presence of right censored data. We propose a novel approach leading to a division of
the samples that enables one to use any class of tests for comparing survival curves based on independent
samples. We study a class of weighted log-rank tests obtained this way through extensive simulation. An
asymptotic linear representation of our test statistic is obtained and two resampling alternatives were
proposed which might be easier to use in practice. The testing methodology is illustrated using two real data
sets. This is joint work with Prof. Somnath Datta, Dept of Statistics, University of Georgia.
Keywords: log-rank tests; competing risk model; independence; equality of survival curves.

Anisha Banerjee

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Modeling Steady-State and Time-Dependent Oxygen Delivery in Working Muscle
Advisor: Dr. Daniel Goldman

Oxygen delivery and distribution in muscle is studied using Krogh-type oxygen transport models. A
series of modifications to the classic steady-state Krogh tissue cylinder model is used to study oxygen
transport from individual capillaries in exercising skeletal muscle. Physiologically important features studied
include intravascular resistance, myoglobin facilitation of oxygen diffusion, mitochondrial clustering near
capillaries and Michaelis-Menten oxygen consumption kinetics. When consumption does not depend on
oxygen concentration, intravascular resistance to oxygen diffusion is shown to significantly lower the partial
pressure of oxygen in the tissue, suggesting a decrease in consumption rate. Mitochondrial clustering is
shown to decrease the partial pressure of oxygen in most of the tissues, giving shallow tissue oxygen
gradients as has been observed experimentally. Myoglobin facilitation is found to play only a minor role in
steady state oxygen transport. By including oxygen-dependent consumption, the model makes it possible to
study hypoxia as seen in working muscle. This also permits more accurate calculation of tissue oxygen
distributions and the total oxygen consumption rate (oxygen extraction). The steady-state model is
generalized to allow study of time dependent oxygen transport. In particular, time-dependent tissue oxygen
distributions and oxygen consumption are calculated for coordinated changes in muscle activity and blood
flow.

Sibabrata Banerjee
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

A Comparison Study of Models for the Human Sex Ratio
The human sex ratio is always very close to unity. If it moves too far away from unity, we face the

risk of extinction and thus it is a matter of great interest in population statistics. Overdispersion models are
often used to fit the human sex ratio. Branching processes are also very powerful tools for the modeling
human sex ratio. This study would involve fitting several models using classical and modern techniques and a
comparison would be made between these methods.
Keywords: overdispersion, non-linear regression, quasi-likelihood (multiplicative) generalization of binomial
model, double exponential family.

Lyudmyla L. Barannyk
University of Michigan, Department of Mathematics, 4855 EastHall, Ann Arbor, MI 48109-1109

Numerical Simulations of Kelvin-Helmholtz Instability in Slightly Stratified Fluid in the Channel
A system of density-stratified incompressible inviscid fluids in an infinite horizontal channel is

considered. The approach is based on a boundary integral formulation in which the fluid interface is modeled
as a free vortex sheet and the channel walls as bound vortex sheets. The density variations are assumed to
be small (Boussinesq regime) and the motion of the interface between fluids is studied numerically using the
vortex blob method. The goal is to simulate the flow in the inclined channel and compare the numerical
results with the experimental results obtained by Thorpe [J. Fluid Mech. 46 (1971) 299-319]. Joint work with
Robert Krasny.

Michael D. Bateman
University of Kansas, Department of Mathematics, Lawrence, KS 66044

Traveling Wave Solutions to a Coupled System of Spatially Discrete Nagumo Equations
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We consider a coupled system of discrete Nagumo equations and derive traveling wave solutions to
this system using McKean's caricature of the cubic. A certain form of this system is used to model ephaptic
coupling between pairs of nerve axons; we present the derivation of this particular system, but consider a
slightly more general version. We study the difference g(c) = al - a2 between the detuning parameters ai that
is required to make both waves move at the same speed c. Of particular interest is the effect of a coupling
parameter a and an "alignment" parameter A on the function g. The introduction of a time delay 13 is used to
show that the effects of perturbation away from A = 0 are minimal. Numerical investigation indicates that for
fixed A, there exists a P3 value that results in g = 0; and for large enough wave speeds, multiple such 3 values
exist. Also, numerical results indicate that the perturbation of a away from zero will yield additional solutions
with positive wave speed when A = %. We rely on both numerical and analytical results to demonstrate our
claims. Joint work with Erik S. Van Vleck (University of Kansas).

John K. Bechtold

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Nonlinear Oscillations in Diffusion Flames
Recent experiments of diffusion flames have identified fascinating nonlinear behavior, especially near

the extinction limit. In this work, we carry out a systematic analysis of pulsating instabilities in diffusion flames.
We consider the simple geometric configuration of a planar diffusion flame situated in a channel at the
interface between a fuel being supplied from below, and oxidant diffusing in from a stream above. Lewis
numbers are assumed greater than unity in order to focus on pulsating instabilities. We employ the
asymptotic theory of Cheatham and Matalon, and carry out a bifurcation analysis to derive a nonlinear
evolution for the amplitude of the perturbation. Our analysis predicts three possible flame responses. The
planar flame may be stable, such that perturbations decay to zero. Second, the amplitude of a perturbation
can eventually become unbounded in finite time, indicating flame quenching. And finally, our amplitude
equation possesses time-periodic (limit cycle) solutions, although we find that this regime cannot be realized
for parameter values typical of combustion systems. The various possible burning regimes are mapped out in
parameter space, and our results are consistent with available experimental and numerical data. Joint work
with H. Y. Wang and C. K. Law (Princeton University).

Manish C. Bhattacharjee
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Strong Versions of the DFR Property and Applications
We explore two nonparametric classes of life distributions nested within the class of decreasing

failure rate (DFR) distributions, motivated by the observation that the standard parametric families of such
distributions possess properties which are stronger than the decreasing failure rate property. Our results
characterize such distributions via several representation theorems. Associated consequences such as
closure properties and reliability bounds are considered, along with examples of how such strongly DFR
distributions arise naturally in many applied contexts.

Denis Blackmore

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Periodic and Quasiperiodic Motion of Point Vortices
We study the dynamics of any finite number of point vortices moving in an ideal fluid in both the

plane and half-plane. If there are n point vortices, the governing dynamical equations are Hamiltonian and
have n-degrees of freedom. These equations are completely integrable for n small, but not integrable for
larger numbers of point vortices. Among the results obtained is the following: If the vortices all have strengths
of the same sign, there is a set of initial configurations of positive measure for which the Hamiltonian
equations of motion have invariant KAM tori containing quasiperiodic orbits, as well as periodic solutions of
arbitrarily large periods. This result is proved using a modified version of the KAM theorem, and a new version
of the Poincare-Birkhoff fixed point theorem that we developed to study small perturbation of completely
integrable Hamiltonian systems. Joint work with Jyoti Champanerkar (William Paterson University).

Mark G. Blyth

University of East Anglia, Norwich, Norfolk, England, NR4 7TJ, UK

Stability of Two-Layer Channel Flow in the Presence of Surfactants
The effect of an insoluble surfactant on the stability of two-layer viscous flow in an inclined channel

confined by two parallel walls is considered both under conditions of Stokes flow and at arbitrary Reynolds
numbers. At zero Reynolds number, a long-wave model is developed leading to a nonlinear evolution
equation for the interfacial position. Numerical boundary-integral simulations for waves of arbitrary length
agree with linear stability predicitions at small amplitude, and predict that waves may grow and saturate into
steep profiles or begin to overturn and break. The results are then extended to include inertia. A generalized
form of the Orr-Sommerfeld equation is derived describing the growth of small disturbances at arbitrary
Reynolds number and solved numerically. For general Reynolds numbers and arbitrary wavenumbers, the
surfactant is found to either provoke instability or significantly lower the rate of decay of infinitesimal
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perturbations, while inertial effects widen the range of unstable wavenumbers. The nonlinear evolution is
computed numerically using a finite-difference method. The results are consistent with the linear theory and
show that the interfacial waves steepen and eventually overturn under the influence of the shear flow.

Michael R. Booty
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Scattering from a Thin Inhomogeneous Cylinder in a Waveguide
A thin cylindrical target is placed with almost arbitrary orientation in a rectangular TEl0 waveguide

and is subjected to an imposed electromagnetic field. The scattered far-field is expressed in terms of the
scattered field inside the target and the far-field expansion of the dyadic Green's function for the waveguide.
To capture features of interest in microwave heating applications, we allow the target material's electrical
properties to be arbitrary functions of position along the target's axis. Reflection and transmission coefficients
are derived together with an expression for the rate of deposition of electromagnetic energy within the target.
Joint work with Gregory A. Kriegsmann (NJIT).

Amitabha Bose

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Localized Activity Patterns in Excitatory Neuronal Networks
The existence of localized activity patterns, or bumps, has been investigated in a variety of spatially

distributed neuronal network models that contain both excitatory and inhibitory coupling between cells. Here
we show that a neuronal network with purely excitatory synaptic coupling can exhibit localized activity. Bump
formation ensues from an initial transient synchrony of a localized group of cells, followed by the emergence
of desynchronized activity within the group. Transient synchrony is shown to promote recruitment of cells into
the bump, while desynchrony is shown to be good for curtailing recruitment and sustaining oscillations of
those cells already within the bump. These arguments are based on the geometric structure of the phase
space in which solutions of the model equations evolve. We explain why bump formation and bump size are
very sensitive to initial conditions and changes in parameters in this type of purely excitatory network, and we
examine how short-term synaptic depression influences the characteristics of bump formation. Joint work with
Jonathan Rubin.

Bruce Bukiet
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Mathematical Modeling of Postural Stability
Understanding postural stability (human balance) is important because millions of Americans

experience dizziness and balance problems in their lifetimes. The quality of many people's lives could be
improved through development of high quality diagnostic methods that could reliably determine who is in
danger of falling. With this in mind, we have developed mathematical models of postural stability, including 2
and 4 link models. We have also created an index that can be used as a diagnostic tool to quantify postural
stability. We discuss our model, the properties of our Postural Stability Index and applications of our work in
the diagnosis and evaluation of treatment options. Joint work with Hans Chaudhry, Zhiming Ji, Thomas
Findley, Karen Quigley, and Miriam Maney.

Jean Cadet
SUNY at Stony Brook, Department of Applied Mathematics and Statistics, Stony Brook, NY 11794-3600

Robustness in Drosophila Melanogaster
Driever and Nusslein-Volhard showed that the bicoid gene protein determines position in the

Drosophila embryo in a concentration-dependent manner. We combine our knowledge of this result with the
gene circuit model which is based on 4 steps: formulate a theoretical model, acquire data, optimize using
simulated annealing and learn new biology. Finally, we propose a manner to characterize statistically
biological robustness despite changes in the bicoid dosage.

Jerry J. Chen

Case Western Reserve University, Department of Mathematics, 10900 Euclid Avenue, Cleveland, OH 44106

Bifurcation and Chaos in Discrete Lotka-Volterra Equations
A discrete Lotka-Volterra (L-V) population model for a pair of competing species is analyzed. It is

known that the one-dimensional logistic map exhibits a variety of dynamical features such as period-doubling
bifurcation and chaotic cobweb. It is shown that the L-V map demonstrates its own brands of period-doubling
bifurcation and a two-dimensional twisted horseshoe. With initial values outside the Cantor-like set, the
weaker species ultimately becdmes extinct, which agrees with the continuous version of the Lotka-Volterra
equations. A controlling scheme that diminishes the intrinsic growth rate of the dominant species is provided
to prevent the probable extinction of the weaker species. Some numerical results are given to portray its
effectiveness.
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Yiming Cheng
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Analysis of Equivalent Distorted Ratchet Potentials
Separation technology is important in biotechnology for certain processes such as separation of

microscopic particles undergoing Brownian motion. These particles can be separated by subjecting them
periodically to an asymmetrical spatially periodic electric field, sometimes referred to as a Brownian ratchet. It
has been found numerically that two different potentials under special equivalent distortions (Chen et al.,
1999; Yan et al., 2001) can produce equal fluxes of particles. Although a simple physical explanation for this
can be given, there is no analytical proof of this equivalency. Here, we pose the mathematical problem and
discuss the difficulty in carrying out the analytical proof.

Shawn Chester
NJ Institute of Technology, Granular Science Laboratory, Mechanical Engineering Department, University
Heights, Newark, NJ 07102

Discrete Element Simulations of Floor Pressure in a Granular Material in a Cylindrical Vessel
Advisor: Anthony Rosato

At the end of the 19th century, H. A. Janssen discovered that the bottom floor pressure in a
cylindrical container of granular material asymptotes exponentially to a value less than the weight of the
material, i.e., the pressure becomes independent of the fill height of the column. Applications are prevalent in
the handling, processing and transport of industrial bulk materials. Janssen's theoretical prediction is based on
a constitutive assumption that the vertical (axial) stress in the material is proportional to the horizontal (radial)
stress. We model this problem using particle level (discrete element) simulations in a cylindrical vessel in
which the floor is slowly moved down. The objective of our investigation is to reproduce the theoretical
prediction, and to make quantitative comparisons with experiments in the literature. A key parameter in the
analysis is the selection of an appropriate friction coefficient between the particles and the cylinder walls, a
topic which has seen much discussion in the literature. Results obtained thus far have shown a floor pressure
that is smaller than the static value (due to the material weight), in qualitative agreement with the theory.
However, the rate at which the graph of pressure versus fill height asymptotes to its constant value does not
agree with the theory. We are now exploring a wide range of friction coefficients to understand how this
parameter affects our simulated results. Work is also underway to test the major assumption in the model
concerning the proportionality between the vertical and horizontal stresses.

Wooyoung Choi
University of Michigan, Dept. of Naval Arch. & Marine Eng., 2600 Draper Rd., Ann Arbor, MI 48109

Nonlinear Surface Waves in a Linear Shear Current
Nonlinear surface gravity waves interacting with a linear shear current are studied for both infinitely

deep and shallow water. For deep water, a closed system of the exact evolution equations is obtained using
the conformal mapping technique and is solved numerically via a pseudo-spectral method to study the
evolution of slowly modulated periodic surface waves. For shallow water, we consider an asymptotic model for
long waves and discuss its solitary wave solutions including a solution with infinite slope.

Wooyoung Choi
University of Michigan, Dept. of Naval Arch. & Marine Eng., 2600 Draper Rd., Ann Arbor, MI 48109

Propagation of Large Amplitude Internal Waves Over Variable Bottom Topography
The evolution of large amplitude internal waves is investigated using a strongly nonlinear long wave

model for a system of two layers of different densities. A local stability analysis is presented to show that the
solitary wave solution of this 'inviscid' model suffers from a Kelvin-Helmholtz type instability due to a velocity
discontinuity across the interface between two layers. A numerical filter is used to eliminate the short-wave
instability (that is absent in real observations) and its effects on long-term numerical simulations are
discussed. Joint work with Taechang Jo (New Mexico Institute of Mining and Technology).

Sohae Chung

SUNY at Stony Brook, Department of Applied Mathematics and Statistics, Stony Brook, NY 11794

Mathematical Erosion as a Measure for Osteoporosis: Quantifying Topological Change
The evaluation of topological changes (hole formation, breakage) in the trabecular bone region

provides insight into how trabecular bone protects itself against the effects of osteoporotic erosion and may
provide essentials for fracture risk assessment at an early time point that are not reflected by density
measurements (eg, bone mineral density). Based on 3D digital images obtained using micro-CT, a
mathematical erosion model has been developed that enables the analysis of the relationship between virtual
bone loss generated by mathematical erosion and the bone's structural alteration during progressive bone
loss. The results demonstrate that erosion induced stresses are relieved through the preferential production of
holes over breaks in the trabeculae. Trabecular bone appears constructed so that such preferential relief is
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able to continue down to extremely eroded forms of the structure. Further, the topological analysis indicates
that trabecular structure is better protected against isotropic rather than unidirectional erosive action.
Joint work with W. Brent Lindquist and Yi-Xian Qin (Stony Brook University), and John Pinezich (Advanced
Acoustic Concepts, Inc., Hauppauge, NY 11788).

Robert Clewley
Cornell University, Department of Mathematics and Center for Applied Mathematics, Ithaca, NY 14853

Dynamical Models of Finger Biomechanics and Neuromuscular Control
We analyze the periodic motor patterns of index finger control of a trackball, during a psychophysics

task in which the subject has to match a constant angular velocity. We explore minimal hybrid (DAE)
kinematic models of the system, and use parameter estimation to investigate what control strategies provide
maximally-robust achievement of the target velocity. This work is also intended to develop the computational
tools necessary to study a related question, in insect locomotion: What are the relative roles of 'pre-flex' and
CNS feedback control strategies in cockroach locomotion? The cockroaches are mounted on a Kugel (a
freely rotating styrofoam ball) at Robert Full's Berkeley laboratory, and so this resembles the finger
manipulation problem under certain assumptions. Joint work with John Guckenheimer, Francisco Valero-
Cuevas, Dan Brown, and Erik Sherwood.

Dean T. Crommelin

Courant Institute of Mathematical Sciences, New York University, 251 Mercer St., New York, NY 10012

Extracting Low Order Stochastic Models from Data
We present a numerical technique to derive optimal stochastic models (Markov chain or SDEs) for

the description of the evolution of a few interesting collective variables in large-sized dynamical systems. The
technique is based on constructing the stochastic model whose eigenfunctions and eigenvalues are the
closest (in some appropriate norm) to the one gathered from the observations. The technique is validated on
an example arising from climate dynamics, namely by extracting a stochastic model for the evolution of the
first few principal orthogonal modes observed in a general circulation model. Joint work with E. Vanden-
Eijnden.

R.E. Lee Deville

Courant Institute, New York University, 251 Mercer St., New York, NY 10012

Self-Induced Stochastic Resonance for Excitable Systems
Excitable systems arise in a wide variety of areas, including climate dynamics and lasers, and are

especially common in biology. One can think of them schematically as dynamical systems possessing a rest
state, an excited state, and a recovery state. Recently, there has been much interest in coherent response of
these systems to small amplitude stochastic forcing. In particular, the well-known mechanism of coherence
resonance has been successful in explaining some of these phenomena. Here we discuss an alternate
mechanism to coherence resonance which takes place in different parameter regimes and gives rise to
qualitatively different behavior. Moreover, in a suitable limit, we recover deterministic behavior which is far
from the unforced dynamics. We will treat the cases of stochastically forcing excitable ODE and excitable
media, i.e., the spatially extended PDE. This is joint work with E. Vanden-Eijnden (Courant Institute) and C.
Muratov (NJIT).

Sunil K. Dhar

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

On the Characterization of a Bivariate Geometric Distribution
In this paper it is shown that a bivariate random variable has constant failure rate and mixture

geometric marginals if and only if it has the loss of memory property and the discrete Freund distribution.
This characterization is achieved by extending a key lemma in this area. The mixture geometric-can be
collapsed to geometric marginals, thus validating the characterization as a generalization of the past work.
Joint work with Srinivasan Balaji (George Washington University).

Sunil K. Dhar
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Improved Methods for Establishing Noninferiority in Clinical Trials
We consider a randomized, active-control clinical trial setting in which the objective is to test for

noninferiority of the experimental treatment compared to control. An approach for defining a noninferiority
margin is based on the concept of preserving a certain fraction of the active control effect. Noninferiority is
established if the ratio of the lower limit of the two-sided 95% confidence interval for the treatment difference
to the estimated mean of the active control is greater than a prespecified fraction. The nominal significance
level, depending on values of location and scale parameters, may not be maintained by this confidence-
interval approach to testing noninferiority. We examine bootstrap methods to derive a more accurate lower
limit of the confidence interval for known functions of the treatment means. This, in turn, improves the power
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of the test which will be demonstrated through simulation. Other methods of establishing noninferiority or
equivalence will also be explored. Joint work with Michael Chen and Farid Kianifard (Biometrics, U.S. Clinical
Development and Medical Affairs, Novartis Pharmaceuticals, East Hanover, NJ 07936).

Ramana Dodla
New York University, Center for Neural Science, 4 Washington Place, New York, NY 10003

Dynamics of Weakly Coupled Kuramoto Oscillators
Phase coupled Kuramoto oscillators have become classic examples of phaselocking among non-

identical oscillators. While there are many studies on the limiting case of the number of oscillators becoming
infinity, the dynamics of finitely large number of oscillators is still a largely unexplored and fascinating area of
research. In this poster we present some preliminary results on the finitely large number of globally coupled
phase oscillators when the coupling strength is weak. Under special frequency distributions, the oscillators
could show signatures of a completely integrable system. For example, a perturbation decays in time, but can
be recovered with a periodicity that is characteristic of the number of coupled oscillators.

Brent Doiron

New York University, Center for Neural Science, 4 Washington Place, New York, NY 10003

Coding with Inter-Spike Intervals and Dendrites
Many neurons use precise spike timing to reliably encode dynamic stimuli. We present experimental

and computational results from sensory pyramidal neurons showing that the time interval between two precise
spikes can also encode relevant sensory information. Electrosensory pyramidal neurons produce high
frequency two spike bursts in response to upstrokes of dynamic stimuli. Using pattern classifier techniques
we show that the inter-spike interval duration of a burst can accurately encode the scale of stimuli upstokes.
Electrosensory neurons have well characterized nonlinear dendritic processes that support backpropagation
of action potentials along the dendritic arbor. We introduce a simple modified integrate-and-fire neuron that
accounts for how nonlinear dendritic effects shape spike train statistics in response to dynamic stimuli. Using
this model we study how active dendrites are critical for this inter-spike interval coding scheme. Specifically,
the amplitude of the dendritic spike sets the range over stimuli space that the inter-spike intervals can
accurately span. Interestingly, the amplitude of the dendritic spike that maximizes the information in the
model's interval code is the value that best matches experimental observations of dendritic spikes in real
electrosensory neurons.

Graham Donovan
Northwestern University, Engineering Science and Applied Mathematics, Evanston, IL 60208

Non-Gaussian Optical Field Statistics in a Long-Haul Soliton-Based DPSK Transmission System
We demonstrate with importance-sampled Monte-Carlo simulations that the tails of the optical field's

probability distribution at the end of a long-haul soliton-based differential phase-shift keyed (DPSK)
transmission system are strongly non-Gaussian.

Jonathan D. Drover
University of Pittsburgh, Mathematics Department, 504 Cabot Way, Pittsburgh, PA 15203

Nonlinear Coupling Near a Degenerate Hopf Bifurcation
A nonlinearly coupled network of oscillators near a Hopf bifurcation is analyzed. The equations are

derived from the normal form of a subcritical Hopf bifurcation where the unstable branch of periodics 'turns
around', creating a parameter dependent region of bistability. Solutions such as waves and localized regions
of excitation, which may be analogous to patterns of activity used to model working memory, are found to exist
numerically. A mechanism where waves do not exist because of large phase gradients is explored.

Srabasti Dutta
SUNY at Stony Brook, Applied Mathematics and Statistics, Stony Brook, NY 11794-3600

LES Simulations of Turbulent Combustion in a Type la Supernovae
We propose a 2D axisymmetric model of a type la supernova explosion, based on a front tracking

sharp flame model. The calculation is free from adjustable turbulent transport parameters, and in this sense it
is in the spirit of Large Eddy Simulation (LES) turbulence simulations. Since the mixing is dominated by the
largest eddies, we resolve these and not the smaller ones. We believe this method results in a tolerable error,
which, in any case understates the success of the explosion. We report successful explosions. Both the 2D
and the LES nature of the model greatly simplify parameter identification. The 2D model allows multiple
simulations and an exploration of unknown parameters, while the LES model removes parameters from the
simulation. Joint work with James Glimm and Yongmin Zhang (SUNY at Stony Brook).
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Alan Elcrat
Wichita State University, Mathematics Department, 1840 N. Fairmount, Wichita, KS

Free Surface Waves in Equilibrium with a Vortex
Finite amplitude solitary waves of uniform depth which interact with a stationary point vortex are

considered. Waves both with and without a submerged triangular obstacle are computed. The method of
solution is collocation of Bernoulli's equation at a finite number of points on the free surface coupled with
equations for the equilibrium of the point vortex. The stream function and vortex location are found by
computing a conformal map from the flow domain to an infinite strip using Driscoll's SCTOOLBOX. The
solutions are parameterized with respect to Froude number, vortex circulation, and, when an obstacle is
present, obstacle height. When no obstacle is present there are two families of solutions. In one the amplitude
increases with increasing circulation, while in the other it decreases. Beyond a certain critical Froude number
the maximum amplitide wave has a sharp crest with an angle of 120 degrees. Similar behavior is observed for
flow past an obstacle except that below a certain Froude number there is no solution at all.

Christopher E. Elmer
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Functional Differential Equations of Mixed Type
We illustrate techniques for deriving and for computing solutions to functional differential equations of

mixed type. Also included are examples of applicable models.

Samiran Ghosh

University of Connecticut, Department of Statistics, 215 Glenbrook Rd. U-4120, Storrs, CT 06269

Statistical Approach to Metabonomic Analysis of Rat Urine Following Surgical Trauma
Motivation: Acute trauma is often associated with the progressive deterioration of multiple organ

systems in humans and is the leading cause of death in trauma care units. Previous studies have suggested
that multiple organ failure is likely related to uncontrolled systemic inflammation; however, causal mechanisms
remain unknown. Current methods of assessing trauma patient status and predicting outcome are based on a
variety of anatomical and/or physiological scoring models. While useful, these are labor intensive and do not
allow for real-time analysis of patient status. In this study, we develop a metabonomic based approach using a
rodent model of acute trauma in order to determine whether statistically significant differences exist between
the quantitative and qualitative profile of urinary metabolites of control rats and rats that have experienced
surgical trauma. This approach incorporates statistical, analytical and computational tools in order to identify
metabolites that are unique to trauma and may be used to predict trauma outcome.

Results: We used electrospray ionization/time-of-flight (ES/TOF) mass spectrometry to analyze the
urine metabonomes of eleven male rats 48 hours following surgical implantation of a biotelemetry transmitter
and vessel cannulation as a model of surgical trauma. Statistical analysis showed significant differences
between trauma and control urinary metabonomes. These included metabolites that were detected ES/TOF
both positive and negative ionization modes. Principle component analysis was used to categorize
metabonomes into either control or trauma with greater than 80% accuracy. We also show, using Bayesian
methods that we could classify subjects as being traumatic or control with a given credible interval. These
results suggest that metabonomics may prove useful for quantifying and identifying biomarkers of trauma
status as well as trauma outcome in humans. Joint work with Dennis Hill, David F. Grant, and Dipak K. Dey
(University of Connecticut).

Daniel Goldman
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Calculations of Tissue Oxygen Delivery and Utilization During the Time Course of Microvascular Injury
in a 6-Hour Acute Sepsis Model

Sepsis produces severe disturbances to the microcirculation, including loss of functional capillary
density (fCD) and increased blood flow heterogeneity. We have previously presented a mathematical model
of microvascular oxygen delivery in rat skeletal muscle during sepsis (Goldman et al., AJP Heart, 2004),
based on measurements of fCD, hemodynamics and blood oxygen saturation in a 24-hour cecal ligation and
perforation (CLP) model. Here we utilize recent measurements of these same transport parameters, as well
as capillary geometry, in a single microvascular network at two, three and four hours after surgery in an acute
6-hour CLP model. This data was obtained to study changes in microvascular blood flow during the time
course of sepsis, but also allows us to study progressive changes in oxygen delivery and utilization. We will
present results showing how changes in functional microvascular geometry and blood flow result in changes
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in oxygen transport, as the effects of sepsis on the microcirculation become more severe over time. Joint
work with Graham Fraser and Christopher Ellis (University of Western Ontario, London, Ontario, Canada).

Jorge Golowasch

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Gap-Junction Conductance Determines an Optimal Coupling Diameter in Passive Fibers

Neurons communicate via chemical synapses but also via direct electrical connections called gap
junctions. These are molecular channels that directly link cells for electrical and biochemical signal transfer.
Gap junctions, although discovered almost 50 years ago, are only now being studied in more detail at the
molecular level. At the computational level gap junctions are thought to have a synchronizing role of the
electric behavior of coupled cells. However, even some very basic questions have not been addressed. We
are interested in understanding the behaviors that may arise from the combination of current flow along cables
and their coupling gap junctions. Current flow through gap junctions depends on their conductance as well as
the electrical properties of the coupled cells. We show that an optimal current transfer between two gap-
junctionally coupled cables occurs as a function of cable diameter as well as a function of the gap junctional
conductance. This non-monotonic behavior does not depend on any active properties. The optimal current
transfer is a local phenomenon that depends on the diameters of only the coupled processes. We predict that
in biological networks coupled processes may have optimal diameters that maximize current transfer between
neurons. Supported by NIH grants MH-60605 (F.N.) and MH-64711 (J.G.). Joint work with Farzan Nadim
(NJIT).

Roy Goodman
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Heads Up! A Capstone Applied Math Course in the Mechanics of Coin Flipping

In a recent preprint, Diaconis, Holmes, and Montgomery have shown that under general conditions, a
coin tossed in the air that start heads up spends more than half of its time in the air heads up, and thus is
inherently biased to land that way. This effect does not diminish as the coin is thrown higher or with more
vigorous rotation. This result formed the basis of my capstone course for graduating seniors in applied
mathematics at NJIT. This bias arises because the coin precesses as it tumbles, and is a straightforward,
though novel, application of results due to Euler in about 1750! We reproduce experiments in which flipping
coins flips are filmed using a high speed video camera. We use Matlab's image processing toolbox to analyze
the motion and quantify the bias. We also analyze at "Feynman's plate" and the motion of gyroscope under
the influence of gravity using the same techniques. The experiments are incredibly simple, yet analyzing them
in the framework of Euler's equation requires a great deal of knowledge and computational work. Joint work
with the students of Math 451 H-04.

Arnaud Goullet
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Control of Mixing
In this work, we address the control of Lagrangian chaos or chaotic advection in a two-dimensional

incompressible fluid flow. Due to the fact that the motion of passive tracers (particles) can be described by a
Hamiltonian function, we apply a control technique recently developed for Hamiltonian systems. The control is
performed by introducing a suitable small term in the original Hamiltonian which is derived explicitly. The
control term is in the form of a secondary flow which slightly deforms the streamlines of the original flow and
reduces the chaoticity of the particle trajectories.

The technique is implemented on two different fluid flow systems consisting of Rossby waves and
Rayleigh-Bdnard convection which can both exhibit chaotic advection for certain parameter values. For each
system, we derive the control term and demonstrate its effect on chaotic advection through numerical
simulations of the time dependent material lines as well as Poincar6 sections. Joint work with Nadine Aubry
(NJIT).

Muhammad Hameed

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Influence of Surfactant on Necking and Pinch-Off in Two Fluid Jets

The effect of surfactant on the breakup of a periodic fluid jet immersed in another viscous fluid at low
Reynolds number is studied both numerically and experimentally. Evolution equations for the jet interface and
surfactant concentration are derived using long wavelength approximations. These one dimensional partial
differential equations are solved numerically for given initial interface and surfactant concentration. It is found
that the presence of surfactant at the interface retards pinch-off and results in the formation of a thin and long
filament. To check the predictions of our model, we performed experiments both for clean interface and as
well as in presence of surfactants. The experimental results support the prediction of theoretical model that
the presence of surfactant slows down the pinch-off process.
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Alex Haro

Universitat de Barcelona, Dept. de Matematica Aplicada I Analisi, Gran Via 585, 08007 Barcelona, Spain

Invariant Manifolds in Quasiperiodic Systems: Theory, Computation and Applications

The parameterization method is useful to prove the existence of invariant manifolds in quasi-periodic
systems, and it also provides effective algorithms to compute these manifolds. We apply the method to two
paradigmatic examples: the quasiperiodic H6non map and the quasiperiodic standard map. Joint work with
Rafael de la Llave.

Cristel Hohenegger
Georgia Institute of Technology, School of Mathematics, 686 Cherry Street, Atlanta, GA 30332

Statistical Reconstruction of Velocity Profiles for Nano-PIV
Velocities and Brownian effects at nano-scales near microchannel walls have been measured by

evanescent-wave illumination techniques [R. Sadr et al., J. Fluid Mech. 506, 357-367 (2004)]. Assuming
moblility of spherical particles is dominated by hydrodynamic interaction between the particle and wall, and
that fluid velocity is directed in one in-plane direction, the out-of-plane dependence of mobility and velocity are
clearly coupled. We investigate such systems computationally, using a Milstein algorithm that is both weak-
and strong-order 1. We demonstrate that a maximum likelihood algorithm can reconstruct the out-of-plane
velocity profile given known mobility dependence and ideal particle identification. We further test this
reconstruction for measurements obtained by cross-correlation techniques applied to windowed simulation
data. Application to physical data is proposed via analytical results about the influence of Brownian motion in
this setting on the correlation peak, combined with simulation results to help identify nearly-optimal
parameters. Joint work with P.J. Mucha (School of Mathematics, Georgia Institute of Technology).

David Horntrop

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Mesoscopic Simulation of Domain Coarsening in Surface Processes
Self-organization of components of two phase mixtures through a diffusive mechanism is known as

Ostwald ripening and is an example of a multiscale phenomenon which is well-suited to study using
mesoscopic models. Mesoscopic models are stochastic partial differential equations which are directly
derived from the underlying microscale behavior. In order to computationally study these models, new
spectral schemes for stochastic partial differential equations are introduced and validated using exactly
solvable benchmark problems. These schemes are then applied to the mesoscopic model and simulation
results are compared with various theoretical results such as the Lifshitz-Slyozov growth law.

Maureen Howley

NJ Institute of Technology, Chemical Engineering Department, University Heights, Newark, NJ 07102

A Comparison of One-Dimensional Traveling Waves in Inverse and Normal Fluidized Beds
The state of uniform fluidization is usually unstable to small disturbances, and this can lead to the

formation of vertically traveling voidage waves. In inverse fluidization, when particle density is less than fluid
density (rp < rf), particles fluidize in the direction of gravity when the drag force exerted by the fluid overcomes
buoyancy. Inverse fluidization thus provides a unique parameter space, which augments the study of
instability behavior in normal fluidization when rf < rp. Using continuum equations of continuity and motion, we
compared the linear stability of normal and inverse bed modes to examine the effect of the Froude number Fr
and fluid to solid density ratio (6= rf /rp). Making use of numerical bifurcation analysis and continuation,
periodic solutions in the form of one-dimensional traveling waves (1D-TWs) were computed. Based on wave
growth rates and bifurcation structure, we identified the Fr as an important parameter for predicting instability
strength. However, 6 affects instability onset, or the point at which the base state is rendered unstable. In the
case studies we examined, traveling waves were shown to propagate in the direction of fluidization, and
asymmetrical, high amplitude 1 D-TW profiles suggest fully developed bubble-like structures are oriented in the
direction of fluidization.

Aridaman K. Jain
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Small-Sample Non-Parametric Tests for the Effectiveness of Liposuction Surgery for Breast
Hypertrophy

Previous studies on the effectiveness of treatments for breast hypertrophy have been based on the
use of normal approximations for the averages of the responses from a large number of patients treated at
several plastic surgeon practices. In those studies, patients were asked to fill out questionnaires containing
many questions on measures of health/pain, on a 3-point or a 5-point scale, both before and after the surgery.
We describe the results from a prospective research study of breast-reduction, which is unique in two aspects:
(i) it is the first such study focused exclusively on African-American women, (ii) it investigates the liposuction
breast reduction technique. Due to the newness of this surgical procedure, data are available only for a limited
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number of patients. Since the use of the normal approximation for a small sample number of patients may be
questionable, we decided to use non-parametric tests that do not make any assumptions about the shape of
the probability distribution for the self-reported responses on 3-point or 5-point scales. After the surgery, the
pain was reduced and the general health was improved, when compared with those reported before the
surgery (p < 0.05). Joint work with Martin J. Moskovitz, Sherwood A. Baxt, and Robert E. Hausman.

Shidong Jiang

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

The Hyperpolarizabilities for One-Dimensional Infinite Single-Electron Periodic Systems
The analytical solutions for the general-four-wave-mixing hyperpolarizabilities on infinite chains under

both Su-Shrieffer-Heeger and Takayama-Lin-Liu-Maki models of trans-polyacetylene are obtained through the
scheme of dipole-dipole correlation. Analytical formats of DC Kerr effect, DC-induced second harmonic
generation, optical Kerr effect and DC-electric-field-induced optical rectification are derived. By including or
excluding the gradient terms in the calculations, comparisons show that the intraband contributions dominate
the hyperpolarizabilities. The intraband transition leads to the break of the overall permutation symmetry in
hyperpolarizabilities even for the low frequency and non-resonant region. Since the Kleinman symmetry is
directly based on the overall permutation symmetry, our calculations provide a clear understanding about the
break of the Kleinman symmetry that are widely observed in many experiments.

Ning Ju
Oklahoma State University, Department of Mathematics, 401 Mathematical Sciences, Stillwater, OK 74078

Vorticity Geometry and Regularity of 3D Incompressible Flow
New geometric constraints on vorticity are obtained which suppress possible development of finite-

time singularity from the nonlinear vortex stretching mechanism. The continuity conditions of Constantin-
Fefferman and Beirao da Veiga-Berselli for the direction of vorticity which yield the regularity of the solution to
the 3D Navier-Stokes equations are further relaxed. The important role of the "critical plane" is recognized.
This leads to two broad classes of geometric configurations which allow non-continuity of vorticity direction.
This also leads to improvement of the results of Beirao da Veiga and Grujic and Ruzmaikina for 3D Navier-
Stokes equations and a result of Constantin for 3D Euler equations.

Yeona Kang
SUNY at Stony Brook, Applied Mathematics and Statistics, Stony Brook, NY 11794

A Constrained Kinetic Approach to Fast Algorithms for the Protein Folding Dynamic
The Einstein Relation defines the ratio of diffusion constant to a field driven drift constant. A new

Einstein Relation for charges constrained to move as an integral part of a shape changing protein structure
was derived and applied to protein folding. The partitioning of free energy into structural and electrostatic
(and/or any other easily mapped energy form) provides a constrained trajectory for environmentally induced
protein shape change. Langrange methods ensure that the simultaneous minimization of two or more energy
forms is describable in terms of the free energies gradients or forces. Using an analysis based on gradients
and measurable physical parameters such as: total free energy change, molecular mobility (and diffusion),
and the steady-state key mechanisms of protein shape change were elucidated. Protein folding involves
pivoting of large groups of atoms specific bonds. The functional atomic group of folding can be viewed as a
wishbone comprised of a pivot bond and of two (or more) charged regions held distant from the pivot bond by
inert lever arm regions. A computation using a Markov sequence of wishbone-based rotations was carried out.
These considerations lead naturally to a description in which the cooperative motions of large numbers of
protein atoms move simultaneously.

The goal of this work is to build upon known processes to provide and demonstrate a thermodynamic
framework that simulates protein folding and elucidates the key mechanisms and structures related to protein
folding. Furthermore another goal for the model is to wherever possible link input parameters to laboratory
parameters using the mathematical description. In some cases this required the development of new
relationships. For example, the well known Einstein relation links the diffusion constant to the drift mobility of a
given species, thereby making it possible to link the potential energy gradient to the concentration gradient.
Einstein relations are specifically developed for charged species constrained to move as part of a molecular
chain that could itself store energy independently of the electric potential. Joint work with E. L. Jaen, J. H.
Coleman, and C. M. Fortmann (SUNY at Stony Brook).

Said Kas-Danouche
Universidad de Oriente, Department of Mathematics, Cumana, Sucre 6101, Venezuela

A Mathematical Model for Core-Annular Flows with Surfactants and No Basic Flow
For oil companies, transport techniques are very important. One technique is transporting crude

through water lubricated pipelinings. This is an example of core-annular flows. In our case, the annular fluid
(water) lubricates the movement of the core fluid (crude). Instabilities occur at the interface of both fluids
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giving rise to not wanted final products as, for example, emulsification. On the other hand, it is known that
most of surfactants affect the interfacial dynamics since they reduce the interfacial tension and introduce the
Marangoni force. We derive a mathematical model for core-annular flows without basic flow and with
surfactants using asymptotic methods. We assume that the annulus is thin compared with the core radius. We
obtain a coupled system of two nonlinear partial differential equations. One describes the evolution of the
interface and the other the evolution of the concentration of surfactants at the interface. Joint work with
Michael Siegel and Demetrios Papageorgiou (NJIT).

Asian R. Kasimov
University of Illinois at Urbana-Champaign, Department of Theoretical and Applied Mechanics, 216 Talbot
Lab, 104 S. Wright St., Urbana, IL 61801

Asymptotic Theory of Self-Sustained Detonations
A self-sustained detonation wave is a shock wave propagating in a reactive medium so that its

motion is sustained only by the chemical energy released behind the shock. An important property that
distinguishes self-sustained detonations from supported (also called overdriven) detonations is that in the
former a sonic locus exists at the end of the reaction zone. We propose general sonic conditions for
detonation waves with smoothly evolving reaction zone as compatibility conditions in the limiting forward
characteristic surface, which defines a general sonic locus. Such a surface is an information boundary that
isolates the lead shock from the influence of the downstream flow of burnt products. The sonic conditions are
derived from the general system of reactive Euler equations. A numerical illustration of their properties in the
simplest case of a pulsating one-dimensional detonation is given. The sonic conditions are essential
ingredients of an asymptotic theory of a slowly evolving weakly curved detonation. We derive a reduced
evolution equation for such detonations that relates the detonation-shock curvature, speed, and acceleration.
Some properties of the evolution equation will be illustrated with an analysis of strong-blast initiation of a
gaseous detonation.

Navodit Kaushik
University of Southern Mississippi, Department of Computer Science, Hattiesburg, MS 39406

Solving Second Order ODEs with the Local Discontinuous Galerkin Method: Effect of Stencil
Selection on Accuracy

The Runge Kutta Discontinuous Galerkin (RKDG) method has been well established for
compressible Euler equations by Cockbum, Shu and coworkers. Following the initial idea of Bassi and Rebay
of writing the compressible Navier-Stokes equations as a system of first order equations, the Local
Discontinuous Galerkin (LDG) method was also developed by Cockburn and Shu among others. Recent
interests are in extending the Discontinuous Galerkin approach to elliptic equations and to the incompressible
Navier Stokes equations.

We focus on the application of the LDG method to the following one-dimensional equation:
d 2uf xS2 f (x). According to literature, one of the salient features of LDG method is that one can obtain high

orders of accuracy using a highly compact stencil. We show that the choice of stencil has a major effect on the
accuracy of the method for the above model problem. In particular, it is shown that for a three point stencil,
using Legendre polynomial bases, the resulting scheme is at best second order accurate, for the numerical
fluxes considered in this work irrespective of the cell size and order of polynomials. The extension of the
current work to two-dimensional cases is currently under study. Joint work with Beddhu Murali.

Adnan A. Khan

Rensselaer Polytechnic Institute, Mathematical Sciences, 8th Street, Troy, NY 12180

Turbulent Transport in the Presence of Periodic Fluctuations and Strong Mean Flow
The transport of passive scalars has been well studied using the advection-diffusion equation in the

case of periodic fluctuations with a weak mean flow or a mean flow of equal strength through homogenization
techniques. However, as the mean flow becomes stronger, homogenization seems to break down. We study
the transport of passive scalars using Monte Carlo simulations for the stochastic differential equations
describing the tracer trajectories, and study the transport properties as the mean flow is made stronger. We
benchmark our numerical experiments by starting in a regime where homogenization works and agrees with
our Monte Carlo results, and then we increase the mean flow strength and seek to describe how the
breakdown in homogenization is manifested in the statistics of the tracer trajectories. Joint work with Peter R.
Kramer (Rensselaer Polytechnic Institute).

Hafiz M. R. Khan

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Predictive Distributions for Responses from the Weibull Life Testing Model
The Weibull distribution has been widely used for modelling life data, and most studies on this

distribution concentrate on inference about the parameters or on the reliability and hazard functions. This
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presentation is concerned with predictive inference for future responses from a Weibull distribution in a
Bayesian framework. It considers both the two-parameter and the three-parameter Weibull distributions. A
numerical example is provided, and predictive bounds are determined for various values of the
hyperparameters of the prior distribution.

Christopher E. Khedouri
Center for Drug Evaluation and Research (CDER), Food and Drug Administration (FDA), 9201 Corporate
Blvd., Room S31 1, Rockville, MD 20850

Everyday Challenges of a Statistical Reviewer at the Food and Drug Administration (FDA)
This presentation provides a brief overview of the drug review process in the Center for Drug

Evaluation and Research (CDER) at the Food and Drug Administration (FDA). The primary objective is to
describe the everyday challenges that a statistical reviewer may face throughout the review process.
Examples of actual statistical and/or design issues relevant to the Division of Anti-Infective Drug Products
(DAIDP) at CDER will be discussed. (The views expressed are those of the author and not necessarily those
of the FDA.)

Nickolas Kintos
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Modeling Actions of a Neuromodulator on a Rhythmic Neuronal Network
The stomatogastric ganglion (STG) of the crab, Cancer borealis, houses the rhythmic networks that

control chewing (gastric mill) and filtering (pyloric) of food. These STG networks are modulated by several
substances which are released by projection neurons. One such neuron is the modulatory commissural
neuron 1 (MCNI), whose activity elicits a gastric mill rhythm. Previous modeling and experimental work
studied the frequency regulation of the MCNl-elicited rhythm by the pyloric rhythm. Recent experimental
work, however, showed that bath application of the neuropeptide, pevpyrokinin elicits a gastric mill rhythm that
is very similar to the MCN1-elicited rhythm. Using a 3D model of the MCN1-elicited rhythm, we reduce to 2D
by exploiting the difference in time scales. Then, we investigate possible mechanisms by which the
neuropeptide can elicit a gastric mill rhythm that mimics the MCN1-elicited rhythm. We also use a
biophysically-detailed model to compare the MCNl-elicited and peptide-elicited rhythms.

Lou Kondic
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Thin Liquid Films with Contact Lines: Instabilities, Coalescence and Rupture
This contribution will concentrate on computational and experimental results involving dynamics of

thin film flows on homogeneous and heterogeneous surfaces. In particular, I will present the dynamics of the
fluid fronts, i.e., contact line. The presence of contact lines introduces microscales in a macroscale flow and
therefore requires bridging the scales and careful modeling and numerical simulations. After presenting basic
features of the flow, we will consider several flow configurations. One of these is an unstable configuration
involving gravity driven flow on homogeneous and heterogeneous inclined solid surfaces, leading to pattern
formation in the form of fingers and rivulets. In particular, the flow on heterogeneous surfaces is interesting
since the effect of heterogeneity often competes with the basic instability mechanism, leading to an elaborate
interplay of various sources of instability. The computational results are then related to the pattern formation
process observed in the experiments performed at NJIT. Other topics of discussion include modeling of the
problems involving topological changes, such as drop coalescence and formation of dry spots.

Gregory A. Kriegsmann
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Propagation in Periodic Dielectric Media
We have employed a homogenization procedure to describe the propagation of electromagnetic

waves in a dielectric structure which is periodic in the X-Y plane and translationally invariant in the direction of
propagation, Z. The fundamental cell is composed of an arbitrarily shaped pore filled with a dielectric and the
host by another. The pore shape is allowed to depend upon Z.

Our analysis yields the structure of the electromagnetic fields at the micro level and gives an effective
medium equation at the macro level. The latter contains a simple arithmetic average of the dielectric
constants and a correction term which involves a line integral around the pore. The integrand of this integral
depends upon the polarization of the wave and the solution to a canonical potential problem which has an
equivalent variational formulation. We have used this to obtain a simple macroscopic description of the
dielectric structure.

Stephen Kunec
Boston University, Center for Biodynamics and Department of Mathematics and Statistics, Boston, MA 02215

Encoding and Retrieval in the CA3 Region of the Hippocampus: A Model of Theta Phase Separation
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Past research (Hasselmo et al. 2002) suggests that some fundamental tasks are better
accomplished if memories are encoded and recovered during different parts of the theta cycle. A model of the
CA3 subfield of the hippocampus is presented, using biophysical representations of the major cell types
including pyramidal cells and two types of interneurons. Inputs to the network come from the septum and the
entorhinal cortex (directly and via the dentate gyrus). A mechanism for parsing the theta rhythm into two
epochs is proposed and simulated: in the first half, the strong, proximal input from the dentate to a subset of
CA3 pyramidal cells and coincident, direct input from the entorhinal cortex to other pyramidal cells creates an
environment for strengthening synapses between cells, thus encoding information. During the second half of
theta, cueing signals from the entorhinal cortex, via the dentate, activate previously strengthened synapses,
retrieving memories. Slow inhibitory neurons (O-LM cells) play a role in the disambiguation during retrieval.
We compare and contrast our computational results with existing experimental data and other contemporary
models. Joint work with M. Hasselmo and N. Kopell (Boston University).

Soumi Lahiri
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Linear and Log-Linear Models Based on Generalized Inverse Sampling Scheme
The linear and log-linear models based on generalized inverse sampling scheme, have a broad

application to the research of biological and environmental sciences. Model parameters are estimated using
maximum likelihood and modified minimum chi-square estimation methods. The model efficiency is verified
based on Wald test. Some applications of these models will be demonstrated. Joint work with Sunil K. Dhar
(NJIT).

Sanyogita Lakhera
University of Southern Mississippi, Department of Mathematics, 118 College Drive 5045, Hattiesburg, MS
39406-0001

Computing Numerical Derivatives Using Bernstein Functions
We examine the problem of estimating derivatives of grid functions based on non-compact, non-

polynomial estimators built using stochastic interpolation and approximation methods, with particular attention
to methods derived using Bernstein functions.

Bernstein functions arise naturally as an extension of the Bemstein polynomials in which the binomial
probability density function (pdf) is replaced appropriately with a Gaussian pdf. These lead to row stochastic
matrices which can be interpreted as convolution-deconvolution operators that can be used to construct
Bernstein polynomial and Bemstein function interpolants.

These methods yield errors which are rapidly convergent (typically in the range of second to sixth
order for smooth functions), however they appear to have advantages for non-smooth functions, providing
robust interpolants even for very noisy data. Difficulties arise, though, in dealing with the boundaries of the
domain as the errors typically decrease to first order near the boundary. Joint work with Joseph Kolibal
(University of Southern Mississippi).

Joe Latulippe
Montana State University, Department of Mathematical Sciences, 2-214 Wilson, Bozeman, MT 59717-2400

Weakly Non-Autonomous Bursting Model for Visual Neurons
Certain visual system neurons exhibit On and Off responses when given a light stimulus. By drawing

analogies to Hodgkin-Huxley type models, we systematically develop a phenomenological model which
replicates On and Off behaviors. This model is also shown to (numerically) replicate the simultaneous stimuli
case measured by Kuffler (1953). An examination of the fast-slow dynamics of the model is divided into two
cases: constant and non-constant post-synaptic currents. In the constant stimuli case, singular perturbation
methods are used to show the dependence of the cell's response for various combinations of stimulus
intensity and duration. When the (slowly varying) synaptic current is non-constant the model is weakly non-
autonomous. However, we show that by embedding the non-autonomous problem into a higher dimensional
autonomous system, much of the analysis for the constant case extends. Preliminary results of this will be
shown.

Eric Lauga
Harvard University, Division of Engineering and Applied Sciences, Cambridge, MA 02138

Bacteria Swimming in Circles
Near a solid boundary, E. coli does not swim in a straight line but performs a clockwise circular

motion. We provide a hydrodynamic model for the motion of such bacteria near solid surfaces. We show that
circular trajectories are natural consequences of force-free and torque-free swimming with account taken of
hydrodynamic interactions with the boundary. Results of the model are compared to a new set of experimental
data and reasonable agreement is obtained. Joint work with Willow DiLuzio, George M. Whitesides, and
Howard A. Stone (Harvard University).
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Kevin K. Lin

Courant Institute, New York University, 251 Mercer Street, New York, NY 10012

Entrainment and Chaos in the Pulse-Driven Hodgkin-Huxley Oscillator
The Hodgkin-Huxley system of differential equations was derived to model action potential

generation in the squid giant axon, and has long served as a paradigm for quantitative models of neurons. I
present numerical evidence that a surprisingly rich range of qualitatively distinct responses may be elicited
from the Hodgkin-Huxley model by the addition of a periodic impulse train. These response types include"* Stable entrainment to the input pulse train;

"* Transient chaos followed by entrainment;
"* Fully chaotic behavior characterized by a positive Lyapunov exponent, exponential decay of

correlations, and the existence of a (unique) SRB measure.
These results are consistent with the predictions of Qiudong Wang and Lai-Sang Young, whose theory of
kicked nonlinear oscillators motivated this work.

Xinfeng Liu
SUNY at Stony Brook, Applied Mathematics and Statistics, Stony Brook, NY 11794

Computational Algorithms for Dynamic Interface Tracking in Three Dimensions
A major challenge to this method is to handle changes in the interface topology. Two tracking

methods, one named grid-free tracking and the other named grid-based tracking have been used to handle
the three dimensional interface propagation and topological bifurcation. The former is a pure Lagrangian
method in which the interface propagation and redistribution are independent of the underlying Eulerian grid.
The detection and resolution of topological bifurcation is fully determined by the interface itself. This method is
more accurate in the propagation of the interface position, but it is not robust in resolving the topological
bifurcations. The latter is just the opposite. I developed locally grid based method, which uses Lagrangian
propagation and redistribution, but applies Eulerian reconstruction for the bifurcation of Topology. This new
method takes advantage of grid based method and grid free method, and reduces the use of Eulerian
reconstruction to a minimum. It is particularly useful for the computation of an interface motion in which the
interface forms sharp comers. It will also reduce the unphysical disappearance of the fragmented components
of the material after bifurcation. The success of this improved algorithm is shown by simulations of turbulent
mixing, such as the acceleration driven Rayleigh-Taylor instability, we found our simulations are now too fast,
in disagreement with experiment, but when we include physical values of surface tension (we have
implemented the revised calculation of curvature for a three dimensional surface into our code) and mass
diffusion, we recover consistency with experimental values. Joint work with James Glimm and Xiaolin Li.

Xing Liu
University of Maryland, Department of Mathematics and Statistics, UMBC, 1000 Hilltop Circle, Baltimore, MD
21250

Optimization in 2D Gel Image Alignment
A new method for aligning families of two-dimensional polyacrylamide gel electrophoresis (2D-PAGE)

images arising in proteomics studies is presented. Piecewise polynomial transformations via a multi-resolution
approach is used to align the family of gels to an ideal gel. Both the ideal gel and the coefficients defining the
transformations are obtained by solving a quadratic programming problem. Numerical results for a family of
123 gels are reported. Joint work with Florian Potra.

Dawn A. Lott
Delaware State University, Mathematics and Biotechnology, 1200 N. DuPont Hwy, Dover, DE 19901

The Configuration of the Aneurysm Neck and Proximal Dome Profoundly Affects Shear Stress and
Flow Velocities within an Aneurysm and its Parent Vessel

Introduction: Flow characteristics of aneurysms depend upon the input flow and size of the parent
vessel and aneurysm. Little is written describing the role of neck and dome configuration in establishing areas
of shear stress as a potential for aneurysm growth. We developed a side-wall aneurysm model and compared
different neck and dome configurations with regards to shear stress, velocity and pressure.

Methods: A finite-volume based package for modeling complex flow was utilized. A 5.3mm side-wall
aneurysm with a 3.1mm neck was created and analyzed under pulsed-flow conditions. Shear stresses and
velocities within the parent vessel, aneurysm, and interface were determined along several points of the cycle.
Changes in neck and proximal dome geometry were made, and the analysis repeated. Comparisons in
maximum velocities, pressures and shear stress were made.

Results: Changes in configuration of the neck, while maintaining its 3.1mm size altered the flow
velocity, pressure and shear stress along the distal portion of the aneurysm, neck and parent vessel. Vorticeal
flow patterns within the aneurysm dome changed, with flow velocities increasing at the interface between the
aneurysm neck and parent vessel. The velocities at the distal neck (inflow zone) significantly increased when
proximal dome configurations were modified as well.
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Conclusion: The configuration of the neck and proximal dome, independent of the actual neck and aneurysm
size, dramatically affects flow characteristics within the aneurysm and the aneurysm/parent vessel interface.
Further benefits of the 2-D model as a possible predictor of aneurysm behavior will be explored.
(Joint work with Hans Chaudhry and Michael Siegel (NJIT), and Charles J. Prestigiacomo (NJIT and UMDNJ).

Tianshi Lu
SUNY at Stony Brook, Department of Applied Math and Statistics, Stony Brook, NY 11794

Direct Numerical Simulation of Bubbly Flows and Application to the Mitigation of Cavitation Erosion
We have investigated the propagation of acoustic and shock waves in bubbly flows using direct

numerical simulation. In this method, the liquid and the gas bubbles are represented by single-phase domains
separated by free interfaces. FronTier, a front tracking hydro code was used for numerical simulations. It is
capable of tracking simultaneously a large number of interfaces and resolving their topological changes in
two- and three-dimensional spaces. We have compared results of our numerical simulations with theoretical
predictions and experimental data on the propagation of linear sound waves and shock waves in bubbly fluids.
The method has been applied to estimate the efficiency of gas bubble mitigation in reducing the cavitation
erosion of the container of the Spallation Neutron Source liquid mercury target. Joint work with R. Samulyak
(Brookhaven National Lab) and J. Glimm (SUNY at Stony Brook).

Jonathan H. C. Luke
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

An Effective Fluid Model for the Decay of Velocity Fluctuations in a Sedimenting Suspension
Effective fluid models for sedimentation have often neglected fluctuations in the particle density. For

well-stirred suspensions, however, these fluctuations produce enormous velocity fluctuations in large
containers. We use an effective fluid model to study the transition from the large fluctuations typical of well-
stirred suspensions to the small-fluctuations seen in "steady" sedimentation. We present the time-scales of
the fluctuation decay and an assessment of the short-time asymptotics of the system energy and velocity
fluctuations.

Valeriy V. Lukyanov
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Analytical Modeling of Rayleigh-Bloch Surface Waves Along Metallic Rectangular Rods
We develop an analytical method to analyze and to study Rayleigh-Bloch surface waves propagating

along a two-dimensional diffraction grating which again consists of a periodic array of rods with rectangular
cross sections. The method is based on mode matching. By taking into account all propagating and only a
finite number of evanescent modes in a specific portion of the waveguide, we show that the surface waves
correspond to the zeros of the determinant of a Hermitian matrix. We demonstrate numerically that the
method gives an accurate result if we take into account only several evanescent waves. Joint work with
Gregory A. Kriegsmann (NJIT).

Marc Q. Ma
NJ Institute of Technology, Computer Science Department and Center for Applied Mathematics and
Statistics, University Heights, Newark, NJ 07102

A Molecular Dynamics Study of the Effect of YC-1's Binding Modes on the Structure of Soluble
Guanylyl Cyclase

Soluble guanylyl cyclase (sGC) is an enzyme that can be allosterically activated by synthetic
compounds such as YC-1 and its derivatives. sGC catalyzes the cyclization of the substrate guanosine 5'-
triphosphate (GTP) to guanosine 3',5'-cyclic monophosphate (cGMP). cGMP is a second messenger molecule
that regulates lots of biological processes including vasodilation.The mechanisms regulating the catalytic
activity of sGC remain unclear. Recently, however, a mutagenesis study has been reported, in which a variety
of point mutations were made in wild-type (WT) sGC that affect the catalytic activity and YC-1 allosteric
activation of sGC. These new data still do not immediately point to a unifying molecular mechanism to explain
sGC's regulatory processes. We present preliminary results in using all-atom, classical molecular dynamics
(MD) simulations to study the pre-chemistry conformational changes induced by YC-1 with the ultimate goal of
establishing a valid detailed molecular model of allosteric regulation in sGC. The details of our simulation
protocol and some novel discoveries will be presented. Joint work with Kentaro Sugino and Yu Wang (NJIT),
and Annie V. Beuve (UMDNJ).

Marc Q. Ma
NJ Institute of Technology, Computer Science Department and Center of Applied Mathematics and
Statistics, University Heights, Newark, NJ 07102
GO-LinkGenes, A Multiple Component Data Mining Framework for Knowledge Discovery in

Microarrays
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We present the design and evaluation of GO-LinkGenes, a data mining framework to facilitate
exploration and knowledge discovery in DNA microarray experiments. GO-LinkGenes consists of two
components, GO-Chart and LinkGenes. Each component can work independently of each other, or together in
a unified fashion. GO-Chart is designed to visualize more conveniently the output from GOTM (GOTree
Machine), while adjusting the p-values for multiple testing. GO-Chart allows users to analyze genes by Gene
Otology functional categories, occurrence, multiple parents-children relationships. LinkGenes is designed as a
web-based tool for linking multiple genes to physical locations on human chromosomes and visualizing these
genes. Feeding the output of genes identified using GO-Chart to LinkGenes, we are able to identify several
human chromosomal regions that could be linked to either gene expression phenotypes or metabolic
pathways. Genetic disease information associated with these genes is also obtainable through this tool.
Joint work with Tongsheng Wang (NJIT and Public Health Research Institute, Newark, NJ 07103), Deepali
Shah and Jason Wang (NJIT), Gerard Tromp (Wayne State University-School of Medicine), and Patricia
Soteropoulos (Public Health Research Institute, Newark, NJ 07103).

Victor Matveev

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

A Bound-Calcium Mechanism of Synaptic Facilitation Revisited
Synaptic facilitation (SF) is a form of a transient increase in synaptic strength elicited with just one or

several stimulation pulses, and decaying with time constants from tens to hundreds of milliseconds. At some
synapses, SF may be caused by the increase in the activity-induced Ca2+ influx; however, in many other
synaptic types SF is believed to result from the presynaptic accumulation of residual Ca2+, under conditions
of constant Ca2+ current from one pulse to the next. In the latter case, it is not known whether it is free or
bound residual Ca2+ that underlies SF. Experimental work has demonstrated that an increase in intrasynaptic
Ca2+ buffering capacity leads to a rapid reduction in both the baseline synaptic response and in the
magnitude of SF; this is often viewed as a proof that SF is caused by the accumulation of Ca2+ in free form. In
the past we have explored two variations of such free residual Ca2+ hypothesis of SF: the so-called two-site
model, and the buffer saturation mechanism. However, here we show that a model including the contribution
of bound Ca2+ to SF is also consistent with the observed effect of exogenous Ca2+ buffers on synaptic
response, and thus represents a viable alternative to the two-site free residual Ca2+ model. In particular, we
show that such hybrid free/bound Ca2+ model is not in contradiction with the Kamiya-Zucker protocol (1994,
Nature 371:603), whereby the synaptic strength of the crayfish neuromuscular junction is seen to decrease
within few milliseconds of a UV-flash photolysis liberating a Ca2+ buffering compound. While evidence
indicates that buffer saturation may underlie SF at calbindin-positive central synapses, we conclude that SF at
other synaptic types may well involve a slow Ca2+ unbinding step from a putative Ca2+ release sensor. Joint
work with Richard Bertram (Florida State University) and Arthur Sherman (NIH).

Roberto Mauri
University of Pisa, Department of Chemical Engineering, Pisa, Italy

Mixing of Viscous Liquid Mixtures
We simulate the mixing process of a quiescent binary mixture that is instantaneously brought from

the two- to the one-phase region of its phase diagram. Our theoretical approach follows the diffuse interface
model, where convection and diffusion are coupled via a body force, expressing the tendency of the demixing
system to minimize its free energy. In liquid systems, as this driving force induces a material flux which is
much larger than that due to pure molecular diffusion, drops tend to coalesce and form larger domains which
eventually must dissolve by diffusion. Therefore, in macroscopically quiescent mixtures, while convection
speeds up phase separation, it effectively slows down mixing, which therefore is faster when the mixtures
have large viscosities. In addition, the mixing rate is also influenced by the Margules parameter, which
describes the relative weight of enthalpic versus entropic forces. In the late stage of the process, this influence
can approximately be described assuming that mixing is purely diffusive and is therefore characterized by a
self-similar solution of the governing equations, which leads to a 1/t power-law decay for the degree of mixing,
i.e. the mean square value of the composition field. Joint work with A.G. Lamorgese (Cornell University).

Zoi-Heleni Michalopoulou
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Using Time-Frequency Analysis and the Bayesian Paradigm to Extract Modal Arrivals in Underwater
Acoustics

Time-frequency analysis of signals that have propagated in an oceanic waveguide demonstrate
modal dispersion in an informative manner. Identifying precise modal arrival times at specific frequencies can
then be used for localization and geoacoustic inversion. Simple spectrograms, however, do not always allow
accurate estimation of an arrival time - frequency pair for a given mode; especially in the presence of ambient
noise, uncertainty characterizes such estimates. We here show how we can improve modal arrival estimates
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using a Bayesian approach for time-frequency surface estimation as has been proposed for audio signals
[Wolfe et al, Journal of the Royal Statistical Society, Series B, vol. 66, 2004].

Yuriy Mileyko

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Algorithms for Swept Surface Intersections
A new class of geometric objects called swept surfaces is studied and the problem of finding

intersections of such objects is considered. Three algorithms for computing swept surface intersections are
presented. The algorithms are based on ideas from existing intersection methods and utilize properties
specific to swept surfaces to achieve the desired efficiency. Some of the employed properties of swept
surfaces are also discussed.

Petronije Milojevic
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Fredholm Theory for Hammerstein Equations
Let X and Y be Banach spaces, K : Y -f X be a linear map and F : X -- Y be asymptotically

positively homogeneous and odd, i.e., F = F1 + F2 with F1 positively homogeneous and odd outside some ball
and IIF2xII :- a 1lx11 + b for large 1lx1l and some constants a and b. Assuming that x + KF1x = 0 has only the
trivial solution, we discuss various conditions on K and F that imply the solvability of the Hammerstein
equation (*) x + K Fx = f for each f in X (a generalized first Fredholm theorem). We require that I + KF be a
(pseudo) approximation-proper map. In particular, we consider the cases when K is compact, or monotone
and possibly nonselfadjoint, while F is of ball contractive or monotone type. The number of solutions of (*) is
discussed when I +KF is approximation-proper. Under suitable conditions, we also prove a complete
extension of the Fredholm alternative to these classes of maps. Applications to Hammerstein integral
equations and to BV problems for differential equations are also given.

Victor A. Miroshnikov
College of Mount Saint Vincent, Department of Mathematics and Computer Science,
6301 Riverdale Avenue, Riverdale, NY 10471

The General Solution for the Two-Dimensional Poiseuille Flow
In two dimensions, general solutions of the unsteady Navier-Stokes equations are computed

symbolically in the form of the Boussinesq-Rayleigh series and evaluated numerically. For finite Reynolds
numbers, a nonlinear system of differential recurrent relations admits the following general solutions: the
series solution for flows forced by the dynamic pressure and the series solution for freestreams. For
generating functions, which are bounded together with their derivatives, the absolute convergence of the
series solutions is shown by converting the differential recurrent relations into tensor recurrent relations and
using the comparison and ratio tests. A triangular structure of three tensors of derivatives, which is employed
in the tensor recurrent relations, is obtained by induction. It is shown that the general solutions away from
boundaries are nonlinear superpositions of the Stokes flow, the Bernoulli flow, the Couette flow, and the
Poiseuille flow. The general solution for the Poiseuille flow is specified by periodic generating functions, which
model mixing of two-dimensional flows away from boundaries.

Milind Misra
NJ Institute of Technology, Department of Chemistry and Environmental Science, University Heights, Newark,
NJ 07102

Fuzzy Relational Clustering of Molecular Conformations Using Novel Features Based on DNA Base-
Pair Step Parameters

Six rigid-body parameters (Tilt, Roll, Twist, Shift, Slide, Rise) are commonly used to describe the
relative orientation and positioning of any two base pairs in a nucleic acid structure. The present work
generalizes the algorithms of the 3DNA software package (Nucleic Acids Res., 31, 5108-21, 2001) to describe
the relative orientation of any two planes in a molecule--for example, planes which contain important
pharmacophore elements. Fuzzy relational clustering is used to classify molecular conformations using the
six base-pair step parameters as features. This approach is applied to an analog of GBR 12909, a flexible
inhibitor of the dopamine transporter potentially useful in the treatment of cocaine abuse. The results of this
approach provide representative conformers to be used as templates for future 3D-QSAR (CoMFA) analysis.
Joint work with Amit Banerjee, Deepa Pai, Rohan Woodley, Rajesh N. Dav6, Liang-Yu Shih, Carol A. Venanzi
(NJIT), and Xiang-Jun Lu, A. R. Srinivasan, and Wilma K. Olson (Rutgers University, Piscataway, NJ).

Robert M. Miura
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Modeling Nonlinear Waves of Spreading Depression
Slow chemical waves of spreading cortical depression (SD) have been observed during experiments

in a variety of brain structures in different animals. Several mechanisms that are believed to be important in
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modeling SD will be described, including ion diffusion, the spatial buffer mechanism, membrane ionic currents,
osmotic effects, neurotransmitter substances, gap junctions, metabolic pumps, and synaptic connections. Ion
diffusion and spatial buffering have been treated both theoretically and numerically, in simplified geometries,
and several of the other mechanisms have been investigated numerically. In this talk, I will describe
continuum models that consist of coupled nonlinear diffusion equations for the ion concentrations, and a
discrete model that corresponds to treating the brain-cell microenvironment using a lattice Boltzmann method.

Brian E. Moore
McGill University, Mathematics and Statistics, 805 Sherbrooke Street W., Montreal, Quebec H3A 2K6 Canada

Modified Equations for Multi-Symplectic Integrators
A useful way to understand symplectic integration of Hamiltonian ODEs is through the system of

equations, known as the modified equations, which are solved by the numerical solution. Here, the ideas of
symplectic integration are extended to Hamiltonian PDEs, such that the symplectic structure in both space
and time is exactly preserved. This paves the way for the development of a local modified equation analysis
solely as a useful diagnostic tool for the study of these methods. In particular, the modified equations are used
to derive modified conservation laws of energy and momentum that are preserved to higher order along the
numerical solution. Results on the behavior of the modified equations are also demonstrated through an
application to traveling wave solutions.

Richard 0. Moore
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Thermally Induced Dynamics and Pattern Formation in Optical Parametric Oscillators
Optical parametric oscillators (OPOs) are an important source of laser-quality light in the far infrared.

When operated at high average powers, absorption can lead to significant heating of the gain medium,
changing the cavity properties and leading to thermal lensing and deformation of the transverse beam profile.
To understand this process better, we consider the formation and evolution of patterns in reduced models of
OPOs coupled to a diffusion equation for the temperature.

Pascal Moyal
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Stationarity of Some Queues with Impatient Customers
Consider a queueing system with one server and infnite capacity, where the customers enter

following an ergodic sequence (Un, n s N), requesting ergodic services (on., n, s N). The customers are
furthermore impatient: they must meet their requirement before a fixed due-date, and leave the system if they
did not reach the server before. Their patiences (Dn, n, s N) are ergodic. We denote such a queue by
GIG/GI+G. Such a model has first been used to describe call centers with impatient customers, and applies
furthermore in many time-sensitive computer networks or multimedia systems.

We investigate the stability of the queue: is 0 positive recurrent for the congestion process (re-
generativity)? These questions have only been answered in the FIFO (First in, First out) context, where the
arrival process is a renewal process, and the service durations as well as the patiences are i.i.d. (GI/GI/I+GI
system): a sufficient condition for the system to be regenerative is given by P[a<U ] >0. But in a general
G/G/I/l+G system under any service discipline (as the EDF -Earliest Deadline First-one), the results are so
far restricted, due to a higher stochastic instability. We prove the following more general statements:
1. any GI/GI/1/1+GI system satisfying P[D + a<U ] >0 is regenerative,
2. for any G/G/1/1+G system, there exists a monodimensional description of the system (Yn,.n s N) tending to

a stationary distribution Y as finite,
3. under further assumptions, Y is unique and the queue is regenerative.

Cyrill Muratov
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Signal Propagation and Failure in Discrete Autocrine Relays
This poster presentation is of my recent joint work with S. Shvartsman on modeling cell

communication mechanisms in epithelial layers. The main mechanism at work here is ligand-induced ligand
release coupled to the diffusion of ligands in the extracellular matrix. It is believed that under physiologically
relevant range of parameters cell discreteness plays an important role in cell-to-cell communication. We
formulated a fully discrete model of an autocrine relay, in which under physiologically reasonable assumptions
it was possible to completely characterize propagation and failure. In particular, we obtained exact closed form
discrete traveling wave solutions in this cell communication system.
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Duane Nykamp
University of Minnesota, School of Mathematics, 206 Church Street SE, Minneapolis, MN 55455

Reconstructing Subpopulation Connectivity Within Neuronal Networks
To understand the function of neuronal networks within the brain, one would, at minimum, like to

characterize the connectivity patterns that underlie these networks. Since one can simultaneously measure
only a tiny fraction of neurons, the presence of vast numbers of unmeasured neurons can confound attempts
to determine the subnetwork connecting the measured neurons.

A suitable mathematical framework can provide the structure to account for the presence of
unmeasured neurons. Using a simple probabilistic model of a neuronal network, we demonstrate how to
analyze connections among a subset of measured neurons embedded in the larger network. One obtains
connectivity patterns in terms of certain neural subpopulations, which are groups of neurons with a similar
response to a stimulus. This subpopulation connectivity can capture how network connections depend on the
response properties of neurons.

Although the results are presented in terms of neuronal networks, the mathematical framework is
applicable to other networks, such as gene regulatory networks.

Ozgur Ozen
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Experiments on Electrohydrodynamic Instability of Two-Layer Flow in a Square Channel
The stability of two-fluid flow in a channel is of importance in the design of microfluidic systems. Due

to the low Reynolds numbers in micro-channels, it is relatively difficult to attain mixing in these geometries.
Recent studies using miscible fluids have shown that applying electric fields to these systems drastically
enhances mixing over a short distance and in short times. However, in a class of applications, the fluids in
contact are not miscible, and the interfacial tension stabilizes the interface; an effect absent in the physics of
miscible fluids.

We have performed experiments where two immiscible fluids of different electrical properties flowing
in a square channel are subjected to an electrical field normal to the liquid-liquid interface. Our experiments
show that electric fields indeed affect the stability of the interface between two immiscible fluids and careful
application of electrohydrodynamic instability can be used to cause a controlled deflection of the interface.

The experiments are also compared qualitatively to the theoretical study of the problem where the
linear stability analysis of the two-fluid flow subject to a normal electric field is carried out using the Chebyshev
Spectral Tau method. Joint work with N. Aubry, D. T. Papageorgiou, and P. Petropoulos (NJIT).

Demetrios T. Papageorgiou
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Nonlinear Dynamics of a Leaky Dielectric Fluid Sheet Under Horizontal Electric Fields
In related work we have shown that a horizontal electric field applied to a fluid sheet comprised of a

leaky dielectric can become unstable. This instability is not present for perfect dielectrics and arises due to the
build-up of charge at the interface and the ensuing modification of the tangential stress balance there. In the
linear regime we identify a canonical asymptotic limit that yields a rational long wave nonlinear model. This
limit occurs as the electric field parameter, Eb say, tends to zero and a band of unstable waves is seen with a
cut-off wavenumber Ebl/ and growth rate Eb. This leads to nonlinear long waves of size Eb 12 which is a
measurable physical parameter (in general long wave theories assume the existence of an arbitrary long
wavelength). A nonlinear system of evolution equations is derived asymptotically and it is found that the
electric field in the surrounding medium enters in a local manner due to the smallness of Eb. The equations
are studied for nonlinear traveling waves and the initial value problem is addressed to study possible rupture
of the sheet. Joint work with Ozgur Ozen and Peter G. Petropoulos (NJIT).

John A. Pelesko

University of Delaware, Department of Mathematical Sciences, Ewing Hall Room 406, Newark, DE 19716

The MEC Lab, Hands-On Mathematics at the University of Delaware
Just about everyone expects to find mathematics being used in the laboratory, but few of us expect

to find mathematicians in the laboratory. Well, at the University of Delaware in the Department of
Mathematical Sciences, finding mathematicians in the laboratory is quickly becoming a commonplace event.
This was made possible with the establishment of the MEC Lab in the fall of 2002. This experimental
laboratory, housed in the Department of Mathematical Sciences, takes its name from the words Modeling,
Experiment, and Computation. These three words capture the hands-on philosophy of the lab; in the MEC
Lab, math is meant to be experienced from every possible direction. This means carrying out real-world, often-
dirty, hands-on experiments, constructing mathematical models, and analyzing them with the aid of
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computers. In this poster, we showcase the many ways the MEC Lab has been incorporated into teaching and
research in the Department of Mathematical Sciences at the University of Delaware. Joint work with Louis
Rossi.

Mark Pernarowski

Montana State University, Mathematical Sciences, Bozeman, MT 59717

Return Map Characterizations for a Model of Bursting with Two Slow Variables
Many neurons and endocrine cells exhibit periodic bursting oscillations in their transmembrane

electrical potential. The fast subsystems of the corresponding models exhibit bistability between stable
equilibria and periodic orbits. Slow variables evolve in a manner which causes the solutions to switch between
pseudo-stationary and oscillatory states resulting in a characteristic bursting pattern.

Most recent models involve two slow variables which tends to complicate their analyses. Using
singular perturbation techniques we show that bursting solutions of such models correspond to fixed points of
a one dimensional map constructed from the fast and slow subsystems. We further show that for some
parameter values, bistability between bursting solutions and stable equilibria is possible. Joint work with
Roger Griffiths (Mercyhurst College).

Peter G. Petropoulos
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Chemical Oscillations & Waves in the Undergraduate Applied Mathematics Laboratory: The Belousov-
Zhabotinsky (BZ) Reaction

By considering the modeling of the BZ reaction in a closed reactor (glass beaker) with continuous
stirring (spatially homogeneous reaction modeled by a 3x3 system of nonlinear ordinary differential equations)
the students make the connection between topics from nonlinear dynamics theory (stability of steady-states
and birth/death of limit cycles through super/sub-critical bifurcations) and a real-world problem where chemical
oscillations arise. Then, the students perform the actual experiment where potentiometric methods are
employed to measure the two most important chemical concentrations as the reaction proceeds to equilibrium.
Finally, the students identify the theoretical attributes of the BZ mathematical model in the measured time
traces by constructing the phase plane from the measurements.

By considering the modeling of the BZ reaction in Petri dishes (spatially inhomogeneous reaction) the
students study how systems of parabolic reaction-diffusion partial differential equations arise and how
traveling waves are then possible in such systems. By performing the actual experiment and capturing
sequences of images the students experimentally measure the speed of propagation of reaction fronts and
compare to the theoretically obtained results for the speed of traveling waves.

A web diary of our progress can be found at http://web.njit.edu/-peterp/Capstone.html.

Valentin Polishchuk
SUNY at Stony Brook, Applied Mathematics and Statistics, Stony Brook, NY 11794-3600

Touring Convex Polytopes - A Conic Programming Solution
We study the problem of finding a shortest tour visiting a given sequence of convex bodies in R . To

our knowledge, this is the first attempt to attack the problem in its full generality: we investigate high-
dimensional case (d Ž- 2); we consider convex bodies bounded by (hyper)planes and/or (hyper)spheres; we
allow a different cost of travel through each of the bodies; we do not restrict the start and the goal positions of
the path to be single points, etc. Formulating the problem as a second order cone program (SOCP) makes it
possible to incorporate distance constraints, which cannot be handled by a purely geometric algorithm.

Next, we focus on the planar case (d = 2), with the convex bodies being just straight line segments -
adjacent edges in a triangulation of a polygonal domain. In this setting we introduce a set of separation
constraints on the path and observe that the new constraints can naturally be handled by the conic program.
We also consider the case in which each face of the triangulation is assigned a weight, and the length of the
path is measured according to the weighted region metric.

We implemented the SOCP program in MATLAB and obtained its solution with the SeDuMi package.
We ran computational experiments, which suggest that the proposed solution is practical. Finally, we present
NP-hardness results, showing that the assumptions we make in the statement of our problems are crucial for
the problems to be tractable. Joint work with Joseph S. B. Mitchell (Stony Brook University).
Keywords: Computational Geometry, Weighted Region Metric, Conic Programming, Algorithms Complexity.

Joshua L. Proctor
University of Washington, Department of Applied Mathematics, Box 352420, Seattle, WA 98195

Theory of Q-Switching in Actively Mode-Locked Lasers
An analytic theory is proposed which characterizes Q-switching in an active mode-locked cavity as

the nonlinear interaction of two unstable modes: one symmetric, another anti-symmetric. The phase
difference between these modes generates a nonlinear beating interaction which gives rise to quasi-periodic
behavior in the laser cavity. This quasi-periodic behavior is responsible for the Q-switching phenomena and is
controlled by the interaction and overlap between neighboring pulses. Using a linear stability analysis, a
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simple qualitative description of the Q-switching phenomena is given which is verified with numerical
simulations of the governing active mode-locked equations. This model characterizes the Q-switching as a
function of the physical parameters of the laser cavity and elucidates the mechanisms for controlling its
behavior.

Christopher Raymond
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ
07102

Effect of Reversible Chemistry on Immunocolloid Labeling
We investigate the effect of reversible chemistry on the time course of a surface-volume biochemical

reaction. We show how to modify asymptotic techniques developed for the irreversible case to produce
approximate analytical solutions for arbitrarily strong reversibility and validate these approximate solutions by
comparison to full numerical solutions.

Gregory T. Reeves
Princeton University, Chemical Engineering Department, Princeton, NJ

Computational Analysis of EGFR Inhibition by Argos
Argos, a secreted inhibitor of Drosophila epidermal growth factor receptor, and the only known

secreted inhibitor of receptor tyrosine kinases, acts by sequestering the EGFR ligand Spitz. We use
computational modeling to show that the biochemically-derived mechanism of Argos action is consistent with
genetic data on EGFR/Spitz/Argos interactions in vivo. We find that efficient Spitz sequestration by Argos is
key for explaining the existing data and for providing a robust feedback loop that modulates the Spitz gradient
in patterning of the embryonic ventral ectoderm. Our analysis of the EGFR/SpitzJArgos module shows that
Argos need not be long-ranged in order to account for genetic data in the ventral ectoderm. In our models,
Argos action over both long and short length scales can effectively limit the range of secreted Spitz. Thus, the
spatial range of Argos does not have to be tightly regulated or may depend on the developmental context. In
addition, we verify the experimentally observed robustness of the wild type patterning of the ventral ectoderm
and show that negative feedback control through Argos serves to impart this robustness.
Joint work with Rachel Kalifa and Stanislav Y. Shvartsman (Princeton University) and Daryl E. Klein and Mark
A. Lemmon (University of Pennsylvania School of Medicine).

Max Roman

NJ Institute of Technology, Mechanical Engineering Department, University Heights, Newark, NJ 07102

Modeling, Design, and Fabrication of Pulsed Micro-Jet Actuators
The forced vibration of a thin flexible plate or membrane in a sealed cavity with a small opening can

cause fluid to be pumped into and out-of the cavity. If the frequency and amplitude of vibration are large
enough, a streaming of vortex rings occurs near the orifice. Moving under their own self-induced momentum,
downstream of the opening these vortex pairs ultimately break up to form a fully developed jet. This
phenomenon has been shown to be effective for a multitude of applications, including mixing, cooling of
electronic components, micro-propulsion and flow control, such as the suppression of vortex shedding. Our
own preliminary studies measuring the heat dissipation of dense circuitry by direct impingement with a pulsed
jet have shown great promise.

Microfabrication (MEMS) offers a platform to build miniaturized inexpensive, reliable, light-weight,
and low power actuators and sensors. Such small actuators can have a very unique function in microfluidics,
where they can serve as micromixers, pumps, and non-invasive cell manipulators. This work is dedicated to
the analysis, design, and fabrication of electrostatically actuated pulsed microjet actuators. This work is unique
in that theoretical modeling, computer simulation (CFD-Computational Fluid Dynamics) and experiments are
conducted in unison. A low dimensional theoretical model takes into account the coupling between the
electrostatic actuation, the solid deformation of the membrane, and the squeeze flow in the cavity.
Computational fluid dynamics allows us to better understand the formation of the vortex rings both inside and
outside the cavity and how the jet develops. Experiments, aided by the use of PIV (Particle Image
Velocimetry) validate both the model and CFD results. It is our goal that by understanding fundamentally the
coupled physics of the actuator, the performance, in terms of exiting volume flux and dynamic response, can
be precisely controlled and, therefore, applied to many diverse applications. Joint work with Nadine Aubry
(NJIT).

Satrajit Roychoudhury

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Family of Probability Generating Functions Induced by Shock Model
The question investigated here can be simply posed as follows: Under what conditions is the

function defined by:

f= pz Q(dp),
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a probability generating function (p.g.f) of an non-negative integer valued random variable N. The answer is
clearly affirmative if the support of the mixing distribution Q is no larger than (0; 1]. This paper explores
necessary conditions for which the function is a p.g.f. The motivation of this problem comes from some
nonparametric aging properties of reliability methods. Joint work with M.C. Bhattacharjee (NJIT).
Keywords: Probability generating function, completely monotone functions, Essay Marshall and Proschan
(EMP) shock model.

Roman Samulyak

Brookhaven National Laboratory, Computational Science Center, Upton, NY 11973

MHD of Multiphase Flows at Low Magnetic Reynolds Numbers
We have developed mathematical models, numerical algorithms, and computational software for the

study of magnetohydrodynamics (MHD) at low magnetic Reynolds numbers of multiphase flows with phase
transitions and free surfaces. The numerical models are based on the front tracking method for interfaces, a
liquid-vapor phase transition and ablation models for phase boundaries, and high performance solvers for
coupled hyperbolic - elliptic systems in geometrically complex and moving domains. Numerical simulations of
hydro- and MHD processes in liquid mercury targets for future accelerators, and processes associated with
the refueling of tokamaks through the injection of frozen deuterium pellets will be discussed.

Tobias Schaefer
CUNY, Mathematics Department, 2800 Victory Boulevard, Staten Island, NY 10314

Impact of Microstructures on Macroscopic Observables in Nonlinear Systems
We present three approaches to understand the relation of microscopic and macroscopic scales in

nonlinear systems. Each approach is discussed with an example that is of its own interest:
(a) Method of multiple scales: Nonlinear Schroedinger vs. Shortpulse equation
(b) Coarse-graining randomness in nonlinear systems: Random susceptibility and random dispersion
(c) Chorin's Optimal Prediction: Averaging of Hamiltonian Systems

Eric Shea-Brown
Courant Institute, New York University, 251 Mercer St., New York, NY 10012

How Architecture Restricts Spiking Patterns in Networks of Phase Oscillators
We study networks of coupled phase oscillators and show how their architecture shapes their

dynamics, forcing subsets to have the same oscillation numbers and interleaving spiking times. Our analysis
follows the theory of coupled systems of ODEs developed by Stewart, Golubitsky, Pivato, and Torok,
developing surprising new consequences for phase systems.

We say that two oscillators coevolve if the space on which their phases are equal is dynamically
invariant and prove the results about oscillation numbers and spike times for these pairs. We then introduce a
partition of oscillators in a network into 'collections' with closely related dynamics. We illustrate all of our
results using the well-known 'theta neuron' model; implications for integrate and fire neurons are also
discussed. Joint work with Martin Golubitsky and Kresimir Josic (University of Houston).

Asya Shpiro
New York University, Center for Neural Science, 4 Washington Place, New York, NY 10003

Dynamics of Neuronal Competition Models for Binocular Rivalry
We consider several reduced population firing rate models to describe oscillation dynamics during

neuronal competition, in particular, during binocular rivalry - an alternation of percepts when different steady
images are presented to the two eyes. These models, by Laing and Chow
(2002) and Wilson (2003), involve two neuronal populations, that correspond to the neural representations of
competing percepts. They include recurrent excitation, cross-inhibition, and a slow negative feedback
process. We focus on examining the effect of the input strength (e.g., contrast) to the two populations on the
rate (and existence) of oscillations. In all models considered, there is a range of parameters when five distinct
regimes of behavior are observed: as
the stimulus strength, common to both populations, decreases, the system's dynamics changes from both
populations being highly active (fusion regime) to oscillations with the period increasing with decreasing input,
followed by a winner-take-all regime, then by the oscillatory regime again, but with the period of oscillations
decreasing as input decreases, and, finally, by the fusion at low activity level.

This result contradicts the classical view, based on many psychophysics experiments, in which the
oscillation's period increases with decreasing input (this constitutes Levelt's Proposition I, 1968). We use
phase plane methods to analyze the system's dynamics in a particular case of a Laing-Chow-like model with
spike frequency adaptation, and show that different period vs. stimulus strength dependencies correspond to
different mechanisms of establishing the alternating behavior: "release" and "escape" (Wang and Rinzel,
1992). We calculate the values of the input where the transitions between regimes occur, as functions of the
model's parameters. Finally, we use phase plane arguments to analyze Levelt's Proposition II, which states
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that if the stimulus strength to one population is changed, it is the dominance duration of the other population
will be affected. We show that satisfaction of Levelt's Proposition II depends on whether the Levelt's
Proposition I is satisfied or not. Joint work with Rodica Curtu (Transylvania University of Brasov, Romania),
Nava Rubin (New York University), and John Rinzel (Courant Institute of Mathematical Sciences and Center
for Neural Science).

Michael Siegel

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Steady Deformation and Tip-Streaming of a Slender Bubble with Surfactant in an Extensional Flow
We consider steady-state deformation and time-dependent evolution of an inviscid, axisymmetric

bubble in zero-Reynolds-number extensional flow when an insoluble and immobile surfactant is present on the
bubble surface. Asymptotic solutions of slender-body theory show (i) steady ellipsoidal bubbles covered with
surfactant, and (ii), at sufficiently large deformation, bubbles with a cylindrical surfactant-free central part and
ellipsoidal surfactant-covered end caps. These bubble shapes are rounded at their end-points, in contrast to
the non-rounded shapes found for entirely surfactant-free bubbles.

Simple expressions are found that relate the capillary number to the bubble slenderness ratio, and
these show a critical capillary number above which steady solutions cease to exist. Beyond the critical
capillary number, slender-body model equations show time-dependent spindle shapes at the bubble end-
points with tip-streaming filaments. Joint work with M.R. Booty (NJIT).

Linda Smolka

Bucknell University, Department of Mathematics, Lewisburg, PA 17837

Getting Your Hands Wet in Mathematics
In recent years there has been increasing interest and support for physical labs in mathematics

departments. The newest of these labs is being built at Bucknell University. Bucknell is a liberal arts college
of 3,350 undergraduate and 150 graduate students. Bucknell is distinct among liberal arts colleges in that it
has several professional programs including an engineering school.

I'll explain the role and goals of the lab at Bucknell within the context of the mathematics department,
the university, and my own research program. I'll also discuss the process of designing a lab; including issues
of funding, renovating, and selecting/purchasing equipment for the lab.

Seongho Song
University of Connecticut, Department of Statistics, 215 Glenbrook Rd. U-4120, Storrs, CT 06269-4120

Genetic Diversity of Microsatellite Loci in Hierarchically Structured Populations
Patterns of genetic variation within and among populations are determined by population sizes,

migration rates, and mutation rates. We provide exact expressions for the first two moments of a stochastic
model with hierarchically structured migration, mutation, and drift. Specifically, we consider the symmetric
stepwise mutation model for microsatellite evolution under the assumption that the number of repeats is finite
in Wrights finite island model. Further, we suggest two measures, dU and (10), as an analogue of Wright's F-
Statistics and compared them to RST as discussed in Slatkin(1995). As a result, U's and RST have the same
properties under some conditions. Through numerical study we observe that RST measure is quite robust for
the stepwise mutation model and the two-phase mutation model (Di Rienzo et al, 1994).
Keywords: F-statistics, Finite Island Model, Genetic Drift, Hierarchical Population Structure, Microsatellite Loci,
Migration, Mutation, Singular Value Decomposition, Stepwise Mutation Model. Joint work with Dipak K. Dey
and Kent E. Holsinger (University of Connecticut).

David Stickler
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Layered Media
Ray theoretic methods are very useful in determining high frequency solutions to the scalar

Helmholtz wave equation. This poster concerns the solution of the eiconal equation for an almost stratified
medium. For a stratified medium the index of refraction depends only on Z, i.e., n = n(Z). For an almost
stratified medium n = n(Z- E h(xy)) where E is a small parameter and h(xy) are given. With minor assumptions
on n(Z) and h(xy), a solution to the eiconal equation to order E2 is obtained which is uniform in E, i.e., itcontains no secular terms.

Louis Tao

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Visual Cortical Orientation Selectivity by Fluctuation-Controlled Criticality
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We examine how synaptic fluctuations modify the effects of strong recurrent network amplification to
produce orientation selectivity in a large-scale neuronal network model of the macaque primary visual cortex.
Typically, strong cortical amplification leads to network instabilities and unrealistically high firing rates even in
the presence of strong cortical inhibition. In this poster, we show that large fluctuations in the cortico-cortical
conductances can stabilize the network, allowing strong cortical gain and the emergence of orientation
selective neurons. By increasing the strength of synaptic fluctuations, say, through sparsifying the network
connectivity, we identify a transition between two types of dynamics, mean- and fluctuation-driven. In a
network with strong recurrent excitation, this fluctuation-controlled transition is signified by a near hysteretic
behavior and a rapid rise of network firing rates as the synaptic drive or stimulus input is increased.
Finally, we demonstrate that network sparsity leads naturally to a recently observed invariance of orientation
selectivity across the cortical network, even in the presence of orientation hypercolumns.

Burt S. Tilley
Franklin W. Olin College of Engineering, Department of Mathematics, 1000 Olin Way, Needham, MA 02492-
1200

Electrokinetic Instabilities in Thin Microchannels
An important class of electrokinetic, microfluidic devices aims to pump and control electrolyte working

liquids that have spatial gradients in conductivity. These high-gradient flows can become unstable under the
application of a sufficiently strong electric field. In many of these designs, flow channels are thin in the
direction orthogonal to the main flow and the conductivity gradient. Viscous stresses due to the presence of
these walls introduce a stabilizing force that plays a major role in determining the overall instability. A thin
channel model for fluid flow is developed and shown to provide good agreement with a complete three-
dimensional model for channel aspect ratio less than approximately one-tenth. Joint work with Brian D. Storey
(Franklin W. Olin College of Engineering) and Hao Lin and Juan G. Santiago (Stanford University).

Natalia Toporikova
Florida State University, Department of Biological Science and Mathematics and Institute of Molecular
Biophysics, Tallahassee, FL 32306

Mathematical Model of Neuronal Network Regulating Prolactin Release in Rats
The mating stimulus of the rat uterine cervix (CS) induces two daily surges of the anterior pituitary

hormone prolactin (PRL), which lasts for 12 days. PRL secretion occurs in response to relief from
hypothalamic dopaminergic (DA) inhibition and stimulation by releasing oxytocin (OT). We have proposed a
mathematical model to explain the origin of rhythmic PRL secretion. The model consists of a system of delay
differential equations (DDE) and includes variables for the activity level of OT, PRL and DA cell populations.
The oscillatory mechanism in the model is the mutual interaction between DA neurons and lactotrophs. Prior
to CS, the system is in a stable state with a low basal level of PRL and a high level of DA. Following CS or
injection of OT, PRL and the DA levels start to oscillate. The rhythm termination factors (PL or some other
uterus factors) are modeled as an increasing function of time with a positive connection to the DA neurons.
After 12 days this factor suppresses the oscillation by stimulation DA neurons and the system returns to the
steady state. Joint work with M. Egli (Florida State University and Space Biology Group, ETH Zurich,
Switzerland), and R. Bertram and M. E. Freeman (Florida State University).

A. David Trubatch
United States Military Academy, Department of Mathematical Sciences, West Point, NY 10996

Soliton Dynamics in the Integrable Discrete Vector Nonlinear Schr6dinger Equation
The fundamental solitons of the integrable discrete vector nonlinear Schrodinger equation (IDVNLS)

retain many of the interesting properties of their continuous counterpart (i.e., the solitons of Vector NLS, also
known as the Manakov equation). In particular, the collision-induced phase shifts of the vector solitons can be
described by fractional linear transformations and constitute a solution of the set-theoretical Yang-Baxter
equation. Moreover, as in the continuous case, logical operations can be encoded in the vector-soliton
interaction such that it is possible to carry out general computations with the discrete vector solitons. On the
other hand, the discrete system contains composite soliton states that have no counterpart in the Manakov
system. These traveling breathers are related to a class of traveling breathers of the scalar integrable discrete
NLS (also known as the Ablowitz-Ladik equation). However, unlike their scalar, discrete counterparts the
composite solitons have a minimal nonlinear spectrum as solutions of the vector system.

Dmitri Tseluiko
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Nonlinear Stability of the Solutions of Modified Kuramoto-Sivashinsky Equations
We study equations that arise in the modelling of the wave motion in a perfectly

conducting viscous thin film falling down an inclined plane under gravity in the presence of an electric field
which is uniform in its undisturbed state, and normal to the plate at infinity. These are modified Kuramoto-
Sivashinsky equations with an additional non-local term due to the Maxwell stresses exerted at the interface
by the electric field. The numerical results show that the solutions of these equations are nonlinearly stable
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and exhibit a complicated behavior including chaotic oscillations as in the case of the usual Kuramoto-
Sivashinsky equation; the basins of attraction of chaotic dynamics is significantly affected by the presence of
the electric field, however, and this is seen as significantly larger windows in phase space where the global
attracting solutions exhibit complicated dynamics. The nonlinear stability of the solutions is also proved
analytically. The proof also leads to an upper bound estimate of the 2-norm of the solution in terms of the
length of the system and the electric field intensity parameter. Joint work with Demetrios T. Papageorgiou
(NJIT).

A. Kerem Uguz
University of Florida, Chemical Engineering Department, Gainesville, FL 32611

An Experimental Study on the Stability of Elliptical Liquid Bridges

The break-up point of an elliptical liquid bridge was investigated in a Plateau chamber using two
density-matched liquids. The objective was to show that an elliptical liquid bridge is more stable than a
companion circular bridge where the elliptical end plates are slight deviations from the circular end plates. The
semi-major axis of the ellipse was roughly 20% larger than the radius of the circle yet maintaining the areas
the same for both geometries. The volume in the elliptical liquid bridge was fixed to be the same as the
volume of the companion cylindrical bridge at its critical point and the end plates were parallel and oriented so
that they were not twisted with respect to one another. In this study, two different sizes of circular end plates
were used to confirm our results. The distortion amount, which was roughly 20%, was kept constant for both
cases and elliptical liquid bridge experiments were performed. It was found that the elliptical liquid bridge
break-up point is about 3% longer than its corresponding cylindrical liquid bridge demonstrating that an
elliptical liquid bridge is more stable than its companion circular liquid bridge. A theory showing that the
elliptical end plates do not break the classical bifurcation is presented. This supports the view that the elliptical
liquid bridge ought to be 'more stable than its circular counterpart. Joint work with N. J. Alvarez and R.
Narayanan (University of Florida).

A. Kerem Uguz
University of Florida, Chemical Engineering Department, Gainesville, FL 32611

Rayleigh-Taylor Instability with Shear-Induced Flow
It is known in the Rayleigh Taylor problem that there is a decrease in stability when the liquid is

sheared with a constant stress. This decrease in the stability limit has been explained with the symmetry
breaking effect of the shear. In this study, we prove that the fluid mechanics of the light fluid (vapor or liquid) is
important and it changes the characteristics of the problem. Shear induced Rayleigh-Taylor instability in an
open-channel flow and in a closed container is studied in this paper. For both cases, at the base state, we
satisfied the conditions for a flat interface between the two liquids and studied the stability of this base state to
small disturbances via linear stability analysis. In the open channel flow, the critical point remained unchanged
compared to the classical Rayleigh-Taylor instability, but the critical point exhibits oscillations and the
frequency of the oscillations depends on the wall speed. On the other hand, in a closed geometry, moving the
wall stabilizes the classical Rayleigh-Taylor instability and it does not show any oscillation at the onset of
break-up. We also applied weakly nonlinear analysis to study the nature of the bifurcation via a dominant
balance method and concluded that the problem shows a backward pitchfork bifurcation, as does the classical
Rayleigh-Taylor instability problem. Joint work with Ranga Narayanan (University of Florida).

Suleyman Ulusoy
Georgia Institute of Technology, School of Mathematics, Atlanta, GA 30332-0160

An Entropy Dissipation-Entropy Estimate for a Thin Film Type of Equation
We prove a lower bound on the rate of relaxation to equilibrium in the H1 norm for a thin film

equation. We find a two stage relaxation, with power law decay in an initial interval, followed by exponential
decay, at an essentially optimal rate, for large times. The waiting time until the exponential decay sets in is
explicitly estimated. Joint work with E.A. Carlen. Keywords: thin film, Lyapunov functional, entropy
dissipation.

Vianey Villamizar

Brigham Young University, Mathematics Department, Provo, UT 84602

Grid Generation with Curve Control and Its Application in Acoustic Scattering
A new algorithm to automatically generate two-dimensional boundary conforming coordinates, with

grid curve control, on multiply connected regions, is devised. The technique is based on the numerical solution
of the widely used Poisson grid generation equations. The physical domain D is transformed into a
topologically equivalent connected rectangular domain D' by defining a branch cut inside D. Grid curve control
over the multiply connected regions with one or more interior holes is established by appropriately distributing
grid points with the desired spacing on the branch cut, and on other boundary curves. From this initial
distribution of points, control functions present in the Poisson system are defined, creating a natural link
between clustering properties and the control functions. An iterative smoothing process relocating the branch
cut is described. As a result, a smooth grid retaining the spacing of the non-smooth initial grid is obtained.
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Tested hole shapes include a rose, an epicycloid, an astroid, and a pacman. These grids are used to
numerically solve acoustic scattering problems. Approximations of the pressure field and the scattered cross
section for arbitrary shape obstacles are obtained. Joint work with Joseph Mabey (Brigham Young
University).

X. Sheldon Wang
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

From Immersed Boundary Method to Immersed Continuum Method
In this talk, a new modeling method, the immersed continuum method (ICM), is proposed for the

coupling of different continua (fluid-fluid, fluid-solid, or solid-solid). This new method retains the same
strategies employed in the immersed boundary (IB) method [1] and the recent extensions, namely, the
extended immersed boundary method (EIBM) [2] and the immersed finite element method (IFEM) [3]. The
immersed continuum method deals with submerged continua (compressible or incompressible) which occupy
finite volumes within the surrounding fluid (or solid) medium. In the context of fluid-solid interactions [4] [5], like
EIBM and IFEM, in ICM, an independent solid mesh moves on top of a fixed or prescribed arbitrary
Lagrangian-Eulerian (ALE) background fluid mesh. The procedure of constructing an entire fluid domain over
both fluid and solid domains is similar to that of the fictitious domain method [6]. However, unlike the fictitious
domain method which is designed for immersed rigid bodies; ICM handles arbitrary immersed deformable
solids/structures. Furthermore, in order to handle submerged compressible continua and to circumvent the
stringent requirement for the time step size as demanded in the explicit time marching schemes in the IB
method, EIBM, and IFEM, we introduce in ICM an implicit formulation along with the combination of the
Newton-Raphson and GMRES iterations. The new attributes in ICM enable a wide variety of applications in
aerospace, mechanical, civil, and in particular bio-engineering fields. Several numerical examples in micro-
and capillary vessel hemodynamics are also presented for illustrative purposes.
Reference:
[1] C.S. Peskin, The immersed boundary method, Acta Numerica, 11: 479--517, 2002.
[2] X. Wang and W.K. Liu, Extended immersed boundary method using FEM and RKPM, Computer

Methods in Applied Mechanics and Engineering, 193:1305-1321, 2004.
[3] L. Zhang, A. Gerstenberger, X. Wang, and W.K. Liu, Immersed finite element method, Computer

Methods in Applied Mechanics and Engineering, 193:2051-2067, 2004.
[4] T.E. Tezduyar, Finite element methods for flow problems with moving boundaries and interfaces,

Archives of Computational Methods in Engineering, 8(2):83--130, 2001.
[5] K.J. Bathe and H. Zhang, "Finite element developments for general fluid flows with structural

interactions", International Journal for Numerical Methods in Engineering, 60: 213-232, 2004-
[6] R. Glowinski, T.W. Pan, T.I. Hesla, D.D. Joseph, and J. Periaux, A fictitious domain approach to the

direct numerical simulation of incompressible viscous flow past moving rigid bodies: Application to
particulate flow, Journal of Computational Physics, 169:363-426, 2001.

Xinli Wan
NJ Institute of Tec logy, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Influence of Surfactan n Air Entrainment at a Contact Line
We present a mo for the rolling motion of a viscous fluid onto a rigid substrate, in the case when

insoluble surfactant is present the fluid interface. The model is used to examine the influence of surfactant
on air entrainment at the line wh the fluid contacts the wall. In the absence of surfactant, an analytical
solution has been obtained by Benne and Timson (Stud. Appl. Math 1980) for the local flow field near the
point of steady attachment. They find t a steady local solution exists for all capillary numbers. In the
presence of surfactant, we find that there is ritical capillary above which steady shapes no longer exist.
This suggests that the presence of surfactant can to air entrainment for large enough capillary number.
Joint work with Michael Siegel (NJIT).

Wonsuk Yoo
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Model Selection Method using Reversible Jump MCMC Algorithm for Longitudinal Biomarkers
Markov chain Monte Carlo (MCMC) methods provide a very effective sampling base by generating

from extremely complex distributions but they can be used only within fixed dimensions. We consider a model
within a fully Bayesian framework which postulates a mixture for longitudinal data, for which one component
contains a change point and the other does not. While MCMC methods cannot be used in this trans-
dimensional situation which needs to move between different states or dimensions, the reversible jump
Markov chain Monte Carlo (Green 1995) allows a Markov transition between models with parameter spaces of
different dimensions, but holds the aperiodicity, irreducibility, and detailed balance conditions necessary for
MCMC convergence. It is particularly useful in the model selection procedure within the Bayesian context.
This paper focuses developing the algorithms of the reversible jump MCMC, and evaluating them on the basis
of the early detection. This paper can be valuable in Bayesian model determination using reversible jump
method since the algorithms are proposed based on usage of various auxiliary variables for dimension-
matching. The results from these proposed algorithms can be more reasonable because they allows various
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and realistic situation on the relationship between parameters of both models. We provide following steps:
birth, death, update and move steps on each iteration. We apply this reversible jump algorithm to Nutritional
prevention of Cancer Trial (Clark 1996).

Yun Yoo
Drexel University, Department of Mathematics, Korman Center 252, 3141 Chestnut Street, Philadelphia, PA
19104

Periodic Orbits Near a Saddle-Focus in Systems with Strong Contraction
We study a one-parameter family of three-dimensional flows near an Andronov-Hopf bifurcation

(AHB). We specify conditions on the global vector field that guarantee the existence of a rich family of
multimodal periodic orbits passing close to a saddle-focus. We identify two bifurcation scenarios for periodic
orbits depending on the character of the AHB and analyze the properties of the periodic orbits using
asymptotic techniques for ordinary differential equations. This work is motivated by the numerical results for a
finite-dimensional approximation of a free boundary problem modeling solid combustion.

Yuan-Nan Young
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Effect of Capillary Network Hemodynamics on Tumor Growth
A two-dimensional model of tumor necrosis, neo-vascularization and tissue invasion was recently

developed by Zheng, Wise and Cristini. This model describes the angiogenesis and vascular nutrient delivery
that occur during tumor growth; however, blood flow and other physiological details of transport in the capillary
network are not included. To improve this model, a two-phase (red cells and plasma) continuum model of
blood flow is used to estimate the local capacity for nutrient delivery within the network. This model includes
empirical relations describing known nonlinear effects (Fahraeus, Fahraeus-Lindqvist, and plasma skimming)
and allows calculation of the steady-state blood flow distribution within the network. Using calculated capillary
network blood flows to modulate nutrient delivery, it is shown how tumor growth and steady-state patterns
differ from those obtained assuming constant nutrient delivery throughout the network. Currently, blood flows
are calculated only at selected times during tumor growth, however in the future the blood flow pattem will be
updated simultaneously with tumor evolution. This is a joint collaboration with Daniel Goldman (NJIT), and V.
Cristini and X. Zhang (UC Irvine).

Yuan-Nan Young
NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Effect of Surfactant on Bubble Deformation
The effect of surfactant on bubble deformation is investigated using direct numerical simulations. In

particular we focus on the formation of long, thin thread due to the surfactant effect, and investigate the
possibility of local similarity solution that leads to pinch-off of the tin thread in the presence of insoluble
surfactant. In the second part of this investigation we include soluble surfactant and report how the formation
of the thin thread can be altered. This is a joint work with Jie Li (Cambridge University), and Michael Siegel
and Demetrios T. Papageorgiou (NJIT).

Hui Zhan
SUNY at Stony ok, Department of Mechanical Engineering, Stony Brook, NY 11794-2300

Adaptive Level Set ethod for Droplet Dynamics and Solidification in Sprayed Coating Applications
Sprayed coati s are formed by injecting a powder feedstock through a thermal plasma or

combustion flame, where e powder is melted. The resulting molten droplets are accelerated to high velocity
and impact on a substrate.. he droplets spread into disk-like pancake shapes called splats and rapidly
solidified. Agglomerating spi form a thick film coating with a distinctive lamellar microstructure,
characterized by the splat inte s or interphases. In this presentation, current status of thermal spray
research will be reviewed. An a nced numerical model based on the adaptive level set method is
developed that is capable of solving e deformation of the free surface, fluid instability, and evolution of
solidification interface simultaneously. In e new model conservation of mass is guaranteed and the solution
domain can be adaptively deformed depen 'ng on the solution process. Theoretical and numerical analyses
are performed to predict the splat-flattening tio and related the splat geometry with the droplet Reynolds,
Weber, Jokob numbers and substrate condition The numerical predictions are in good agreement with the
experimental data. Through studies, good underst ding has been achieved on the single splat formation and
the roles of kinetic, dissipation and surface energ s on the droplet spreading and solidification process.
Numerical and experimental studies are also perfo ed to study the splashing phenomena. Different
splashing mechanisms are proposed and confirmed with e experimental data. The fragmentation degree is
related to surface wetting, rapid solidification, substrate ughness and surface chemistry. The ability to
control and manipulate the splat formation will significantly adv ce the spray coating technology.

Kai Zhang
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TIMDA: A Toolkit for Integrated Genotyping Microarray Data Analysis
Background: TIMDA (Toolkit for Integrated Genotyping Microarray Data Analysis) is designed for

integrated data analysis for spotted single nucleotide polymorphism (SNP) genotyping microarrays.
Results: We have implemented TIMDA using Matlab, a powerful and popular engineering computing

programming language which integrates seamlessly the mathematical computation, analysis, visualization and
algorithm development. The framework of TIMDA consists of several function modules for microarray image
processing which implements precise gridding and robust segmentation techniques, data preprocessing,
genotype-calling which implements novel machine learning-based algorithms and Loss-of-Heterozygosity
which is used to study the genetic basis of certain diseases, Graphical User Interface and text and graphical
outputs. Each individual module works seamlessly with each other. Some modules, such as the image-
processing module, can also be singled out to work on their own. A user can also bypass some modules by
supplying with information generated from other software, which makes TIMDA a flexible framework.

Conclusions: We have done extensive testing of TIMDA, which shows that TIMDA is a powerful
framework for performing robust data analysis in genotyping microarrays.
Joint work with Li Jia, Marc Ma, Frank Shih, Yu Wang, and I-Jen Yeh (NJIT), Honghua Li and Hui-Yun Wang
(UMDNJ, Robert Wood Johnson Medical School), Tongsheng Wang (NJIT and Public Health Research
Institute), and Patricia Soteropoulous (Public Health Research Institute).

Yili Zhang
Rutgers University, Biological Sciences Department, Newark, NJ 07102

Modeling Recovery of Rhythmic Activity: Hypothesis for the Role of a Calcium Pump
The rhythmic activity produced by the pyloric network of crustaceans depends on the release of

neuromodulatory substances by axon terminals from adjacent ganglia. After these terminals are destroyed or
action potential transmission along these axons is inhibited (decentralization), the rhythmic pyloric activity
recovers spontaneously, but the process of activity recovery follows a very complex temporal dynamics that
involves the alternating turning on and off of the pyloric rhythm (that we term 'bouts'). This bouting period
lasts several hours after which a stable pyloric rhythm emerges.

We have built a model of the activity of a pyloric neuron to study the recovery of rhythmic activity after
decentralization. Our model is based on a dynamic oscillation of intracellular Ca2+ due to the interaction of
Ca2+ influx, Ca2+ diffusion, Ca2+ pump activity, and IP3 receptor activity at the endoplasmic reticulum (ER).
The model assumes that activity is monitored by sensors of intracellular Ca2+ concentration changes. The
three Ca2+ sensors represent biochemical pathways sensitive tuned to different frequencies of Ca2+ change.
They act as feedback regulators of Ca2+ and K+ conductances, and of Ca2+ pump activity. Our model
reproduces qualitatively accurately the dynamics of recovery after decentralization, particularly the transition
to a stable rhythm after a period of bouting. We observe that the regulation of the activity of the ER Ca2+
pump is key in the generation of this rich dynamics. Supported by NIH grant MH-64711 (J.G.). Joint work
with Jorge Golowasch (NJIT and Rutgers University).

Yongmin Zhang
SUNY at Stony Brook, Applied Mathematics and Statistics, Stony Brook, NY 11794

Modeling and Simulation of Fluid Mixing for Laser Experiments and Supernova
Recently, laboratory astrophysics has been playing an important role in the study of astrophysical

systems, especially in the case of supernova explosions through the creation of scaled reproductions of
astrophysical systems in the laboratory. In collaboration with a team centered at U. Michigan and LLNL, we
have conducted front tracking simulations for axisymmetrically perturbed spherical explosions relevant to
supernovae as performed on NOVA laser experiments, with excellent agreement with experiments [1]. We
have extended the algorithm and its physical basis for preshock interface evolution due to radiation preheat
[2]. The preheat simulations motivate direct experimental measurements of preheat as part of any complete
study of shock-driven instabilities by such experimental methods.

Our second focus is to study turbulent combustion in a type Ia supernova (SN ra) which is driven by
Rayleigh-Taylor mixing. We have extended our front tracking to allow modeling of a reactive front in SN Ia.
Our 2d axisymmetric simulations show a successful level of burning [3]. Our front model contains no
adjustable parameters so that variations of the explosion outcome can be linked directly to changes in the
initial conditions.
References:
[1] R. P. Drake, H. F. Robey, 0. A. Hurricane, Y. Zhang, B.A. Remington, J. Knauer, J. Glimm, D. Arnett, J.

0. Kane, K. S. Budil, and J. W. Grove. Experiments to produce a hydrodynamically unstable spherically
diverging system of relevance to instabilities in supernovae. Astrophysical Journal, 564:896-906, 2002.

[2] Y. Zhang, P. Drake, J. Glimm, J. Grove, and D. H. Sharp. Radiation coupled front tracking simulations for
laser driven shock experiments. J Nonlinear Analysis, 2005. In press. LANL report No. LA-UR-04-2381.

[3] Y. Zhang, J. Glimm, and S. Dutta. Tracked flame simulation for Type Ia supernova. In Proceeding of
Third MIT Conference. Elsevier, 2005. accepted.

Joint work with James Glimm, Paul Drake, Srabasti Dutta, John W. Grove, and David H. Sharp (State
University of New York, Stony Brook).
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Complete Transmission Through a Periodically Perforated Solid Slab
The propagation of a normal incident plane acoustic wave through a 3-dimensional rigid solid slab

with periodically placed holes is modeled and analyzed. The period of the structure S, the wavelength and the
thickness of the slab L are order one parameters compared to the characteristic size of the holes R, which is a
small quantity. Scattering matrix techniques are used to derive expressions for the transmission and reflection
coefficients of the lowest mode. These expressions depend on only the transmission coefficient of an infinitely
long slab with the same configuration. An infinite system of algebraic equations of the transmission
coefficients is derived and solved approximately by exploiting the small parameter R/S. It turns out that the
structure is transparent at certain frequencies which could prove useful in narrow band filters and resonators.
Joint work with Gregory A. Kriegsmann (NJIT).

Ivan Zorych

NJ Institute of Technology, Mathematical Sciences Department, University Heights, Newark, NJ 07102

Bayesian Models for Location Estimation in Wireless Networks
The Bayesian modeling approach is used to study location problems in wireless networks using

Markov Chain Monte Carlo methods in DAGs (directed acyclic graphs). Nonhierarchical and hierarchical
Bayesian models are investigated, as well as penalized Bayesian splines and bivariate splines in combination
with a particle approach. Two different data sets are used to illustrate proposed models. (Joint work with D.
Madigan, Rutgers University.)
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