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PREFACE

There are a number of options for modulation formats in optical fiber and free-space lasercom systems.
There are a seemingly even greater number of options for receiver architectures. Although most of these
possibilities and combinations have been analyzed in journal publications and textbooks, there does not
seem to be a single place to look for all relevant results concerning these options. Furthermore,
comparisons of the options do not seem to have been methodically tabulated.

In this work, then, we will present, describe, analyze, and compare the theoretical communications
performance metrics of the most common optical modulation formats paired with the basic classes of
receiver types.

Before we start, however, we must warn the reader that this material is not presented in the style of a
standard textbook, with the concepts painstakingly developed and derived from first principles. The style
we have taken throughout is to present the required mathematical formulas and show the performance
curves, but to give only the sketchiest of derivations, if any. Similarly, detailed references are given in
only some cases although the more general textbook references listed may help to fill in many missing
details. It is hoped that the specific topics discussed, the formulas presented, and the several references
given, along with some simple library and web search skills, will lead interested readers to as much extra
development and detail as they find interesting or useful.

Despite what this report is not, though, we hope that, as a compendium, it will find utility for the

communications engineer and analyst. We have also tried to sprinkle throughout comments, observations,
and opinions that are not generally found in technical treatises. We hope these are useful to the reader.

XVii




1. INTRODUCTION

The most common transmission formats used in optical communications systems include on-off keying
(OOK), phase shift keying (PSK), and the so-called orthogonal modulations—pulse position modulation
(PPM), frequency shift keying (FSK), and orthogonal polarization shift keying (POLSK). (Of course,
optical signaling has at least as many other variants as classical radio and electronic signaling, but we will
constrain ourselves in this report to the listed formats, which have been used traditionally.) For each of
these, we will examine several receiver architectures, including preamplified, heterodyne, homodyne,
photon counting, and optimum quantum. We will examine both coherent and incoherent receivers when
applicable. Metrics to be examined include the bit and symbol error rates of uncoded systems and the
channel capacity and computation cutoff rate of coded systems. For these, we will examine both hard-
decision and maximum-likelihood (soft-decision) algorithms.

We will be assuming that the system is noiseless in that only transmitted photons are received and that
additive noise in the receiver can appear only due to imperfect reception mechanisms. Obviously, in a real
system, these assumptions would need to be examined and likely relaxed.

Radio frequency (RF) signals are generally modeled with the viewpoint that they would have been
perfectly measurable, if only the additive noise at the receiver had not corrupted the measurement. On the
other hand, the quantum nature of optical signals—even noiseless signals—means that they are, at their
core, not perfectly measurable. Errors are made because of this quantum measurement inadequacy, not
because of the corruption of any additive noise (unless, of course, noise is also added at the receiver, such
as by an optical amplifier). The best receivers are based on knowledge of this property.

The generic communication system we will be discussing is shown in Figure 1. Bits are presented to the
system by an external data source. We may decide to use error-correction coding to improve power
efficiency. The encoder maps groups of source bits into groups of encoded “channel bits.” These encoded
channel bits may be further mapped into “channel symbols,” which then direct the operation of the
modulated optical signal generator. (In fact, the bits-to-symbols mapping may have been done at the input
to the encoder or in the encoder itself.)

To increase transmitted power, there may be an optical amplifier. The (lossy) channel is here assumed to
include everything—transmitter optics, beam spreading losses, channel attenuation, and receiver optics—
between this amplifier and the receiver, which then makes measurements of the channel symbols. Finally,
the outputs of this receiver box are fed to a de-mapper and/or decoder, whose outputs are estimates of the
original source data bits and which are sent on to the destination. Modern systems may combine certain of
these functions in various ways, but we will use this block diagram with the understanding that variants

will have obvious analysis extensions.
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Figure 1. The optical communication system.

The structure of this report is as follows:

Preliminaries
e System Options and Requirements
e The Classical Receivers

Information Theory of Classical Systems

e Notation and Basic Error Probability Formulas for Classical Systems

¢ Classical Channel Capacity
e Classical Computation Cutoff Rate

Information Theory of Quantum Systems

Modulation Formats
e Generalized On-Off Keying
e  Orthogonal Modulations—PPM and FSK
e M-ary Phase Shift Keying (MPSK)

Comparisons
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For those readers interested only in the performance results, the Preliminaries sections can be skipped.




2. PRELIMINARIES

2.1 COMMUNICATION SYSTEMS OPTIONS AND REQUIREMENTS

Possibilities for signal generation depend upon the existence of technologies that can vary, at the desired
symbol rate, the parameter of interest and then can send the constructed signal, at adequately high power,
to the receiver. Thus, the selection of formats will be directed by the availability of, for example, direct
laser modulation of amplitude, wavelength, or phase; or of external modulation of amplitude,
polarization, or phase. Further, the availability of peak- vs average-limited power generation will favor
certain choices.

Once a transmission format has been selected, there exists a hierarchy of receiver structures that can be
employed, depending on what is easily known or measurable at the receiver. Selection here will depend
upon knowledge of signal frequency (or equivalently wavelength), phase, amplitude, spatial properties,
waveform shape, timing, and polarization. This selection is also driven by available receiver technologies
with adequate bandwidths.

Each pairing of a modulation format with a receiver structure has its own set of analytical tools and
derived performance. To walk through this tree of possibilities, in this work we will first examine the
analysis mathematics applicable to the various receivers and then apply them to each major family of
modulations.

Therefore, let us first survey the main receiver types.
2.2 THE CLASSICAL RECEIVERS

Noiseless Photon Counter

In this theoretical device, we make the classical assumption of photons being detected with Poisson
statistics at a rate proportional to the instantaneous signal power.

N (1)
P/’ui\(klN)E—l\Te_N k=0.1,2, ...

Here, P, is the probability of counting k photons in a measurement period where N is the average
number of photons (possibly fractional) that could have been expected in such a period. The perfect
photon counter has a detection efficiency of 1. (We also assume in this work that there are no noise
photons in such a system. Since performance in noise can be shown to depend on two parameters—the
signal photons per symbol and the noise photons per symbol—and not just their ratio, as in RF systems,
we will not cover this case in this work. Technologies presented here, however, have direct applicability
to the noisy case, with noises also modeled as photons counted with Poisson statistics.) Thus, at an
average arrival rate of A photons per second over a time of T seconds, we see that N = AT. We can also




see that there is always a finite probability of not detecting a photon (i.e., counting O photons) when a
signal is actually present, and this probability is given by

PI’ni.\(Ol N) = ()7N' (2)

(Note that for a signal with a received power such that there is, on average, one photon to be detected per
period of time, if we count photons over many such periods of time, we will count zero in 1/e or 37% of
them.) In modulations based on the existence or non-existence of pulses, then, errors with such a receiver
will be made only if pulses were “supposed to” exist but were not detected. (This fact is sometimes called
the quantum limit, but we will see that there are better uses for this term.)

True noiseless photon-counting devices with high detection efficiency and wide bandwidth are difficult to
build. Technology for them is rapidly growing, however.

Heterodyne

The architecture for a (balanced) heterodyne front end is shown in Figure 2.

—

Received
signal > 3-dB Bandpass Coherﬁnt ort
; —1 noncoheren
at A, splitter . matched
. [ E filter(s) detector
Stronglocal . | Frequency |q----- L
oscillator at A,+A control

Figure 2. Heterodyne receiver (balanced configuration).

At the receiver, a strong local oscillator (LO) laser beam is combined, in a beam-splitter, with the very
small incoming optical signal. The LO is constant amplitude (or constant wave, CW) and its wavelength
is selected (or controlled) to be near but not equal to the wavelength of the received signal. (Note:
polarization must also be matched in classical heterodyne receivers, but there are variants that do not
require polarization [14].) The combined signal is detected at (a differenced pair of balanced) square-law
devices whose electrical output can be shown to be a sum of the “beat signal” between the two signals
plus the so-called shot noise induced by the photons in the small, received signal. By the selection of the
wavelength offset, the electrical beat signal comes out at a desired intermediate frequency. With proper
choice of this frequency, standard RF radio receiver techniques, such as electrical filtering, etc., can be
employed in further processing. Thus, this heterodyne front end can be followed by a simple square-law
detector, by frequency-selective elements, or by coherent receivers, all in the electrical domain.




When the local oscillator power is very large compared to the received signal power, the output electrical
signal is well modeled as an undistorted but amplified copy of the input optical signal, now embedded in
white Gaussian noise and with its carrier frequency now set at the intermediate frequency. Since phase
(relative to the LO) has been preserved, either coherent or noncoherent techniques can be used in further
processing and in the detection process.

It is well known that the optimum processing to perform in additive white Gaussian noise is to apply a so-
called matched filter, matched to the signal, with the output of the filter then sampled at the point of
largest signal-to-noise ratio (SNR). (See, for example, [17].)

This sampled output has an SNR equal to (as described in RF systems) E/N, (signal symbol energy
divided by the noise spectral density). It can be shown that for our heterodyne receiver, this value is equal
to the input photons-per-symbol! With this equivalence, we see that all discussions and analyses of

classical receivers in this work are applicable to RF systems.

The probability density function of the sampled output signal, properly normalized, at the output of a
coherent receiver is Gaussian

.f(;(-“_ 2N.s‘) . 3)

where

£ (] X ™
AX) = xPl——
G e L

and its cumulative distribution function is
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There are many algorithms for efficiently calculating this well-known function.




A constraint on heterodyne systems is that the wide bandwidth electrical lasercom signal must appear on a
carrier at an intermediate frequency, which means that the detection and the electrical processing must be
done with a total bandwidth likely 1.5-3 times as wide as the lasercom signal itself. This is illustrated in
Figure 3.
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Figure 3. Heterodyne signal structure.

Another constraint is that the local oscillator must be strong enough (a) to allow the output beat signal to
well-approximate an undistorted signal in noise and (b) to allow the heterodyne “gain” to be large enough
that the Gaussian noise level, set by the incoming signal, is larger than any intrinsic thermal noises in the
detection and post-processing electronics.

For so-called quadrature modulations—meaning that the signal varies in the two dimensions, in-phase
and quadrature—it turns out we will need to calculate the two-dimensional Gaussian probability of the
plane missing a wedge-shaped section, as shown in Figure 4.

Figure 4. Definition of Craig’s function.




Although there have been many versions of formulas defining this probability, Craig’s function [7],
which can be expressed as

: sl
EEI=S | &P " 2 sin (9)

0
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seems to have the best properties, including its ease of numerical integration and the fact that the SNR
value is presented linearly in the exponent of the integrand. Here, 012 is the symbol signal-to-noise ratio.

Homodyne

The architecture for a homodyne front end is shown in Figure 5.
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Figure 5. Homodyne receiver (balanced configuration).

The difference between homodyne and heterodyne is that the homodyne local oscillator is at exactly the
same wavelength/frequency, polarization, and optical phase as the incoming signal. The output beat
signal is thus a coherently derived baseband signal (near DC). There is no intermediate frequency carrier.
The expanded-bandwidth requirement of the heterodyne system is thereby avoided. Furthermore, it can be
shown mathematically that the signal-to-noise ratio at the output of the filter/sampler is double that of
heterodyne—that is, 3 dB better—due to the lack of an “image” signal at minus frequencies. (See Figure 3.)
The probability density function of the output of a homodyne receiver is the same as that of heterodyne, but
as if the SNR were twice as large.

The drawbacks of homodyne are that (a) an optical phase-locked loop with very tight coupling back to the
input is required to keep the LO in phase with the received signal and (b) the “baseband™ output really
only carries amplitude and sign information and thus supports only one-dimensional signals. Variations of
this architecture that try to measure two-dimensional, phase-related modulations (such as QPSK—where
a homodyne QPSK receiver splits the signals with an optical hybrid [3]) turn out to give performance that
is no better than heterodyne. On the other hand, such a homodyne QPSK receiver allows for a coherent
QPSK receiver with only baseband electronics, a significant advantage over QPSK heterodyne with its
large receiver bandwidth requirement.



Preamplification

A perfect optical preamplifier is very like an RF amplifier: it takes a very small (noiseless, in this
discussion) optical signal and amplifies it with no distortion up to a more usable level, with the cost of the
addition of a certain amount of noise. This output signal level is defined as that level such that further electro-
optical processing adds only a negligible amount more noise. As in RF amplifiers, noises in the amplifiers we
will discuss (e.g., doped fiber amplifiers) are well modeled as additive, white Gaussian processes.

We will assume the most efficient optical amplifiers with 3-dB noise figures. This can be shown to
correspond to the fact, as in the heterodyne receiver, that the total signal-energy-to-noise ratio in a match-
filtered post-amplifier symbol measurement is equivalent to the average number of symbol photons seen
at the input [22].

Note that certain properties of an optically amplified signal are the same as those of the electrical
heterodyne signal: the desired signal is at a level that is easier to detect with many types of detectors and
the otherwise noiseless signal is now embedded in white Gaussian noise. However, the heterodyne signal
has been converted to an electrical signal on an IF carrier. The preamplified signal is still optical at its
original wavelength. Usually, the detection process is noncoherent because if a coherent method had been
available, then a coherent optical receiver would likely have been available. We should also note that
optimal matched filtering in an optically amplified system must be in the optical domain since only a
certain fraction of the noise effects can be removed post-detection. Usually, it is difficult to achieve true
optical matched filtering, although adequate approximations are available [6].

We should make one important note here. The small, noiseless, but inherently unmeasurable input optical
signal has properties very different from an amplified version of it, which has had classical Gaussian
noise added to it. We will discuss this further in Section 4.

A signal that is preamplified, optically match-filtered, envelope-detected, and sampled has the Rician
probability density function

&j&][('((l,-) ’ (7)
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where r is the envelope of the signal being measured (7~ is the power) and where the envelope of the
desired signal measurement is

a=+2Ng . (8)




The randomness exists because of the narrowband (due to the matched filtering) Gaussian noise in the
signal. When there is no signal, only noise, this density function becomes Rayleigh,

Sray (1) = fri. (0,1) 9)
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The cumulative distribution function of the Rician density is called the Marcum Q function

QO(a,b) = J.j'R“ (a,rydr .
b

There are a number of published algorithms for efficiently calculating this function [21].

In the case of quadrature modulations with noncoherent detection, we will need to calculate the
probability of measuring phase differences over wedge-shaped areas of the 2-D signal plane. With many
similarities (by design) to Craig’s function above, Pawula [15] showed that the relevant probability can be
written as

- (1)
P sin” () d
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This function is also amenable to numerical integration.

Real Detectors

Options discussed so far—photon counting, preamplified, and heterodyne and homodyne—assume perfect,
noiseless detectors. Real-world detectors add noise to varying degrees. Avalanche photodiodes (APDs), for
example, can operate like photon counters but with appreciable noise. (Generically, systems that make
measurements of signal levels, and possibly add noise, are known as Direct Detection systems.) Although
real detector models should be used when analyzing real receivers, their performance is not fundamental and
depends on device design parameters that trade off certain inherent noise properties. Therefore, we will
restrict ourselves to the basic receiver models. For communications system variants that require analyses
with other noise or distortion features, it is left to the reader to extrapolate from the results given here.

2.3 REQUIREMENTS OF THE CLASSICAL RECEIVERS
We can see, from the previous discussions, that there exists quite a range of receiver structures that can be

employed. Each receiver type has certain requirements for what it needs to know, deduce, or control. In
this section, we will examine more closely these requirements.




The one universal requirement is timing. All receivers need to know, or deduce, symbol timing. In fact, in
our noiseless system, a photon counting receiver can do without any other knowledge, although practical
limitations mean that the wavelength must be within the bandwidth of the detector.

A preamplified receiver requires, in addition, knowledge or control of, to some degree, (a) wavelength—
in order to fall in the band of amplification and the matched filter; (b) spatial properties—because many
optical amplifiers have single-mode characteristics; (c) polarization—because opposite-polarization
amplifier noise, if any, needs to be filtered out for best performance; and (d) baseband waveform shape—
because optimal filtering of the post-amplifier Gaussian noise requires a matched filter based on this shape.

Heterodyne and preamplified receivers require knowledge and/or control of wavelength, polarization, and
spatial properties in order to generate a local oscillator that mixes with the signal. Homodyne receivers
require, in addition, knowledge and/or control of the optical phase. As in the preamplified receiver, the
added Gaussian noise requires a filter matched to the baseband waveform, although in the heterodyne and
homodyne cases, as mentioned above, the filter is electrical.

We will assume throughout our analyses that fully matched local oscillators and matched filters are
available in our receivers, in addition to perfect symbol timing.

Because the homodyne receiver uses the phase of the incoming signal and measures only signal
amplitude, it is a so-called coherent receiver, to be analyzed later. Since the output of the heterodyne
system is an electrical IF signal, its follow-on electronics can employ either coherent detection
techniques—using the deduced electrical phase of the IF carrie—or noncoherent techniques—measuring
only electrical power using square-law detectors. Once again, both of these coherent techniques require
electrical matched filters.

We must next decide how we wish to make and process our measurements. If the modulation requires
deducing the presence or absence of a pulse, there are several possibilities. In a noiseless, photon-
counting system, counting any photons vs counting no photons makes the decision simple. In
preamplified, heterodyne, and homodyne systems, the added Gaussian noise means that optimum
detection of a pulse requires both a matched filter and a threshold that divides outputs into those
announced as “pulse” and those announced as “no pulse.” The optimum threshold must be based on
knowledge of the signal and noise levels, which both must be either measured or known a priori.

Optimum quantum receivers, to be discussed at length later, will be seen to require knowledge of all of
the parameters discussed so far.

Finally, once the signal has been “received,” a receiver can then select one of several types of
measurements, summarized in Figures 6 and 7. If there is no decoding to be done, bits or symbols must be
decided upon, in so-called “hard decisions.” If there is a decoder, a number of options are possible.

For a decoder to make maximum-likelihood (ML) decisions, it uses all the information it gets from the
receiver. If hard decisions are all it receives, then the decoder’s ML decision is equivalent to assuming a




constant average signal-to-noise ratio (SNR) through all the symbols. If the receiver can make other
measurements of the received waveform, then the decoder’s goal is to use this information in its ML
decisions.

The optimum receiver calculates the likelihood of all possible code words (possibly a huge number), each
of which may last many bits. The decoding decision is made by choosing that code word that had the

greatest (maximum) likelihood.

In classical communications systems, these likelihoods can be built up by first making amplitude and/or
phase measurements independently on each channel symbol. (These are sometimes called “soft decisions™
because they are measurements of information concerning the symbols, without actually making the
“hard™ bit decision.). Then, a processor constructs, usually implicitly via complex mathematics, the
likelihood estimates of all possible received code words and then finally makes its code word decoding
decision. Both hard- and soft-decision techniques are available to us for photon-counting, heterodyne,
homodyne, and preamplified systems. We will see, however, that quantum optimum systems have
different properties in each of these steps.
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Figure 6. Binary receiver options.
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Figure 7. M-ary receiver options.
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All of the requirements for the different receivers are summarized in Table 1. The table shows which
receiver types need knowledge or control of which parameters. It also lists the subsystems typically used
to estimate the parameters. The modulations assumed include OOK, orthogonal modulations, and PSK,
all of which will be described in Section 5.
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Knowledge Requirements of Communications Receivers
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Now that we have finished this whirlwind tour of receivers and have introduced the mathematical
functions needed for their analyses, we will examine the metrics of communication system performance.




3. INFORMATION THEORY OF CLASSICAL SYSTEMS

3.1 NOTATION AND BASIC ERROR PROBABILITY FORMULAS FOR CLASSICAL SYSTEMS

We will need to distinguish between peak and average powers as well as energy per pulse, bit, and
symbol, so we propose the following notation throughout: Whether a channel symbol corresponds to a
single bit or multiple bits, we will call it “channel symbol.” Let Np be the average number of photons in a
received pulse, Ns the average number in a channel symbol, and N, the average number in the time
corresponding to a source bit. Let Tp be the time duration of a pulse, T the time duration of a channel
symbol, and 7, the time duration of a source bit. We thus have that Np/Tp is the (pulse-averaged) peak
received power and Ng/Ts is the average received power. Relationships between the various parameters
will be explained for each format.

For soft-decision systems, we use the notation Pyx(y|k) to represent the probability density function of
receiving the (sampled) random quantity ¥ = y given that the kth symbol at the input X was sent. (We can
also see that an even more general case allows nonquantized inputs, X). We may drop the subscripts X and
Y when the variables are obvious. The value y may be the single voltage sample at the output of a
matched filter, or it may correspond to a vector of measurements of M sampled filter outputs. We number
these symbols from O to M — 1. For hard decision systems, we use the notation Pyx(ilk) to represent the
probability that symbol i is announced by the receiver when symbol k is sent. For M-ary and coded
systems, we use the notation p; to mean the input probability (or frequency, or prior probability) that
symbol i is sent.

The average probability of a hard decision M-ary symbol error is given by the formula

M-1 M-I l2)

Fs = Z ZPAP)’L\'(./.lk)
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= ]_Z/),'P)'L\'(jlj),
j

which, for binary systems, is equivalent to

P, = p,PO| 1)+ p,P(1]0) - (13)

Note that, if po = p;, then a symbol error is equivalent to a bit error, P,, where we let P and P, be,
respectively, the symbol and bit-error probabilities.
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Remember from basic probability theory that

M . (14)
ZP)'L\' (Jjlk)=1
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where we let Py(j) define the unconditional probability density function of the output, Y = ;.

In Section 5, we will investigate two basic classes of modulations: binary, and nonbinary. The nonbinary
modulations we will investigate will all have a certain symmetry in that each of the M signals is related to
the set of remaining signals in the same way. That is,

P(jlk)y=P(j+1|k+1) (16)
=P(j-k|0),

where the sum and difference are taken modulo M. Since no signal’s relative properties are different from
any other’s, we will be assuming that the prior (i.e., the input) probabilities are equivalent, i.e., p, = |/M
for all k in the symmetric M-ary system. In this case, Equation (12) would reduce to

P, = 1- P(0|0). (17)

Furthermore, Equation (15) would reduce to

P(jy=1/M, (18)

which means that, in such symmetric systems, the outputs are also equiprobable.

One last topic regarding M-ary symbols is the mapping of bits into symbols and the symmetrical problem
of mapping received symbol decisions into source bits. It is of interest to know the error probability of the
final bits when it was the symbol error probabilities that are usually calculated. Of course, every system’s
unique mapping needs to be examined on its own merits. However, in many mappings—in particular so-
called Gray-code mapping, where there is exactly one bit difference between subsequent symbols—it can
be shown that the probability of a bit error is

(19)




3.2 CLASSICAL CHANNEL CAPACITY

Definition

Channel capacity is the theoretical maximum rate at which source data can be transmitted error-free over
a noisy or quantum channel to the destination. It is the modern metric against which all communications
system performance should be compared. Capacity, C, is a function of the average number of photons
per channel symbol that is available at the destination. It is usually calculated in (source) bits per channel
symbol time, a rate, but can also be specified in source bits per second or some related, correctly
normalized quantities.

It is known that certain long, complex coding schemes exist that can allow a communication system to
approach this performance limit. A code at rate R < I means that the code transmits 1 channel bit for
every R source bits. If we employ a capacity-achieving code, i.e., a highly efficient code at code rate, C,
then, by definition, it will be able to achieve error-free transmission through the channel at the theoretical
minimum power per original source bit.

The error probability of a coded system is lower-bounded by the following formula [17],

P >H "[1__6‘(’”\’/,)} (20)
b= )

R
where the binary entropy function is defined as,

H(p)=—[plog(p)+(1—plog(1—p)]. (21)

We will use only base-2 logarithms throughout. This entropy function is plotted in Chart 1.

In Equation (20), C(Ny) is the capacity in source bits per channel symbol as a function of photons per
symbol, Ns, and R is the code rate employed. (Thus, R N, = Ns ). Since H(p) is positive, we see that the
error rate cannot go to zero if R > C.

Capacity Formulas—Hard Decision

In this section, we will give the basic formulas for classical channel capacity. We will present the
formulas for both hard- and soft-decision systems. We will also provide some special cases, which we
will refer to later.

Classical channel capacity for hard-decision systems can be calculated as [11]
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where Py (j) is the average probability that output j is produced.

(We are using the term “classical’ here to distinguish it from the optical quantum systems, to be described
in the next section). This value has units of source bits per channel symbol. The formula is shown as a
maximum over all choices of prior probabilities since this is usually a free parameter for the system
designer.

The formula can also be written in a way that shows the symmetry between the input and the output.

(Capacity is based on the average mutual information between the inputs and the outputs.) The following
equation is equivalent to Equation (22):
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For a binary input/output channel, we can rearrange Equation (22) to be

C(.:mlz’lx*{H‘p,P(llI)+pUP(1 |0y = p,H [ P(1]0y —p,HIPO | 1]} . (27)

In the case of symmetric M-ary modulations, the formula for channel capacity reduces to

C.=log(M)+Y_ P (jl0)logP(j|O), (28)
]

which, when describing the binary symmetric channel (BSC; M =2, p, = po= 1/2) further reduces to

C.=1-H[P(1|0)]. (29)

Channel capacity for the BSC as a function of symbol error probability, P (0| 1), is plotted in Chart 2.
This curve shows us the symbol error probability at which a channel capacity-achieving code will
“operate.” Notice that the lowest rate capacity-achieving codes can operate with quite high crossover
probabilities.




Capacity Formulas—Soft Decision

For a soft-decision system, classical channel capacity is calculated as (with the most general, analog

transmitted inputs, X)

v 1 P ( -\. .\‘)
Cc = sup II’.X'(~\‘)/’)'|,\-(."|X)logM—
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dxdy
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or, for a more typical M-ary input alphabet,
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Perhaps a more useful way to write Equation (32) is
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From this, the special case of binary systems reduces to
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or, equivalently,
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The soft-decision capacity using M-ary symmetric signals reduces to

(v|k) (38)
10o(M)—J‘p(\|0)logl+le \\:O :
k=1

We should note that the measurement, y, here may actually correspond to a vector of measurements (such
as the outputs of several different filters), and thus the integration over y may be a multiple integration.

Except in very special cases, we will find that soft-decision channel capacity needs to be calculated via
numerical integration because of the log inside the integral. For the even more complex multiple-integral
version, a technique often used is to notice that the integral is a kind of expected value. Thus, a Monte
Carlo simulation using computer-generated random variables can be used.

It can be shown (and was shown by Shannon in his seminal work) that starting with Equation (30) and in
an otherwise unconstrained additive Gaussian noise channel, the channel capacity is [18, 19]

C. = log(l+Ny). (39)

(For the receivers we will examine, this formula will be relevant to the coherent heterodyne architecture.)

As discussed in an earlier section, the noise in a homodyne receiver is also Gaussian but at half the level.
Since homodyne systems do not allow for quadrature information, however, they are only half as
bandwidth efficient as heterodyne.

The capacity curves for heterodyne and homodyne unconstrained signals are plotted in Chart 3.
(Sometimes the heterodyne equation is shown with other factors of 2, when the normalization is with
respect to dimensions. Equation (39) is correct for source bits per channel usage.) This ultimate capacity
can be achieved using Gaussian-distributed, i.e., not quantized to M levels, source signal values.

Measure of Efficiency

Although the basic value of channel capacity—source bits per channel symbol at a given symbol photon
count—is highly useful, we sometimes want to know the cost of achieving a certain data rate as opposed
to knowing the data rate achievable at a certain cost (signal power). A way to do this is to calculate the
photons required per source bit as a function of some speed or redundancy property of the code. We will
present this efficiency at channel capacity vs bandwidth expansion, where bandwidth expansion is a
combination of the expansion due to the code parity check overhead plus the expansion due to
modulation.

Since N5 = average photons per channel symbol, and C¢ = source bits per channel symbol, we see that
Ns ! Cc = average photons per source bit. That is, Ng/C¢ is the number of photons required at the receiver




in order for a system to reliably deliver source bits using a channel-capacity-achieving code of rate Ce.
The bandwidth expansion due to coding is just 1/C¢, and the bandwidth expansion from modulation must
be calculated on a case-by-case basis. As an example of efficiency at channel capacity, see Chart 4, in
which we have plotted the efficiency of the Gaussian channel capacity for both heterodyne and homodyne
systems. Notice that heterodyne efficiency bottoms out at In 2, or —1.59 dB (with homodyne 3 dB lower).
Thus, with a (high bandwidth, low code rate) capacity-achieving code, we should be able to transmit
source bits at rate R, by delivering to the heterodyne receiver R, In 2 photons per second. We can also see
that heterodyne becomes more efficient than homodyne for normalized bandwidths less than about 0.631.

3.3 CLASSICAL COMPUTATION CUTOFF RATE

Definition

For many years, the computation cutoff rate (sometimes called computational cutoff rate or even just
cutoff rate) was considered the maximum rate achievable by buildable codes. With the advent of turbo-
codes and their progeny, classical channel capacity (which is greater than cutoff rate) is now known to be
essentially achievable, although the cutoff rate, R¢ (sometimes called Ry) is still a good upper bound for
many classical coding schemes. It is similarly parameterized as source bits per channel symbol.

Cutoff Rate Formulas—Hard Decision

The classical computation cutoff rate for hard-decision systems is defined by the formula [11]
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For a general binary channel, this formula is
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For our symmetric M-ary channel, we find
R.= |og(M)—2|og{Z,/P<k|0)]
k

which, for the BSC, further reduces to

R, =1-log [1+ 2P| O)P(Ol())]

The cutoff rate for the BSC is shown in Chart 5.




Cutoff Rate Formulas—Soft Decision

For a soft-decision decoder, the classical computation cutoff rate is

(44)
R. =-log {i})f.[“p\, (X)pyy (¥ ] x )”zdx}_ d)}
.
for the most general analog input case. For the more typical discrete, M-ary input case, it is
2 (45)
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For a binary input system, this reduces to
(46)

R, :—log{ 1=2p,p, +2psp, Iw/P( v]0)p(y| l)d.\'}

As in the capacity calculation, we should note that the measurement, y, may be a vector of measurements
and thus the integration over y may actually be a multiple integration.

We can see that the soft-decision cutoff rate is made up of the log of sums of integrals, each integral being
the geometric mean of two density functions. Such an integral is called a Bhattacharya coefficient. Let us
define this integral, with a nonstandard but easily understood notation, as

B(f(v),g(v))= J‘\/f(_\')g(‘\')d_\' ! (47)
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In the M-ary symmetric case, the cutoff rate can be reduced to

(48)
R, =log(M)— log[Z@[P( v|0), p(y|k )]} :
k

For the BSC, the soft-decision cutoff rate further reduces to
(49)

R, =1-log [1+8[p(y]0), p(y| D]

It can be shown, starting with Equation (44), that in an otherwise unconstrained additive Gaussian noise
channel, the cutoff rate for our heterodyne system is [20]

> > (50)

. N.Y N
R, = ] 1+N~‘ - l+[—’j +log, 1 1+ |+(&]
In(2) 2 2 2

= R(»(Nx ) -

As in our capacity calculations, the version for homodyne is 3 dB better, but half as bandwidth efficient.
These formulas are plotted in Chart 6. The efficiencies at these Gaussian channel cutoff rates are plotted
in Chart 7. We see that they bottom out at 2 In 2, or 1.42 dB, and In 2 or —1.59 dB, exactly 3 dB higher
than the efficiencies at Gaussian channel capacity for heterodyne and homodyne.

Calculation of these cutoff formulas is much simpler than those of the soft-decision channel capacity.
Very often, Bhattacharya coefficients even have a closed form.




4. INFORMATION THEORY OF QUANTUM SYSTEMS

It has been known since the 1960s that the optimum approach to optical signal detection is based on
quantum state descriptions and projection operators. As we are interested only in optical systems in which
there is a large loss between the transmitter and receiver, we will be considering only so-called pure,
coherent states. In these cases, solutions to the mathematical optimizations have been found for most
relevant formats.

Interpretation of the mathematically optimum receivers as implementable physical systems is still
largely unknown and the topic of much research.

The following section is an extremely cursory introduction to the relevant theory and mathematics. (See
[12] or[13] for more.)

Definitions

Quantum states are described using infinite-dimensional vectors 'l//> in a Hilbert space over the field of
complex numbers, with Hermitian conjugate vectors <l// , inner products <l//1!7> , outer products |l//><l//}
and matrix trace Tr(.) defined in the obvious ways. It is the outer product that describes a so-called pure
state.

A coherent state has the further description

S

i)

@) =exp-laf /2) 3

n=0
for some complex number, o, where |n>are orthonormal, so-called number eigenstates. (It is

straightforward to deduce the Poisson counting statistics from this model.) Thus, the inner product
between two coherent states can be calculated to be

|{a| B)=exp(~|a— B ) (52)

and so

(a]a)=1. (53)

Notice that, by Equation (52), there cannot be truly orthogonal coherent states.

As in the classical description, transmitters can select a coherent state signal to transmit with prior
probability p;.




Measurements at the receiver are described by so-called probability operator measures, which are sets of
nonnegative-definite Hermitian operators, summing to the identity. For the optical systems we are
interested in, the signal states are coherent, pure, and linearly independent [12]. In this case, the operators
can be shown to take the form of outer products, called projection operators, of orthonormal vectors,
‘17A > , which sum to the identity

Zl’h X |=1 - (54

It is the task of the receiver designer to find the set of I7A> to optimize the relevant metric.
Unfortunately, measurements described by operators do not (yet) have simple physical interpretations.
Thus, most of the results in this quantum section are of theoretical interest only although the excellent

performance they predict will provide a great incentive to find such physical interpretations.

As discussed in Section 1.0, noiseless quantum systems incur errors not because of intrinsic added noise
but because the signals themselves are not completely measurable. Furthermore, a particular physical
measurement on a quantum signal means that the signal is then no longer available for making further
arbitrary measurements. This is the major difference between quantum systems and RF systems. In an RF
system, by including a low-noise front-end amplifier, the RF signal plus noise can be made large enough
so that it can be split into many replicas, each of which can be measured by a different matched filter.

We could try the same approach with optical signals, i.e., put the optical signal through an optical
amplifier so that we could make multiple measurements at its output. Unfortunately, as we mentioned
earlier, this signal in Gaussian noise would have substantially different properties from the original
noiseless signal. Optimum processing requires a very different approach for multiple measurements that
must be based on operator theory.

We can see that the fact that the operators sum to the identity specifies how any set of multiple
measurements must be related. Changing one operator element (“matched” to a zero signal, say) means
that the other elements (“matched” to the other signals) must also change. Remember that in an RF

system, each of the post-preamplifier filters may be selected independently.

Quantum Optimum—Hard Decision

Hard symbol decisions can be made with these quantum operators. We choose them to minimize the
probability of symbol error, defined as in Equation (12).

Although the quantum mechanical mathematics is infinite-dimensional, it can be shown that the coherent
problem can be reduced to one in many fewer dimensions. We only need to consider the variables

Xy = (M, ly,) (55)

for the pure state,
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P =lv Xy, | k=0,1,2,....M—1

with prior probabilities py, and the operator

I, =[n,Xn, |

with the property

The basic property of projection operators is that

P(j|k)=| X ik I2
=|<'7,|‘//L>|2

That is, the receiver announces signal j when k is true with probability P(j|k) defined here.

Notice that the dimensionality of the operators does not need to be the same as the dimensionality of the
signals. If L = M, then it is a true hard decision, with announcements of the signal decision. However, we
can choose L > M under some soft-decision-like metric, if we like. (Analogously, in classical systems, we
can perform hard decisions, or describe the outputs, y, with 2, 3, or more bits. The more bits we choose,
the closer we get to soft decisions.) For our quantum hard-decision calculations, we will use only L = M.
We will discuss the L > M case in the next section.

It has been shown (See [12] for a summary.) that to minimize the probability of symbol error, the solution
must satisfy the following set of nonlinear equations:

P XX = Py Xy B (60)

where it is simple also to find that

X = (wv)
k

Even these equations are difficult to solve in general in closed form although solutions have been found
for our binary and M-ary symmetric cases.




These hard symbol decisions can be used as is, or can be fed to a classical decoder with performance
described using the formulas of classical channel capacity Equation (22) or classical computation cutoff
rate Equation (40) with P(j/k) from Equation (59). This approach is sometimes called “semiclassical”
because the hard symbol decisions are made using optimum quantum techniques, but the decoding is
done classically.

Because of the property mentioned at the end of the previous section, the operators that optimize the
probability of error are not necessarily the same as those that optimize semiclassical channel capacity or
semiclassical computation cutoff rate. In other words, the optimum hard symbol decisions derived above
for minimization of the symbol error probability may not be the same decisions that optimize capacity or
cutoff.

It turns out that, for binary (and M-ary symmetric) systems, it is known that the two (or M) measurements
that make up the Ps-optimizing solutions do, in fact, satisfy necessary conditions for semiclassical capacity
optimization. (As of this work’s writing, sufficient conditions are not known.) Cutoff optimization has
similar properties. It has been shown, however, that the optimum capacity-achieving solution has d < L < d”,
where d is the dimension of the Hilbert space in which the signals can be defined [8].

Quantum Capacity—Maximum Likelihood (Soft Decisions)

As discussed in the previous section, we can choose L, the number of operators in Equation (57) to be
greater than M, the number of symbols. This is analogous to soft decisions in RF systems, where each of
M measurements might have 2 or more bits of resolution in them, resulting in more than M possible
outputs. All these bits of descriptions can then be fed to a soft-decision decoder. We will see that some
M-ary quantum receivers do, indeed, perform better in coded systems when L > M.

In the correct analogy with the classical maximum-likelithood decoder, though, the fully optimum
quantum decoder tries to make ML decisions between all the possible received codewords. As an
example, for an (n, k) block code with 2" codewords, each constructed of » > k binary channel symbols,
the quantum decoder views the problem as an M = 2*-ary problem. As mentioned earlier, in classical
systems, this is done implicitly by measuring each channel symbol and then computing the 2° ML
estimates after the fact in a processor. In quantum systems, however, this estimate cannot be built up by
measuring each sequential symbol independently, but must be done by making measurements on the
complete codeword as if it were a much more complex quantum state. This is sometimes known as an
“entangled” quantum receiver.

It will be seen that such an optimum quantum receiver has a strictly better performance than any other
receiver, including the optimized semiclassical decoding receiver. Its performance is described thus:
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Calculate the following description (density operator) of the quantum information source

M
p/r = Zpk IWA)“//A | 2
k=1

where we use the subscript p to remind us that it is a function of the prior probabilities, which can be
selected to optimize performance. The quantum channel capacity can be shown to take the form [13]

(63)

o= r{I);lIX —Tr{ P, log,ﬁIJ

(which is known as the von Neumann entropy). It is usually calculated by first finding the eigenvalues, A,
of pl By Equation (62) we see that these are nonnegative and sum to I, and are thus a lot like
probabilities. Using these eigenvalues, we can equivalently calculate

M ((4)
Co :—Z/L log 4, g
k=1

where we have suppressed the maximization over the priors.

For M-ary modulations with the symmetry property, we will find it useful to use the related quantity

which leads to

It can also be shown that, for this M-ary symmetric case, the symbol error probability described by
Equation (60) can be written explicitly as

| & 2
P 5]

(67)

Similar to the classical case of unconstrained signals in Gaussian noise, there is a so-called “Gaussian™
quantum capacity for unconstrained coherent signals, given by [13]:

C, =(1+Ng)log(1+Ns)—NglogNy - (68)




This formula is plotted in Chart 8. It is the ultimate performance of all the methods we will have
examined.

We have also plotted the efficiency at Gaussian quantum capacity in Chart 9. The most interesting feature
of this curve is that it does not bottom out as does efficiency at Gaussian classical capacity. Instead, it
continues to improve as more and more bandwidth is used—that is, as the error-correction coding rate
gets smaller and smaller. Theoretically, the channel capacity can be shown to become infinite, i.c., the
efficiency approaches an infinite number of bits per photon, although, of course, real-world (and perhaps
even model validity) constraints prevent this. Practical limits on efficiency seem to be about 10, or
perhaps 20, bits per photon.

The fact that channel capacity (in source bits per channel symbol) increases as the receiver entangling
increases from 1 to 2 to n consecutive channel symbols is sometimes called superadditivity.
Quantum Cutoff Rate — Maximum Likelihood (Soft Decisions)

The quantum computation cutoff rate is described similarly. Using the same source description as in
Equation (62), it can be shown that [1, 13]

i (69)
R,=- nsa}x log[Trp,”]
'k
M
= —max log Z Vi
tped k=1
For symmetric modulations, we have

R (70)

l M 5
R, =logM —logﬁ;n ;

Similar to the classical case of unconstrained signals in Gaussian noise, there is a “Gaussian™ quantum
cutoff rate, given by [13]:

] 3
By= [l+2NS—,/I+4N_\,'i|+log3|:

In(2)

(Hmﬂ (71)

| =

=R (4N} - (72)

[Compare Equation (50).]
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The Gaussian quantum cutoff rate is plotted in Chart 10, and the efficiency at Gaussian quantum cutoff
rate is plotted in Chart 11. We see that this efficiency is exactly 6 dB lower than that of Gaussian
(heterodyne) cutoff, and thus bottoms out at —4.6 dB. Thus, there is a big incentive (more than 5 dB) to
find coding schemes that achieve quantum capacity and not just quantum cutoff rate.

The Square-Root Measurement

Although Equations (60) and (61) are difficult to solve in general, a set of solutions has been proposed
that satisfies these equations in many cases. Let us define measurements as

n)=\w[2,] v )

where the matrix inverse may need to be a generalized inverse. This has come to be known as the square-
root measurement and has been investigated in several works as good approximations to optimum
solutions. In fact, it was recently shown [10] to be symbol-error-rate optimum for a wide class of
modulations, including all binary modulations, as well as equal-priors orthogonal and MPSK.

Conclusions

We end this section by reminding the reader once again that physical implementations of quantum
optimum receivers, demodulators, and decoders are still unknown, as are codes that might use them.
These are all topics of much research.

(It would be fair to note that some years ago Sam Dolinar at MIT invented a nearly implementable
receiver that achieves the optimum quantum bit-error probability for any binary modulation. (See [12] for
a simplified description.) This receiver has certain similarities to homodyne systems in that it requires a
phase-coherent LO. Unfortunately, neither Dolinar nor subsequent researchers have successfully

generalized this method in an implementable form to M-ary symbol decisions or, especially, to ML

decoding.)




5. MODULATION FORMATS

In this section, we will apply the general formulas from the previous sections to specific modulations. For
the most part, we will assume prior probabilities and then calculate the “capacity” one could achieve
given those assumptions. Sometimes, we will find that, in certain regions of the curves, selecting a
different set of priors would have given better efficiency or throughput. In the true spirit of maximizing
capacity, one would choose the optimizing prior at each signal level as long as the selection did not
violate some other system constraint.

A GENERALIZED ON-OFF KEYING (OOK)

OOK: Preliminaries

During a symbol period, Ts, the transmitter sends either nothing (corresponding to a 0 and with
probability py) or a pulse (corresponding to a 1, with probability p;) such that an average of Ny photons is
detected by the receiver during the pulse. Note that this is a binary modulation even when p; # p,. The
average received number of photons per symbol is

Ng':p| N/). (73)

We thus see that the peak-to-average ratio of photon flux (and power) is 1/p;. Traditional OOK uses the
values p| = po = 1/2 with a peak-to-average ratio of 2. We call the case p; # 1/2 generalized OOK.

We note that the pulse can actually be of arbitrary shape although, in this analysis, we assume that the
pulses do not overlap. (Note that the instantaneous peak-to-average ratio would change for non-flat
pulses.) As discussed in Section 2.3, this shape must be known for optimum performance in receiver
types that need to separate the signal from additive noises.

OOK: Noiseless Photon-Counting Hard Decisions

Whatever the (classical) measurement type, a hard decision on whether a pulse is present or not requires a
comparison threshold. The receiver declares “1” if the measurement is greater than this threshold and “0”
if it is less. The threshold must be chosen to optimize the desired criterion.

A photon counter in a noiseless system has the easiest task of all the OOK hard-decision receiver types. If
it detects any photons at all, it correctly declares “1.” If it detects none, it declares “0” and makes an error
only if a pulse was actually transmitted. Thus, with the Poisson model, we see that error probabilities are

P(1/0) =0 (74)
P(0]1) = exp (- Np). (75)




Symbol (bit) error probabilities can be calculated using Equation (13)

PS=I7| exp (— N[J)=p| exp (— N»\'/[7|) " (7(7)

This bit-error probability is plotted in Chart 12 for the symmetric case, p; = 1/2.

We can also insert Equations (74) and (75) into Equations (27) and (41) to find that capacity and cutoff,
for the generalized case, are

C.=H[p (-exp(=Ng/p)]—- p,Hlexp(=N/ p,)] (77)

R, = -log[1-2p,p,(1—exp(—N /2p,))] - (78)
These results are all plotted in Charts 13—16 for a variety of p,.
We can note here that generalized OOK can achieve higher and higher efficiency as the peak-to-average
power ratio increases. On the other hand, as this ratio increases, there are certain higher data rates that
become unattainable for fixed pulse widths. For instance, for p; = 1/32, the system cannot transmit more

than about 0.2 bits per OOK symbol.

OOK: Heterodyne and Homodyne Receivers—Coherent Hard Decisions

Heterodyne and homodyne coherent receivers (again, assuming sampled outputs of matched filters)
produce a signal, y, in Gaussian noise with normalized density function description

p(¥|0)= f5(y) (79)
and

(80)

p(y|D)=f(y-+25N, ),

where s = | for heterodyne and s = 2 for homodyne. (Functions here were defined in Section 2.2.)

With these, and basing decisions upon a threshold, 7, we find
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(81)
P(|0)= Ip(_\'l())(/_\‘
’

=®d(T)

)
PO|D= [p(y|Ddy
=1-®(T—s2s N, ).

Inserting these into the formula for symbol error, Equation (13), we can optimize over 7 to find that the
optimum 7 satisfies

p, p(T|1) = p, p(T]0)- (83)
For this coherent case, the result is
(84)
sNp +In 2L
T = [)I 3
25N,

In the most-used symmetric case of py = p;, we see that

T=.[sN,/2, (85)

which, when inserted into Equation (13), produces

p, = PN, 12) (86)

= D(/sN; ).

Notice that optimum performance is achieved only if the receiver selects the threshold optimally, an
action which requires knowledge of the signal power at the receiver. A system that deduces this level in
real time is known as an Automatic Gain Control (AGC).

These heterodyne and homodyne probabilities for py = p, are plotted in Charts 17 and 22. We can also use

Equations (81), (82), and (85) in Equations (27) and (41) to calculate channel capacity and computation
cutoff rate for hard decisions with general p;. Unfortunately, the values of the threshold, 7, that optimize
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capacity and cutoff are different from that derived in Equation (84). These values are best calculated
numerically. All these results are plotted in Charts 18-21 and Charts 23-26.

OOK: Preamplified and Heterodyne Receivers—Noncoherent Hard Decisions

In the preamplified and heterodyne noncoherent receivers, we use, instead of the Gaussian density, the
Rician density (defined in Equation (7):

plv|D)=fr (52N, 3) (87)
p(y|0)= fr(0,). (88)

Using a threshold, 7, as in Equations (81) and (82), we find, using Equation (10)

P(1]10)=Q(0,7) (89)
P(Ol l): I—Q( 2NI”T) 2 (90)

Inserting these into the formula for symbol error, Equation (13), and optimizing over 7, we find that 7 is
defined by (for the symmetric case of py = p;)

exp(N,)=1,(T/2N,) On

or

92)
T=

1 -
= DN
(—-2NP ( pUY,

which must be solved numerically although it has a good approximate solution as

FaJ2+N,/2 - (93)

Inserting this back into Equation (13), we can calculate the error probability, which is shown in Chart 27.
We can also use Equations (89), (90), and (92) in Equations (27) and (41) to calculate channel capacity and
computation cutoff rate for these hard decisions. As in the coherent hard decision section, the thresholds
must be numerically reoptimized for capacity and cutoff. The results are plotted in Charts 28-31.
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OOK: Quantum Receiver—Hard Decisions

The two-dimensional optimization problem described by Equations (60) and (61) can be solved using
polar coordinates with solutions given as trigonometric equations. These will not be presented here.
However, the result can be shown to provide performance described by [12]:

I (94)

P(1|0)=1/2{1- [1-2p; exp(—N, )]

\/l —4p,p, exp(=N,)

| I (95)

PO[DH=1/2<1- [1=2p; exp(—N:)]¢ .

J1=4p, p, exp(—N,) PR
from which we can calculate

(96)

P, =1/2(1- 1= 4p,p, exp(-N,) ) .

These have been plotted in Chart 32 for py = p; = 1/2 . We can also use Equations (94) and (95) in
Equations (27) and (41) to calculate semiclassical channel capacity and semiclassical computation cutoff
rate for these hard decisions. These results are shown in Charts 33-36.

OOK: Photon-Counting Soft Decisions

In the noiseless case, we can see that there is no more information if we receive 2 or 3 or 10 photons than
if we receive 1. Thus, the soft decision capacity and cutoff are the same as for hard decisions. This would
not be the case, however, if there were noise mixed in with the signal.

OOK: Heterodyne and Homodyne Receivers—Coherent Soft Decisions

To calculate capacity using coherent soft decisions, we insert Equations (79) and (80) into Equation (36).
We find

(97)
O :——Iog _[p v)dy

with

PV =P SN+ P fo(y=«25N;) (98)
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which requires numerical integration. (Remember, s = 1 for heterodyne and s = 2 for homodyne.)
Computation cutoff is similarly found to be

(99)
R. =—log {l_ 2pop, +2p, [)I(B(f(.}( Y—a/25N ), fo ( V\'))J ,
where the Bhattacharya distance for Gaussian densities has the closed form solution
B(f, (y—25N, ), £ (1)) = exp(=sN, /4) . (100)

These results are plotted in Charts 37-44.

OOK: Preamplified and Heterodyne Receivers—Noncoherent Soft Decisions

To calculate capacity using noncoherent soft decisions, we insert Equations (87) and (88) into Equation (35).
We find

‘ Pk /2NI”_\.) (101)
Ce=-py J--/RA (0, .“)l(’glil’u +p _MO—U] dy
. Frie (0, 7)
= . («J2N,,¥)] + py——————1]|dy
P I.fR/< ( psY) Og{[h Po 7ol 2N,~,\')] 2.
Computation cutoff is similarly found to be
(102)
R. = —]Ogll— 2pop, + 2/’(),)1(8(./}\’11 W2Np,y), fri (0, \))l
where the Bhattacharya distance
(103)

(B(_/,;“ (f2 Nps 70, i (0,‘\')):exp(—N,, /2)J‘>\‘exp(—_\‘2 [2)\JI,(y\/2 Ny )dy
0

does not have a closed-form solution and so must be calculated numerically. Capacity and cutoff results
are plotted in Charts 45-48.
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OOK: Quantum Receiver—Maximum-Likelihood Decoding

For quantum decoding, we need to calculate the eigenvalues of the density operator of Equation (62). For
coded OOK, it can be shown that [12]

(104)
i= 1/2[1iJ1i4,;, % (1=exp(—N,))
and thus
C,=HA,)=H(4) (105)
and
R, = —log(A; +A}) (106)

= —log[1-2p,p,(1-exp(=N, ))] -

These results are plotted in Charts 49-52.
5.2  ORTHOGONAL MODULATIONS—PPM AND FSK

Orthogonal: Preliminaries

An orthogonal modulation is one such that the integral of the product of any two different waveforms in
the set is zero. Orthogonal modulations can be either binary or M-ary for integer M. The orthogonal
dimensions can be time, frequency, polarization, or other features. The most popular time-orthogonal
waveform for lasercom is the pulse position modulation (PPM) set. Here, time is divided up into M
consecutive, non-overlapping timeslots. Exactly one of the M carries a pulse, while the others are empty.
Usually, M is selected to be a power of 2, M = 2% This way, an M-ary channel symbol represents exactly
K channel bits.

Notice that orthogonal modulations have the symmetry property discussed earlier. Thus, we will assume
equiprobable prior probabilities, p; = 1/M.

We note here that PPM is very much like OOK with p, = 1/M. That is, they both have the same peak-to-
average ratio and the same probability of sending a pulse. The difference is that PPM requires that there
be exactly one pulse every M, where OOK has no such restriction.

Frequency shift keying (FSK) has a single pulse per symbol, but it is a pulse of one of M wavelengths, or
frequencies. These are selected so that the time integral of the product of two of the sinusoids, over the
period of the pulse, is zero. This property is true when, for instance, the tones are separated by a
frequency 1/Tp, where Tp is the time duration of the tone pulse.




We can also send a pulse of one polarization or the orthogonal polarization (e.g., left-hand circular and
right-hand circular). Although the modulation called polarization shift keying (POLSK) is more general,
its simple, binary orthogonal form is in the class of orthogonal modulations.

Finally, we will see later that binary DPSK has the orthogonality property, too, although over two bits at a time.

The reason we group together these disparate waveforms is that they will be seen to have the same
analysis and performance.

Relationships between pulse, bit, and symbol photon counts for uncoded orthogonal signals are thus

N/»:NS (107)
= N, log(M). (108)

Hard decisions for orthogonal signals are different from OOK in that no threshold is required. The
receiver first losslessly separates the M orthogonal dimensions—with different time slots for PPM,
different band pass filters for FSK, and so on. Measurements are then made on the M components. The
receiver selects the one that maximizes the likelihood of choosing the correct signal, usually the largest
measurement value.

We will plot capacity and cutoff as source bits per channel usage (i.e., PPM slot) even though the
formulas given are per channel symbol. These are then plotted versus average photons per usage as well.
These choices simplify the comparisons with OOK.

When we plot efficiencies achievable at channel capacity and cutoff rates, we would like to plot them
versus the total bandwidth expansion that the coding plus the modulation requires. The coding expansion
we know to be 1/C. However, orthogonal modulation dimensions require extra bandwidth. M-ary uncoded
PPM time slots, for M = 2%, require M times the bandwidth of a single slot (channel usage) to deliver K
bits. Thus, the PPM modulation expansion is M/log,(M). This value is then multiplied by the expansion
due to the coding. For instance, uncoded binary orthogonal requires 2 times the bandwidth of a single
slot. Notice that uncoded 4-ary also requires this expansion.

M-ary FSK sends only one pulse per symbol, but the M optical frequencies must be separated by
multiples of 1/T§. For M-ary, we have M tones to deliver K bits, with a similar bandwidth expansion to
PPM. (Actually, the expansion is more like M1 because that is how many frequency spaces there are
between M tones. Nevertheless, using the M/log,(M) expansion formula for FSK is indicative of the
trades involved. For exact measurements of the bandwidth expansion, one would need to know the exact
spectrum of the transmitted pulses.) (If the system designer is more interested in the required speed of
electronics rather than in signal bandwidth, he might find it useful to normalize all these charts in some
other way.)
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Orthogonal: Photon-Counting Hard Decisions

A photon counter is used to make the M measurements on the losslessly separated components of the
noiseless signal. If any detector sees a photon, then the signal is correctly announced, and no error is
made. An error is made only if no photon is counted. This is known as an erasure because the receiver
knows it doesn’t know the answer. Thus, there are really M + 1 possible outputs—AM correct ones, plus an
erasure. Sometimes, the information that an erasure has taken place is useful to the subsequent signal
processing, and sometimes it is not. If it is not, the receiver can flip an M-sided coin to make a guess.
The probability of getting an erasure is seen to be

P(erasure | k) = exp(—=N )
and we then have

P(k|k)=1—exp(-N,).

Thus, the probability of a symbol error, really an erasure, is

P; = exp(=N,) .,

which is shown in Chart 53.
If the decoder does not allow erasures, then the probability of a symbol error, after the coin flip, is

M -1 (112)
Py = ——exp(-N,)

since it will map an erasure into a correct symbol only one time out of M. Using Equation (19) we see that
such symbol errors map into bit errors as

(113)

P = %exp(-N,, logM):

shown in Chart 54.

We can calculate capacity and cutoff, assuming the decoder knows how to make use of erasures. The
results are

C. =(1—exp(=N,))log(M) (114)
R, =logM —log|l+ (M —l)exp(—NP)]. (115)

Results are plotted in Charts 55-58.




Orthogonal: Heterodyne and Homodyne Receivers—Coherent Hard Decisions

Similar to OOK, we need to calculate the probability density function of outputs with and without signals
in them. Let us call them correct and incorrect outputs, with output densities denoted pc(y), and p,(y). A
symbol will be incorrectly announced if any of the incorrect outputs is larger than the correct output.
Equivalently, an error will be made if it is not true that the correct output is the largest. This hard-decision
symbol error probability is thus

y M= ( | I 6)
P.=1- J'p(,‘(.\v) J'p,(x)dx dy -
For our heterodyne and homodyne receivers, we have seen in the previous section that

pi(y)=fe(y) (117)

and
Pe(y) = f(',-(_\'—\/ 25N, ) ; (118)

where s = | for heterodyne and s = 2 for homodyne. In general, the integrals in Equation (116) need to be
calculated numerically, although for M = 2, they can be shown to simplify to

D ({fsN,) - (119)

The results are shown in Charts 59, 60, 65, and 66. Capacity and cutoff can be calculated by using this
formula for Ps and observing symmetries:

C. =logM —H(F)—- P;log(M —1) (120)

(121

R, = logM—Zlog{\/l — P, ++/(M - I)PJ

These results are plotted in Charts 61-64 and Charts 67-70.
Orthogonal: Preamplified and Heterodyne Receivers—Noncoherent Hard Decisions
For noncoherent receivers, we saw in the last section that

P (¥) = fric (0, ¥) (122)

P = foW2Ns, ). (123)




We use these functions in Equation (116) to find the symbol error probability

P,=1- J:exp{— (x+ sN, )} I\/4sN; %) [l—exp(—x) .

0

The term in the square brackets can be further expanded and the M terms integrated separately, to get the

final result
M -1 k+1 "
=0 fM~1 ( kNgj (125)
P= exp| — = | .
¥= 2 k+1 [ k e

k=1

This formula is good for small and medium-sized M. The formula with large M, however, ends up with
numerical problems, and then Equation (124) needs to be integrated numerically.

These results are shown in Charts 71 and 72. The formulas for capacity and cutoff are the same as
Equations (120) and (121), with these new values of Pginserted. These results are shown in Charts 73-76.

Orthogonal: Quantum Receiver—Hard Decisions

To calculate symbol error probabilities using Equation (67), it can be shown that the eigenvalues of
Equations (64) and (65) are given by

(126)

M
1+e™ {Zexp(—2ﬂki/M)} ,
k=1

which simplifies to

v, =[1+e™ (M-1)

v :[1—(‘“] i=1,2,..M-1.

1

We can insert these values into the formulas for symbol error probability to deduce

P(ili) = #{\[H(M— De™ +(M—-1DV1-e™ }2




and also

(130)

{\/1+(M—l)e"‘”»\ ~J1-e™ } k#i.

|
P(ilk)=—
(i| k) TE

Together, these give the result

P, :WVZ—I—)L/H(M—I)«_'\“ —\/]—(’7'\:\ }

The symbol and bit-error rates are shown in Charts 77 and 78. The formulas for semiclassical capacity
and semiclassical cutoff are the same as Equations (120) and (121), with this new value of Py inserted. It
can be shown that the formula for cutoff reduces to

R. =logM —logyv, . (132)
These results are shown in Charts 79-82.

Orthogonal: Photon-Counting Soft Decisions

As in the case of OOK, we observe that, in the noiseless case, detecting one signal photon has the same
information as detecting more than one signal photon. Thus, soft-decision capacity and cutoff are the
same as for hard decisions, with the understanding that erasures are kind of a special case.

Orthogonal: Heterodyne and Homodyne Receivers—Coherent Soft Decisions

To calculate soft-decision performance, we need to find the probability density function of the group
(vector) of M measurements. We can see that the y variable of our output is a vector made up of {yq, v, .
...ya-1 ). Its probability density function can be written

M1 . “3})
[)('—“Ik):[l_[[),(_\'i)jm |

Pr(ye)

=0




We repeat Equation (38) here with explicit notation of the vectors:

! Dy)x ( ‘ll‘)
Cc =log(M)— |pyx(y|0)log| 1+ ) ——=—1dy
_[H’( ;I’HY(;\lO N

Inserting Equation (133) into Equation (38), we find

Pc(ye) P (¥,)
C.=log(M)—|pyx(y|O0)log| 1+ A
C g _[ Y| X _| { Z,pl (V) Pe (\“J 24

Using the density formulas in Equations (117) and (118), we can show that the term in the summation
reduces to

(135)
exp{( ¥ = Vo 28N, } ,
where the y variables are Gaussian, the 0" variable having the signal as mean. [See Equation (118).]

For M larger than 2, we resort to Monte Carlo simulations to calculate this integral. The results are shown
in Charts 83 and 84, and in Charts 87 and 88.

Cutoff rate is simpler. Repeating Equation (48) with explicit notation of the vectors,

(136)

R =log(M)- log{Z@{p(._vIO),p(: | kﬂ»

k

observing the symmetries, and using Equation (133), we can show

Rc = log(M)—Iog(l+(M—l)(B:[p(-,p,]),

For this coherent case, we find

<B[p(‘.p,} = exp(—sN, /4).

These results are shown in Charts 85 and 86, and in Charts 89 and 90.




Orthogonal: Preamplified and Heterodyne Receivers—Noncoherent Soft Decisions

For noncoherent soft-decision capacity, we follow the development of the coherent case, but use the
density functions of Equations (122) and (123). The summation term in Equation (134) then becomes [5]

[,(y«J2N,) {32

1()(.\'() 2N,, ) .

and once again, we use a Monte Carlo simulation to calculate the integral. The result is shown in Charts
91 and 92.

For cutoff, we use Equation (137), where, for this noncoherent case, we can calculate

fB\ .. F ‘: exp(—N./2) Irexp(—rz/2),/1”(/‘,/2N,, )dr

0

[which was shown in Equation (103)]. The cutoff result is shown in Charts 93 and 94.

Orthogonal: Quantum Receiver—Maximum-Likelihood Decoding

For quantum decoding, we again use the eigenvalues of the density operator, which were shown in
Equations (127) and (128). We can insert these values into the formulas for capacity and cutoff to find

(141)

1
CQ = log M_ﬁ[vn logv, +(M -1y, logv,]

R, = log(M )—log(1+ (M —1)e ™) .

We can see that this is exactly 3 dB better than the semiclassical cutoff rate shown in Equation (132).

These results are all plotted in Charts 95-98.




5.3 M-ARY PHASE SHIFT KEYING—MPSK

PSK: Preliminaries

Phase shift keying uses a single pulse per symbol, but the pulse’s optical phase is one of M phases,
equally spaced around the unit circle. Thus, binary PSK uses 0, 7t; ternary PSK uses 0, £27/3; 4-ary PSK
(known as QPSK) uses 0, m, +7/2; and so forth. We see that Ps = Pp . We also note that the pulses need
not be constant amplitude. In fact, any pulse shape can be used to send PSK information, with peak-to-
average properties, as well as matched filter designs, having straightforward extensions.

We can note that the MPSK signal is created in two dimensions only—in-phase and quadrature of a single
carrier in a single timeslot. (2PSK uses only one dimension.) We saw that orthogonal modulations use M
dimensions. Since only two dimensions are used to send more than two bits, MPSK for M > 2 is
particularly bandwidth efficient. Thus, it is usually employed to achieve high bandwidth efficiency rather
than the highest power efficiency, although at M between 3 and 8, one can have some of both.

The MPSK receiver needs to deduce which phase was sent in each pulse. As in the previous modulations,
the best performance is usually achieved when the carrier’s phase is known or deduced at the receiver
(i.e., it is coherent or quantum optimum.) However, noncoherent techniques exist for phase modulations,
too. By measuring the difference in phase between subsequent pulses, we can deduce properties of the
phase without having an absolute coherent reference. These differential phase shift keying (DPSK)
techniques will be discussed in the photon-counting and noncoherent sections.

There is another interesting facet about PSK communication that makes its analysis and receivers
different from OOK and orthogonal. Since the possible signals are not orthogonal, it will be seen that
some errors are more likely than others. That is, even though MPSK has the symmetry property shown in
Equation (16), when a particular phase is sent, the receiver is more likely to make the error of choosing a
nearby phase than a farther away phase. Soft-decision receivers, of course, implicitly make intelligent use
of this fact by measuring the exact received phase and then requiring the decoder to make the best
maximum-likelihood use of that information.

Hard-decision receivers, for orthogonal signals, are just as likely to choose ANY incorrect signal as any
other. Thus, if a hard decision is made, the decoder for such a system performs its maximum-likelihood
calculation with no information other than the symbol decision. For MPSK, however, if a hard decision is
made, we see that we have two choices. First, the decoder can always be built like the one for orthogonal
signaling—it just takes the symbol or bit decisions and makes algebraic or other simple decisions. The
second option is to take the hard symbol decisions and then require that the decoder take into account the
structure of the signal constellation. That is, it makes a real maximum-likelihood decision on what it
knows about which symbols, if there are errors, are the most likely to have been substituted. (In reality,
this extra information requires the knowledge of the probabilities of symbols being in error, and this is a
function of the signal and noise levels. However, knowledge of these values does not require symbol-by-
symbol measurements and can be gotten by much slower and simpler AGC-type circuits. It is also likely
that a very coarse approximation can be made for these two values with very little loss in performance.)
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One really needs to weigh the costs and benefits of building each of these structures. The main reason one
builds a simple hard-decision receiver is that the technology for making voltage or other soft-decision
measurements at that symbol rate is either unavailable or perhaps just too expensive. However, even to
make a so-called M-ary hard decision, one still needs to build a circuit to compare the M voltages and
choose the largest. This may turn out to be almost as difficult as making the soft decisions in the first
place.

A decoder, too, is selected not only to be paired with the selected receiver, but also because of the
availability of its own technology. Maximum-likelihood decoders will always require more calculations
per bit than algebraic or other simpler decoders.

Selecting a receiver architecture thus requires a careful trade of all the available technologies. For
completeness, then, in this PSK section, we will present, in addition to the soft-decision receivers, both
kinds of hard-decision systems: the true hard decision receiver, in which the decoder is not required to
make use of signal constellation knowledge, and the maximum-likelihood decoder based on the hard
decisions, but which DOES make use of the signal structure. We will see that this latter option often gives
quite good performance but, as we have stated, may be an impractical option.

PSK: Photon-Counting Hard Decisions

Photon counters cannot discern the phase of the carrier, so these detectors are not applicable to direct
measurements of phase. However, there are at least two ways to turn 2PSK into pulses that can be
detected using photon counters—differentially and coherently. In Figure 8 we show an architecture for
differential photon counting of 2PSK.

3dB 3dB :
Split T Split :

Delay

Figure 8. Photon-counting DPSK receiver.

This receiver splits the signal, sends the signals through two arms whose lengths differ by one symbol
time, and then interferes the two signals. (That is, it coherently adds and subtracts the two signals at the
output ports.) The output is seen to be the same as binary orthogonal—one arm or the other has all the
signal. Each output pulse is made up of the sum of two pulses, each at half the power. Thus, this receiver
has all the same efficiency properties as photon-counting binary orthogonal. (It does NOT have the well-
known 3-dB advantage that heterodyne or preamplified DPSK has over heterodyne or preamplified binary
orthogonal—as we will see soon—because of the power split. Also, it should be noted that this system
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has twice the bandwidth efficiency of orthogonal because this receiver puts out one bit after every pulse,
whereas PPM, for instance, needs two time slots per bit.)

Notice that this receiver really produces the change in phases between two bits. Thus, if we want the
original bits at the receiver, we need to have performed pre-encoding at the transmitter. The required
encoder is a rate-one coder whose output is the (mod-2) sum of all the source bits transmitted so far.
Then, at the receiver, the difference between two phases turns out to be an original source bit. This
encoder is called, equivalently, a differential encoder or an accumulator.

There are at least two methods for performing coherent photon counting. The first is shown in Figure 9.

Oscillator
Matched in

Phase and
Amplitude

_.<
Local ‘{

Figure 9. Photon-counting 2PSK receiver—balanced LO version.

This local oscillator is very special: it not only has exactly the same optical phase as the signal, as in a
homodyne LO, but also has exactly the same amplitude. Thus, we see that all the power from both arms

goes to either one or the other output. This is another binary orthogonal system [see Equation (110)] but
this time with 3 dB more power than the DPSK version.

An even better coherent-photon-counting method was invented by Kennedy [12] as an approximation to
quantum hard decision. On a K:1 splitter, with K approaching infinity, we place the signal and a very
large LO. The LO is such that, at the output where most of the signal emerges, the LO has the same
amplitude as the signal. Thus, this output is either zero or twice the input amplitude. (The waste port has
almost no signal and a very large amount of LO.) It therefore has OOK performance [Equation (76)] but
with 4 times the energy in an on pulse, which is 3 dB better than photon-counting OOK.

An interesting method of using photon counting for 4PSK was proposed by Bondurant [4]. It uses a
configuration like the Kennedy configuration. The LO starts out with the phase of any of the four possible
signals. If the selected phase turns out to be the negative of the transmitted phase, then that signal is
nulled out and no photons will be counted at the output.




If the selected phase is one of the three other phases, then a signal appears at the output. This may or may
not lead to the counting of a photon. If a photon is counted, then we know that the phase of the LO is not
the negative of that of the true signal, and we immediately change it to be one of the other possible
phases. The idea is that we keep changing phases as we learn which signal it is NOT. Wherever we stop,
either because we are right or because we ran out of time, we announce that phase as the negative of the
actual transmitted signal.

Bondurant proposes two different rules for deciding on the subsequent phases. They have only slightly
different performance, so we will analyze only his so-called Type I receiver.

He shows, assuming Gray coding, that the probabilities of counting 0 or 1 or 2 or 3 photons in succession,
assuming the various true signals, are given by the formulas in Table 2. Note that the columns must sum
to I.

Table 2
Event Probabilities for the Bondurant Type | Photon-Counting Receiver for QPSK

Soo Soi Si Sho
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Here, we assume that the user starts with the nulling signal for Sy, followed by Sy, S, and finally S,
the signals walking around the circle. By symmetry, we need only analyze one starting point, Sy,
especially if each new symbol at the receiver gets a randomly chosen starting point.

For hard decisions, we assume that “no counts” is announced as Sy, “one count™ as Sy;. and so on. From
this table, we can deduce that the probability of making a 2-bit error is

[P(O]S1)) + P(1]S10)] / 4 = (1/4) exp (=2N5) (143)

and the probability of choosing one bit correct and one incorrect is

[P(0[So1) + P(O[S\0) + P(1|S))) + P(2|S)0)] / 4 = (Ng + 1/2) exp (-=2N5) . (144)

From these formulas, we can calculate symbol and bit-error probabilities. To calculate classical capacity
and cutoff, we have two choices. The true hard-decision analysis assumes that the decoder is given just
the symbol decision, with no information about the path it took to get there. Thus, the hard-decision
calculations of capacity and cutoff use only Equations (143) and (144). We will examine a more soft-
decision approach in a later section.




Error-rate performances of all these (coherent) photon-counting PSK systems are shown in Charts 99 and
100. (We have also included symbol error probability for the Type II receiver, as calculated by
Bondurant.) The capacity and cutoff results are shown in Charts 101-104. (As an aside, we can note here
that the cutoff formula for photon-counting orthogonal M = 2 and photon-counting OOK p, = 1/2 turn out
to be exactly the same, as can be seen from the noncoherent and coherent/Kennedy cutoff curves.)

PSK: Heterodyne and Homodyne Receivers—Coherent Hard Decisions

If, in a homodyne receiver, the local oscillator has the phase of the O (or the 1) signal of a binary PSK
input, then that receiver’s output is a baseband signal corresponding to the 1's and 0’s, which can be
baseband matched filtered. As mentioned in Section 2.2, an optical hybrid can be used to make
homodyne-like measurements of QPSK. These are at baseband, but do not achieve the 3-dB improvement
the binary homodyne receiver sees. Finally, a heterodyne receiver uses a heterodyne front end, and then
follows it with a classical (RF-style) coherent MPSK matched-filter receiver.

It can be shown that the hard-decision error probability for homodyne 2PSK is
p, = P(4N;) . (145)

For coherent heterodyne, MPSK has the symbol probability
_ %3 (146)
Pgy = fc ({2N5 ’ﬁ) )

where we let Pgy be the M-ary symbol error probability, and where Craig’s function fc was defined in
Equation (6). It has the properties that

Py, = ®(2N;) M=2 (147)

P.oel-{~P) M=4. (148)

Interestingly, the bit-error probability from Gray-coded 4PSK is the same as the bit (symbol) error
probability from 2PSK.

For the true hard-decision receiver, as discussed in the introductory PSK section, we need to analyze a
decoder that assumes only that a symbol is either correct or incorrect. Thus, the error probabilities for
each of the (M — 1) incorrect symbols is assumed to be

P, =Py, (M -1) (149)

and the probability of the correct symbol choice is




Po=1-Py, . (10

Symbol error probabilities are shown in Chart 105 for heterodyne and Chart 113 for homodyne. Bit-error
probabilities are shown in Charts 106 and 114.

Using these formulas, we can also calculate the pure hard-decision coded performance. We only show
cutoff for this case because any decoding technique that could have achieved capacity would have used a
maximum-likelihood algorithm, for which the added complexity of signal structure knowledge would
certainly have been worth it. We show cutoff results for this heterodyne MPSK case in Charts 107 and 108.

To calculate capacity and cutoff for hard decisions with maximum-likelihood decoding, we need to
calculate the probabilities, not just of symbol errors, but of choosing each output symbol given each
possible input symbol. By the equal phase-spacing property, we see that we need only find the
probabilities of declaring each k # 0, given that O was sent. Let us number the symbols 0, 1, . . ., M -1 as
we travel around the unit circle. That is, symbol & is declared if the phase is measured as being between

k-rx k+Drx
— and ——m8.
M M

Using Craig’s probability function [Equation (6)], it can be shown that the probability of choosing symbol & is

1 f= 1 - (151)
P(k |0)= —{f‘((\/m,—m ”'T]—f(-[ﬁf,—(zk i )”H 3 Thctel
2 M ‘ M 2
= P(M -k |0)
and, for M even, the center (M/2) term is given by
M : M-Nr (152)
Pls |0) = fe(\/2 Ny ,%) :

We first use these formulas to calculate the heterodyne bit-error probabilities by weighting each multi-bit-
error pattern with its probability. These probabilities are shown in Chart 106.

Using these probability formulas in Equations (28) and (42), we can also calculate the capacity and cutoff
curves, whose results are shown in Charts 109-112 for heterodyne and Charts 115-118 for binary
homodyne.

PSK: Preamplified and Heterodyne Receivers—Noncoherent Hard Decisions

As mentioned briefly above, the noncoherent techniques for MPSK measure differences in phase between
subsequent symbols. (Although we will not pursue them here, there are more efficient noncoherent MPSK
receivers that examine more than two symbols in a row [9, 16].) A particularly efficient architecture for




binary systems that has found much utility in wideband systems is an optical preamplifier, followed by
the interferometer-based demodulator shown in Figure 8. As discussed earlier, such a DPSK system
requires a precoding at the transmitter with a differential encoder.

For larger M, one would need to make phase measurements in the two symbols and then deduce which
phase transition was most likely, although there are sometimes architectural tricks to simplify this
structure.

The symbol error probability of a differential MPSK receiver (sometimes called MDPSK or some other
variant) can be shown to be

(153)

where fp is Pawula’s function, defined in Equation (11). This symbol error probability is plotted in Chart
119 with the related, Gray-coded bit-error probability in Chart 120.

As in the coherent case, we first calculate the true hard-decision cutoff using this symbol error probability
along with an analog of Equations (149) and (150). These results are shown in Charts 121 and 122.

Also following the coherent case, in order to calculate capacity and cutoff for hard decisions with
maximum-likelihood decoding, we need to find specific symbol error probabilities. Exactly paralleling
the coherent case, we find that the probability of choosing symbol & when symbol 0 is correct is

1| . 2k—-Nrm . 2k+ Drx M -1 (154)
P(k|0>=;{f,,(\/zlvx,(—M—’)—fp(\/m.gﬂ 1< k<

M
=P(M—-k|0)

and for M even, we have

M M-1
P10 =7, (/2N LD

Using these functions, we can calculate capacity and cutoff, with the results shown in Charts 123-126.

We can note here briefly that binary DPSK compares the sequences (1, 1) and (1, —1), which are seen to
be orthogonal two-bit sequences. Thus, all the performance equations (in heterodyne, homodyne, and
preamplified receivers) for binary DPSK are the same as binary orthogonal except that the DPSK decision
uses the energy from two sequential symbols. Thus, binary DPSK is exactly 3 dB better than binary
orthogonal in every metric (except the noncoherent photon-counting variant, as mentioned earlier).




PSK: Quantum Receiver—Hard Decisions

Without performing the derivation here, it can be shown that the optimized quantum measurement
operators result in performance described by [12]

2 (156)

)

] M-I
P(./Ik):‘ﬁ Z\/T,—exp[—j/TZ(j—k)i/M]
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=P(j—k|0)
where

M- ' i 2Tk 157
¥, = Zexp[—QN_s. sin'(%)]exp[ jNgsin(%l\j]exp[ﬂﬂki/M] : —

k=0

Note that both these formulas involve discrete Fourier transforms. Also note the explicit satisfaction of
the symmetry property in Equation (156).

Using these formulas, we can calculate the symbol probability using Equation (67). Results are shown in
Charts 127 and 128.

We reason that one who works hard enough to build a quantum optimum receiver would not settle for the
“pure” hard-decision decoder. Thus, we will only calculate the maximum-likelihood decoding
performance. Using Equation (156) in Equations (28) and (42), we can calculate semiclassical capacity
and semiclassical cutoff for quantum hard decisions (for the L = M case, as discussed earlier). Care must
be taken with the complex nature of the x; values defined in Equations (55) through (59).

These results are all shown in Charts 129-132.

PSK: Photon-Counting Soft Decisions

As in the cases of OOK and orthogonal, we observe that, in the noiseless binary cases, detecting one
signal photon has the same information as detecting more than one signal photon. Thus, soft-decision
capacity and cutoff are the same as for hard decisions. This applies to all the binary photon-counting
methods presented earlier.

The Bondurant photon-counting 4PSK approach, however, has a kind of soft metric that comes along
with the hard decision—namely, how many counts were counted. We would know, for example, that if
we announced “01” after one count, the answer is likely 01, but might also be 11 or 10. However, it could
NOT be 00, since that hypothesis was rejected by counting the first photon. Thus, the decoder can make
use of this information.
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The symbol error probabilities were given in Table 2 earlier. Assuming that each starting phase is
randomly chosen, we can calculate classical capacity for this hard-decision-plus-ML decoding system.
The results are shown in Charts 133 and 134.

We should also note that Bondurant designed this receiver for uncoded, hard-decision use. Hence, its
performance is less good for low code rates. It is likely that a variant on his decision rule could give better
coded performance.

There is one more observation to be made here. It has been shown [2] that the likelihood function for any
photon-counting scheme is more correctly a function of the actual times of the photon arrivals. In fact, in
his Type II, Bondurant used these times to try to improve QPSK hard-decision performance. Using either
Type I or Type 11, the exact likelihood functions for receiving O or 1 or 2 photons in succession can be
calculated, using the arrival times. We will not perform this calculation here.

PSK: Heterodyne and Homodyne Receivers—Coherent Soft Decisions

To calculate capacity and cutoff rate for coherent, soft-decision PSK, we need to find the distances
between the signal points around the unit circle. These can be found using straightforward geometry. The
results, when inserted into the formulas of Equations (38) and (48) can be shown to be

C. =log(M)— (158)
N, sinj[ﬂ—k]+
M- L M
[£: o[£ (9)10g] Y exp| ~2 L - ol ||
L JN, sin(—)[xsin(—)— _\'cos(—)}
‘ M M M
and
M- Tk (159)
R. =log(M)—logil+ ) exp — N Sm_(ﬁ) :
k=1

Since the capacity is a simple (two-dimensional) expected value, it can be calculated using either
numerical integration or Monte Carlo techniques.

These results are shown in Charts 135-138.

For homodyne 2-PSK, replace Ns by 2Ns in these formulas. For other M, homodyne is not generally
attempted. (See the discussion in Section 2.2.)

The results for binary homodyne are shown in Charts 139-142.
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PSK: Preamplified and Heterodyne Receivers—Noncoherent Soft Decisions

To calculate the performance of noncoherent MPSK, we need to find the probability density of the
complex components of the two adjacent symbol times, but averaged over the unknown phase angle,
assumed to be uniformly distributed. This is kind of a generalization of the Rician density [Equation (7)]
and is given by

' ¥ — (160)
[)(\|/\ :—CXP (2N\+M Ol ’)N I\()+\' ()/A /I/\l”
2

where y is the two-dimensional complex vector of the two symbols. We can see the phase relationship
between the two symbols is 2mk/M, which implies a differential encoding. We insert this formula in
Equation (38) to find the capacity. Similarly, we insert it into Equation (48) to find the cutoff. These
results are shown in Charts 143-146. As mentioned above, there are more efficient receivers that make
use of multiple sequential symbols [16]. Also as mentioned earlier, binary (noncoherent, 2-bit observation
interval) DPSK has exactly the same form as binary orthogonal, but with 3 dB better performance.

PSK: Quantum Receiver—Maximum-Likelihood Decoding

We can use the eigenvalues of Equation (157) in Equation (66) to calculate quantum capacity. We can
also use them in Equation (70) to find quantum cutoff explicitly (using Parseval’s theorem to simplify the
formula)

M-1 | 7k (161)
R, =log(M) —log(l+ Zexp[—4Nﬁ sin'[%}]) . )

k=1

which is seen to be exactly 3 dB better than cutoff using homodyne soft decision. These results are shown
in Charts 147-150.
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6. DISCUSSION AND COMPARISON OF SOME MODULATION
FORMATS AND RECEIVERS

In this section, we will make explicit comparisons of some of the results we have shown in order to see
the benefits and drawbacks of employing the different methods.

First, in Charts 151 and 152, we compare the theoretical optimum coded performance for unconstrained
classical and quantum systems. At low code rates (high bandwidth, low signal power) there is a 3-dB
jump from classical cutoff to classical capacity, then another 3 dB to quantum cutoff. Quantum optimum
capacity is seen to have a very different quality in that it continues to improve as the bandwidth increases.

In Chart 153, we plot BER for symmetric OOK using all the different receiver structures we have
investigated. We can see that in uncoded systems at high signal powers where the BER is low, there is
about a 3-dB gain going from heterodyne to homodyne receivers and another 3 dB going to either photon-
counting or quantum optimum. For hard-decision coded systems, however, where we would operate at
high BER, the efficiency gains are not so clear-cut.

In Charts 154 and 155, we can see the BER for orthogonal signals with various receivers, for M = 2 and 4.

In Chart 156, we see the BER for all the receivers for 2PSK, including the several photon-counting
variants. Once again, optimum quantum hard-decision and (coherent) photon-counting variants do the
best at high signal powers.

In Chart 157, we compare many different binary coded systems. It is quite clear where the gains are.

In Charts 158-162, we compare the performance at capacity of generalized OOK for the different
receivers at various peak-to-average ratios. Interestingly, for high ratios, noiseless photon counting does
just about as well as quantum optimum hard decision. We can also see that at fairly high bandwidths (i.e.,
low FEC code rates), this family essentially achieves optimum hard-decision capacity performance.

In Charts 163167, we compare the performance at capacity of orthogonal modulation for various
alphabet sizes, M. Here, it is interesting to see that at high M, photon counting does better than the so-
called quantum optimum hard decision. This is because the hard-decision system had been constrained to
make a decision between the M possibilities, while our photon-counting receiver was allowed an M + Ith
output, the erasure. Although we will not derive it here, an optimum [choose L > M, with the notation of
Equation (57)] symbol measurement would do better than this L = M measurement, although for high M,
it is doubtful that the optimum would be much better than the photon-counting receiver.

In Charts 168—171, we compare generalized OOK and orthogonal for several receiver types. We can see
that OOK is quite a bit better at low peak-to-average ratios (M), but that the differences become less at
high M and high bandwidth (low code rate). In general, we can see that these pulsed formats are very near




their theoretical optimum channel capacities for many M in heterodyne (and homodyne) soft-decision and
quantum optimum systems.

In Charts 172 and 173, we compare coded performance of 2-ary and 4-ary PSK for various receivers. We
can see that there is a big gap between all the symbol-by-symbol hard-decision systems and the quantum

optimum system. The potential gain here certainly justifies investigation into code and receiver

construction for the quantum optimum.
In Chart 174, we compare optimum quantum coded performance for many of the modulation formats.

For completeness, we show in Charts 175-177 the forms of the eigenvalues of the quantum density
operators [see Equations (63) to (65)]. The eigenvalues for PSK have a quite different shape from those of
OOK and orthogonal.

We conclude with Table 3 (variants of which can be found in many references), which gathers the bit-
error rate performance formulas for all the binary formats we have presented, using each of the receivers
we have analyzed. Although it is of interest, we have seen that the more complex channel capacity
formulas are really the ones that show the performance we seek.




Bit-Error Rate Formulas for Binary Modulations

Table 3

Modulation Format

Receiver Type

Bit-Error Probability

Comments

OOK

Photon Counting

|
—exp (-2N,,
) P »)

Only error type is by
missing a ‘1’

Heterodyne Coherent

D (N,)

Requires threshold

Homodyne Coherent

® (|[2N,)

Requires threshold

Heterodyne
Noncoherent

_;.[1+Q(O,T)—Q(2\/N_wT)]

Requires threshold, T
[see Equation (92)]

Quantum Optimum

|
E(I—\/l—exp (—2N,))

Orthogonal

Photon Counting

1
Eexp (—/\//7 )

Error from coin flip
when erasure

Heterodyne Coherent

@ (,/N,)

Homodyne Coherent

D (/2N,)

Heterodyne
Noncoherent

1
—exp (=N, /2)
5B,

Quantum Optimum

1
5(1 —\ﬁ—exp (2N, ))

Photon Counting
Noncoherent

|
—2—exp (=N, )

Error from coin flip
when erasure

Photon-Counting
Coherent Symmetric

1
~XPp (—2N,)

Error from coin flip
when erasure

Photon Counting
Coherent Kennedy

|
Eexp (—4N,)

Only error type is by
missing a ‘1’

Heterodyne Coherent

D (/2N,)

Homodyne Coherent

D ({/4N,)

Heterodyne
Noncoherent

|
Eexp (=N,)

Quantum Optimum

(1-4/l—exp (=4N,))




7. CONCLUSION
It is hoped that this collection might serve several functions:
e Actas a single place for finding many relevant equations for many communications analyses
e Serve as a reminder of all the design possibilities there are for the lasercom system designer

e Act as a repository of basic references, explicit and implicit, that may serve as a jumping-off
point for the interested reader

However, the main hope of the author is that these side-by-side presentations and comparisons will
motivate the reader to invent efficient systems that can achieve the theoretical possibilities.

61




REFERENCES

Ban, M., Kurokawa, K., and Hirota, O., “Cut-off rate performance of quantum communication
channels with symmetric signal states,” J. Opt. B: Quantum Semiclass. Opt, 1999, pp. 206-218.

Bar-David, 1., “Communication Under the Poisson Regime,” IEEE Transactions on Information
Theory, Vol. 15, No. 1, January 1969, pp. 31-37.

Barry, J.R. and Lee, E.A., “Performance of coherent optical receivers,” Proceedings of the IEEE,
Vol. 78, No. 8, August 1990, pp.1369-1394.

Bondurant, R. S., “Near-Quantum Optimum Receivers for the Phase-Quadrature Coherent-State
Channel,” Optics Letters, Vol. 18, No. 22, November 15, 1993, pp. 1896-1898.

Butman, S., Bar-David, I., Levitt, B. Lyon, R., and Klass, M., “Design Criteria for Noncoherent
Gaussian Channels with MFSK Signaling and Coding,” IEEE Transactions on Communications,
Vol. 24, No. 10, October 1976.

Chinn, S.R., Boroson, D.M., and Livas, J.C., “Sensitivity of optically preamplified DPSK receivers
with Fabry-Perot filters,” Journal of Lightwave Technology, Vol. 14, No. 3, March 1996, pp. 370-376.

Craig, JJW., “A new, simple and exact result for calculating the probability of error for two-
dimensional signal constellations,” Military Communications Conference, 1991. MILCOM 91,
Conference Record, 4-7 November 1991, Vol. 2, pp. 571-575.

Davies, E.B., “Information and Quantum Measurement,” [EEE Transactions on Information
Theory, Vol. IT-34, No. 5, September 1978, pp. 596-599.

Divsalar, D. and Simon, M.K., “Multiple-symbol differential detection of MPSK,” /EEE
Transactions on Communications, Vol. 38, March 1990, pp. 300-308.

Eldar, Y.C. and Forney, G.D., Jr., “On Quantum Detection and the Square-Root Measurement,”
IEEE Transactions on Information Theory, Vol. 47, No. 3, March 2001, pp. 858-872.

Gallager, R.G., Information Theory and Reliable Communication, New York: John Wiley and
Sons, 1968.

Helstrom, C.W., Quantum Detection and Estimation Theory, New York: Academic Press, 1976.

Holevo, A.S., “Coding Theorems for Quantum Channels,” eprint arXiv:quant-ph/9809023,
September 1998.




[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

(23]

Kazovsky, L.G., “Phase- and Polarization-Diversity Coherent Optical Techniques,” [EEE/OSA
Journal of Lightwave Technology, Vol. LT-7, No. 2, pp. 279-92, February, 1989.

Pawula, R.F., “Generic error probabilities,” IEEE Transactions on Communications, Vol. 47, No. 5,
May 1999, pp. 697-702.

Peleg, M. and Shamai, S., “On the Capacity of the Blockwise Incoherent MPSK Channel,” /EEE
Transactions on Communications, Vol. 46, No. 5, May 1998, pp. 603-609.

Proakis, J.G., Digital Communications, New York: McGraw-Hill, 1983.

Shannon, C.E., “A Mathematical Theory of Communications,” Bell Syst. Tech. J., Vol. 27, July
1948, pp. 379-423.

Shannon, C.E., “A Mathematical Theory of Communications,” Bell Syst. Tech. J., Vol. 27, October
1948, pp. 623-656.

Shannon, C.E., “Probability of Error for Optimal Codes in a Gaussian Channel,” Bell Syst. Tech. J.,
Vol. 38, May 1959, pp. 611-656.

Shnidman, D.A., “The calculation of the probability of detection and the generalized Marcum Q-
Function,” IEEE Transactions on Information Theory, Vol. 35, No. 2, March 1989, pp. 389-400.

Tonguz, O.K. and Kazovsky, L.G., “Theory of Direct-Detection Lightwave Receivers Using
Optical Amplifiers,” IEEE/OSA Journal of Lightwave Technology, Vol. 9, No. 2, February, 1991,
pp. 174-81.

Wyner, A.D., “Capacity and error exponent for the direct detection photon channel—part 1, IEEE
Trans. Information Theory, Vol. 34 (6), November 1988, pp.1449-1461.

64




SLAVH)




‘uonounj Adosjua Aieulg °| pYeysn

d Aungeqoud
90 vo




‘(suoisi1o9p piey) 9sg :Anoedes jeaisse|) 'z Heyd

Ayjigeqoad 1aA0ssou) |auuey)

0Lo S0 0¢0 STl 0€°0

abesn |auuey) Jad sug

00+3°1




0L

"ueISSNeEK) JUalayo :Ayjoedes |eaisse|) ‘¢ Ley)

(gp) (°N/53) 10quiks jpuueyY/suoloyd

(11 114 0l 0 0l- oz- o€- ov-

v0-3°L

28— T M “‘ = + ‘ + = “ > “ $ 4 + F +— — — mo-m-F

\ = \ = e § ‘. = “ - L= : : Ui M NO-NF

QUAPOWOH e

auApoualaH : : . B S\ b 10
= TS et ok i 3 4 — s = + = —— + I =t | Fcum.—v

= w = ey e - = W = | I “ “ M = N OQ+N.F

LO+3°L

(loquwis jauueyoy/siiq aainos) Ajoeden




QUAPOWOH — —

IL

"ueIssnex) Juaiayo) :Ayoedes |esisse|d je Aoualdyyg v Heyn

(ug 1ad sabesn jsuueyd) yipimpueg

0004 ook ok

Lo

(gp) 1g 12d suojoyd




"(uois109p paey) DSg :4oINd [edISSE|D °G Ueyd

Ayjigeqoad 1aA0ss019) |auuey)

S0 (A Tl €0 GE0 vo

abesn jauuey) 1ad sug




. QUAPOWOH = =

aulApousisH ,

0€

VL

"UBISSNEK) JU3J3Y0Y :HoINI [edISse|) ‘g Hey)

(ap) (°N/53) 10quiAg jpuuey)/suoioyd

114 ] 8 0 0oL- 0c- 0€-

vo-3°'L

€0-3°1L

c0-3'tL

10-3°L

00+3°L

L0+3°L

(loquiAs |auueyo/siiq 924n0s) JjoNd



"UBISSNEY) JU3IAYO0Y :}J0INI |edIsse|d Je Aoualolg /2 ueyn

(ug 1ad sabesn [auuey)) yipimpueg
00l 0L

. — — — — — — — — —— — " +
— —
—
—

A
—

 QUAPOWOH — —

auApoJalaH

(gp) ug 1ad suojoyd




‘ueissnex) :Ajoeded wnjuenp ‘g UeyH

(gp) 1oquiAs jsuueyy/suojoyd

0 oL-

(loquiis jauueya/syq aoinos) Ajoede)




‘ueissneyx) :Aj1oedes wnjuenb je Asuaidyyg 6 HUey)

(ng 1od sabesn jauueyd) yipimpueg

00t

(gp) ng 1ad suojoyd




0€

0e

1] 8

8L

‘ueISSNex) :jJoynd wnjuenp "0} Heyd

(gp) 10quiAsg |auueyy/suoioyd
0 oL- oz-

o€-

ov-

vo-3°L

€0-3°L

c0-3°'L

L0-3°L

00+3°L

L0+3°L

(loquiAs jauueyo/siiq a21nos) joiny



‘ueissnes) :jjoynd wnjuenb je Asuadyyg L1 KUey)

(ng 1ad sebes jauueyn) yipimpueg

(gp) ug 1ad suojoyd




| finni o T I i I I O I (T
| | | | i ‘ |
b1+ — [ 4 e It = I H H Hit | § fi 4
| |
|
I | | | | lin 1111
o i i i i T Ii | I [
IR T I | I [ Wt i I |
(TR (1Y 1“ | 1l il “m FTYTR I (1Y U O (11NN O
(N (T ] Wit 0" 1) T | e o 11| | ?‘m Wi
(LN ARE . ey bt } ik i I i I ‘H\ I AR “\H | ey
L TVLE o e § ‘ (= ‘AHA Ll i | & U ERE R . | TURN N ) L ] L
RN iyt | (I I fnn AR (TR (11 (R (TN
I WL | | | i I TR R (TN TR ] | (]
HH A — [ ‘ } I+ + + —(#1H + - IR H H 1+ I IH I+ 1= H ol = i+ ] ; H
| | | | | 1 | N | |
| | |
| | | | i |
L + § R i I S S Ly L
|
|
T
i
UL
U }
TR
AIH H
1111
m
| | T
| [tere | | | |
i 1 1 1L [WINW 1L - — et L Lt L L L T
(LU | " 1t ey ey i i\‘\ %% | LLERRG e ) i
HIH H =4 — ‘mm . {141+ i‘\m:u 1= HIH 4+ L e N e e e L I eI
(AR freeer o 1 ey I meer vt e e i | LA R |
i I 15 1 111 } 1 ‘\ (] e e r | [}
- t THHt -+ A L 2 e L LA A
" Co i [ TR (AN i | w
i [ I I bofe 2t A
1 T
|
|
| | | |
| 1 T
| |
|
| [ [
|
| |
| |
L L L ! L Lt 1 L D Sl=alt 111
1t | | ey v | T R 1 | i |
T - P + + bbb +— s b
W e i 1 [ et [ (I (TN (T ) |
(NRE S | [ (AR WL i | (I (A WL ) (T |
ulkal; idlad |H1 1 + 141 It + —IHiIH | HIH | { HIH it 1 -+
ULIEE] NI (R [ [ LA T Wiy | T[T T
n [ I {miTiT TN T = T 171 mim [m
' 3 i ; : CHARRE (o R
| | It |
o - N (3] oy wn © ~ © (2] o -
o o o o o o o o o o = -
5 L ' W ' w W w L w 1 w
— =) - - - b — i - >~ : ~- -

Aunqeqoid 1013 ug

1.E-12

20

15

10

-10

Photons per Bit (dB)

ing.

OOK (py = p1 = 1/2) photon count

Chart 12. Bit-error probability

81



oL

‘Bununos uojoyd HOO :Anoedes jeaisse|) gL Uey)

(gp) 10quAsg jsuueyy/suojoyd

oc- og-

1dQ uenp
9607/1=d = = =
8702/1=0 wmm
v201/1=d e
zig/1=d =
9se/1=d =
8ZL/1=d = = =
19/1=0
CE/1=0 e
g/1=d =
g/1=d =
p/1=d - - =
€/1=0

/150 cm—

€0-3°L

c0-3°L

L0-3°L

00+3°L

(loquiis |auueya/siq aainos) Ajoede)



—_—

1dO uenp -
9607/1=d = = =
8Y02/1=0 e

veoi/1=d

ﬁ zLg/1=d =
962/1=d = —
8ZL/1=d = = =
$9/1=0 e
2E/1=0
gi/1=d =

8/1=d = —
p/i=d = = =
€/1=0 m  —

210 c—

‘Bunpunod uojoyd YOO :Anoedes jesisse|d je Aouadyyg "1 Heyd

(ng 12d sabesn |auuey)) yipimpueg
001 oL

0°0L-

—————e e N S
SEe B O i 500 W %" A
P RO S e L | S S " —

LR i = ij ——& = = = - - i “‘.,\_~\ = = ‘4‘1"%’\ 14‘/““‘

- 06~

(gp) ng 1ad suojoyd




‘Bununos uojoyd YOO :HOIND [BISSE|D "Gl Hey)H

(gp) 10quiAs jpuuey)/suojoyd

8702/1=0

$201/1=0 e

Zig/1=d =

9sz/l=d =

8ZL/1=d = =

$9/1=0

ze/1=d

gi/l=d =

(loquiAs |auueyo/siiq 221n0s) Joiny

g/1=d =

p/1=d




‘Bununoa uojoyd YOO :H0IND [eaISse|d Je Adualdiy] ‘9| Keyd

(g 1ad sebesq jauuey)) yipimpueg

1dQo uenp - -

960p/1=d = = =

8702/1=0 e

vzol/1=d
216/1=d = —

9GZ/1=d = —

82L/1=d = = =

9/1=0 =

(gp) ng 1ad suojoyd

2810 c—

9L/1=d = —
8/1=0 = —
p/=d - - =
€/1=0 m— —

2/1=d




L8

"jJuaiayod payiidweaid 1o auhpoialay (7/1 = 'd = 0d) YOO :Anjiqeqoud 10418 [oquAg

114

St

(1]8

(gp) ng 1ad suojoyd
S

‘L1 WeyD

cL-a’L

LE-3°L

oL-3't

60-3°L

80-3°L

L0-3°L

90-3°L

S0-3'L

v0-3°L

€0-3°L

co-3'L

10-3°L

‘ | | ] [ 1 [
+ + t ——t +— +
— e+ = + T T T 1 ——+
| I I ’ | | 1 Lj 1 1 I !
T T 1 T T T T T T T T T T
I I I A W I I I T == T I I I I
T T p— T T T T T T T
8§
I I ’ 1 | I I 1 1 I I l I
T T T \ T T T T T T T T T T T T
1 1 1 n ¥ I I 1 1 I 1 T T L I 1
L §
T = T T =" T T T T
1 =
I | ) | ’ | 1 I |
] ] ] ] _ [l 1 ] ] B
} n A § 7 ! ) '
=
: A § = —
| | | | I | |
| 1 | 1 \ 1 I | |
1
A Y
L |
T L T T T T T
| ! | | ’_ | | | ! | | | | | 1
1 1 1 I \ 1 1 1 L L I 1 I 1 1 L
\
t th ¥ t t t t t e t t t
L §
T T = — T T T T T
T T T T T T T T T T T
L 1 L I /, 1 ! 1 1 L I I 1 1
! L I I \ L L T S | n | I L L i
= 7 T I I T A % I I T T T T T T T
N I
=3 == & = —= =F =t +
T T == T T T /d T T T T T T T T T
1 1 1 1 1 1 1 1 1 1 1 i | 1 1
\ , N "
A N
I I T T 't - T N T I I I I I I
N
t t T = = —" t =1
T T T T T Z T T T T
L s L L L |
N\
h N
T 7 T T T r—
| | ] | | | /, I
+ —
= _ﬂ’ T t t
N
I E— — + + t t +——t + t t
1 —— T t T t T T == T T —
I | ] 1 ] 1 1 1 I 1 1 I
T T T T T T T T T —— T T
- T T T I I I I I T T T = T ———
T T T T = T T T T T T T T T T
—_—

A S S S SR °°+W. P

Aungeqoid 1013 ug




‘uoIs199p pJey juaiayoa payijdweaid 10 auhkpoialay YOO :Anoedes |esisse|n ‘gL Ley)

(gp) (°N/53) 10quikg jauueyg/suojoyd
OL- 0z-

960p/1=d = = =

8702/1=0 w—

$2o1/1=d

Zig/t=d =

96Z/1=d =

8ZL/1=d = = =

79/1=0

ZEN=0 c——

gi/I=d =

(loquis jauueyoysiiq @ainos) Ajoede)

g/l=d =

p/i=d = =

£/1=0

z/\=d




‘uolsIo9p pJey juaisayod payljdweasd 1o auhpoualay HOO :Anoedes [eaisse|d je Asualdiyg 61 Heyd

(ng sod sabesn [auueyd) yipimpueg

960%/1=d

8702/1=0

vzoL/1=d

zig/1=d =

96z/1=d =

gZH/1=d = =

$9/1=0

zen=d S— . E— I.‘MJ.‘f :
i B e

(gp) ug 1ad suojoyd

gi/i=d =
g/l=d =
p/i=d = =

/=

Z/1=d




seopi=d = = =
8Y02/1=0 e
v201/1=0 e
2Ls/i=d  m
952/1=0d = —
8ZL/1=d = = =
$9/1=0 m—

ze/1=d

91/1=d = —

(7 o [ e—

p/i=d = = =

o o [ p—

] L p—

06

"uoIS193p piey Jualiayod payijdweald 10 auApoiaiay YOO :HOINd |eaisse|) "0z Heyd

(ap) (°N/53) 10quikg jauueyg/suojoyd

0c ol 0 ] % 0z- 0¢-

el R S B

€0-3°L

co-3’'L

L0-3°L

00+3°L

(loqwiAs |jauueya/siiq 821nos) yoind



"UoIS193p pJey jualayod paiyjdweaid 1o auApoialay YOO :HoInd [eaisse|d je Adualdyg 1z Ueyd

(ng 1ad sabesn |auuey)) yipimpueg

960t/1=d = = =

8Y02/1=0 mm s

v2ot/1=d

Zig/i=d =

9G2/1=0 = —

82LI1=d = = =

$9/1=0

ze/1=d

(gp) ug 12d suojoyd

Ol/i=0 = —

gsd = -

YilIcd & = =

] o o [ p—

Y150 c—

| il -
o e e - —‘—b-—-‘—" ‘




T

LLLLE I 10

[ 14 + =+ ¢

|
|
|
|

T TITTTTT

(AR (I

Pl L

HIH + - I b
i
‘
|
[

T

(LLAA T o AR TITTY
1l

Hrreper
Iy

Aunqeqoud 1013 ug

Photons per Bit (dB)

= 1/2) homodyne coherent.

OOK (p() =p1

Chart 22. Symbol error probability




"UOISI29p pJey Jualayod auApowoy )OO :Andedes jesisse|) ‘£z Uey)

(ap) (°N/53) |0quwiAg jauuey)/suoloyd

00 00} 0°0z-

9601/1=d = = =

8Y02/1=d
¥201/1=d e
zZig/i=d -

9sz/i=d = R S A T

gzL/1=d = =

$9/1=0

ze/1=d

gi/1=d =

g/1=d =

(loqwiis jauueyoysiiq asinos) Ajoede)

p/i=d = =

€/1=0d

z/1=d




"UOISI23p pJey Juaiayod aukpowoy YOO :Anoedes [eaisse|o je Aouaidolg pg LUeyd

(ng sod sabesn |auueyd) yipimpueg
oL

9607/1=d = = =

870%/1=0 e

vzol/1=d

zis/1=d

96z/1=d

8zi/1=d

$9/1=0 =

ze/=d

(gp) ug 12d suojoyd

91/1=d

g/1=d

p/1=d - =

€/1=0

Z/=d




960p/1=d = = =

8702/1=0

$20L/1=0 e

zig/i=d -

962/1=d = —

gZL/l=d = =

$9/1=0 e

ze/1=d

9t/t=d =

g/l=d =

pi=d = = =

€/1=d

150 e

"UOISIDap pJey Jualayod auApowoy YOO :H0INJ |edisse|) "Gz ueyd

(8p) (°N/53) 10quiAs |euueyD/sUOIOyd
00 00L- 0°02-

- ~= T - 7 - ~ 0 + -
-
e T e R I

(loquis |jauueyo/siiq 824nos) jjoinH




960t/1=d = = =

8V02/1=0 e e

vzoi/1=d

215/1=d = —

952/1=d = —

8ZL/1=d = = =

oV o —

28150 c—

91/1=d = —

g/i=d = —

vicd = = -

/150 e —

U150 cm—

"UOISIOap pJey Juaiayod auApowoy YOO :HoINd [eaisse|d je Aouaidlyg 9z Meysd

(ng 1ad sabesn jsuueyd) yipimpueg

(gp) ug 1ad suojoyd




"jJuasayosuou payijdweald 1o auhposalay (z/1 =! d = 0d) YOO :Aljigeqoad 10418 [oquAS °zZ Ley)

002

0'St

00t

66

(gp) ng 1ad suojoyd
0'S

0'G-

0°0L-
cL-3’L

529 g

==3 01-3'L

60-3°L

= 80-3'L

=== 20-3'}

90-3'1
| so3
v0-3'1
€0-3'1
20-3'1

10-3°L

E = == =% e~ L
f
g, =
SSIESZ=SZ3SSFZZEZZE
1 i
Seaesee e EESEE=cE
= = i =

— 00+3'I

Aunqeqoud Jo113 ug




"UOIS199p pJey Juaiayosuou payijdweald 10 auhpoialay YOO :Anoedes |esisse|) ‘gz Ueyd

(ap) (°N/53) 10quiAg jpuuey)/suojoyd
00 0°0L-

960p/1=d = = =

8Y02/1=0 mm

vzoL/1=d

zig/i=d -

96z/1=d =

gzl/1=d =

$9/1=0

ze/L=d

9i/1=d =

g/l=d =

(loquiAs |auueyo/siiq aounos) Ajioeden

p/i=d -




"UoIS193p pJey juasayosuou papijdweald 10 auhpoisiay YOO :Anoedes [eoisse|d je Aouaidiyg ‘62 HMeyd

(ng sod sabesn jauueyd) yipimpueg

960P/1=d = = =
|
| 8Y02/1=0

v2oL/1=d

215/1=d  m —

962/1=d = —

8ZL/1=d = = =

P9/1=0 e —

o[ o |p—

(gp) ug 1ad suojoyd

ol/1=d = o

7 o (e gpes—

p/=d =

/120 e




a0l

"uoIsIoap pJey juaiayosuou payijdweaid 10 auhkpoialay YOO :HOIND [eaiIsse|) “0f Heyd

(ap) (°N/53) 10quiAs jsuuey)/Suoloyd

- 002 ool 00 00L- 0°0¢- 0°0v-
960/1=d = = = v0-3°L
8102/1=0 ;
v20L/1=0 e D3 S0 CH=SE .‘ : =
St s e F R EE S S e e TESL L e

962/1=d = —

82L/1=d = = =

= (—— : -= 2| - frgay ot} FE e :
QQ\F = T - .- - = - + i Nolm.F

ze/1=d

9i/1=d , 2 = e

gi=d = —

— e = 2 = = f LAy bt I G o - = ) = L0-3°1L
p=d = = =

(L [ e—

2150 e S e e .

— e : 00+3°1

(loqwAs jauueya/syiq a24nos) jjoind




€01

‘uoisioap pJey juaiayoosuou payijdwealid 1o auhpoialay YOO :4OINd [eaisse|d je Adualdiyg °LE Heyd

(ng 1ad sabesn jauueyd) yipimpueg

0001 00l oL L
I 00
960b/1=d imimiimd | 0 oS isteles e e et S et e e s E s e e o
oL
] e e | L S TTrr e =
| S _| 0z
1] 7] ol e | [ e T A = ] " M, ve
ZLS/1=d - — B L &b
952/1=0 = — . - | o0%g
82/1=d = = = =p= = 1 o9
0L
$9/1=0 " —
| 08
ze/=d
06
9L/1=d = —
1 00l
=d \
s i 0LL
=d i .
il L ] [ 0zl
| ]
M\P"Ql P “ oclL
]
z/1=d _ . ovl

(gp) ng 1ad suojoyd



HIHH HHIH

(semiclassical).

[

Ision

1/2) quantum hard dec

e

(il

Photons per Bit (dB)

OOK (p() =Di1

T R A [ I T R

{1 H + v ! THH I+ == 1+ HH 41—
\ I | 1o

aiuis T T 1 QUL =~ e

TR (I | | I

Chart 32. Symbol error probability

Aunqeqoid 1013 ug




1do uenp
960p/1=d =

8702/1=0d =

$201/1=0 e

zZig/l=d -
96z/1=d =
gzL/l=d =

79/1=0

28/1=0 c—

9i/1=d

g/l=d =
p/i=d =

€/1=0

10—

901

‘(Jeosisse|oiwas) uoisioap piey wnjuenb OO :Aloedes jeaisse|) "ge Hey)

0'0C

00l

(gp) 10quiAg jsuueyy/suojoyd
00 00L-

0°0¢-

0°0€- oo

vo-3°L

€0-3°L

1 ¢0-3°L

10-3°L

00+3°1L

(loquifAs |jauueyo/syiq aainos) Ayoede)




‘(Jeaisse|o1was) uoisioap piey wnjuenb OO :Aoedes jeaisse|d je Aoualolyyg "p€ Ley)

(ng sod sabesn jauuey)) yipimpueg

, 1dQ uenp

960t/1=d = = =

870%/1=0

veol/1=d

zig/l=d -

96Z/1=d =
L e e [ ) g T ) [T

gzl/1=d = =

$9/1=0 =

ze/1=d

(gp) ng 1ad suojoyd

9i/1=d =

g/l=d =

p/1=d = = =

€/1=d

--‘ -l‘--} - 1--& L-‘ -l- |- +-‘. 4-\- -
\

2150 c—




| @© (e} N
©0 N < N 't} =

| & 2 & 0 = B 0 = & o
- R o - o = S ot e - - "

1l 1] 1] I} 1l 1l 1] Il Il 1]

(=8 o o Q Q o Q Q

m— =P
—

11024

pP=

=1/2048

— -

= = p=1/4096

- Quant Opt

1.E+00
1.E-02

1.E-01

(loquiAs jauueyo/siiq 221n0s) yoind

1.E-03

1.E-04

20.0

10.0

0.0

-10.0

-20.0

-30.0

-40.0

Photons/Channel Symbol (dB)

).

Ica

(semiclass

on

: OOK quantum hard decis

Chart 35. Classical cutoff

108



1do uenp -
960t/1=d = = =

8702/1=0 mm

veot/1=d
gLg/1=d
9gz/1=d
gzi/1=d
P9/1=0 — —
ze/1=d
91/1=d - —
8/1=d = —
p/1=d - - =
€/1=0 — —

1m0 c—

‘(Jeaisse|a1was) uoisioap paey wnjuenb OO 401N |eaisse|d je Aoualdiyg "9¢ Heyd

(ug sad sabesn jauueyd) yipimpueg

(gp) ug 1ad suojoyd




1dQ ssnen

960p/1=d = = = — ‘;

orl

‘UOISI29p YOos Jualayod payljdweaid 10 auhpoialay YOO :Anoeded |eaisse|) /€ Hey)

(ap) (°N/53) 10quiAs jauueyg/suoloyd

0'0C 0oL 00 00L- 0°02- 0°0¢-

0ot

8Y02/1=0 m | W P e | (N A (e e A el .
—_— | e
2is/1=d a i i | S A | ' Al -
9G2/1=0 = — - - - - e et e

82L/1=d = = =

V@\r"&l _— =3 —— 3 —
ze/1=d o
e i, o g
8/1=0 = =— o S
p/1=d = = = e 3
€/1=0 - S
Z/1=d e : — -

v0-3°L

€0-3°1

c0-3°L

— 10-3°tL

00+3°L

(loquiAs jauueyo/siiq aainos) Ayoede)



—

Il

"UOISI23p HOS Juaiayoa payijdweald 10 auhpoualay YOO :Anoedes |eaisse|d je Adualdiyg "ge Keyd

do ssnen - -
960p/1=d = = =
8702/1=d mm
veoL/1=d
cig/i=d =
9gz/i=d =
82L/1=d = = =
79/1=0
2E/170 e
gL/1=d =
g/l=d =
p/1=d = = =

£/1=0

2/1=d

(ng sod sabesn jauueyd) yipimpueg

- o o -

1

T s Sl S T |
B T
=t g i = i |
- 1
1

A - 1

\
\
|
i
|
\
\
\
-

|

{ { ‘ | {

'_i-'-‘_"'\_i-?-i
|

- mm |- -v'/

(ap) ug 1ad suojoyd




1dQ ssnen

960t/1=d

8702/1=0 wmm

$201/1=0 e

Z1s/1=d

9gz/1=d

gzi/1=d

$9/1=0 e

ze/1=d
9L/1=d
g/1=d

p/1=d

€/1=0

[ o [Pm—

"UOISI93p YOS Juaiayod paylidweaid 10 auhkpoialay YOO :}HOIND [eaIsse|) “6€ Meyd

002

(O] 8 00

(ap) (°N/53) 10quiAg jpuueyy/suoioyd
00L-

0°0¢-

0°0€-

o'ov-

... - - W W oo W
— S e = — —;

-

vo-3'L

———— e0a'L
———— 2031
————— 1031

00+3°L

(loqwiAs jauuey9d/siiq 891N0S) Jj0INH



"UOISI23p YOS Juaiayod payijdweald 1o auhkpoualay YOO :}0IND |edisse|d je Asuaidig of Meyd

(ug 1ad sabesn [suuey) yipimpueg

1dQ ssnen -

960t/1=d =

8Y02/1=0 mm

v2oL/1=d

zLs/1=d

9s5z/1=d

gz1/1=d
79/1=0

ZE/1=0 cmmm——

(gp) ng 1ad suojoyd

gifisd =
g/IEd = —
pii=d - - -

[ [ o [T




o
< © © c
© © o~ & < o >
© o < ] re] - =] =) =] ]
o Q 2 ® = < L = N Q = N 3 Q
- - - - - - - - - o - - - £
1l 1l 1l 1l 1l 1l 1l 1l 1l il 1l 1l 1l o
o o -3 -3 Q Q Q Q [-% o -3 Q a T
I ' [ [ ' ' 1 ' I '
1 [ [
| 2 8 | | = B ) |
‘i ‘ (11wl | NI (1 [ o | (]
¢ " | n [
i | Tt 1 T (1] ‘ ‘ Het
' » - [ ] |
'l \ [11] [w \ [ 1 (1]
{ 1] i I ro | AT1rrTt
\ 1 \ (1] (111 |
! » \ . 1] \
'y \ NEE T [} 1 {4 ‘
' | ([ \ (] ] 1 (]
L3 LI ' .
"IN | [ ] | [ T 1 (1711
! NN § L - L
L 1 ‘ 1 i
(] (1] ] | (] 1
1 " 1
[ 1
1| 1
[ '
1
| B
[

(joquiAs |auueyo/syiq aainos) Ajioede)

20.0

10.0

0.0

-10.0

-20.0

-30.0

-40.0

Photons/Channel Symbol (Es/No) (dB)

Ision.

: OOK homodyne coherent soft dec

Chart 41. Classical capacity

114




"UOISI29p YOS JUaIaY0d aukpowoy YOO :Anoedes |esisse|d je Aoualdoyyg gy Heyd

(ng 1od sabesn jauueyd) yipimpueg

f auApowoH

960p/1=d = = =

7 8702/1=0

vzoi/1=d

2is/1=d o —

96Z/1=0 = —

8ZL/1=d = = =

s T s [——

ZE/1=0. c—

(gp) ug 1ad suojoyd

91/1=d = —

[T [ —

‘
—— — —— — — — — — —

b o —— | — Gm— S—— | — S—

- mw wmwm mm mw mwm wme ,‘,-é -

vlisd = = =

€/1=0

| (S |
1]

e s i W i o——
|

1= c—

.-




auApowoH

9607/1=d = = =

8V02/1=0 e

v2o1/1=d

zig/=d -
96z/1=d =
gziL/l=d =

79/1=0

ze/1=d

9L/1=d = —
8/1=d = —
p/1=d = - =
€/1=0

z/=d

0'0C

911

"UOISI23p HOS JUaI3Yod auApowoy HOO :HOoINd |eaisse|) "€ Heyd

(ap) (°N/53) 10quAs |suueyd/suoioyd

00 0°0L- 0°02-

o'oe-

- -

ff———t ——— 1

€0-3°L

c0-3°L

10-3°L

00+3°L

(joquwiAs jauueyo/siiq 824n0s) JjoInd



"UOISI29p JOS JUaI3Y0d auApowioy YOO :}4O0INd |eaisse|d je Aoualdyg iy Meyd

(ng sad sabesn jauueyd) yipimpueg

auApowoH

9607/1=d = = =
8702/1=0
v2o1/1=d

Z2IS/1=0 = —

06Z/I=d = =

8ZL/1=d = = =
P9/1=0

ge/1=d

(gp) ug 1ad suojoyd

gi/i=d =

g/l=d =

p/i=d -

€/1=0

- - -?- ‘-- -




< © Q
© © o~ I <
‘ © o < N re} - =} =1 =]
N Q g * = Q < = o Ay < o S
L ool b ol - - - - = - el - - - b ond
T 1l 1l 1l Il il 1l 1l 1l 1l 1l 1l 1l
a Q a Q Q a Q (-} a a a o a
‘ l ! v [ I ' [ [ I '
‘ ' [ [
\ I 0 I I I ] I l I ]
[ ] | 1
\m.u\\ I AR L
AR A ISl W
T TN T o IR B arr [
(Wl | Rl | \
O3 | | |
THE Al Ak S iy o R i S
AR W NN W ULLL |
ot | , L
L 1R AL WL
|l | I | L]
IGRETI| L 4H-1- Htf ! !
] | \H‘ [ | 4 ]
il Tl ‘ i
1 ‘
H\l.\x‘* L|
' ‘
Lk ]
n
\
il
LEr-t-1
) [
i
i
T
1 I
\
\
|
\
{1 \
B
1 A [
Jufgfe | JLiid ]
i) \ (|
] | |
71 0 T O T T
I o O 171
I8 1y B 4 1. 3p1 8 510 (8 8 N
151 (R 5 R A R O
L] \ O]
H“\“ | It
- N (3] <
S Q o 3
w w w w
— - - L =

1.E+00

(loquiAs jauueyo/siiq aainos) Ajoeden

20.0

10.0

0.0

-10.0

-20.0

-30.0

-40.0

Photons/Channel Symbol (Es/No) (dB)

OOK heterodyne or preamplified noncoherent soft decision.

Chart 45. Classical capacity

118




"UOIS193p YOS Juaiayosuou payijdweaid 10 auhApoualay YOO :Anoedes |eaisse|d je Aoualolyyg "9y Heyd

(ng 1ad sabesn |suueyd) yipimpueg

9601/1=d = = = |

8Y0Z/1=0
|

v2oL/1=d

e

—_— T TN .

ZIS/1=d = — : > y

= B SIS Y ol YT
96Z/I=d w —— = i . il ¥ /d\ \‘/ s
8ZL/1=d = = =

e T ] g—

28/1=0 c—

(gp) ug J1ad suojoyd

LYV . R p—

Nid A\

‘- -‘-; --‘- -

glicd wm —

p/1I=d = = =

€/1=0 .  —

A )
sl

/150 c—




960p/1L=d

"UOISI93p HOs Juaiayosuou payijdweasd 10 auhpoialay YOO :HOoIND [eaisse|) Ly Heyd

8Y02/1=0

vzol/1=d

zZ1g/1=d

96z/1=d

gz1/1=d

$9/1=0

ze/1=d

91/1=d

g/1=d

p/1=d

€/1=0

U010 c—

0'0C

0’0k

0cl

(ap) (°N/53) 10quiAs |auuey)/suoioyd

00

0°0L-

oov-

e — —— — —— — — — | — — — — —

--emlaw W omw W W W o om Eew w oW W m W W T om W we W

e W e e W

l

vo-3°L

€0-3°L

c0-3°L

10-3°L

00+3°}

(loquwiAs jauueyo/siiq 821n0s) }joIn)



"UOISI29p JOs jJuaiayosuou payijdweald 10 auhkpoialay YOO :HoINd |edisse|d je Aodualdyyg gy Meyd

(ng sad sabesn jauueyd) yipimpueg

960p/1=d = = =

8102/1=0 e e

vzoL/1=d

zig/1=d -

06Z/1=0 = —

82ZL/1=d = = =

$9/1=0 =

ze/=d

(gp) ug 4ad suojoyd

91/1=d = —

g/1=d =

viEd = = =

€/1=0

U1=0 com—




"MOO :Anoedes wnjuenp ‘6 Heyd

(gp) 10quiAg jauueyg/suoioyd
0°02-

1do wenp

960t/1=d = = =
8702/1=0 e e
vzoL/1=d
ziLg/1=d

9gz/1=d

gzL/1=d = =

$9/1=0

28/1=0 c—

9i/1=d =

(joqwiAs jauueyo/siiq aainos) Ajioede)

g/1=d

p/i=d - =

€/1=0d

/1= c—




"MOO :Auoedes wnjuenb je Asuaioyyg 0§ Meyd

(ug Jad sebesn |auueyy) yipimpueg

1do uenp

f
9601/1=0 = = =
f

, 8Y0Z/1=0

, vzoL/1=d

,
ZIS/1=d = —
,

, 952/1=d = —

8ZH/1=d = = =

- -

,
1T 1o [ —

ze/1=d

(gp) ng 1ad suojoyd

91/1=0 = —
g/i=0 = —
pi=d = & =

Lol o i s

5 0 0 1




"MOO :HOoind wnjuenp LS Keyn

(gp) 10quiAg |suueyy/suojoyd
00L-

1do juenp

9607/1=d = =

8Y0Z/1=0

R et et e

v2oL/1=d

zig/i=d -

952/1=d = —

gzL/1=d =

$9/1=0

ze/1=d

9l/1=d =

(loquwiAs |auueyo/siiq 221n0sS) Jjoin)d

g/1=d = —

piI=d & = =

[T [ 1] [ —

z/=d




1do uenp

960t/1=d = = =
8Y02/1=0
veoL/L=d
215/1=d = —
962/1=0 =  —
8ZL/1=d = = =
$9/1=0 m— —

ze/1=d

"MOO :H40oInd wnjuenb je Asuaioyyg "zg Meyd

(ng 1ad sabesn |auuey)) yipimpueg

- o o o e

——

i v 'J\'\';

LT

(gp) ng 1ad suojoyd




AS ‘gg Heyd
b 9 uojoyd jeuoboyuio :Ajjiqeqoud (ainseud) Joiid joquAs g
‘Bunjuno

(gp) 1oquiAs sad suojoyd
0'S

P FI=20 1774 T A p—

Kie-pzoL

Aie-z1g -

Ale-96Z =

Ale-GZ2| = = =

Ai B0 me

Kie-zg

Aunqeqoid sou3 ng

Ale-g| =

Ale-g =

Alg-p = = =

PV [-2 o—

V] 2 [ ———




— = 2048-ary

4096-ary

AR K0T RAN AR

fif -1

| [LTRNS
fic

et i i
s
0

—t ’Ww t i"““' ;
i

bl Bk

|
[ e e e

s

|
I

g
s

HIPHEL. N Y

e N
Ligglhe 09 i | ‘lf‘v‘,'(f

STTIRER I §
RN
AR
T (R A (T

e T I T

! it T It

I “T“/ (RN

ity

L3 IR} \AH.\\ H;\r\ -\M;?J\‘ ‘;;MH\\ UL}
g 4 ‘-Jgﬂ ’P,J"

’:. iyl o et
®

-

ity 1 Qe
“HH e

| WH‘ i

f B i
it
| ‘:HWH ‘

| !jm_u
N
1”””“
=it
‘:HH\\\
i

R IR

e i Bl cthet

‘;‘MM | M\ !Hmu‘

-
o

!
(TN I (AR

|
e A

— |

|
AN
Ui

Awpgeqoud 10113 ug

Photons per Bit (dB)

orthogonal photon counting.

Chart 54. Bit-error probability (erasure with coin flip)




‘Bunjunos uojoyd jeuoboypio :Ajoedes |eaisse|) ‘GG uey)

(gp) abes |auueyn/suojoyd abelany

oL- oe- 0¢-

ao juenp
Aie-g60p = - =
Aie-gp0Z —
Aie-p20| e

Ae-z1g. -

Ae-gGgz. -

Aie-gz| -

Ae-pQ

Aie-zg

Aie-g|.

(abesn jauueyo/siiq aainos) Ajoede)n

Ase-g.

Aig-p & i =

M- e

Aie-g




H H H Ll t so

(11g 1ad sabes |auuey)) yipmpueg

ao juenp =

AlB-960Y = = =

P WI=R 171 T pp—

Kie-pzoL

Aie-z15 =

Ale-96Z2 =
Ale-QZ2]l = = =

J V1- 10—

[ 92 J R —

(gp) ug 1ad suojoyd

) 1= ) R —

Ale-8 m

Ay = = =

) V] -2

9] -2




‘8-ary

2 i
e § &
o 9 © o
(1=} N wn L =)
- & &« b

1024-ary
— =—2048-ary

= = = 4096-ary

Quant Opt

\(W\‘ "‘:,

1.E-01

(abesn jauueyo/siiq 821nos) JoinH

1.E-03

1.E-04

10

-10

-20

-30

-40

-50

Average Photons/Channel Usage (dB)

: orthogonal photon counting.

Chart 57. Classical cutoff

130



1do enp ,
Ale-960Y = = = |

P W12 T T A— ,

Kie-pzoL ,

Ae-Z1S =
AIB-9GZ2 = —
Ale-82l = = =
V27 Q—

Aie-zg

Ale-Q] w
9[- 2X - TR —
Ay v = =
AlE-f e

V|- S —

Bunyunod uojoyd jeuoboyuio :Hoino |eaisse|d je Asualdiyg ‘gs ueyn
Bu

(ng 1ad sabesn jauuey)) yipimpueg

iiTamy i, m— {3

—1 m _ o =51
T i
¥ e W e |

oL

(gp) ng 13d suojoyd



— = 3-ary

= = = 128-ary
= = 256-ary
= =  512-ary

1024-ary

m— w== 2048-ary
= = = 4096-ary

T
‘\H \er\ |
w\ N
| H‘\‘\\
’L‘JHM ‘H‘H‘;
it

g2

1R

T
i \W\

i g

\r

L

_HH 4
“\ | ﬁ
H\ oy

a5
iy g ”

4\\
Wil

i
Wi U\ I
fl il

] MH‘\ U

HHH M
[

AHEPE e

[
1

i Wﬁ‘f

HJW i
i H‘H "M
ol MH ‘hm
H\ J'W
H\ u‘
| ‘\H\M ’H‘H I

:\ Naalts

gf
iR

il

! \\ W I

Mw i ({

(L

Il ’[
I W'
WH ‘“W f“i |

i

I HW
A
(1A

L i
Il gmmmm Mwm I
A

\\ Il \ ‘H TT | “[‘,‘,‘
H\”“ “‘ | \ | \W | '1 i
A

\HHH NMM i |

Il |
,E Z i H‘M \H"t 1‘ Aty
; ,"’EW Il et
I M\M U\”“ AR
Mm I!MHH W“ \MW HW H“ i‘\\‘
M\ | umH il W\ A uw
I8 AR AL
i \WW\\HH il i MH\W
iR H”‘W i il ‘MH W i
T

I ol }
|

MHM UL

AR A H”H

i

IH }
‘H\ i

TiTie W
it !\ i
|

\H
\J}

Hlu HJ

H

i
I | Hh

T
| \[\H\ i

i MH\ N R
\ W \ ‘Mu H
I I
LT

\
T
Y
I I
| [Hmw k! 1

i

W iy
‘ w\
“\ \HM
1 \UJM\

f\‘\ u

|

I M
H il }\ H}H HHH i HMH\ |
AR NH\,
i !w it i MHH HH it
(U MMM il
A A A

I !M 1
TR
|

|

N [ <
o (=) (=)

1.E+00
1.E-01
1.E
1E
1.E

wn ~ ©
g 8 5 3 8
T N A

- -

1.E-10
1.E-11

L - -

Ayjiqeqoud Jo1i3 ug

1.E-12

20.0

15.0

10.0

5.0

0.0

-5.0

-10.0

Photons/Channel Symbol (Es/No) (dB)

132
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