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ABSTRACT

Voice over Internet Protocol (VolIP) is becoming popular due to its low cost and
the management advantages it offers over traditional PSTN phone systems. VoIP is
widely implemented with H.323 and Session Initiation Protocol (SIP) standards.
However, both protocols are poorly designed for networks with common security

solutions such as firewalls and Network Address Tranglation (NAT).

This project is afeasibility study of SIP-based Vol P integration into the Monterey
Security Architecture (MY SEA), a multilevel secure environment that uses NAT as a
security mechanism. A gathering of comparative studies on VolP protocols was
performed to guide the selection of SIP as the test protocol. A set of experiments was
devised and conducted using SIP-based softphones for this study. The insights gained
from the experiments provide useful insights to the MY SEA project concerning VolP
security.
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l. INTRODUCTION

A. MOTIVATION

Voice over Internet Protocol (VolP) is becoming a popular technology.
Currently, three million households use VoIP. It is estimated that the number will
increase to twenty-seven million by the end of 2009 [1]. Furthermore, companies and
public-sector organizations are expected to invest over nine hundred million dollars into
the VolIP technology in 2005, an increase of more than two hundred million dollars
compared to last year [2]. This indicates that Vol P continues to grow in popularity and
remains a promising telecommunication technology that will gradually replace traditional

PSTN phone systems.

Integration of VolP capabilities into the existing MY SEA architecture is highly
desirable for both economical and management reasons. Deploying Vol P greatly reduces
the cost of making long distance calls from the MLS LAN to an external network such as
the Internet. Management of telephone systems in the MLS LAN will also be simplified
with the use of VolIP as rewiring phones for nomadic users is no longer needed. Thus,
extending MY SEA to include VolPis beneficial.

B. PURPOSE OF STUDY

This study is a preliminary step in integrating Vol P capabilities into the existing
MY SEA architecture. The objective is to determine the feasibility of this integration.
The current MY SEA environment has a number of NAT components that may make the
integration of VolP into the MLS environment difficult if not impossible. A set of
experiments were devised and conducted to test if Vol P works with the NAT components
in MY SEA.

C. ORGANIZATION OF PAPER

This paper is organized into five chapters and six appendices. A brief
introduction is provided in Chapter |. Chapter Il provides the background information
related to this research study. A technical comparison between two popular VolP
protocols, H.323 and SIP, is presented in Chapter I1I. One of the two protocols will be
selected for testing purposes. Chapter 1V describes the test plan used to confirm the

1



feasibility of integrating Vol P capabilities into MY SEA. The problems encountered and
results from each test are also discussed in this chapter. The last chapter or Chapter V

talks about future work and conclusion.

Six appendices are also included in this paper. Appendix A has surveys of hard
and softphones. Appendices B through F contain descriptions, instructions, and results of
tests described in Chapter V.



[1.  BACKGROUND

This chapter presents background information pertaining to this thesis study. It
includes a high-level technical overview of the current VolP technology. Findly, the
MY SEA architecture is described in the last section.

A. INTRODUCTION

The traditional phone system has been evolving since the first voice transmission
in 1876 using a ring-down circuit. Today, phone systems no longer run on an analog
network, instead they use a digital network known as the Public Switched Telephone
Network (PSTN). The PSTN greatly reduces the amount of noise inflicted by analog
voice amplification during transmission and provides number of services, such as call
waiting, call forwarding, threeeway calling, call blocking, etc. Despite the benefits
obtained from the PSTN, there are drawbacks to the system that motivated the VolP
solution.

1 Advantages of Vol P

VolP has many advantages over the traditional PSTN phone systems. These
include the efficient use of bandwidth, reduction or possible elimination of long distance
and phone charges, convergence of the voice and data networks, and advanced features.
Some of them will be discussed further below.

a. Efficient Use of Bandwidth
Bandwidth is a key performance measure of a network. It defines how

many bits can be transmitted every second, which means the more bandwidth available,

the more data can be sent in a given period of time.

PSTN phone system requires a minimum of 64-kbps of dedicated circuit
between the two calling devices. The circuit is reserved for the entire duration of the call
regardless of whether or not any data is in transmission. Hence, bandwidth is
unnecessarily wasted. On the other hand, VolP uses | P networks that have the flexibility
to alocate bandwidth as needed and reserve the unallocated bandwidth for other data.
Thus, the use of network bandwidth in Vol P is more efficient.



b. Reduction or Possibly Elimination of Long Distance and Phone
Charges

The cost of along distance call generaly depends on two factors. duration
and destination of call. Charges can accumulate when an enterprise or individual
frequently makes this type of call. VolP service providers have monthly flat-rate plans
that offer unlimited or fixed-number of minutes to make calls, including long distance
cals. These plans are much more economical than the traditional charge-by-minute
service. Thus will greatly reduce or possibly eliminate the phone and long distance
charges for individuals and enterprises that make frequent long distance phone calls.

C. Convergence of Voice and Data Networks

Traditionally, a voice network only transmits voice and a data network
only carriesdata. Thisisno longer true. Data makes up major traffic on voice networks.
Unlike data networks, voice networks are not efficient in carrying data due to its
inflexible bandwidth allocation and limited bandwidth. Therefore, most enterprises

maintain both networks.

However, in many cases, management and maintenance of two different
networks has proved to be cumbersome and costly for enterprises. Upgrading the voice
network equipment such as the Public Branch Exchanges (PBX) telephones burdens
enterprise budgets. If VolP is deployed, the voice network will no longer be needed and
will leave the enterprise with only the data network.

d. Advanced Features

VolP provides all the services of a traditional phone system including
speed-dial, call waiting, busy signaling, caller-1D, etc. In addition, VolP can interoperate
with services traditional phone systems lack such as video-conferencing, instant
messaging, email, click-to-dial, and directory service.

2. Disadvantages of Vol P
While more home users and businesses are in the transition to use VolIP, the
technology does have shortcomings. These will be discussed in detail below.

a. Quality of Voice

Voice data traveling across an IP network is highly susceptible to delay

and loss due to routing and network latency. Voice in analog form has to be converted
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and compressed into digital packets before transmission over an IP network. A
compression method that aggressively minimizes the size of voice packets will
deteriorate the quality of voice. As a result, the quality of voice using VolP may be
worse than that obtained from PSTN due to delay, loss, and compression of the
information.

b. Security

In many cases, maintaining separate voice and data networks can be
difficult and costly. Convergence of both networks simplifies management and greatly
reduces cost. However, convergence leads to security problems. Voice will be
vulnerable to the same attacks as other data traveling across an IP network. Attacks
include interception, modification, spoofing, man-in-the-middle attacks and denia of
service.

C. Availability

Making a VolP cal requires a connection to an IP network through
properly configured network devices that are dependent on a stable electrical power
supply. Power outage and connection problems will prevent an individual from making
or receiving aVolP call.

d. 911

Currently, none of the VolP protocols provide information regarding the
caller’s physical location to the emergency operator. When the caller dials 911, there is
no guarantee the call will be routed to the nearest 911 police station. At the same time,
the 911 operator has no way of identifying the location of the caller.
B. VOIP OVERVIEW

VolIP uses IP or a packet-switched network as the data transmission vehicle. A

VolP system digitizes voice using an audio codec, divides the digitized voice into
packets, and sends the packets over an IP network to the destination. All packets are
routed without a guarantee that they will travel the same path. Unlike a PSTN call, no
dedicated circuit is ever created for aVolP call.

The exact process required to set up a VolP cal is dependent on the VolP
protocol. Two types of protocols are necessary to complete a VolP call: signaling and
media transport. A signaling protocol has the responsibility of establishing a session
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between the call participants. A media transport protocol specifies the rules and formats
of the actual voice packets. Currently, the Real Time Protocol is commonly used as the
media transport protocol in VolP. However, there is a wider variety of signaling

protocols. VolP protocols will be further discussed later in this chapter.

For PSTN systems, a phone number consisting of digitsis used to locate a phone.
A phone number in VoIP can be a regular PSTN phone number, an address, or an alias.
The “phone number” ultimately is translated to a 32-bit or 128-bit |P address depending
on whether 1Pv4 or IPv6 is used. Every VolP signaling protocol must provide address
resolution capability.

There are four general VolP communication modes. They are Phone-to-Phone,
Phone-to-PC, PC-to-Phone, and PC-to-PC.1 Voice transmission is carried by both PSTN
and |1P networks under the first three modes. A VoIP service provider that interconnects
the PSTN and VolIP networks is needed for the first three modes when a call originates
from a PSTN network and arrives at a VolP network or vice versa.  Voice travels
exclusively across the I P network in the fourth mode.

1 Vol P Phone Overview

Vol P phones generally fall into three categories: PSTN phones, hardphones, and
softphones. A PSTN phone is the type of phone aimost every household has and is
connected to a phone jack using a telephone cable. Technically, a PSTN phone in itself
is not a VolP device, but it can be used to make VolIP calls with the use of a phone
adapter known as the Analog Telephone Adapter (ATA) that converts voice from analog
to digital form.

A hardphone, also commonly known as an |P phone, can look identical to a PSTN
phone. It is an independent device that understands VolP protocols. Unlike a PSTN
phone, a hardphone does not require an external device such as an ATA to make VolP
calls. All it needs is an Internet connection. Table 1 lists various types of hardphones

and their corresponding descriptions from [3].

1 Phone refers to atraditional phone and PC refers to a personal computer.
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Hardphone Type | Description/Characteristics

Has an Ethernet port

Ethernet
Connects directly to the I P network
Cordless Has IP interface on base stations
Has built-in WiFi transceivers
WLAN or WiFi

Connects to a WiFi base station

WLAN/WiFi and Same as WLAN/WIFi phones but can
GSM also transfer calsto GSM network

Voice and Video Supports for both voice and video
Tablel. Hardphones

A softphone is a VolP phone in the form of software. A softphone runs on a
computing device such as a desktop, laptop, or PDA, and is typically Operating System
dependent. This type of phone needs audio support such as speakers and microphones
for communication purposes. Appendix A has asurvey of hard and softphones.

C. VOIP SERVICES

The VolIP technology is made up of four distinct services: signaling, encoding,
transport, and gateway control [4]. A signaling VolP protocol establishes and manages a
connection between the endpoints when a call is made. Signaling protocols are discussed
in Section D. When the conversation takes place, voice has to be encoded before it is
transmitted over the IP network. The encoded voice packets will then be transported via
the IP network to the destination. A gateway may be needed to convert voice into
another format suitable for the receiving network. For example, a gateway will convert
voice from digital PSTN to digital 1P form when voice packets come into an |P network

from a PSTN network.



1. Encoding

Voice, in its native form, cannot be transmitted over an IP network. A voice
codec is used to convert voice from analog to digital data or digital to analog data,
compress voice to optimize bandwidth usage, and packetize the voice datain preparation
for transmission. A codec determines bandwidth usage and quality of voice. Higher
quality voice transmission usually requires more bandwidth. The tradeoff between the
two factors is critical when deciding what codec to use in VolP applications. Various
codecs exist to support VolP. However, the three most commonly used codecs are
G.711, G.723.1, and G.729A. More information on the above codec specifications can be
found on the ITU-T website.

2. Transport

Media transport protocols such as Real Time Protocol (RTP) deliver the encoded
voice packets over an IP network. RTP is a standard developed by Internet Engineering
Task Force (IETF) to transport real-time audio and video data. RTP does not guarantee
reliable transmission of packets. It usualy runs on top of UDP due to the delay-
intolerance of voice conversation and uses a dynamically assigned UDP port in the range
1024 — 65535.

The RTP Control Protocol (RTCP) is the control counterpart of RTP. RTCP, aso
developed by IETF, is not required to be used with RTP. However, RTCP can be used to
monitor transmission performance. End users in a VolP session can send transmission
statistics in RTCP packets upon receiving packets. This information is useful to
determine network and delivery performances and keep track of retransmission needs.
Similar to RTP, RTCP uses a dynamically assigned UDP port.

3. Gateway Control

A gateway connects the PSTN and Vol P networks. Voice packets arriving at its
IP interface will be converted by the gateway from a format understandable by IP to one
that is understandable by PSTN and vice versa. A gateway is necessary for
communications between Phone-to-Phone, Phone-to-PC and PC-to-Phone.

D. VOIP PROTOCOLS

Table 2 lists some well-known VoIP signaling protocols. A VolP signaling

protocol defines the formats of Vol P messages and rules for message exchange necessary
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to establish aVVolP call. The signaling protocol is responsible for setting up a VolP call,
which includes tasks like locating users and negotiating session parameters between the
two end devices. A media gateway control protocol control communication amongst the

gateways in an I P networks.

Protocol Organization | Type

H.323 ITU-T Signaling
Session Initiation Protocol (SIP) | IETF Signaling
MGCP ITU-T Signaling
Megaco/H.248 ITU-T/IIETF Signaling

Table2. VolP Protocols

1. H.323

H.323 is an open standard developed by ITU-T in 1996. H.323 was originaly
designed for multimedia conferencing and was later extended to support VolP. H.323 is
a suite of protocols that provide services such as end-to-end multipoint conferencing,
audio and video codecs, management and accounting, and security. Since 1996, the
protocol has undergone a series of changes, with the latest version (H.323v4) providing
many enhanced feature and services. Refer to Chapter 111 for more details.

2. Session Initiation Protocol

The Session Initiation Protocol is developed by IETF. It is an application protocol
designed to establish atwo-way communication session. SIP is gaining popularity in the
Vol P market despite the fact that it is a fairly young protocol developed in 1998. SIPis
generally more scalable, smple, and extensible than H.323. Some believe that SIP will
eventually become the official Vol P signaling protocol standard. Refer to Chapter 111 for
more details.

3. MGCP

Media Gateway Control Protocol (MGCP), developed by IETF, controls
communication among VolP gateways in an IP network. Two components exist in the

MGCP architecture: call agents, also known as media gateway controller, and gateways.
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MGCP is a master-slave protocol in which the master call agent sends signaling, control,
and processing commands to the gateway. The gateway acts as a slave and executes the
commands sent by the call agent. MGCP does not replace SIP or H.323. Rather, the
protocol is used to manage signaling and control activities for VolP network gateways
such as H.323, SIP, and SS7 signaling.

4, M egaco/H.248

Megaco/H.248, developed jointly by ITU-T and IETF, has the same architecture
as MGCP. However, Megaco/H.248 offers severa advantages over MGCP such as the
support of multimedia and multipoint conferencing enhanced services, improved syntax
for more efficient semantic message processing, TCP and UDP transport options, support
for both text and binary encoding, and formalized extension process for enhanced
functionality [5].
E. VOIP CHALLENGES

1 Quiality of Service

Quality of Service (QoS) is not amajor concern in PSTN systems because a fixed
amount of bandwidth is dedicated to a call and transmission of voice follows the same
circuit for the duration of the call. On the other hand, when aVVolP call is made, digitized
voice will be transmitted using an IP network that has no fixed-bandwidth allocation
mechanism. Thus, it is subject to jitter, latency, and packet loss problems, of which VVolP
isintolerant.

There are many good reasons to deploy VolP, however, it makes no sense to use
VolP if the quality of aVolP call islower than atraditional PSTN phone call. QoS must
be addressed to an acceptable level such that end users can carry on a smooth
conversation with minimal interruptions

2. Security

Security is another important aspect of VolP. Convergence of voice and data
networks means that both voice and data have to be protected. Eavesdropping a pure
PSTN phone conversation is more difficult than a VolP conversation, because
interception of a regular PSTN call requires physical access to the phone lines or
compromise of the corporate PBX. On the other hand, a VolP conversation can be

intercepted by an adversary anywhere along the path where the digitized voice packets
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travel. The security problem is intensified when sensitive personal information such as
socia security and credit card numbers are given out over aVolP call.

The transmission of voice over an IP network is subject to security risks. It is
important to ensure the confidentiality, integrity, and authenticity of a VVolP conversation
and availability of resources when a VolIP call needs to be placed. In summary, the
conversation and the VolP network resources are the two main assets that require
protection. Security mechanisms must be used to prevent both internal and external
eavesdropping, spoofing, replay, and denial of service attacks. Many security
mechanisms such as encryption, firewalls, and Network Address Translation (NAT) exist
to address these threats. However, almost every one of them raises problems or affects

the overall performance of aVVolP in some ways.

Encryption effectively protects the confidentiality and possibly authenticity of
Vol P packets by making it impossible for people other than the intended recipient to read
the packets. However, encrypting every packet, at the sending end and decrypting it at
intermediate nodes and at the receiving end could cause an immense amount of delay,
thus lowering the QoS. The size of an encrypted packet is often bigger than the plaintext
packet, thus requiring more bandwidth and leading to a possibility of packet drop. Thisis
atypical tradeoff between security and performance.

A firewall is often the first layer of defense in securing a network. It sits between
the internal and external network, inspects every incoming and outgoing packet, and
blocks those packets that it thinks is malicious. Firewalls usually inspect packets by
examining certain fields, such as IP addresses, ports, and protocol type, in the packet
headers. However, some VoIP protocols such as H.323 use dynamic ports to send or
receive messages. A stateless firewall that only looks at header information to determine
packet admissibility might drop some of the messages. To ensure the admission of those
messages, the stateless firewall would have to open many ports and leave itself in a
vulnerable statue. A stateful firewall, one that stores information about a session along
with previous packet transactions, can inspect a packet’s application layer data and can
manage the dynamic port problem. However, a stateful firewall introduces latency due to

the extensive packet inspection. Asaresult, network performance may not be optimal.
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Network Address Trandation (NAT) is a method of mapping a group of private
|P addresses to a group of public network IP addresses. NAT conserves | P addresses by
sharing a limited number of public IP addresses among many internal hosts. A public IP
address can be mapped to multiple interna hosts. Furthermore, NAT hides interna 1P
addresses from the outside world so that adversaries outside the network cannot directly
attack internal hosts. VolP signaling and media transport protocols often use different
ports. Furthermore, RTP and RTCP use random ports to exchange data, thus
complicating the NAT process. When NAT receives the actual digitized voice packets, it
has no knowledge of whereto send it. Asaresult, the packets may get dropped.

Similar to the use of encryption, the use of firewalls and NAT will also affect QoS
because every packet coming in will have to be processed to determine admission. The
uses of encryption, firewall, and NAT are just three examples of defense mechanisms
against possible VolP threats. However, these defenses often cause problems in the
operation of VolP processing and performance.

F. NAT

Network Address Trandation (NAT) is primarily used for two purposes: public IP
address conservation and security. The advantage of using NAT is that any number of
internal hosts using un-routable private IP addresses can be connected to another
network, such as the Internet, using a small number of public IP addresses. When an
internal host wants to communicate with an externa host, NAT maps the private IP
address of the internal host to one of its un-used public IP addresses. The process of
NAT rewriting the private IP address with a public 1P address in the source IP address
field of all packets initiated from a local host is known as Source Network Address
Trandation (SNAT). Destination Network Address Tranglation (DNAT) refers to the
process of NAT rewriting the public IP address with a private IP address in the
destination |IP address field of all packets received at its public interface. Note that a
NAT device must have routing capabilities to route packets in and out of two different
networks. SNAT and DNAT allow an internal host to communicate with an external host
without ever exposing its internal IP address. This mechanism of hiding interna [P

address provides another layer of protection for system security.
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1. netfilter/iptables

Any Linux system can be turned into a NAT device using netfilter and iptables.
These two open source kernel modules are included in most Linux distributions that
provide networking functions including NAT, routing, and firewall.  Furthermore,
iptables has a powerful connection tracking mechanism that allows it to associate packets
with their corresponding sessions. This mechanism is essential in stateful firewalls. More
information about netfilter and iptables can be found at [6]. The next section describes a
component in the MY SEA architecture that uses netfilter to do NAT.

netfilter/iptables consults the nat table to determine if the IP address and/or port
of a packet needs to be rewritten and how those fields should be rewritten. The nat table
contains three chains of rules. Two of them are PREROUTING and POSTROUTING.
The PREROUTING chain is referenced when a DNAT decision has to be made while the
POSTROUTING chain is used to make SNAT decisions. The following are two sample
NAT rules:

iptables -t nat -A POSTROUTING -0 ethO -j SNAT --t0 192.168.0.1

iptables -t nat -A PREROUTING -iethO -j DNAT --to 192.168.1.10

The first rule instructs the NAT device to modify the source IP address of all
outgoing packets to 192.168.0.1 after the packet is processed by the routing logic. The
second rule tells the NAT device to rewrite the destination |P address of all incoming
packets to 192.168.1.10 before routing logic takes place.

2. SIP with NAT

SIP-based VoIP cals rely on two protocols. SDP for negotiating of session
parameters and RTP for transporting of voice data. Two endpoints setup a VolP
connection with exchange of the INVITE and 200 OK messages. Each message has SDP
information embedded in the payload specifying the IP address the endpoint expects to
receive RTP voice packets. Before sending out either the INVITE or 200 OK packet
during the call setup, an endpoint located behind a NAT device writes its private IP
address as part of the SDP data. The NAT device, alayer three device, performs SNAT
to the message it receives from the endpoint and then sends the packet to the destination

address. Since SDP is a layer five protocol, the NAT device is unable to examine and
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rewrite the private IP address embedded in the SDP section of the message. When the
other endpoint wants to send RTP packets, it will send it to the private IP address
indicated in the SDP portion of the received message and hence the RTP packets will get
dropped.

G. MY SEA OVERVIEW

The Monterey Security Architecture (MYSEA) is a multi-level distributed
operating environment designed to allow secure access to information at different
classifications. MY SEA consists of a combination of commercial-off-the-shelf (COTYS)
and high assurance components. The COTS components are used to perform common
user tasks whereas the high assurance applications are used to enforce security policies.
Such a design is especially advantageous to organizations such as the DoD that invest
heavily on COTS products but has a need to manage information with different
sensitivities [7].

Figure 1 is an illustration of the MY SEA network architecture. Communication
between an untrusted client on the MLS LAN and another client is mediated by a MLS
server running XTS-400. The MLS server enforces security policies and provides a
number of security-related services. Each MLS LAN client communicates with the
MY SEA server via an inline Trusted Path Extension (TPE). The TPE establishes an
encrypted trusted path and negotiates session level information with the MLS server on
behalf of the client. Each TPE isalso a NAT device that hides the internal IP address of
the clients. Currently every TPE on the MY SEA testbed has a unique private | P address
whereas every client uses the same private |P addresses. Refer to [8] for more detail
discussion of MY SEA.
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Figurel. MY SEA Network Architecture [From Ref. 8]

H. SUMMARY
This chapter presents background information that is relevant to this project. To

prepare for testing, a VolP protocol must be selected as the test protocol. The next
chapter compares two popular VolP protocols, namely H.323 and SIP, and ends with a

protocol selection for testing.
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1. TECHNICAL COMPARISON BETWEEN H.323 AND SIP

The purpose of this chapter isto compare two dominant Vol P signaling protocols:
H.323 and Session Initiation Protocol (SIP). At the end of the study, one of the two
protocols will be selected for testing. Selection is based on the protocols simplicity and
flexibility, extensibility, scalability, and security. This chapter consists of two sections.
The first section describes the protocols whereas the second section is a summary of two
SIP and H.323 comparisons presented in [9] and [10].
A. H.323 AND SIP OVERVIEW

H.323 and SIP are the front-runners in the VoIP industry. H.323 came about in
1996, two years before the birth of SIP in July 1998. H.323 is till widely used in
enterprises and continues to be improved, while SIP is gaining popularity and undergoes
more development. The following subsections present a high level overview of the two
protocols.

1 Background

H.323vl was developed by ITU-U as a “standard for real-time video-
conferencing over non-guaranteed quality of service LANS' [9]. The standard has
undergone several revisions. The latest version, H.323v4, defines basic call control and
signaling for multimedia applications. The protocol is specifically designed to support
multimedia and voice applications. It was extended to support VolP. The ITU-U
initially concentrated on developing multimedia functionalities, supplementary services,
and internetworking capabilities into H.323. As those capabilities become standardized,

ITU-U works to address the protocol’ s security, QoS, and mobility issues.

SIP, IETF s standard for establishing Vol P connections, was standardized in 1999
and revised in 2002. SIP is an application layer protocol designed to setup, modify, and
tear down generic sessions. Other fundamental servicesit provides include user location,
session invitation and session negotiation. As with al IEFT protocols, SIP was not
developed to support a particular type of application. Rather, SIP is designed to work
with any application that may need its services. The IEFT initial focus was on

standardizing the protocol to support session initiation. Currently, a large amount of
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effort is placed on defining specific applications, such as internetworking with legacy
networks and providing supplementary services[9].

2. Architecture

Both H.323 and SIP have both peer-to-peer and client-server architectures. H.323
specifies a complete framework that defines the protocols and the message flows for
multimedia communications. The standard covers al phases of a VolP call including
set-up, call control, and mediatransport. Other issues critical to the quality of aVolP call
such as QoS, security, and mobility are also addressed in the standard.

H.323 is actually a suite of protocols that can be broken down into six classes: call
control and signaling, audio processing, video processing, data conferencing, media
transportation, security, and supplementary services. Information regarding the different
protocols used in H.323 can be found in [11].

Figure 2 depicts the H.323 protocol stack. The lighter colored blocks represent
optional components whereas the darker colored blocks represent mandatory components
necessary to complete aVVolP call. It isimportant to note that both H.323 and SIP rely on
the support of several common protocols such as TCP/UDP, IP, RTP and RTCP and
audio processing services. In summary, only H.245, H.225.0/Q.931, and H.225.0/RAS
are essential to achieve the signaling part H.323 Vol P call.

i Data | = AV IO
P T12x Application and system control equipment
i H.323 | =|z]=x
f alg|& G.7xx | H.26x
i T.125 H.450.1 GK RTCP >
: HaZabm RAS Receive path
T4 M.228.0) | | H-225.0) Astay
t 0.931
(H.225.0) RTP
(H.225.0)
TCP UDP
P

Figure2. H.323 Protocol Stack [From Ref. 9]
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SIP by itself only defines setup and teardown of sessions. Advance signaling
features are specified as SIP extensions. Furthermore, QoS and mobility are not
addressed by SIP but can be supported by other protocols. SIP depends on the Session
Description Protocol (SDP) to describe parameters for multimedia session between two
endpoints. SDP is a text-based media-description format that is carried in SIP messages.
Figure 3 depicts the SIP protocol stack. Again, the darker component is essentia to the
signaling part aSIP VolP call.
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Figure3.  SIP Protocol Stack [From Ref. 9]

3. Components
H.323 and SIP divide functions to components in a similar fashion. Basic call
function controls are assigned to the terminals whereas services requiring network

support are assigned to network servers. Table 3 lists SIP and H.323 network
components by types.

Table3. SIPand H.323 components [From Ref. 9]
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An H.323 network consists of terminals and a gateway. A gatekeeper, Multipoint
Control Unit (MCU), and Back End Service (BES) may also be deployed as part of the
network. A terminal is any VolP-enabled device. The gateway provides trandation
services for terminals that use different communication protocols including non-VolP
protocols such as PSTN. A gatekeeper performs address trandation, controls accesses of
terminals, manages bandwidth and makes routing decisions. Although a gatekeeper is
optional, it is often an important component in an H.323 network because of the services
it provides. A H.323 network can have a MCU that facilitates communication among
multiple endpoints. A Back End Service usually exists to support the gatekeeper by
maintaining information about endpoints such as the endpoints permissions,

configurations, and services [9].

A SIP network has endpoints, a proxy server or redirect server, location server,
and a registrar. The registrar authenticates users and stores location information from
users. A proxy server, which can be integrated with the registrar, resolves addresses and
forwards messages on behalf of the endpoint to another proxy server or the destination
endpoint during call setup and teardown. The redirect server performs tasks similar to
those of a proxy sever but instead of forwarding the message, the redirect server sends the
resolved address back to the endpoint and lets the endpoint communicate directly with
the other endpoint. The location server supports the registrar by maintaining location
information of endpoints[5].

4, Call Setup

Call setup refers to the actions necessary to establish a connection between two
endpoints. This process must be completed before the endpoints can exchange actual
voice data. The following subsections describe ssmple H.323 and SIP call setups. The
scenarios assume that Alice initiates a non-local call to Bob.

a. H.323

H.225.0/RAS, Q.931 in H.225.0, and H.245 are necessary to establish an
H.323 VoIP connection. These protocols provide functions necessary for call
registration, call setup, and capability exchange. Figure 4 illustrates a simple H.323 call
setup.
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Figure4. Simple H.323 Call Setup

When Alice dials Bob’s phone number, (Step 1) Alice's termina sends a
Registration Admission Request to the gatekeeper using H.225.0/RAS. The gatekeeper
registers Alice into the system, admits and grants resources to Alice and finds Bob's IP
address. Next, (Step 2) the gatekeeper sends the IP address to Alice. Alice then
establishes a TCP connection with Bob at the IP address she received (Step 3). Alice
sends a SETUP message to Bob using Q.931/H.255.0, an 1SDN-connection control
protocol (Step 4). Bob sends Alice back a CONNECT (Step 5) message to Alice using
the same protocol indicating acceptance to the connection. Finally, Alice and Bob
negotiate termina capabilities using H.245 (Step 6). Then H.245 will open logical
channels for both endpoints to start the conversation.

b. SIP
Figure 5 illustrates asimple SIP call setup. In this example, an integration

of the registrar into the proxy server isassumed. Before Alice calls Bob, Alice' sterminal
must register itself with the registrar (Step 1). This step is similar to the first step in the
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H.323 simple call setup. After the registration is completed, Alice may call Bob by
sending the proxy server an INVITE Bob message (Step 2). The proxy server looks up
Bob's IP address and forwards the invitation to Bob (Step 3). An OK response will be
received by the proxy server from Bob indicating acceptance to the call (Step 4) and the
response will in turn be forwarded to Alice (Step 5). Throughout this process, session
parameters and terminal capabilities are transparently exchanged inside the INVITE and
OK messages from both parties using SDP or some other methods. From now on, the

two parties may communicate in a peer-to-peer fashion.

Figure5. Simple SIP Call Setup

5. Services
H.323 and SIP both provide basic call controls as well as advanced features.
Table 4 lists the features common to both protocols.
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Feature H.323 SIP
Call Setup Yes Yes
Call Teardown Yes Yes
Call Waiting Yes Yes
Cdl Hold Yes Yes
Call Transfer Yes Yes
Call Forwarding Yes Yes
Call Return Yes Yes
Call Identification Yes Yes
Call Park Yes Yes
Capabilities Exchange | Yes Yes

Table4. Basic Call Control Features

B. H.323 AND SIP COMPARISON

H.323 and SIP are different in many ways despite the fact that they provide
similar call control services and are widely used in VoIP applications. One of their
fundamental differences lies in their origina intents and designs. H.323 was designed
with a focus on multimedia and voice communications whereas the SIP design focused
on providing only session initiation services. H.323 uses a top-down approach to specify
a complete framework for providing multimedia and voice services. It is
telecommunication-oriented as it uses existing multimedia protocols in the ITU H-series
to support provide various services. SIP, on the other hand, uses a bottom-up approach.
Its modular design allows it to work with a wide range of applications. SIP takes on an
Internet-oriented design by adopting a number of features from HTTP and SMTP, two of
the most successful Internet protocols[9, 10].
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Their implementation approaches lead to differences in the simplicity and
flexibility, extensibility, scalability, and security of the protocols. The following
subsections examine these differences.

1. Simplicity and Flexibility

Simplicity and flexibility are two important measurements to determine the
quality of the protocols design. This subsection compares H.323 and SIP based on these
two aspects. Protocol specification, message encoding, and protocol interactions will be
closely examined.

a. Protocol Specification

SIP is simpler in nature than H.323. According to [9], a SIP-based Vol P
implementation can be done with four headers (To, From, Cal-ID, and Cseq) and three
types of requests (INVITE, ACK, and BYE).

H.323, on the other hand, consists of numerous protocols such as H.225.0
for call signaling, H.245 for call control, H.332 for conferences, H.450.1 to H.450.9 for
supplementary services, H.235 for security and encryption, etc. Many services require a
number of H.323 protocols to interact with each other. This further intensifies H.323's
complexity problem [10].

b. Message Encoding

H.323 messages are encoded by the ASN.1, an international standard used
to specify data used in communication protocols. Since ASN.1 messages exist in binary
form, a specia tool is needed to parse the messages. SIP adopts the HTTP tradition by
using text-based messages. Hence, SIP messages are generally easy to parse, generate,
and debug [10].

C. Protocol I nteractions

H.323 is complicated because of the many of protocols it encompasses. A
number of protocols are often required for a single service in H.323. For example,
connection establishment, as illustrated in Figure 3, requires Q.931/H.255.0,
H.225.0/RAS, and H.245. On the other hand, SIP uses a single INVITE request to
establish the connection even though it depends on SDP to negotiate session parameters.
H.323 also alows those three protocols to be used in different orders to establish a
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connection. Thus, network devices such as firewalls, endpoints, gatekeepers, and
gateways must support and understand all three connection establishment methods [12].
d. Applications
SIP is designed to create, manage, and tear down generic sessions. As a
result, SIP has the flexibility to work with a wide range of applications. Voice and
multimedia are just two applications of SIP. Others include voice-enriched e-commerce,
web page click-to-dia, Instant Message, and IP Centrex services. H.323 was designed to
focus on a specific type of communication, namely voice and multimedia conferencing.
Thus, its applications are not as wide as SIP's. 1TU-U is currently working toward
providing non-Vol P servicesin H.323 [9].
2. Extensibility
Extensibility defines how easy it is to add new features to the existing protocols.
This aspect of the protocols will be evaluated based on extensible mechanisms,
backward-compatibility, and interoperability.
a. Extensible Mechanisms
Both H.323 and SIP have certain extensible mechanisms. H.323 has
nonstandardParm fields in its ASN.1 messages. Each nonstandardParm field is identified
by a unique vendor code and the information contained in this field is only meaningful to

the specific vendor. These fields allow vendors to add extensions [10].

SIP adopts the HTTP's use of hierarchica numeric warning codes. Its
warning codes are represented by three digit numbers where the first digits identify which
of the six categories the codes belong to.2 The list of warning codes can be easily
extended under this hierarchical structure system. SIP features are aso extensible. New
SIP features can be officially added by registering the names of the features with the
Internet Assigned Numbers Authority (IANA). New features will not cause confusion on
the server side because SIP specifies that a server shall ignore the request of afeaturein a

SIP header if the server does not understand or support the feature.

2 SIP warning codes are divided into six categories. provisional, redirection, request and server
failure, busy everywhere responses, successful and bad requests.
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b. Backward-Compatibility

H.323 supports full backward compatibility among different
implementation versions. In other words, obsolete features have to be carried over from
one version to the next. Hence, the code can become complicated. However,
compatibility between two different versions of H.323 implementations is guaranteed.
On the other hand, a new version of the SIP implementation does not need to support
obsolete features from past versions. When an obsolete feature is requested from a
server, the server, by default, ignores the request, informs the requestor of the
unsupported feature and lets the requestor decide what to do. This way, a SIP
implementation is typicaly cleaner while still maintaining some compatibility. Unlike
H.323, different versions of SIP implementation may suffer from compatibility problems
[10].

C. | nteroperability

H.323 has higher interoperability than SIP. H.323 has well-defined
implementation guidelines available to help improve interoperability among different
H.323 vendors. Also, the H.32x family specifies standards to guarantee interoperability
among circuit-switched networks such as ISDN, B-ISDN and GSTN. SIP is also highly
interoperable with other protocols due to its flexibility and modular design. For example,
SIP can be used in conjunction with H.323 where SIP provides the location service and
H.323 performs the rest of the communication services. However, SIP isloosely defined
and open to various interpretations. This may lead to potentia interoperability issues.
Thereis agrowing effort focused on addressing interoperability issuesin SIP[9].

3. Scalability
The scalability of the two protocols, or the ability to support small or large

volume of data or users, is compared in below. The design, server components, and
conference mechanisms of the protocols will be evaluated for scalability.

a. Protocol Design

H.323 was originaly designed for local area networks. Addressing in a
wide area network (WAN) and user location were not initial concerns for H.323. As
networks employing H.323 have grown in size, H.323 has been augmented to address
these issues. However, H.323 still has a scalability problem because its loop detection
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algorithm using path values does not work well. SIP, on the other hand, was designed to
support WAN addressing and user location. It uses a loop detection mechanism that is
similar to the one employed by Border Gateway Protocol (BGP). Thus unlike H.323, the
SIP loop detection algorithm scales well [10].

b. Servers

Scalability generally decreases if servers have to maintain state for all
calls. Servers used in both protocols can be stateful or stateless. Endpoints in both
protocols need to keep states in stateless call implementations. Endpoints as well as
servers need to maintain states in stateful call implementation. The drawback of
maintaining states is the large amount of memory and processing that is required. Most
current H.323 gatekeeper implementations are designed to be call stateful whereas most
SIP proxy implementations are designed to be call-stateless [12]. Therefore, SIP scales
better in large networks.

C. Conferencing

H.323 relies on the Multipoint Control Unit (MCU) to manage signaling in
multiparty conferences regardless of the number of participants. However, MCU can be
a bottleneck in large conferences. SIP is more scalable with regard to conferencing
because it employs a distributed control scheme [12].

4. Security
This section compares the security provided by H.323 and SIP based on [5]. More

specifically, it examines the protection of authenticity, confidentiality, and integrity for
both signaling and media data provided by H.323 and SIP.

a. H.323 Security - H.235

H.323's relies on H.235 to specify security standards. However, H.235
“does not mandate particular [security] features’ [13]. To address interoperability among
different H.235 vendors, H.235 defines security profiles corresponding different security
levels. Table 5 summaries the different H.235 security profiles or annexes described in
[5].3

3 H.235 Annex A (H.235 ASN.1), Annex B (H.323 Specific Topics), and Annex C (H.334 Specific
Topics) are not listed in Table 4.
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b. SIP Security

The SIP standard specifies severa security features including HTTP
Digest Authentication and SSMIME. The protocol does recommend other best security
practices to address authentication, confidentiality, and integrity for both signaling and
mediadata. Table 6 lists the existing SIP security features presented in [5].

C. Security Comparison

H.235, the security protocol for H.323, and SIP both have
recommendations to protect the authenticity, confidentiality, and integrity for both
signaling and media data. At the same time, ITU-T and IETF are making serious efforts
to address security problems by continuously devising new security recommendations.
Even though H.235 has effective security measures, H.323 does not mandate vendors to
implement any of the H.235 security measures. According to an online website, not
many H.323 products have support for H.235 and those that have “only use H.235
(baseline security) for the communication between gatekeeper and gateway and not for
communication with the endpoint” [13]. SIP, on the contrary, has security mechanisms

specified in the protocol implementation and is inherently more secure than H.323.

Table5.  H.235 Security Profiles
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Table6. SIP Security Features
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5. Conclusion

Both protocols have strengths as well as weaknesses. SIP is more flexible and
light-weight but less well-defined compared to H.323. H.323 has a detailed specification
and offers higher interoperability but supports fewer applications. Nevertheless, H.323
and SIP are widely used in Vol P applications and both are undergoing more devel opment
to address their weaknesses. Neither of the two will become obsolete. Thus,

interoperability between them will become necessary.

Nevertheless, SIP is simpler, more flexible, extensible, scalable, and can be more
secure than H.323 based on the above comparison. SIP, the younger protocol of the two,
is showing the potential to become a highly successful Internet protocol. Products based
on SIP are becoming increasingly available for these reasons. For example, Microsoft
has shifted H.323-based NetMeeting implementation to a SIP-based implementation in
Windows XP. Furthermore, Microsoft also incorporates a SIP-like protocol stack in its
Net framework that can be used on desktops and mobile devices such as PDAs and smart
phones [14].4 Further research on this young protocol is highly valuable to the
community, as the number of applications supported by SIP is expected to grow. For this
work, SIP has been selected for use in the experiments described in Chapter V.

C. SUMMARY

H.323 and SIP provide similar VoIP services using different approaches. Thus
they differ in simplicity and flexibility, extensibility, scalability, and security. Both
protocols have advantages as well as disadvantages and they continue to be improved.

For this project, SIP is chosen as the test protocol for research purposes.

4 NetMeeting is standard video-conferencing program included in Windows 2000 and XP.
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V. TESTING

This chapter describes the test methodology and test plan to verify the feasibility
of SIP-based VolP communications in different network architectures that included
Network Address Trandation (NAT) devices. An overview of the five tests and a brief
summary of the findings are also presented. The testing described in this chapter is a
preliminary step in integrating Vol P capabilities into the existing MY SEA architecture.

A. TEST METHODOLOGY

Testing is conducted on a dedicated testbed using an incremental approach. After
each test, the result is thoroughly analyzed before proceeding to a more complicated test.
The incremental testing approach is preferred in this study because it allows easy
identification and debugging of problems that emerged during the tests.

A number of free tools are deployed in the testbed. In particular, SIPhone, a
softphone developed by SJ Labs [15], is used to make and receive SIP-based VoIP calls.
Ethereal [16], an open source packet capture tool, is used to capture packet exchanges
during each Vol P session for post-testing analysis. netfilter and iptables [6], modules in
Linux Operating System kernel, provide Network Address Trandation and routing
functions in the testbed. Finally, ZoneAlarm [17], a free software-based firewall, is used
to block certain traffic during the tests.

A number of systems are used to model the different components that make up the
MY SEA environment. For example, Windows laptops with SJPhone installed are in the
testbed to represent the untrusted clients that sit behind the TPEs. Linux systems are used
to perform NAT and/or routing functionalities. They simulate the TPEsin MY SEA.

This project focuses on testing the feasibility of making VolP calls from the MLS
LAN. Therefore, VolP calls are always initiated from the clients located behind TPEs on
the MLS LAN to the clients located on simulated single level networks. In terms of
MY SEA, thisis equivalent to allowing callsto be initiated from clients on the MLS LAN

to clients on externa networks.
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B. TEST DESCRIPTION

The main objective of the tests described in the following subsections is to verify
that VolP conversations can be carried out in each network configuration. Procedures
and results pertaining to each test can be found in Appendices B, C, D, E, F, and G. Note
that private IP addresses assigned to network devices were used for demonstration
purposes only. However, public devices such as public NATs and routers should use
public IP addresses in practical scenarios.

1. Test 1: No NAT Vol P Configuration

The objective of this experiment is to observe the behavior of SJPhone in the
simplest possible setup. The testbed consists of two directly connected Vol P-enabled
clients as shown in Figure 6. In this scenario, Client B initiates a VolP call to Client A.
Test procedures and results are included in Appendix B.

Client A Client B
162 168.0.10/24 192 168.0.20/24

Figure6. Test 1: Physical and Logical Network Topology

2. Test 2: Single NAT Vol P Configuration

The goal of this experiment is to confirm the feasibility of SIP-based VolIP calls
when a NAT system is present. The testbed for this experiment consists of two VolP-
enabled clients and one NAT device as illustrated in Figure 7. The combination of the
NAT device and Client B simulates the TPE-client pair in the MY SEA architecture.
Client A isaware of Client B in this setup. Client B, on the other hand, is hidden behind
a NAT device and is not visible to Client A. All packets exchanged between the two
clients must traverse the NAT device that is configured with Source NAT and
Destination NAT.

Two similar tests are conducted with this NAT configuration. The first test has a
physical and logical network topology depicted in Figure 7. Even though the second test
uses the same physical network topology as the first test, it has a logical topology

32



depicted in Figure 8. Since the NAT device is not configured to drop packets destined
for private |P addresses, Client A can send RTP packets directly to the private |P address
of Client B. Thisisexactly what Client A does based on the packet captures provided in
Appendix C. In non-experimental scenarios, a firewall at the client is not necessary
because packets destined for a private |P address will eventually be dropped as they
traverse the networks. For demonstration purposes, afirewall isintroduced at Client A to
block packets initiated by Client A and destined for Client B. More information
including the test procedures and results for both tests can be found in Appendix C.

TN

“TPE*
| | | I | | |
( U
| I |
Client A
MAT :
192.168.0.10/2¢ ethl; 192,168.0,1/24 192 168.1.10/24 I

itl'ﬂ: 182.168.1.1/24

h L L] —
Figure7. Test 2: Physica Network Topology (with and without firewall)
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Cliant A , Client B
Firewall MAT |
182 168.0.10/24 athl: 192 168 0 1/24 192 168.1.10/24
ath1: 192.168.1.1/24

L |

Figure8. Test 2: Logical Network Topology (with firewall)

3. Test 3: Double NAT Vol P Configuration

The goal of this experiment is to confirm the feasibility of a SIP-based VolP call
using SJPhone when two NAT systems are present. In this test, a Vol P session between
two clients have to traverse two different NAT devices as depicted in Figure 9 and Figure
10. Similar to the previous test, Client B and NAT 2 represent the client-TPE pair in the
MY SEA architecture. NAT 1 simulates the NAT device located between the MY SEA
network and the Internet whereas Client A acts as a Vol P-enabled client in the Internet.
Both NAT devices are configured to perform Source NAT and Destination NAT. Test

procedures and results are included in Appendix D.
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Figure 10. Test 3: Logical Network Topology

4, Test 4. Extended Double NAT Vol P Configuration

The purpose of this experiment is to confirm that two different Vol P sessions can
take place at different times when the sessions have to traverse a common public NAT
device. This and the next setup only work when the public NAT device implements a
connection tracking mechanism that is similar to what iptables provides. Thetest is setup
so that the public NAT device is not explicitly instructed to forward packets to any
specific network. In other words, the public NAT only performs Source NAT but not
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Destination NAT. A firewall isinstalled on Client A to prevent Client A from sending
RTP packets directly to the private address of Client B. The firewall is necessary in this
demonstration because NAT 1 and NAT 2 are not configured to drop packets destined for
private |P addresses.

This test consists of three VolP-enabled clients and three NAT devices as
depicted in Figures 11 and 12. Two client-TPE pairs are simulated in this setup, Client B
and NAT 2 being one pair and Client A and NAT 3 being the second pair. NAT 1
resembles the public NAT that is located between the MLS LAN and the Internet. NAT
1 is only configured with a SNAT rule whereas NAT 2 and NAT 3 are configured with
both SNAT and DNAT rules. The test proceeds as follows. Client B initiates a call to
Client A, terminates the call, and then Client C initiates a call to Client A. Procedures

and results can be found in Appendix D.
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Figure1l. Test 4: Physical Network Topology
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Figure12. Test 4: Logical Network Topology

5. Test 5: Extended Double NAT Vol P Configuration with Simultaneous
Vol P Sessions

The purpose of this test is to confirm the feasibility of two simultaneous Vol P
sessions between two pairs of clients. The setup of this test, shown in Figures 13 and 14,
closely resembles a simplified version of the MY SEA architecture. The IP addresses
used for different components in this demonstration are the same as the ones used in the
MY SEA testbed. Thistest consists of four Vol P-enabled clients, three NAT devices, and
arouter. Therouter isintroduced here as a preparation for the next test. Refer to the next
section for a description of the router. Similar to the previous test, two pairs of client-
TPEs are simulated using Client C, NAT 2, Client D, and NAT 3. Furthermore, NAT 1is
not configured with a DNAT rule and two firewalls are installed on Client A and Client B
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to block RTP packets destined to Client C and Client, respectively. In this scenario,
Client C calls Client A and Client D calls Client B at the same time.

I “TPE"
NAT 2 D I
eth0: 192.168.202.11/24 - ?ggn; ‘113”2
Client A I eth1: 192 .168.3.1/24 '
131.120.9.16/24 BB AT AI:k
Router
MNAT 1 eth0: 192.168.100.27/24

eth0: 131.120.9.15/24 eth1; 192.168.202.1/24
eth1: 192 168100 88/24 miild?’ 102002 1 0 o

Client B
131.120.9.17/24

MNAT 3 Client D
eth(: 192 168.2.11/24 192.168.3.11/24

eth1: 192.168.3.1/24

Figure13. Test 5: Physical Network Topology

- —.‘
I,r‘ I TRE"
Client A
131.120.9.16/24 I
NAT 2 :
ethO: 192.168.202.1 1,24 Client C
I eth1: 192 _168.3_1/24 192.168.3.1 1-"2j
“FPublic MAT" [
Firewall
o
Eoi
= Route
AT 1 SthO: 192 165 10027124
etho: 131.120.9.15/24 eth1: 192 168, 202 1,24
2:

Sth1: 192.168. 100 .88/24 il

MNAT Client D I
ethd: 192 168 .2.11/24 192 168.3. 11/24
I eth1: 192_168.3.1/24
131.120.9.17/24 l

Figure14. Test 5: Logical Network Topology
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6. Test 6: MY SEA Configuration

The setup of this test, illustrated in figures 15 and 16, is an extension to the last
one with the addition of aMLS server. The objective of thistest isto verify that the MLS
Server could support two simultaneous Vol P sessions between two pairs of clients. Since
the MLS server does not perform routing in the testbed, a router is introduced to perform
that function. The MLS server simply forwards the received packets to the correct
network interfaces according to the network configurations. In this test, unexpected
routing problems were encountered on the MLS server. Refer to the next section for a
discussion of thistest.
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Figure15. Test 6: Physical Network Topology
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Figure 16. Test 6: Logical Network Topology

C. PROBLEMSENCOUNTERED

Setting up and running the tests was fairly straightforward with the exception of
the MY SEA Configuration. The major problem encountered that ultimately led to the
failure of the MY SEA test was configuring the MLS server to perform proper routing.
The MLS server, currently running XTS-400, has routing limitation such that only one
static route can be configured for each network interface. An attempt to add a second
route to the network interface X resulted in the following error message: “Route
/dev/etherX aready exists’. Since every packet has to traverse the server, this limitation
prevents an incoming or outgoing packet arriving at the MLS server from routing to the
other side of the network. According to the customer service response to our inquiry,,
“there is a known restriction on [the XTS-400] configuration tool tcpip_edit (not the

network stack) that there can only be one route per interface device...” [18]. Four test
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scenarios were conducted to ensure that the MLS server, in fact, has routing limitation.
Refer to Appendix G for details. In conclusion, the MY SEA Configuration test was not
conducted successfully.
D. TEST RESULT

All the tests described in the previous section generate positive results, i.e. the
results indicate that VolP communications are possible in five of the six scenarios.
However, it is important to recognize that the last test was unsuccessful not because of
VolIP limitation or the network topology. Instead, the last test failed was due to
configuration difficultiesin the MLS server.

Several interesting findings are discovered from anayzing the packet captures.
First, SIPhone will attempt to send RTP packets to the IP address indicated in the SDP
data. If that fails, then SIPhone will resort to send subsequent RTP packets to the IP
address it received RTP packets from. Second, the client that initiates the VolP call is
always the first to send out a RTP packet to the other party. Third, iptables has a
connection tracking mechanism that alows it to associate incoming packets with
previous outgoing packets and determine which VolP session the incoming packets
belong to. Since iptables creates an entry in its connection tracking table for the first
RTP packet sent, subsequent incoming packets can be correctly forwarded to the correct
next hop based on the information stored in the table. This mechanism plays a significant
role in the success of tests 4 and 5 where the public NAT was not configured with a
DNAT rule to forward incoming packets to any particular |IP addresses. Refer to
Appendices B through G for more details on the findings.
E. SUMMARY

The purposes and configurations of the experiments designed for this feasibility
study are described in this Chapter. The results of the experiments are also briefly
discussed. The results are optimistic and they indicate that the integration of VolP into
MY SEA ispossible.
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V. FUTURE WORK AND CONCLUSIONS

A. FUTURE WORK

The test results described in Chapter 1V and various appendices suggest that Vol P
capabilities can be potentialy integrated into the existing MY SEA architecture with little
effort. However, further research in the following areasis required.

1 Routingin MLS Server

Every MLS client communication is mediated by the MLS server that runs on
XTS-400, a high-assurance Unix-like system. Unfortunately, the ML S server has routing
limitation such that only one static route can be configured for each network interface.
The ability to configure more than one route for each interface in the MY SEA server is
necessary for Vol P packets to route between clients on the ML S network and on external
networks.  Therefore, further study of the routing configurations or capabilities is
required to allow proper routing of Vol P packets.

2. Vol P Conversations I nitiated from the I nternet

This research study is primarily concerned with testing the scenarios in which
VoIP conversations are initiated from the MLS LAN. The ability for externaly initiated
VoIP conversation is also desirable. Currently, a client on an externa network only
knows the I P address of the public NAT device and there exists no way of distinguishing
calls intended for different clients on the MLS LAN. In order for an internal client to
receive an externa call, three features may have to be implemented. First, each internal
client must own a unique SIP address that is publicly known. This allows an external
client to direct call to a specific internal client. Second, a server must exist to trandate a
SIP address to the corresponding internal client IP address. Third, softphones with
reconfigurable RTP port, such as the SipXphone, are needed for each internal client.
Each client needs to use a different RTP port for sending and receiving RTP packets and
the public NAT must be configured to perform port forwarding. This allows NAT to
forward RTP packets to the correct client according to the destination port. Research on

how to implement this scheme is highly recommended.
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B. CONCLUSIONS
The tests conducted in this research study were generally successful.

Furthermore, the test results indicate that Vol P conversations, at least in the scenario we
studied, between internal and external clients are possible even when various NAT
devices are present. It isimportant to recognize that the success of Test 4 and Test 5 was
dependent on the connection tracking mechanism in iptables. NAT devices without
connection tracking mechanisms were not tested in this project. Thus, it is unknown
whether the tests will work if those devices are used instead. In conclusion, VolP

capabilities may be integrated into the existing MY SEA architecture.



APPENDIX A. A SURVEY OF VOIP HARDPHONESAND
SOFTPHONES

A. HARDPHONES
The following table is a survey of some VolP hardphones. Each hardphone is
listed with information including its manufacture (Brand/Company), phone type

(category and Sub-Category), the VolP protocol (VolP Protocol), and Wi-Fi protocol
(Wi-Fi Protocol) it supports.

Table7. Summary of Hardphones
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B. SOFTPHONES

The following table is a survey of some VolP softphones. Each softphone is
listed with information including what Operating System(s) and Vol P protocol(s) (VolP
Protocol) it supports and whether it isacommercial or an open source product.

Table8. Summary of Softphones
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APPENDIX B. TEST 1: NO NAT VOIP DEMONSTRATION USING
SIPHONE

The instructions in this appendix describe how to setup and demonstrate a SIP-
based VolP communication between two directly connected SIP-enabled clients using
SJPhone. Figure 6 illustrates the physical network as well as the logical topology for this
demonstration. A VolP session is initiated from Client B to Client A. Packet captures
from both clients are included at the end of this appendix along with an analysis.

A. Network Topology
Refer to Figure 6 for the physical and logical network topology.
B. Equipment Requirements
B.1. ClientsA and B
B.1.1. Windows XP Operating System
B.1.2. Sound card
B.1.3. SJPhonev.1.60
B.1.4. Etheredl
B.2. Additional Equipment
B.2.1. Cross-over cableto implement the network architecture Figure 6
B.2.2. Microphones as audio input devicesfor clients A and B
C. Installation and Configuration
C.1.Client A
IP Address: 192.168.0.10
Subnet Mask: 255.255.255.0
Default Gateway: 192.168.0.20
C.2.Client B
|P Address: 192.168.0.20
Subnet Mask: 255.255.255.0
Default Gateway: 192.168.0.10
C.3. SJPhone Installation and Configuration
C.3.1. Client A and Client B
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C.3.1.1. Download the Windows version of SJPhone v.1.60 from SJ Labs
C.3.1.2. Install SIPhonev.1.60
C.3.1.3. Launch SJPhone
C.3.14. Right-click on SJPhone
C.3.15. Goto Services
C.3.1.6. Select PC-to-PC (SIP)
C.4. Ethereal Installation and Configuration
C.4.1. ClientsA and B
C.4.11. Download the latest Windows version of Ethereal
C.4.1.2. Install Ethereal
Preparation and Testing
D.1. Adjust volume on both clients accordingly
D.2. Plug microphonesinto both clients
D.3. OnClientA,
D.3.1. Launch Etherea
D.3.2. Go tothe Capture menu
D.3.3. Goto Interfaces
D.3.4. Click on Capture 192.168.0.10
D.4. OnClient B,
D.4.1. Launch Ethereal
D.4.2. Go tothe Capture menu
D.4.3. Goto Interfaces
D.4.4. Click on Capture 192.168.0.20
D.4.5. Cdl Client A by dialing 192.168.0.10 in SJPhone
D.5. OnClient A,
D.5.1. Select Accept in the pop-up dialog box when SJPhone rings
D.5.2. Clients A and B may engage in a Vol P conversation at this point
D.5.3. Click on the Hang-Up bottom on either SJPhone to terminate the call
when finished
D.6. OnClientsA and B,
D.6.1. Stop packet captures by selecting Stop on Ethereal
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E.

Packet Captures
E.1. Client A
Figure 17 is a snapshot of the packets captured on Client A.
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Figure17. Test 1: Packet Capture on Client A
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E.2. ClientB

Figure 18 is a snapshot of the packets captured on Client B.
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Figure18. Test 1. Packet Capture on Client B
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E.3. Analysis

The packet captures indicate that as soon as Client B initiated a call to Client A,
Client B sent out an “INVITE” message from 192.168.0.20:5060 to Client A at
192.168.0.10:5060 (red outline in Figure 17). The “INVITE” message had embedded
SDP information to inform Client A that Client B will send and receive RTP voice
packets at 192.168.0.20 on port 49192 (green outline in Figure 17). Client A
acknowledged the invitation by sending Client B a*“200 OK” message (orange outline in
Figure 18) with embedded SDP information indicating that it will send and receive RTP
voice packets at 192.168.0.10 on port 49170 (purple outline in Figure 18). Subsequent
voice exchanges between the two clients were achieved via 192.168.0.20: 49192 on
Client B and 192.16.0.10: 49170 on Client A (blue outline in Figure 17).
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APPENDIX C. TEST 2: SSINGLE NAT VOIP DEMONSTRATION
USING SIPHONE

The instructions contained in this appendix describe how to setup and
demonstrate a SIP-based VolP communication between two SIP-enabled clients via a
Network Address Trandation (NAT) device. In this setup, Clients A and B belong to
different networks and Client B is located behind a NAT device. The NAT device is
configured to act as a router and modify the destination or source IP address of all
packets that traverseit. Inthisscenario, Client B initiatesa Vol P cal to Client A.

The demonstration consists of two parts. They are very similar in nature except
that a firewall is introduced in the second part. Packet captures and an analysis are
included for each part.

A. Without Firewall
A.1.Network Topology
Refer to Figure 7 for the physical and logical network topology.

A.2.Equipment Requirements

A.2.1. Client A and Client B
A.2.1.1. Windows XP Operating System
A.2.1.2. Sound Card
A.2.13. SJPhonev.1.60
A.2.14. Etherea
A.2.15. ZoneAlarm (Client A only)

A.2.2. NAT
A.2.2.1. Linux Operating System (Fedora Core 4)
A.2.2.2. netfilter and iptables

A.22.3. Etherea
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A.2.2.4. Two network cards
A.2.3. Additional Equipment

A.2.3.1. Cross-over cablesto implement the network architecture illustrated

inFigure 7
A.2.3.2.  Microphones as audio input devices for Client A and Client B
A.2.4. Instalation and Configuration
A.24.1. Client A

IP Address: 192.168.0.10
Subnet Mask: 255.255.255.0
Default Gateway: 192.168.0.1

A.242. ClientB

|P Address: 192.168.0.20
Subnet Mask: 255.255.255.0
Default Gateway: 192.168.1.1

A.243. NAT

A.2.4.3.1. Configure ethO by editing /etc/sysconfig/network-
scripts/ifcfg-ethO:
DEVICE=ethO
BOOTPROTO=NONE
IPADDR=192.168.0.1
NETMASK=255.255.255.0

A.2.4.3.2. Activate ethO by running:
ifup ethO

A.2.4.3.3. Configure ethl by editing /etc/sysconfig/network-
scripts/ifcfg-eth1.:

DEVICE=ethl
BOOTPROTO=NONE
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IPADDR=192.168.1.1

NETMASK=255.255.255.0
A.2.4.3.4. Activate ethl by running:
ifup ethl
A.2.4.3.5. EnableIP Forwarding by running:
echo 1 > /proc/sys/net/ipv4/ip_forward
A.2.4.3.6. Flush any existing firewall and NAT rules by running:
iptables -F
iptables -t nat -F

A.2.4.3.7. Configure NAT rules by running:
iptables -t nat -A POSTROUTING -0 eth0 -j SNAT --to 192.168.0.1
iptables -t nat -A PREROUTING -i eth0 -j DNAT --to 192.168.1.10

A.2.4.4. SJIPhone Installation and Configuration
A.2.4.4.1. Client A and Client B

A.244.1.1. Download the Windows version of SJPhone v.160
from SJLabs

A.2441.2. Install SJIPhone v.160

A.244.13. Launch SJPhone

A.24.4.14. Right-click on SJPhone

A.244.15. Go to Services

A.24.4.16. Select PC-to-PC (SIP)

A.2.45. Ethered Installation and Configuration
A.245.1. Client A and Client B

A.2451.1 Download the latest Windows version of Ethereal
A.2451.2. Install Ethereal

A.2452. NAT
A.2452.1. Install Etheredl if it isnot already installed:

A.2.45.2.1.1. Go to the Desktop menu
A.245.2.1.2. Goto System Settings
A.2.45.2.1.3. Goto Add/Remove Applications
A.2.45.2.1.4. Click on Details under System Tools
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A.2.4.5.2.1.5. Find and then check ethereal-gnome
A.2.45.2.1.6. Click on Close
A.2.4.5.2.1.7. Click on Update
A.2.45.2.1.8. Putinthe correct Fedora Core 4 CDs when
prompted
A.3.Preparation and Testing
A.3.1. Adjust volume on both clients accordingly
A.3.2. Plug microphonesinto both clients
A.3.3. Onclient A,
A.3.3.1. Launch Etherea
A.3.3.2. Gotothe Capture menu
A.3.3.3. Goto Interfaces
A.3.34. Click on Capture 192.168.0.10
A.3.4. Onclient B,
A.3.4.1. Launch Etherea
A.34.2. Gotothe Capture menu
A.34.3. Goto Interfaces
A.3.4.4. Click on Capture 192.168.1.10
A.3.5. On NAT,
A.35.1. Launch oneinstance of Ethereal
A.35.2. Gotothe Capture menu
A.353. Goto Interfaces
A.35.4. Click on Capture EthO
A.3.55. Launch another instance of Ethereal
A.35.6. Gotothe Capture menu
A.357. Goto Interfaces
A.3.5.8. Click on Capture Ethl
A.3.6. OnClientB,
A.3.6.1. Cal A by dialing 192.168.0.10 in SIPhone
A.3.7. OnClient A,
A.3.7.1. Select Accept in the pop-up dialog box when SJPhone rings
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A.3.8. Clients A and B may engage in aVVolP conversation at this point
A.3.9. Click on the Hang-Up bottom on either SJPhone to terminate the call
when finished
A.3.10.0nClient A, Client B, and NAT,
A.3.10.1. Stop packet captures by selecting Stop on Ethereal
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A.4.Packet Captures
A4l ClientA
Figure 19 is a snapshot of the packets captured on Client A.
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Figure19. Test 2: Packet Capture on Client A (without firewall)
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A.4.2. ClientB
Figure 20 is a snapshot of the packets captured on Client B.
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Figure20. Test 2: Packet Capture on Client B (without firewall)
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A.4.3. NAT ethO
Figure 21 is a snapshot of the packets captured on the first interface (ethO) of
the NAT device.
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Figure21. Test 2: Packet Capture on ethO of NAT (without firewall)
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A.4.4. NAT ethl
Figure 22 is a snapshot of the packets captured on the second interface (ethl)
of the NAT device.
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Figure22. Test 2: Packet Capture on ethl of NAT (without firewall)
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A.45. Anaysis

Since all packets exchanged between Clients A and B are processed by the NAT
rules, understanding those rules is essential when analyzing the traffic flow captured by
Ethereal. The SNAT rule “iptables -t nat -A POSTROUTING -0 ethO -j SNAT --to 192.168.0.1”
instructed the NAT device to modify the source IP address of all outgoing packets to
192.168.0.1 before routing them. Thus, al the packets received by Client A appeared to
come from the NAT device (see packet capture for Client A). The DNAT rule “iptables -t
nat -A PREROUTING -i ethO -j DNAT --to 192.168.1.10” instructed the NAT device to change
the destination IP address of al incoming packets to 192.168.1.10 before routing those
packets. This operation allowed packets sent to the NAT to be routed to Client B.

The process of establishing a connection between Clients A and B in this test was
very similar to the one described in Appendix B. First, Client B sent out an “INVITE”
message from 192.168.1.10:5060 to 192.168.0.10:5060 on Client A (red outline in Figure
19). The “INVITE"” message had embedded SDP information to inform Client A that
Client B will send and receive RTP voice packets at 192.168.1.10 on port 49154 (green
outline in Figure 19). Client A acknowledged the invitation by sending Client A an “200
OK” message with embedded SDP information indicating that it will send and receive
RTP packets at 192.168.0.10 on port 49152 (orange outline in Figure 20).

Subsequent voice communication between the two clients was sent to the IP
addresses and ports specified in SDP. In other words, Client B sent RTP packets directly
to Client A at 192.168.0.10 and Client A sent RTP packets directly to Client B at
192.168.1.10 (blue outline in Figure 19). The former was legitimate because Client A
was publicly reachable. But the latter was only possible in our setup since neither Client
A nor the NAT device was configured to drop packets destined for private |P addresses.
In this case, the NAT device simply forwarded the RTP packets to client B (see Figures
21 and 22). To simulate a more realistic network configuration, a firewall was needed to
drop packets sent by Client A and destined for Client B.
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B. With Firewall
B.1. Network Topology
Refer to Figure 7 and Figure 8 for the physical and logical network topology.
B.2. Preparation and Testing (in addition to all steps described in Section A)
B.2.1. OnClient A,
B.2.1.1. Download the ZoneAlarm from Zone Labs
B.2.1.2. Install ZoneAlarm
B.2.1.3. When ZoneAlarmisbeing run for thefirst time, it will ask the user
to choose between Basic ZoneAlarm or the trial version of ZoneAlarm
Pro, select the trial version of ZoneAlarm
B.2.1.4. When asked to select a security level for the detected network,
select Allow into Trusted Zone
B.2.1.5. Configurefirewall rulein ZoneAlarm:
B.2.1.5.1. Go to Firewall menu on the left panel
B.2.1.5.2. Click onthe Expert tab
B.2.1.5.3. Click on Add
B.2.1.5.4. Typeinaname for thefirewall rulein the Name textbox
B.2.1.5.5. Under Action, select Block
B.2.1.5.6. Under Destination,

B.2.1.5.6.1. Select Modify

B.2.1.5.6.2. Select Add Location

B.2.1.5.6.3. Select IP Address

B.2.1.5.6.4. Type in adescription in the Description textbox
B.2.1.5.6.5. Type 192.168.1.10 in the IP Address textbox
B.2.1.5.6.6. Click OK

B.2.1.5.6.7. Click OK

B.2.1.5.6.8. Click Apply

B.2.2. Run test as described in Section A
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B.3. Packet Captures
B.3.1. Client A
Figure 23 is a snapshot of the packets captured on Client A.
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B.3.2. ClientB
Figure 24 is a snapshot of the packets captured on Client B.
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B.3.3. NAT ethO
Figure 25 is a snapshot of the packets captured on the first interface (ethO) of
the NAT device.
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Figure25. Test 2: Packet Capture on ethO of NAT (with firewall)
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B.3.4. NAT ethl

Figure 26 is a snapshot of the packets captured on the second interface (ethl)

of the NAT device.
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Figure26. Test 2: Packet Capture on ethl of NAT (with firewall)
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B.3.5. Anadysis

The signaling part of the call was processed as usua with the exchanges of
“INVITE” (red outline in Figure 23) and “200 OK” (orange outline in Figure 24)
messages between the two clients. Client B still told Client A to send RTP media packets
to its private | P address or 192.168.1.10 (green outline in Figure 23). However, Client A
can no longer send RTP packets directly to Client B at its private address because
ZoneAlarm was configured to block those packets. The ZoneAlarm log files were
examined to confirm that packets destined for 192.168.1.10 were, in fact, dropped. The
packet captures on Client A indicate that when Client A failed to send RTP packets to the
IP address of Client B, it tried to send subsequent RTP packets to the IP address from
which it received RTP packets (due to the SNAT rule). In this case, Client A sent the
RTP packets to the public IP address NAT or 192.168.0.1 (blue outline in Figure 23).
When NAT received the packets, it modified the destination address in the packet header
according to the configured DNAT rule. In other words, NAT changed the destination
address from its own public IP address (192.168.0.1) to the private IP address of Client B
(192.168.1.10) before forwarding the packets (dark red outline in Figure 24). Figures 25
and 26 confirm that DNAT and SNAT were done correctly.
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APPENDIX D. TEST 3: DOUBLE NAT VOIP DEMONSTRATION
USING SIPHONE

The instructions contained in this appendix describe how to setup and
demonstrate a SIP-based VolP communication between two SIP-enabled clients via two
Network Address Tranglation (NAT) devices. In this setup, Client B is located behind
two NATs. Each NAT is configured to act as a router and modifies the destination or
source |P address of all packets that traverses it. Packet captures from both clients are

included at the end of this appendix along with an analysis.

A. Network Topology
Refer to Figures 9 and Figure 10 for the physical and logical network topology.
B. Equipment Requirements
B.1. ClientsA and B
B.1.1. Windows XP Operating System
B.1.2. Sound card
B.1.3. SJPhonev.1.60
B.1.4. Etherea
B.1.5. ZoneAlarm (Client A only)
B.2. NAT 1and NAT 2
B.2.1. Linux Operating System (Fedora Core 4)
B.2.2. netfilter and iptables
B.2.3. Ethered
B.2.4. Two network cards
B.3. Additional equipment
B.3.1. Cross-over cablesto implement the network architecture illustrated in
Figure9
B.3.2. Microphones as audio input devices for clients A and B
C. Installation and Configuration
C.1.Client A
IP Address: 192.168.0.10
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Subnet Mask: 255.255.255.0
Default Gateway: 192.168.0.1
C.2.Client B

|P Address: 192.168.2.10

Subnet Mask: 255.255.255.0

Default Gateway: 192.168.2.1

C.3.NAT1

C.3.1. Configure ethO by editing /etc/sysconfig/network-scripts/ifcfg-ethO:
DEVICE=ethO
BOOTPROTO=NONE
IPADDR=192.168.0.1
NETMASK=255.255.255.0

C.3.2. Activate ethO by running:
ifup ethO

C.3.3. Configure ethl by editing /etc/sysconfig/network-scripts/ifcfg-eth1:
DEVICE=ethl
BOOTPROTO=NONE
IPADDR=192.168.1.1
NETMASK=255.255.255.0

C.3.4. Activate ethl by running:
ifup ethl

C.3.5. Enable IP Forwarding by running:
echo 1 > /proc/sys/net/ipv4/ip_forward

C.3.6. Flush any existing firewall and NAT rules by running:
iptables -F
iptables -t nat -F

C.3.7. Configure NAT rules by running:

iptables -t nat -A POSTROUTING -0 ethO -j SNAT --t0 192.168.0.1
iptables -t nat -A PREROUTING -i ethO -j DNAT --t0 192.168.1.2

CA4.NAT 2
C.4.1. Configure ethO by editing /etc/sysconfig/network-scripts/ifcfg-ethO:
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DEVICE=ethO
BOOTPROTO=NONE
IPADDR=192.168.1.2
NETMASK=255.255.255.0
GATEWAY=192.168.1.1
C.4.2. Activate ethO by running:
ifup ethO
C.4.3. Configure ethl by editing /etc/sysconfig/network-scripts/ifcfg-eth1:
DEVICE=ethl
BOOTPROTO=NONE
IPADDR=192.168.2.1
NETMASK=255.255.255.0
C.4.4. Activate ethl by running:
ifup ethl
C.4.5. Enable IP Forwarding by running:
echo 1 > /proc/sys/net/ipv4/ip_forward
C.4.6. Flush any existing firewall and NAT rules by running:
iptables -F
iptables -t nat -F

C.4.7. Configure NAT rules by running:

iptables -t nat -A POSTROUTING -0 ethO -j SNAT --t0 192.168.1.2
iptables -t nat -A PREROUTING -i ethO -j DNAT --t0 192.168.2.10

C.5. SJPhone Installation and Configuration
C.5.1. ClientsA and B

C5.11. Download the Windows version of SJPhone v.1.60 from SJ Labs
Cb5.1.2. Install SIPhonev.1.60
C.5.1.3.  Launch SJPhone
C.5.14. Right-click on SJPhone
C.5.15. Right-click
Cb5.1.6. Goto Services
C.5.1.7. Select PC-to-PC (SIP)
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C.6. Ethered Installation and Configuration
C.6.1. ClientsA andB
C.6.1.1. Download the Windows version of Ethereal v.0.10.12
C.6.1.2. Instal Ethereal v.0.10.12 by following on-screen instructions
C.6.2. NAT 1and NAT 2
C.6.2.1.1. Install Ethereal if it isnot already installed

C.6.21.1.1. Go to the Desktop menu

C.6.21.1.2. Go to System Settings

C.6.2.1.1.3. Go to Add/Remove Applications

C6.2114. Click on Details under System Tools

C.6.2.1.15. Find and then check ethereal-gnome

C.6.2.1.1.6. Click on Close

C.6.21.1.7. Click on Update

C.6.2.1.18. Put in the correct Fedora Core 4 CDs when
prompted

C.7. ZoneAlarm Installation and Configuration
C.7.1. Onclient A,
C.7.1.1. Download the free ZoneAlarm from Zone Labs
C.7.1.2. Instal ZoneAlarm by following on-screen instructions
C.7.1.3.  When ZoneAlarm is being run for the first time, it will ask the user
to choose between Basic ZoneAlarm or trial version of ZoneAlarm Pro,
select thetrial version of ZoneAlarm
C.7.1.4. Answer on-screen questions
C.7.1.5. When asked to select a security level for the detected network,
select Allow into Trusted Zone
C.7.1.6. Configurefirewall rule in ZoneAlarm:
C.7.1.6.1. Goto Firewall menu on the left panel
C.7.1.6.2. Click onthe Expert tab
C.7.1.6.3. Click on Add
C.7.1.6.4. Typeinaname for the firewall rule in the Name textbox
C.7.1.6.5. Under Action, select Block
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C.7.1.6.6. Under Destination,

C.7.1.6.6.1. Select Modify

C.7.1.6.6.2. Select Add Location

C.7.1.6.6.3. Select IP Address

C.7.1.6.6.4. Type in adescription in the Description textbox
C.7.1.6.6.5. Type 192.168.2.10 in the IP Address textbox
C.7.1.6.6.6. Click OK

C.7.1.6.6.7. Click OK

C.7.1.6.6.8. Click Apply

D. Preparation and Testing

D.1. Adjust volume on both clients accordingly
D.2. Plug microphonesinto both clients
D.3. OnClient A,

D.3.1. Launch Ethereal

D.3.2. Gotothe Capture menu

D.3.3. Goto Interfaces

D.3.4. Click on Capture 192.168.0.10
D.4. OnClient B,

D.4.1. Launch Ethereal

D.4.2. Go tothe Capture menu

D.4.3. Goto Interfaces

D.4.4. Click on Capture 192.168.2.10
D.5.0n NAT 1 (Ethereal not installed),

D.5.1. Launch onetermina and run:

tcpdump -n -i ethO
D.5.2. Launch another terminal and run:
tcpdump -n -i ethl

D.6.0n NAT 2,

D.6.1. Launch oneinstance of Ethereal

D.6.1.1. Gotothe Capture menu
D.6.1.2. Goto Interfaces
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D.6.1.3. Click on Capture EthO
D.6.2. Launch another instance of Ethereal
D.6.21. Gotothe Capture menu
D.6.2.2. Goto Interfaces
D.6.2.3. Click on Capture Ethl
D.7. OnClient B,
D.7.1. Cal A by dialing 192.168.0.10 in SJPhone
D.8. OnClient A,
D.8.1. Select Accept in the pop-up dialog box when SJPhone rings
D.8.2. ClientsA and B may engage in aVolP conversation at this point.
D.8.3. Click onthe Hang-Up bottom on either SJPhone to terminate call when
finished
D.8.4. On NAT 1,
D.8.4.1. Stop tcpdump packet captures by pressing Control-C on the
terminals
D.85. OnClient A, Client B and NAT 2,
D.8.5.1. Stop packet captures by selecting Stop on Ethereal
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E.

Packet Captures
E.1. Client A

The following is a snapshot of the packets captured on Client A.

B 25 4 7 HAT B Call ) - Eibereal

e G B @ Detov oo s b

BEgAN BB w8 Res0FIEBQARRTEVEX D

e " o Gor ok

Checksumy (aaf [coerect]
5 sesston Inieianlon Provacol
# Request-Line: DINTTE sipi190.168.0.10 §18/2.0
% Megsage Header
& Megsane hody
& Sessim desoription Protocal
Session desoriprion Provoce] werston (v): 0

Session Mase (5): Slphone
i Comection Information (c): Dy 14 192,168,210
& Hee pesoriprion, acrive thee (r 00
¥ Session areribute (a): direcrionzacrive

i Medle arrribute (a): ripmag:d G94/B000
& Wedle arreibure (a): ropmag:d7 1LC/5000
& Medta arreibure (a): ropeas:da 1L8c/5000

i Medle artribure (&): ripmas:8 POW/B000

0,015 Be: 810 AP a0 0,
LRCR L LA T LR L N |1 R 5 SIFTSuans 10 :
§ 39 192168010 192.168.0. 205 s pame M{L\n Wale, 51825, oMbl
£ 018253 19.168.0.10 1906801 WP Status 150 inging T
70410667 192.186.0.10 192.168.0.755  AEME  Name query M8 W, SILASS GOm0y
308050 132.148.0.10 150 160.0.000 0ENS  hamd query ME WAL SILASS. NG
e
i 10, , SEgELIOLD,
WL 1514000 192.188:0.1 P Fayloid B0 Seplids, Timi=320
15 1056461 160,188.0.1 160.168.0.10 ATP . Payload typesSON 06,10, STAC.S16040R33, Sagelifdl,
16082580 151860000 192:168:0.1 iR Typesin 06,10, SSRCMASNIEL, Seqelldh, Timesdi)
LA 1801801 192.168.0.18 TP Fayloud Typesid 610, STCS1G060833, Senliel,
18 L0700 190.166.0.10 152.168.0.1 TP Payload Typesian 06,10, SRCa2GA92EL, Seqelldl, TimesSlO
WL 1501801 LI 817 Faydous TypesGI 06,10, STRC=SIGMOR3, Sepdiiel,
WLGEHIE 19.148.0.10 190.188.0.1 WP Payloid TypeeGam 06,10, STC2MPIEL, Seqel03h, Time=Bl
LLOsE 190.0600.1 190,166,010 AP Paylod Typesidn 06,10, STHCwS16040833, Saqeli0id, TivesS00
LA IRIELI IENL A17 Fayloud TypesGsM 06,10, SSRC.IG4S02EL, Selian, Timsedsl
WL060N 160.180.0.1 160.160.0.10 1P Riyload Typhede 0,10, )y SRLI0AY, Tisasit)
HNLIMNT 16166010 150.168:0.1 ATF Payload TypesGOM 06,10, STRCuIGI90281, Seilidd, Timesll20
WL1EN 15,1801 BLIELW 17 Payhoud TypesGIM 06,10, SSRCSSIGN0R3, SepLl0eh,
WL 15.14.000 192.248.0:1 ITF Paylodd TypeeGm 0810, STCedB4990051, Seqel0dl, Timss1260
L1003 180,168.0.1 160,368,010 ATP Payload TypesSON 06,10, STACaSIG0M0833, SepllON7, Tiee«l283
IRV VD NERA T 1a0 VAR Y 518 oavinad ronaatoe Bh, 10, SEFORIBIAT, eadlilD, TmsalLid
3 Frase 1 (B0 bytes o wire, BUY Dy1es capuired)
§ Ethernet 11, frc: O0:dco60:8e:75:79 (00:dcib9ibe:T5erd), bst: 182.168.0.10 {00:0f:1f:19:27:36)
# Imeerner Protocol, Srcy 192,168.0.1 (192.168.0.1), Dst: 192.188.0.10 (162.168.0.10)
2 imer hatagram Provocsl, Src Poet: 5080 (50600, Ber Porv: Sobd (5060)
Source port: §060 (5060)
bestinarion porcz 5080 (5060}

& Owrer fereator, Sesson Id (o) - 3354004850 3340MMB59 IN TE 150,168,010

i Wedls bescriprion, rase and address (m): aufl 40204 BTRANP 3 GT S B 0 IOL

I RN RWG G DRBN K
10 (317 T 3h00 00 7e 11 8d 1F cf a8 00 0L cf a8
Bnl B0 Rafibde Maad
NOHNONIN RUBEB NN
0 WANPONAN2e MU BHERA

Y a8 08 %F 3% %2 %A % B0 a0 IA %A M 34 ¥ %a

vane Bk 1‘!..-,!..{.
L | R
[P
Hp:ln (16801

0 &8z, 0.

LG TR

ﬁ:wwmumrmm EEE

Figur

e27. Test 3: Packet Capture on Client A
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E.2. ClientB
The following is a snapshot of the packets captured on Client B.

BB U @ (e e Jeam

CEENT RS I +073 SR QA0 WUEX @

Eﬁ' * e Qe ok
.. Toe S Destraton Pl o #
10.000000 192.168.2.10 190,168.2,255  BROweE Local Master Mnnouncemet CHOLSSL, workstation, Server, WT orkstetion, motertial srowser, Ma
1 3,0501687 180.166.1,20 Breadiist MP  who has 190.186.2.17 Tell 190.168.0.10
3 3.050745 182, 168.1,1 190,268.1,10 Me 1O182.2.1 fs At 00:01:02:80:87i5
ALHPL WLMELI0 L6000 SIR/SAeqeest: DWITE sTpil9R165.0.10, with session descriotion

§3.07T130 182.168.0.10 1L SIP- SEatusd 100 Trylng

10 5.ME395 192166000 A2 KP Faylosd Cype=Gol 06.10, SSACaDGMG0ZE, Seqel0is, Timelt)
ULMARY BLIELN BRI WP Pyl typesiM 06,10, SSCaTLGMONE, Seqel20d0, Tinss260
10804 100165000 04200 WP Faylod typesGIM 06,10, SSCaDEAOS0RI, Saqel03S, Times30
13 5.02188 187,168,210 180.368.0.10 BP Raylowd typesG 06.10, SSACASLAMOBE, SeqelZidl, Tiae=120
14 508505 100165000 LAIG210  RP Fayloed TypeeGIN 06,10, SSACNIGUEL, taqel0i, TimeeiS)
ISMELI BLIEGI R Pylodd typesI 06.10, SSCRIISON0E, SMEIEMZ, TieselSD
15 5, M055 190.166.0.10 19266010 FTF Payloed typesGoN 06,10, SSACaISAOR0NEL, feqel037, Timedidd
IRL1682. LLIA0I0 WP Faylosd typesGol 06.10, SSCSLAMOBI, Saqel2043, TimesBi0
1505439 10165000 118030 KP Paylned TypesGI 06.10, SRO<JUOOZEL, Saqel0N3, TimeaS0d
19508405 10165000 LLIES000 WP Payloed typeG 06.10, SSC-FIGMOGI, Saqeli0éd, ThessB
RN 11010 L1800 RP Fayloed tpe=cN 06,10, SSAC=GIO0DEL, Saqel0d%. TimesD6D
A 5076 19L168L10  1RIE010 R Paylosd TypesG 06.10, SSAC«ILGI0HI, Saqel205, Tinss350
0800 10188010 1918010 KR Fyloed fypesGIN 06.10, SSCalGIBR0NE], Seqel0dd, Tiseelil)
0N BLUELI 1005000 AP ayload typesiN 06,10, SSRCeILG0S0R3, SeqelEON6, TimssIl
M0TTS 1.168.0.10 TP Payloed typesGIM 06.10, SSRCa2GMUSOCEL, Seqel0d1. Timee1230
25 S0MTE 1SN0 MLIEON  RF Fayloed typesGM 06.10, SSCRSLGOM0ETI, SeqelZ0, TimesL60
DR 1R800 192.168.2.10 RTP Payloed type=Gon 06.10, SSAC=IGA000IEL, Seqel042, Timesl4d)
SN 11610 BLIBOI0  RIP Paylosd typesGo 06.10, SSACSTGO0BTI, SAqeIZONE, TimsLAeD
FRENIARS VW 1R0.00 el EL R BTR Pavinad rvesai 0R. 10, SECLTRIGAIRT. TenelfdR. TimsslRON x

& Frame 7 (700 ytes oo wire, 100 bytes captured)
& Ethernet I, Src: 142.168.1.1 (P0:Cdad #ecd:Sh), osu: 150.164.1.10 (0D:0F:1F:16:d7:45)
¥ Inzecnet promocnl, Sect 192.168.0.10 (192,168.0.10), bstt 197,168.2.10 (152.168.2.10)
= user Datagras Protocol, Src Port: 5080 (30600, ost Port: 5080 (3050)
Source port: 5060 (3060)
cestinatfon port: 5080 (50640
Length: 665

<ion Inftiation Protocot \
& Status-Ling: SIP/2.0 200 o !

H Massage paader
= Megsane body
= Session Description protocol
Session Description Frotece] versien (v): 0
& Owmer Crmator, Sesslon I8 (0): - J3340M5003 1334045027 M IR 190.264.0.10
saseion Name (s): Sichone > purple
% Connectfon Information (¢): TN 101 182.163.0.10
% Time pescription, active time (r)2.00
® Sesston arrribune (3): direcion:active
& medis ceserdprion, name and address (m):  udfo 49182 TP WP 3 100
& Media Attribute (2): rtpesp:3 e/E000
& Media Artribute (a): ripmap:l0L telephone-edent /5000

w Meda Aroribute (4): fapeRil O-15,16 i g

M RFTHIORE CRNBBRO N s L6 A
Db O e 24 83 OO0 Tedl 5257 choaB 00 e ch 4B ..5...- 'l
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Figure 28. Test 3: Packet Capture on Client B
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E.3. NAT 1EthO
The following is a snapshot of the packets captured on the first interface (ethO) of

NAT 1.
T N . o i 1o )

Fle Edt View Insert Fomat Hep

0] S A 1[-[8o| &)

16:49:34.013075 IP 192.166.0.10.5003 > 192.168.0.255.5003: UDB, length 125 -
16:50:10.246156 IP 192.166.0.1.5060 > 192.168.0.10.5060: UDP, length 763

16:50:10,281597 arp who-has 192.168.0.1 tell 192,168.0.10

16:50:10.281648 arp reply 192.168.0.1 is-at 00:4c:69:6e:75:79

16:50:10.281797 IP 192.166.0.10.5060 > 192.166.0.1.5060: UDP, length 377

16:50:10.297025 IP 192.168.0.10.nethios-ns > 192.168.0.255.nethios-ns: NBT UDP PACKET(137): QUERY; REQUEST; BROADCAST
16:30:10,557688 IP 192.166.0.10.5060 > 192.168.0.1.5060: UDP, length 412

16:50:11,041095 1P 192.168.0.10.netbios-ns > 192.168.0.255.netbios-ns: NBT UDP PACKET(137): QUERY; REQUEST; BROADCAST
16:50:11,790633 1P 192.168.0.10.netbios-ns > 192.168.0.255.nethios-ns: NBT UDP PACKET(137): QUERY; REQUEST; BROADCAST
16:50:12.261940 IP 192.168.0.10.5060 > 192.168.0.1.5060: UDP, length 658

16:50:12.271112 1P 192.168.0.1.5060 > 192.166.0.10.5060: UDP, length 376

16:50:12.276174 1P 192.166.0.1.49204 > 192.168.0.10.49182: UDR, length 45

16:50:12.289297 IP 192.166.0.10.49182 > 192.168.0.1.49204: UDR, length 45

16:30:12.296086 IP 192.168.0.1.49204 > 192.168.0.10.49182: UDR, length 45

16:50:12.308339 1P 192.168.0.10.49162 > 192.168.0.1.49204: UDP, length 45

16:50:12.3161682 IP 192.166.0.1.49204 > 192.168.0.10.49182: UDR, length 45

16:50:12.328013 1P 192.166.0.10.49182 > 192.168.0.1.49204: DR, length 45

16:50:12.335969 IP 192.166.0.1.49204 > 192.168.0.10.49182: UDR, length 49

16:50:12.348013 IP 192.166.0.10.49182 > 192.168.0.1.49204: UDR, length 45

16:50:12.356561 IP 192.166.0.1.49204 > 192.168.0.10.49182: UDR, length 45

16:50:12.367951 IP 192.166.0.10.49182 > 192.168.0.1.49204: UDR, length 45

16:50:12.376034 IP 192.166.0.1.49204 > 192.168.0.10.49182: UDR, length 45

16:50:12.3688070 IP 192.166.0.10.49182 > 192.168.0.1.49204: UDR, length 45

16:50:12.395956 IP 192.166.0.1.49204 > 192.166.0.10.49182: UDR, length 45

16:50:12.408445 TP 192.166.0.10.49182 > 192.168.0.1.49204: UDR, length 45

Figure29. Test 3: Packet Capture on ethO of NAT 1
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E.4. NAT 1Ethl
The following is a snapshot of the packets captured on the second interface (ethl)

of NAT 1.
prommmiawns PN A T

Fle Edt Vew Insert Fomat hep

0l S A 1 {elo] 8]

16:50:10.246093 IP 192.168.1.2.5060 > 192.168.0.10.5060: UDP, length 763 S
16:50:10.201844 1P 192.168.0.10.5060 > 192.168.1.2.5060: UDP, length 377
16:50:10,557947 IP 192.168.0.10.5060 > 192.168.1.2.5060: UDP, length 412
16:50:12.262002 IP 192.168.0.10.5060 > 192.168.1.2.5060: UDP, length 658
16:50:12,271082 IP 192.168.1.2.5060 > 192.168.0.10.5060: UDP, length 376
16:50:12.276141 TP 192.168.1.2.49204 > 192.168.0.10.49182: UDP, length 45
16:30:12,289314 1P 192.168.0.10.49182 > 192.166.1.2.49204: UDP, length 45
16:50:12,296071 IP 192.168.1.2.49204 > 192.168.0.10.49182: UDP, length 45
16:50:12,308405 IP 192.168.0.10.49182 > 192.168.1.2.49204: UDP, length 45
16:50:12.316163 IP 192.168.1.2.49204 > 192.168.0.10.49182: UDP, length 45
16:50:12.326032 IP 192.168.0.10.49182 > 192.168.1.2.49204: UDP, length 45
16:50:12,335953 1P 192.168.1.2.49204 > 192.168.0.10.49182: UDP, length 45
16:50:12,348068 IP 192.168.0.10.49182 > 192.168.1.2.49204: UDP, length 45
16:50:12.356540 IP 192.168.1.2.49204 > 192.168.0.10.49182: UDP, length 45
16:50:12.367969 IP 192.168.0.10.49182 > 192.168.1.2.49204: UDP, length 45
16:50:12,376018 IP 192.168.1.2.49204 > 192.168.0.10.49182: UDP, length 45
16:50:12.386086 1P 192.168.0.10.49162 > 192.168.1.2.49204: UDP, length 45
16:50:12.395905 IP 192.168.1.2.49204 > 192.168.0.10.49182: UDP, length 45
16:50:12,408465 IP 192.168.0.10.49182 > 192.168.1.2.49204: UDP, length 45
16:50:12,415925 1P 192.168.1.2.49204 > 192.168.0.10.49182: UDP, length 45‘
16:50:12.426056 IP 192.168.0.10.49162 > 192.166.1.2.45204: UDP, length 45
16:50:12.436012 IP 192.168.1.2.49204 > 192.168.0.10.49182: UDP, length 45
16:50:12,448155 TP 192.168.0.10.49182 > 192.168.1.2.49204: UDP, length 45
16:50:12,455931 TP 192.168.1.2.49204 > 192.168.0.10.49182: UDP, length 45
16:50:12.466032 IP 192.168.0.10.49162 > 192.166.1.2.49204: UDP, length 45

Figure30. Test 3: Packet Capture on ethl of NAT 1
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E.5. NAT 2 EthO
The following is a snapshot of the packets captured on the first interface (ethO) of
NAT 2.

(@ B-25\NAT 2(Eth0 2 NAT B Call A) - Ethereal. B@

Fle Edt Vew Go Captwre fnalyze Statisfics Heb

BHAGE DR WS ResDTY RAGO BHEK

Fiker: | | v Epression... Cear dpply

No.-  Time Source Destination Protocol  Info

)

192.168.1.2

(36816 192.168.0.0

Pl SIP Status: 100 Trying

30.312954 192,168.0.10 102.168.1.2 SIP  Status: 180 Ringing

4 2.017209 192.168.0.10 192.168.1.2 SIP/SD Status: 200 oK, with session description

§2.025300 192.168.1.2 192.168.0.10 SIP  Reguest: ACK sip:192.168.0.10:5060

62,030636 192.168.1.2 192.168.0.10 RTP Payload type=GSM 06.10, S3RC=J16040833, Seq=12039, Time=0, Mark
72.044036 192,168,010 102.168.1.2 RTP Payload type=GSM 06,10, S3RC=264990281, Seq=1034, Time=160
§2.050587 192.168.1.2 192.168.0.10 RTP  Payload type=GeM 06,10, SSRC=516040833, Seq=12040, Time=160
5 2,063108 192.168.0.10 192.168.1.2 RTP Payload type=GeM 06,10, SSRC=264990281, Seq=1035, Time=320
10 2.070656 192.168.1.2 192.168.0.10 RTP Payload type=GSM 06.10, S3RC=516040833, Seq=12041, Time=320
11 2,082739 192,168.0.10 102.168.1.2 RTP Payload type=GSM 06,10, S3RC=264990281, Seq=1036, Time=480
12 2.000447 192,168.1.2 192.168.0.10 RTP  Payload type=GeM 06,10, SSRC=516040833, Seq=12042, Time=A80
13 2.102785  192.168.0.10 192.168.1.2 RTP Payload type=GeM 06,10, SSRC=264990281, Seq=1037, Time=640
14 2.111032  192.168,1.2 192.168.0.10 RTP Payload type=GSM 06,10, SSRC=516040833, Seq=12043, Time=640
15 2,122672 192,168.0.10 102.168.1.2 RTP Payload type=GSM 06,10, S3RC=264990281, Seq=1038, Time=800
16 2.130511 192.168.1.2 192.168.0.10 RTP  Payload type=GeM 06,10, SSRC=516040833, Seq=12044, Time=B00
17 2.142787  192.168.0.10 192.168.1.2 RTP Payload type=GeM 06,10, SSRC=264990281, Seq=1039, Time=060
18 2.150396 192.168,1.2 192.168.0.10 RTP Payload type=GSM 06,10, SSRC=516040833, Seq=12045, Time=060
19 2,163166 192,168.0.10 102.168.1.2 RTP  Payload type=GSM 06,10, S3RC=264980281, Seq=1040, Time=1120
20 2170420 192.168.1.2 192.168.0.10 RTP  Payload type=GeM 06,10, S3RC=516040833, Seq=12046, Time=1120
21 2. 182763 192.168.0.10 192.168.1.2 RTP Payload type=GeM 06,10, SSRC=264990281, Seq=1041, Time=1280
22 2,190502 192,168.1.2 192.168.0.10 RTP Payload type=GSM 06,10, SSRC=016040833, Seq=12047, Time=1280
23 2,202856 192,168.0.10 102.168.1.2 RTP  Payload type=GSM 06,10, SSRC=264980281, Seq=1042, Time=1440
24 2,110426  192.168.1.2 192.168.0.10 RTP  Payload type=GeM 06,10, S3RC=516040833, Seq=12048, Time=1440
25 2.220740 192.168.0.10 192.168.1.2 RTP Payload type=GeM 06,10, SSRC=264990281, Seq=L043, Time=1600
26 2,230417 192,168.1.2 192.168.0.10 RTP Payload type=GSM 06,10, S3RC=0L6040833, Seq=12049, Time=1600

Figure31. Test3: Packet Capture on ethO of NAT 2
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E.6. NAT 2 Ethl
The following is a snapshot of the packets captured on the first interface (ethO) of
NAT 2.

(@ §-25 AT, 2(Eth! 20ATS Call A) - Ethereal B@

Fle Edt Yen Go Captwre Analyze Statistics Hebp

BHHAE A wE Qe DT Gaal gUEX

Fier: | v Exression... Cear doply

No..  Time Sree Destingtion Protocol  Info

0)

] 0 it
Broadcast ARP Who has 192,168.2.17 Tell 162,168.2.10
73609 192.168.1.1 192.168.1.10 ARP - 192,168.2.1 15 at 00:01:02:89:97:3b

i 0

il 192.168.1.10

i

47.573799 192.168.2.10 192,168.0.10 SIP/SD Request: INVITE 5ip:192.168.0.10, with session description
S

67

73575

610710 182.168.0.10 182.168.2.10 SIP Status: 100 Trydng

BB68E1 182.168.0.10 152.168.2.10 SIP Status: 180 Ringing
79,581103 192.168,0.10 192.168.2.10 SIP/SD Status: 200 oK, with session description
§0.599030 192.168.2.10 192,168.0.10 SIP Request: ACK s1p:il92,168.0.10:5060
0,604452 182.168.2.10 182.168.0.10 RTP Payload type=GeM 06,10, SSRC=516040833, Seq=12039, Time=0, Mark
10 9.617927 192.168.0.10 152.168.2.10 RTP Payload type=GeM 06.10, SSRC=264950281, Seq=1034, Time=160
11 9.624392 192.168.2.10 192.168.0.10 RTP Payload type=GSM 06.10, SSRC=516040833, Seq=12040, Time=160
12 9636974 192,168.0.10 192,168,210 RTP Payload type=Gam 06,10, S3RC=264990281, Seq=1035, Time=320
13 9.644479 192.168.2.10 182.168.0.10 RTP Payload type=GeM 06,10, SSRC=516040833, Seq=12041, Time=320
14 9.656631 192.168.0.10 152.168.2.10 RTP Payload type=GeM 06.10, SSRC=264950281, Seq=1036, Time=480
15 9.664273 192.168.2.10 192.168.0.10 RTP Payload type=GSM 06.10, SSRC=5L6040833, 5eq=12042, Time=480
16 9.6766091 192,168.0.10 192,168,210 RTP Payload type=Gam 06,10, S3RC=264990281, Seq=1037, Time=G40
17 9.684799 192.168.2.10 182.168.0.10 RTP Payload type=GeM 06,10, SSRC=516040833, Seq=12043, Time=640
18 9.696542 192.168.0.10 152.168.2.10 RTP Payload type=GeM 06.10, SSRC=264950281, Seq=1038, Time=800
19 9.704303 192.168.2.10 192.168.0.10 RTP Payload type=GSM 06.10, S3RC=5L6040833, Seq=12044, Time=BOO
20 9.716652 192.148.0.10 192,168,210 RTP Payload type=Gam 06,10, S3RC=264990281, Seq=1039, Time=040
210.724224 192.168.2.10 182.168.0.10 RTP Payload type=GeM 06,10, SSRC=516040833, Seq=12045, Time=060
22 9.737026 192.168.0.10 152.168.2.10 RTP Payload type=GeM 06.10, SSRC=264990281, Seq=1040, Time=1120
23 9.744245 192.168.2.10 192.168.0.10 RTP Payload type=GSM 06.10, SSRC=516040833, Seq=12046, Time=1120
24 9.7566%4 192.168.0.10 192,168,210 RTP Payload type=Gam 06,10, S3RC=264990281, Seq=1041, Time=1280
25 0.764328 102.168.2.10 182.168.0.10 RTP Payload type=GeM 06,10, SSRC=S16040833, Seq=12047, Time=1280
26 9.776717 192.168.0.10 182.168.2.10 RTP Payload type=GeM 06.10, S3RC=264990281, Seq=1042, Time=1440

Figure32. Test 3: Packet Capture on ethl of NAT 2
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E.7. Analysis

This demonstration was very similar to the one described in Appendix C. It
differed in that now Client B is located behind two NAT devices instead of one. In other
words, two layers of network address trandation occurred before any packet can be
moved between Client A and Client B.

The “INVITE” message (red outline in Figure 27) indicated that Client B will be
sending and receiving RTP packets at 192.168.2.10 on port 49204 (purple outline in
Figure 28). Client A acknowledged the invitation by sending a “200 OK” message to
Client B with embedded SDP information indicating that it would send and receive RTP
packets at 192.168.2.10 on port 49182 (green outline in Figure 27). Figures 27 and 29
show that Client A sends and receives RTP packet directly to/from the public IP address
of NAT 1. Asexplained in Appendix C, SJPhone will first attempt to send RTP media
packets to the IP address indicated in the SDP message (or the private IP address of
Client B). Since the firewall installed on Client A was configured to drop packets
destined to for Client B, none of the packets sent out by Client A ever reached Client B.
Therefore, Client A resorted to sending subsequent RTP packets to the 1P address from
which it received Client B's RTP media packets (blue outline in Figure 27). In this case,
the packets were sent to the public IP address of the NAT 1 device (192.168.0.1).
Figures 29 and 30 confirmed that the configured NAT operated correctly.
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APPENDIX E. TEST 4: EXTENDED DOUBLE NAT VOIP
DEMONSTRATION USING SIPHONE

The instructions contained in this appendix describe how to setup and
demonstrate a SIP-based VolP communication between two SIP-enabled clients via
Network Address Trandation (NAT) devices. In this setup, NAT 1 is no longer
configured with a DNAT rule to rewrite the destination IP address of the packets that
traverse it. Therefore, NAT 1 only performs SNAT. NAT 2 and NAT 3 are each
configured with both SNAT and DNAT rules. The demonstration is conducted as
follows: Client B initiates a call to Client A. Then Client C initiates a call to Client A
after the Vol P session between Client B and A is terminated. Packet captures from all
three clients and the NATs are included at the end of this appendix aong with an

analysis.

A. Network Topology
Refer to Figure 13 and Figure 14 for the physical and logical network topology.
B. Equipment Requirements
B.1. ClientsA,BandC
B.1.1. Windows XP Operating System
B.1.2. Sound card
B.1.3. SJPhonev.1.60
B.1.4. Etheredl
B.1.5. ZoneAlarm (Client A only)
B.2. NAT 1, NAT 2and NAT 3
B.2.1. Linux Operating System (Fedora Core 4)
B.2.2. netfilter and iptables
B.2.3. Etherea
B.2.4. Two network cards
B.3. Additional Equipment
B.3.1. Cross-over cablesand aswitch or hub to implement the network
architecture illustrated in Figure 13
83



C.

B.3.2. Microphones as audio input devicesfor clientsA, B, and C
Installation and Configuration
C.1.Client A
IP Address: 192.168.0.10
Subnet Mask: 255.255.255.0
Default Gateway: 192.168.0.1
C.2.Client B
IP Address: 192.168.2.10
Subnet Mask: 255.255.255.0
Default Gateway: 192.168.2.1
C.3.ClientC
IP Address: 192.168.3.10
Subnet Mask: 255.255.255.0
Default Gateway: 192.168.3.1
C4A.NAT 1
C.4.1. Configure ethO by editing /etc/sysconfig/network-scripts/ifcfg-ethO:
DEVICE=ethO
BOOTPROTO=NONE
IPADDR=192.168.0.1
NETMASK=255.255.255.0
C.4.2. Activate ethO by running:
ifup ethO
C.4.3. Configure ethl by editing /etc/sysconfig/network-scripts/ifcfg-eth1:
DEVICE=ethl
BOOTPROTO=NONE
IPADDR=192.168.1.1
NETMASK=255.255.255.0
C.4.4. Activate ethl by running:
ifup ethl
C.4.5. Enable IP Forwarding by running:
echo 1 > /proc/sys/net/ipv4/ip_forward
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C.4.6.

CA4.7.

Flush any existing firewall and NAT rules by running:
iptables -F
iptables -t nat -F

Configure NAT rule by running:
iptables -t nat -A POSTROUTING -0 ethO -j SNAT --to 192.168.0.1

C.5.NAT 2

C5.1.

C.5.2.

C.5.3.

C.54.

C.55.

C.5.6.

C.5.7.

Configure ethO by editing /etc/sysconfig/network-scripts/ifcfg-ethO:
DEVICE=ethO

BOOTPROTO=NONE

IPADDR=192.168.1.2

NETMASK=255.255.255.0

GATEWAY=192.168.1.1

Activate ethO by running:

ifup ethO

Configure ethl by editing /etc/sysconfig/network-scripts/ifcfg-eth1.:
DEVICE=ethl

BOOTPROTO=NONE

IPADDR=192.168.2.1

NETMASK=255.255.255.0

Activate ethl by running:

ifup ethl

Enable IP forwarding by running:

echo 1 > /proc/sys/net/ipv4/ip_forward

Flush any existing firewall and NAT rules by running:

iptables -F

iptables -t nat -F

Configure NAT rules by running:

iptables -t nat -A POSTROUTING -0 ethO -j SNAT --to 192.168.1.2
iptables -t nat -A PREROUTING -i ethO -j DNAT --to 192.168.2.10

C.6.NAT 3

C.6.1.

Configure ethO by editing /etc/sysconfig/network-scripts/ifcfg-ethO:

DEVICE=ethO
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BOOTPROTO=NONE
IPADDR=192.168.1.3
NETMASK=255.255.255.0
GATEWAY=192.168.1.1
C.6.2. Activate ethO by running:
ifup ethO
C.6.3. Configure ethl by editing and saving /etc/sysconfig/network-
scripts/ifcfg-eth1:
DEVICE=ethl
BOOTPROTO=NONE
IPADDR=192.168.3.1
NETMASK=255.255.255.0
C.6.4. Activate ethl by running:
ifup ethl
C.6.5. Enable IP forwarding by running:
echo 1 > /proc/sys/net/ipv4/ip_forward
C.6.6. Flush any existing firewall and NAT rules by running:
iptables —F
iptables -t nat -F

C.6.7. Configure NAT rules by running:

iptables -t nat -A POSTROUTING -0 ethO -j SNAT --to 192.168.1.3
iptables -t nat -A PREROUTING -iethO -j DNAT --to 192.168.3.10

C.7. SJPhone Installation and Configuration
C.7.1. ClientsA,B,andC
C.7.1.1. Download the Windows version of SJPhone v.1.60 from SJ Labs
C.7.1.2. Install SIPhonev.1.60
C.7.1.3. Launch SJPhone
C.7.1.3.1. On SJPhone,

C.7.13.1.1 Right-click
C.7131.2. Go to Services
C.7.1.3.1.3. Select PC-to-PC (SIP)
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C.8. Ethered Installation and Configuration
C.8.1. ClientsA,B,andC
C.8.1.1. Download the Windows version of Ethereal v.0.10.12
C.8.1.2. Install Ethereal v.0.10.12
C.8.2. NAT2and 3
C.8.2.1. Install Ethereal if it isnot already installed
C.8.2.1.1. Go to the Desktop menu
C.8.2.1.2. Goto System Settings
C.8.2.1.3. Go to Add/Remove Applications
C.8.2.1.4. Click on Details under System Tools
C.8.2.1.5. Find and then check ethereal-gnome
C.8.2.1.6. Click on Close
C.8.2.1.7. Click on Update
C.8.2.1.8. Put in the correct Fedora Core 4 CDs when prompted
C.8.2.1.9.
C.9. ZoneAlarm Installation and Configuration
C.9.1. OnclientA,
C.9.1.1. Download the free ZoneAlarm from Zone Labs
C.9.12. Instal ZoneAlarm by following on-screen instructions
C.9.1.3.  When ZoneAlarm is being run for the first time, it will ask the user
to choose between Basic ZoneAlarm or trial version of ZoneAlarm Pro,
select thetrial version of ZoneAlarm
C.9.14. Answer on-screen questions
C.9.15. When asked to select a security level for the detected network,
select Allow into Trusted Zone
C.9.1.6. Configurefirewall rule in ZoneAlarm:
C.9.1.6.1. Goto Firewall menu on the left panel
C.9.1.6.2. Click onthe Expert tab
C.9.1.6.3. Click on Add
C.9.1.6.4. Typeinaname for the firewall rule in the Name textbox
C.9.1.6.5. Under Action, select Block
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D.

C.9.1.6.6. Under Destination,

C.9.1.6.6.1. Select Modify
C.9.1.6.6.2. Select Add Location
C.9.1.6.6.3. Select IP Address
C9.1.6.6.4. Type in adescription in the Description textbox
C.9.1.6.6.5. Type 192.168.2.10 in the IP Address textbox
C.9.1.6.6.6. Click OK

C.9.1.6.7. Repeat steps C.9.1.6.1 to C.9.1.6.6.6 to create arule to block

192.168.3.10

C.9.1.6.8. Click OK
C.9.1.6.9. Click Apply
Preparation and Testing
D.1. Adjust volume on both clients accordingly
D.2. Plug microphonesinto both clients
D.3. OnClient A,
D.3.1. Launch Etherea
D.3.2. Go tothe Capture menu
D.3.3. Goto Interfaces
D.3.4. Click on Capture 192.168.0.10
D.4. OnClient B,
D.4.1. Launch Etherea
D.4.2. Go tothe Capture menu
D.4.3. Goto Interfaces
D.4.4. Click on Capture 192.168.2.10
D.5.0n NAT 1,
D.5.1. Launch onetermina and run:
tcpdump -n -i ethO
D.5.2. Launch another terminal and run:
tcpdump -n -i ethl
D.6.0n NAT 2 and NAT 3,
D.6.1. Launch oneinstance of Ethereal
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D.6.1.1. Gotothe Capture menu
D.6.1.2. Goto Interfaces
D.6.1.3. Click on Capture EthO
D.6.2. Launch another instance of Ethereal
D.6.2.1. Gotothe Capture menu
D.6.22. Goto Interfaces
D.6.2.3. Click on Capture Ethl
D.7. OnClient B,
D.7.1. Cal A by dialing 192.168.0.10 in SJPhone
D.8. OnClient A,
D.8.1. Select Accept in the pop-up dialog box when SJPhone rings
D.8.2. Clients A and B may engage in a Vol P conversation at this point.
D.8.3. Click on the Hang-Up bottom on either SJPhone to terminate call when
finished
D.9.OnClient A,
Stop tcpdump packet captures by pressing Control-C
D.10. OnClient A, Client B, NAT 1, NAT 2 and NAT 3,
D.10.1. Stop packet captures by selecting Stop on Ethereal
D.10.2. Stop packet captures on NAT Box 1 by pressing Control-C
D.10.3. Repeat stepsD.3to D.8for Clients A, Client C, NATs 1 and NAT 3
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E.

Packet Captures

E.1.Client B CallsA

E.1.1. ClientA
The following is a snapshot of the packets captured on Client A when

Client B calls Client A.
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Figure 33. Test 4. Packet Capture on Client A (Client B CallsClient A)
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E.1.2. ClientB
The following is a snapshot of the packets captured on Client B when

Client B callsClient A.
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Figure 34. Test 4: Packet Capture on Client B (Client B Calls Client A)
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E.1.3. NAT 1EthO
The following is a snapshot of the packets captured on the first interface

(eth0) of NAT 1 when Client B calls Client A.
T N wree (s gt 0t | ]

Fle Edt View Insert Fomat Help

el 80/ Elei]

tepdump: verbose output suppressed, use -v or -vv for full protocol decode

listening on eth, link-type EN10MB (Ethernet), capture size 96 bytes

14:36:05.451001 IP 192.168.0.10.5003 > 192.168.0.255.5003: UDP, length 125

14:38:05.445026 IP 192.168.0.10.5003 > 192.168.0.255.5003: UDP, length 125

14:38:16.380332 1P 192.168.0.10.netbios-dgn > 192.168.0.255.nethios-dgm: NBT UDP PACKET(138)

14:39:07.582019 IP 192.168.0.1.5060 > 192.168.0.10.5060: UDP, length 762

14:39:07.644250 arp who-has 192.168.0.1 tell 192.168.0.10

14:39:07.644206 arp reply 192.168.0.1 is-at 00:4c:69:6e:75:79

14:39:07.644435 1P 192.168.0.10.5060 > 192.168.0.1.5060: UDP, length 376

14:39:07.658561 IP 192.168.0.10.nethios-ns > 192.168.0.255.nethios-ns: NBT UDP PACKET(137): QUERY; REQUEST; BROADCAST
14:39:07.893957 IP 192.168.0.10.5060 > 192.168.0.1.5060: UDP, length 411

14:39:08.407937 1P 192.168.0.10.netbios-ns > 192.168.0.255.nethios-ns: NBT UDP PACKET(137): QUERY; REQUEST; BROADCAST
14:39:09.157907 1P 192.168.0.10.netbios-ns > 192.168.0.255.nethios-ns: NBT UDP PACKET(137): QUERY; REQUEST; BROADCAST
14:39:14.159656 IP 192.168.0.10.5060 > 192.168.0.1.5060: UDP, length 657

14:39:14.167109 IP 192.168.0.1.5060 > 192.168.0.10.5060: UDP, length 375

14:39:14.171761 1P 192.168.0.1.49232 > 192.168.0.10.49204: UDP, length 45

14:39:14,182768 1P 192.168.0.10.netbios-ns > 192.168.0.255.nethios-ns: NBT UDP PACKET(137): QUERY; REQUEST; BROADCAST
14:39:14.191603 IP 192.168.0.1.49232 > 192.168.0.10.49204: UDP, length 45

14:39:14.196213 IP 192.168.0.10.49204 > 192.168.0.1.49232: UDP, length 45

14:39:14.211730 1P 192.168.0.1.49232 > 192.168.0.10.49204: UDP, length 45

14:39:14.216115 IP 192.168.0.10.49204 > 152.166.0.1.49232: UDP, length 45

14:39:14.231583 1P 192.168.0.1.49232 > 192.168.0.10.49204: UDP, length 45

14:39:14.236346 IP 192.168.0.10.49204 > 192.168.0.1.49232: UDP, length 45

14:39:14.252295 1P 192.168.0.1.49232 > 192.168.0.10.49204: UDP, length 45

14:39:14.256147 1P 192.168.0.10.49204 > 192.168.0.1.49232: UDP, length 45

B £

Test 4. Packet Capture on ethO of NAT 1 (Client B Calls Client A)
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E.1.4. NAT 1Ethl
The following is a snapshot of the packets captured on the second

interface (ethl) of NAT 1 when Client B calls Client A.
T | syt [t | iy 0t (]

Fie Edt View Insert Fomat Help

sl ]l Y

tepdump: verbose output suppressed, use -v or -vv for full protocol decode
listening on ethl, link-type EN10MB (Ethernet), capture size 96 bytes
14:39:07.581937 1P 192.168.1.2.5060 » 192.168.0.10.5060: UDP, length 762
14:39:07. 644480 1P 192.166.0.10.5060 » 192.168.1.2.5060: UDP, length 376
14:39:07.894016 IP 192.166.0.10.5060 » 192.168.1.2.5060: UDP, length 411
14:39:12.579842 arp who-has 192.166.1.1 tell 192.168.1.2

14:39:12.579877 arp reply 192.168.1.1 is-at 00:0c:41:ef:af:eb
14:39:14.159724 1P 192.166.0.10.5060 > 192.168.1.2.5060: UDP, length 657
14:39:14.167083 IP 192.168.1.2.5060 » 192.168.0.10.5060: UDP, length 375
14:39:14.171723 1P 192.166.1.2.49232 » 192.168.0.10.49204: UDB, length 45
14:39:14.191569 IP 192.166.1.2.49232 » 192.168.0.10.49204: UDB, length 45
14:39:14.196233 1P 192.166.0.10.49204 > 192.166.1.2.49232: UDB, length 45
14:39:14.211710 1P 192.166.1.2.49232 » 192.168.0.10.49204: UDB, length 45
14:39:14.216131 1P 192.166.0.10.49204 > 192.166.1.2.49232: UDB, length 45
14:39:14.231526 1P 192.166.1.2.49232 » 192.168.0.10.49204: UDB, length 45
14:39:14.236366 IP 192.166.0.10.49204 > 192.166.1.2.49232: UDB, length 45
14:39:14.252276 1P 192.166.1.2.49232 » 192.168.0.10.49204: UDB, length 45
14:39:14.256164 1P 192.166.0.10.49204 > 192.166.1.2.49232: UDB, length 45
14:39:14.271650 IP 192.166.1.2.49232 » 192.168.0.10.49204: UDB, length 45
14:39:14.276177 1P 192.166.0.10.49204 > 192.166.1.2.49232: UDB, length 45
14:39:14.291469 1P 192.166.1.2.49232 » 192.168.0.10.49204: UDB, length 45
14:39:14.295885 IP 192.166.0.10.49204 > 192.166.1.2.49232: UDB, length 45
14:39:14.311529 1P 192.166.1.2.49232 » 192.168.0.10.49204: UDB, length 45
14:39:14.316027 1P 192.166.0.10.49204 > 192.166.1.2.49232: UDB, length 45
14:39:14.331563 IP 192.166.1.2.49232 » 192.168.0.10.49204: UDB, length 45

S -

Figure 35. Test 4: Packet Capture on ethl of NAT 1 (Client B CallsClient A)
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E.1.5. NAT 2 EthO
The following is a snapshot of the packets captured on the first interface

(eth0) of NAT 2 when Client B calls Client A.
e | P s )

Fle Edt Ven Go Captre Anelyze Statisis Hep

BEHeuEn eERev0TLERQRAGD UUEX B

: LI

Expressin... | Qeav| WVI

e | S|

WIth 5ession gescription

20.063612 192.168.0.10 192,168.1.2 SIP Status: 100 Trying
30.313181 192.168.0.10 192.168.1.2 SIP status: 180 Ringing
44,998509 192,168.1.2 Linksysé_ef:afieb ARP  Who has 192.168.1.17 Tell 192.168.1.2

54.998727 192.168.1.1 192,168.1.2 AR 192.168.1.1 15 at 00:0c:d1:ef:afeb

66,579104 192.168.0.10 192.168.1.2 SIP/SD Status: 200 OK, with session description

76.585479 192.168.1.2 192,168.0.10 SIP Request: ACK sip:192.168.0.10:5060

8 6.590388 192.168.1.2 192.168.0.10 RTP Payload type=GSM 06.10, SSRC=112993534, Seq=18703, Time=0, Mark
96.610229 192.168.1.2 192,168.0.10 RTP Payload type=GsM 06.10, S5RC=112995534, Seq=18704, Time=160
10 6.615116 192.168.0.10 192.168.1.2 RTP Payload type=GsM 06.10, SSRe=132818322, Seq=32012, Time=480
11 6.630368 192.168.1.2 192,168.0.10 RTP Payload type=GSM 06.10, SSRC=112995534, Seq=18705, Time=320
12 6.635017 192.168.0.10 192.168.1.2 RTP Payload type=6sM 06.10, S5RC=132818322, Seq=32013, Time=640
13 6.650186 192.168.1.2 192.168.0.10 RTP Payload type=GsM 06,10, SSRC=112993534, Seq=18706, Time=480
14 6.655252 192.168.0.10 192,168.1.2 RTP Payload type=GsM 06.10, S5RC=132818322, Seq=32014, Time=800
15 6.670942 192.168.1.2 192.168.0.10 RTP Payload type=GSM 06.10, SSRC=112995534, Seq=18707, Tine=640
16 6.675038 192.168.0.10 192.168.1.2 RTP Payload type=sM 06.10, S5RC=132818322, Seq=32015, Time=360
17 6.690304 192.168.1.2 192.168.0.10 RTP payload type=GsM 06.10, SSRe=112995534, Seq=18708, Tine=B00
18 6.695052 192.168.0.10 192,168.1.2 RTP Payload type=GsM 06.10, SSRC=132818322, Seq=32016, Time=1120
19 6.710155 192.168,1.2 192,168.0.10 RTP Payload type=GsM 06.10, S5RC=112995534, Seq=18709, Time=360
20 6,714759  192,168.0.10 192.168.1.2 RTP Payload type=GsM 06,10, SSRC=132818322, Seq=32017, Time=1280
21 6.730192 192,168.1.2 192,168.0.10 RTP Payload type=6sM 06,10, SSRC=112995534, Seq=18710, Time=1120
22 6.734903 192.168.0.10 192.168.1.2 RTP Payload type=GsM 06.10, SSRC=13281832, Seq=32018, Time=1440
23 6.750213 192,168.1.2 192,168.0.10 RTP Payload type=GsM 06.10, SSRC=112995534, Seq=18711, Time=1280
24 6,754757 192,168.0.10 192.168.1.2 RTP Payload type=GsM 06.10, SSRC=132818322, Seq=32019, Time=1600
25 6.770251 192,168.1.2 192,168.0.10 RTP Payload type=GsM 06.10, SSRC=112995534, Seq=18712, Time=1440

26 6.774743 192.168.0.10 192.168.1.2 RTP Payload type=GsM 06.10, SSRC=132818322, S5eq=32020, Tine=1760 j
[7 Frame 1 (804 hvres on wire. R04 hutes cantured) N
Figure 36. Test 4: Packet Capture on ethO of NAT 2 (Client B Calls Client A)
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E.1.6. NAT 2 Ethl
The following is a snapshot of the packets captured on the second
interface (ethl) of NAT 2 when Client B calls Client A.

@ 8-26 (Eth1 3NATB Call A) - Ethereal ‘ [ Nicrophane @Tools ‘ @

Fle Eft Vew Go Cepte Andyee Statstcs Hep
&

BEGE PN @E Res0IEEE QRGN GH

é =l8l¥

Expression... | Qeav| WVl

o] :

-

12168 2.1 T.IEL BROWSE DOMa 1N/ WOTKQr 0up ANMOUNCENENt WORKGROUP, NT WOrKStation, Domain Enum
2 49,310980 192.168.2.10 Broadeast AP who has 192.168.2.17 Tell 192.168.2.10
3 49,311019 192.168.2.1 192.168.2.10 AP 192.168.2.1 is at 00:01:02:89:97:5b
449,311717 192.168.2.10 192.168.0.10 SIP/SD Request: INVITE sip:192.168.0.10, with session description
5 49,374948 192.168.0.10 192.168.2.10 SIP status: 100 Trying
6 49.624525 192.168.0.10 192.168.2.10 SIP status: 180 Ringing
754373778 192.168.2.1 192.168.2.10 AP who has 192.168.2.107 Tell 192.168.2.1
8 54,373800 192.168.2.10 192.168.2.1 AP 192.168.2.10 s at 00:0f:1f:18:47:¢5
9 55.890437 192.168.0.10 192.168.2.10 SIP/SD Status: 200 OK, with session description
10 55.896727 192.168.2.10 192.168.0.10 SIP Request: ACK sip:192.168.0.10:5060
11 55.901637 192.168.2.10 192.168.0.10 RTP Payload type=6sM 06,10, SSRC=112995534, Seq=18703, Tine=0, Mark
12 55921455 192.168.2.10 192.168.0.10 RTP  Payload type=6sM 06,10, SSRC=112995534, Seq=18704, Tine=160
13 55.926444 192.168.0.10 192.168.2.10 RTP  Payload type=6sM 06,10, SSRC=132818322, Seq=32012, Tine={80
14 55,941584 192.168.2.10 192.168.0.10 RTP Payload type=GsM 06,10, SSRC=112995534, Seq=18705, Tine=320
15 55.946368 192.168.0.10 192.168.2.10 RTP Payload type=6sM 06,10, SSRC=132818322, Seq=32013, Tine=540
16 55. 961408 192.168.2.10 192.168.0.10 RTP Payload type=6sM 06,10, SSRC=112995534, Seq=18706, Tine={80
17 55.966551 192.168.0.10 192.168.2.10 RTP  Payload type=6sM 06,10, SSRC=132818322, Seq=32014, Tine=800
18 55.982195 192.168.2.10 192.168.0.10 RTP Payload type=GsM 06,10, SSRC=112995534, Seq=18707, Tine=5640
19 55, 986343 192.168.0.10 192.168.2.10 RTP Payload type=6s 06,10, SSRC=132818322, Seq=32015, Tine=960
20 56.001529 192.168.2.10 192.168.0.10 RTP  Payload type=6s 06,10, SSRC=112995534, Seq=18708, Tine=800
21 56.006352 192.168.0.10 192.168.2.10 RTP Payload type=6sM 06.10, SSRC=132818322, Seq=32016, Time=1120
22 56.021413 192.168.2.10 192.168.0.10 RTP Payload type=GsM 06,10, SSRC=112995534, Seq=18709, Tine=960
23 56.026034 192.168.0.10 192.168.2.10 RTP Payload type=6sM 06.10, SSRC=132818322, Seq=32017, Time=1280
24 56, 041416 192.168.2.10 192.168.0.10 RTP Payload type=6sM 06.10, SSRC=112995534, Seq=18710, Time=1120
25 56, 046205 192.168.0.10 192.168.2.10 RTP Payload type=6sM 06.10, SSRC=132818322, Seq=32018, Time=1440
26 56.061471 192.168.2.10 192.168.0.10 RTP Payload type=6sM 06.10, SSRC=112995534, Seq=18711, Time=1280

L«

[ Frane 1 (251 hvtes on wire. 250 hvtes cantured)

Figure 37. Test 4: Packet Capture on ethl of NAT 2 (Client B Calls Client A)
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E.1.7. Anadyss

As soon as Client B dialed the IP address of Client A, Client B sent out an
“INVITE” message to Client A (red outline in Figure 33). The message had embedded
SDP information to inform Client A that Client B would be sending and receiving RTP
packets at 192.168.2.10 on port 49232 (purple outline in Figure 34). To acknowledge the
invitation, Client A sent a*“200 OK” packet to Client B with embedded SDP information
indicating that it would send and receive RTP packets at 192.168.2.10 on port 49204
(green outline in Figure 33). The packets captured on Client A indicate that Client A
sent and recelved RTP packet directly to/from the public IP address of NAT 1. As
explained in Appendix C, SJPhone will first attempt to send RTP media packets to the IP
address indicated in the SDP message (or the private IP address of Client B). Since the
firewall installed on Client A was configured to drop packets destined to the private |P
address of Client B, none of the packets sent out by Client A could reach Client B.
Therefore, Client A then sent subsequent RTP packets to the | P address in which received
the RTP media packets (blue outline in Figure 34)

The packet captures indicate that the first RTP packet is sent by Client B (black
outline in Figure 33). Even though NAT 1 was not explicitly configured to rewrite the
destination | P address of incoming packets to 192.168.1.2 (public IP address of NAT 2),
NAT 1 intelligently does this on its own. A reasonable explanation for this behavior is
that iptablesin NAT 1 maintained information for packets that are initiated from the local
network [19]. In our scenario, the first RTP packet is processed according to the SNAT
rule when it arrives at NAT 1. At the same time, NAT 1 created an entry in its
connection tracking table to store essential information (such as source and destination IP
addresses and ports) that would allow it to associate incoming packets with the session
between Client A and Client B. Packets determined to belong to a certain packet
previously received from NAT 2 (due to SNAT) had their destination IP address changed
to the public 1P address of NAT 2 (refer to Figures 35 through 38). Thisis evident from
observing the packet captures on ethl of NAT 2.
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E.2. Client C CalsClient A
E.2.1. Client A
The following is a snapshot of the packets captured on Client A when
Client C callsClient A.

(@ 8-26 (A3NATC Call A) - Ethereal

fie Edt Vew Go Captwe Analyze Stafisics Hep

J mephone @Too\s ‘ @

: JLIE

SEBeE D

1x0E RevwitEE QQAF §H

® @

‘ E\h&r:!

v

Expression.. | gleav| Wy|

Mo, - |WT\E |50UYC€

| Destiation

| Protacal | Info

10.000000 192.168.0.10
2 60,176582 192.168.0.10
3 62.423265 192.168.0.1
4 62,423278 192.168.0.10

6 62.457945 192,
7 62,469516 192.168.0.10
8 62,590691 192,168,0.10
9 62,858943 192.168.0.10
10 63, 245316 192.168.0.10
11 65.081662 192.168.0.10
12 65.084592 192,168.0.1
13 65.089033 192.168.0.10
14 65.093222 192.168.0.1
15 65.095716 192,168.0.10
16 65.103673 192.168.0.1
17 65.105557 192,168.0.10
18 65.114026 192.168.0.1
10 65.115980 192.168.0.10
20 65.124500 192.168.0.1
21 65,126414 192.168.0.10
22 65.134890 192.168.0.1
23 65,137048 192.168.0.10
24 65,145403 192.168.0.1
25 65,147296 192.168.0.10
26 65.155763 192.168.0.1

=]

192.168.0.255 UDP  Source port: 5003 Destimation port: 5003
192.168.0.255 UDP Source port: 5003 Destination port: 5003

Broadcast ARp who has 192.168.0.107 Tell 192.168.0.1

192.168.0.1 AR 192.168.0.10 s at 00: 127336

92, S NVITE 51p:19 i description
192.168.0.1 al : 100 Trying

192.168.0. 255 NENS ~ Name query NB Wi, SILABS.COM<00>

192.168.0.1 SIP  status: 180 Ringing

192.168.0.25% NBNS  Name query NB Wi, SILABS. COM<00>

192.168.0.255 NBNS  Name query NB Wi, 5ILABS. COM<00>

102.168.0.1 SIP/sD Status: 200 0K, with session description

192.168.0.10 SIP  Request: ACK sip:192.168.0.10:5060

192,168.0. 255 NENS  Name query NB Wi, 5ILABS.COM<00>

192.168.0.10 RTP  Payload type=GSM 06.10, SSRC=7619304, Seq=18868, Time=0, Mark

192.168.0.1 RTP Payload type=GSM 06,10, 53RC=3%4435198, Seq=10101, Time=160
192.168.0.10 RTP  Payload type=GSM 06,10, SSRC=7619304, Seq=18869, Time=160
192.168.0.1 RTP Payload Type=GSM 06.10, SSRC=334435158, Seq=10102, Time=320
192.168.0.10 RTP Payload type=GSM 06,10, SSRC=7619304, Seq=18870, Time=320
102.168.0.1 RTP Payload type=GSM 06.10, SSRC=354435158, Seq=10103, Time=480
192.168.0.10 TP Payload type=GSM 06.10, SSRC=7619304, Seq=18871, Time=480
192.168.0.1 RTP  Payload type=GSM 06,10, SSRC=354435198, Seq=10104, Time=640
192.168.0.10 RTP Payload type=GSM 06.10, SSRC=7619304, Seq=18872, Time=640
192.168.0.1 RTP  Payload type=GSM 06,10, 53RC=3%4435198, Seq=10105, Time=800
192.168.0.10 RTP  Payload type=GSM 06,10, SSRC=7619304, Seq=18873, Tine=800
192.168.0.1 RTP Payload Type=GSM 06.10, SSRC=334435158, Seq=10106, Time=960

192.168.0.10 RTP Payload type=Gsh 06.10, SSRC=T6L9304, 5eq=18874, Time=Dg0 i

[ Frame 5 (803 hvres an wire. 803 hutes cantured) i

Figure 38.

Test 4: Packet Capture on Client A (Client C CallsClient A)
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E.22. ClientC
The following is a snapshot of the packets captured on Client C when

Client C calsClient A.
e e B 3 -l
Fle Edt Vew Go Caphre Andyze Statisis Hep
BEUY B RER»0TFLEE QG FYEX B
‘Eﬂil v gxpvesyonm|§\eav|&uw| ‘
o, » |ﬂme |Scuvce |Deshnahcn |Pmtnco\ |Info j
10.000000 192.168.3.10 Broadcast ARp ho has 192.168.3.17 Tell 192.168.3.10

20.000173 192.168.3.1 192.168.3.10 ARP - 192.168.3.1 is at 00:0c:41:ef:af :be
30.000182 192.168.3.10 192.168.0.10 SIP/SD Request: INVITE 5ip:192.168.0.10, with session description
40,070941 192.168.0.10 192.168.3.10 SIP status: 100 Trying
50.325338 192.168.0.10 192.168.3.10 SIP status: 180 Ringing
65070669 192.168.3.1 192.168.3.10 ARp ho has 192.168.3.107 Tell 192.168.3.1
75.070688 192.168.3.10 192.168.3.1 ARP - 192.168.3.10 15 at 00:0d:56:38:24:0d
8 5.173314 192.168. 192.168.3. SIP/SD Status: 200 OK, with session desc
95177237 192.168.3.10 192.168.0.10 SIP  Request: ACK sip:192.168.0.10:5060
10 5.1940% 192.168.3.10 192.168.0.10 RTP  Payload type=GsM 06.10, SSRC=T619304, Seq=18868, Time=0, Mark
11 5.199484  192.168.0.10 192.168.3.10 RTP  Payload type=GsM 06.10, SSRC=354435158, Seq=10101, Time=160
12 5214111 192.168.3.10 192.168.0.10 RTP Payload type=GsM 06.10, SSRC=7619304, Seq=18869, Time=160
13 5.218309 192.168.0.10 192.168.3.10 RTP Payload type=GsM 06.10, SSRC=354435158, Seq=10102, Time=320
14 5234050 192.168.3.10 192.168.0.10 RTP  Payload type=GSM 06.10, SSRC=7619304, Seq=18870, Time=320
15 5238272 192.168.0.10 192.168.3.10 RTP Payload type=GsM 06.10, SSRC=354435158, Seq=10103, Time=480
16 5.254041 192.168.3.10 192.168.0.10 RTP  Payload type=GsM 06.10, S5RC=7619304, Seq=18871, Time=480
17 5.258278  192.168.0.10 192.168.3.10 RTP Payload type=GsM 06.10, S5RC=354435158, Seq=10104, Time=640
18 5.274048 192.168.3.10 102.168.0.10 RTP  Payload type=GsM 06.10, SSRC=7619304, Seq=18872, Time=640
19 5.278663 192.168.0.10 192.168.3.10 RTP Payload type=GsM 06.10, S5RC=354435158, Seq=10105, Time=800

1

1

1

1

1

1

1

20 5.204142 192.168.3.10 192.168.0.10 RTP  Payload type=GsM 06.10, SSRC=7619304, Seq=18873, Time=800

21 5.298351 192.168.0.10 192.168.3.10 RTP  Payload type=GsM 06.10, S5RC=354435158, Seq=10106, Time=960

22 5.314047  192.168.3.10 192.168.0.10 RTP Payload type=GsM 06.10, SSRC=7619304, Seq=18874, Time=J60

23 5.318378  192.168.0.10 192.168.3.10 RTP  Payload type=GsM 06.10, S5RC=334433138, Seq=10107, Time=1120

24 5,334090 192.168.3.10 192.168.0.10 RTP Payload type=GsM 06.10, SSRC=T619304, Seq=18875, Time=1120

25 5.338311  102.168.0.10 102.168.3.10 RTP  Payload type=GsM 06.10, SSRC=354433158, Seq=10108, Time=1280

26 5.354058 192.168.3.10 192.168.0.10 RTP Payload type=GsM 06.10, SSRC=T619304, Seq=18876, Time=1280 j

[7 Frame & (ROR hvtes on wire. ROR hvfes cantured)

Figure 39. Test 4: Packet Capture on Client C (Client C Calls Client A)
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E.2.3. NAT 1 EthO
The following is a snapshot of the packets captured on the first interface

(eth0) of NAT 1 when Client C calls Client A.
Bswwdconawend e R

Fie Edt View Inset Fomat Hep

D g/ el

tepdump: verbose output suppressed, use -v or -vv for full protocol decode

listening on eth0, link-type EN1QMB (Ethernet), capture size 96 bytes

15:12:05.343305 1P 192.166.0.10.5003 » 192.168.0.255.5003: UDP, length 125

15:12:09.848537 arp who-has 192.168.0.10 tell 192.168.0.1

15:12:09.848653 arp reply 192.168.0.10 is-at 00:0f:1£:19:27:36

15:12:09. 848666 1P 192.166.0.1.5060 > 192.168.0.10.5060: UDP, length 761

15:12:09.915163 1P 192.166.0.10.5060 > 192.168.0.1.5060: UDP, length 375

15:12:09.937317 1P 192.168.0.10.netbios-ns » 192.168.0.255.nethios-ns: NBT UDP PACRET(137): QUERY; REQUEST; BROADCAST
15:12:10.169579 IP 192.166.0.10.5060 > 192.168.0.1.5060: UDP, length 410

15:12:10.683671 1P 192.168.0.10.netbios-ns » 192.168.0.255.nethios-ns: NBT UDP PACRET(137): QUERY; REQUEST; BROADCAST
15:12:11.433633 1P 192.168.0.10.netbios-ns » 192.168.0.255.nethios-ns: NBT UDP PACRET(137): QUERY; REQUEST; BROADCAST
15:12:15.017096 1P 192.166.0.10.5060 > 192.168.0.1.5060: UDP, length 656

15:12:15.022473 1P 192.166.0.1.5060 > 192.168.0.10.5060: UDP, length 374

15:12:15.031145 1P 192.168.0.10.netbios-ns » 192.168.0.255.nethios-ns: NBT UDP PACRET(137): QUERY; REQUEST; BROADCAST
15:12:15.039016 1P 192.166.0.1.49156 > 192.168.0.10.49212: UDP, length 45

15:12:15.043942 1P 192.166.0.10.49212 > 192.168.0.1.49156: UDP, length 45

15:12:15.059084 1P 192.166.0.1.49156 > 192.168.0.10.49212: UDP, length 45

15:12:15.062793 1P 192.166.0.10.49212 > 192.168.0.1.49156: UDP, length 45

15:12:15.078938 1P 192.166.0.1.49156 > 192.168.0.10.49212: UDP, length 45

15:12:15.082769 1P 192.166.0.10.49212 > 192.168.0.1.49156: UDP, length 45

15:12:15.099013 1P 192.166.0.1.49156 > 192.168.0.10.49212: UDP, length 45

15:12:15.102766 1P 192.166.0.10.49212 > 192.168.0.1.49156: UDP, length 45

15:12:15.118927 1P 192.166.0.1.49156 > 192.168.0.10.49212: UDP, length 45

15:12:15.123153 1P 192.166.0.10.49212 > 192.168.0.1.49156: UDP, length 45

15:12:15.139059 1P 192.166.0.1.49156 > 192.168.0.10.49212: UDP, length 45

-

Figure 40. Test 4: Packet Capture on ethO of NAT 1 (Client C Calls Client A)
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E.24. NAT 1Ethl
The following is a snapshot of the packets captured on the second
interface (ethl) of NAT 1 when Client C calls Client A.

E 3_NAT_NAT1_eth1_C_CALL A- WordPad ‘ Z Nicrophorte @Tuu\s ‘ 2 Handwiing fmeMng Pad ‘ @
Fle Edt View Insert Fomat Help

Dslal g/ g3

tepdump: verbose output suppressed, use -v or -wv for full protocol decode
listening on ethl, link-type ENLOMB (Ethernet), capture size 96 bytes
15:12:09.847034 arp who-has 192.168.1.1 tell 192.168.1.3

15:12:09.847093 arp reply 192.168.1.1 is-at 00:0c:41:ef:af:eb
15:12:09.8478682 IP 192.168.1.3.5060 > 192.168.0.10.5060: UDP, length 761
15:12:09.915243 IP 192.168.0.10.5060 > 192.168.1.3.5060: UDP, length 375
15:12:10.169641 1P 192.168.0.10.5060 > 192.168.1.3.5060: UDP, length 410
15:12:14.913769 arp who-has 192.168.1.3 tell 192.168.1.1

15:12:14.914013 arp reply 192.166.1.3 is-at 00:50:da:c0:50:ff
15:12:15.017160 IP 192.168.0.10.5060 > 192.168.1.3.5060: UDP, length 656
15:12:15.022452 1P 192.168.1.3.5060 > 192.168.0.10.5060: UDP, length 374
15:12:15.036985 IP 192.168.1.3.49156 > 192.168.0.10.49212: UDP, length 45
15:12:15.043996 IP 192.168.0.10.49212 > 192.168.1.3.49156: UDP, length 45
15:12:15.059032 IP 192.168.1.3.49156 > 192.168.0.10.49212: UDP, length 45
15:12:15.062816 IP 192.168.0.10.49212 > 192.168.1.3.49156: UDP, length 45
15:12:15.078915 IP 192.168.1.3.49156 > 192.168.0.10.49212: UDP, length 45
15:12:15.062786 IP 192.168.0.10.49212 > 192.168.1.3.49156: UDP, length 45
15:12:15.098961 IP 192.168.1.3.49156 > 192.168.0.10.49212: UDP, length 45
15:12:15.102787 1P 192.168.0.10.49212 > 192.168.1.3.49156: UDP, length 45
15:12:15.118909 IP 192.168.1.3.49156 > 192.168.0.10.49212: UDP, length 45
15:12:15.123166 1P 192.166.0.10.49212 > 192.166.1.3.49156: UDP, length 45
15:12:15.139008 IP 192.168.1.3.49156 > 192.168.0.10.49212: UDP, length 45
15:12:15.142808 1P 192.168.0.10.49212 > 192.168.1.3.49156: UDP, length 45
15:12:15.156910 IP 192.168.1.3.49156 > 192.168.0.10.49212: UDP, length 45
15:12:15.162889 IP 192.168.0.10.49212 > 192.168.1.3.49156: UDP, length 45

; =l8l¥

=4

Figure 41. Test 4: Packet Capture on ethl of NAT 1 (Client C CallsClient A)
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E.25. NAT 3 EthO
The following is a snapshot of the packets captured on the first interface

(eth0) of NAT 3 when Client C calls Client A.
Gsupmowsepcatn e R

Fie Edt Vew Go Cplre Anelyze Statiics Hep

Badoy e e Rev 0Tt ER QRN GUEL B

: =l8lx

Epression. ., | Qeavl WVI ‘

! 92.168.1.3 Broadcast ARPWho has 192,108,117 Tell 192.108.1.3
20.000238 192.168.1.1 192.168.1.3 ARP 192.168.1.1 15 at 00:0c:41:ef:af :eb
30.0002% 192.168.1.3 192.168.0.10 SIP/SD Request: INVITE sip:192.168.0.10, with session description
40.068677 192.168.0.10 192.168.1.3 SIP Status: 100 Trying
5032308 192.168.0.10 192.168.1.3 SIP status: 180 Ringing
6 5.066542 192.168.1.1 192.168.1.3 ARP - who has 192.168,1,37 Tell 192.168.1.1
75.066604 192.168.1.3 192.168.1.1 ARP 192.168.1.3 is at 00:50:da:c0:50:ff
8 5.170436 192.168.0.10 192.168.1.3 SIP/SD Status: 200 0K, with session description
95.174745 192.168.1.3 192.168.0.10 SIP  Request: ACK sip:192.168.0.10:5060
10 5.101547 192.168.1.3 192.168.0.10 RTP Payload type=Gsh 06.10, SSRC=T619304, Seq=18868, Time=0, Mark
11 5.196770 192.168.0.10 192.168.1.3 RTP Payload type=GsM 06.10, SSRC=334435158, Seq=10101, Time=160
12 5,211581 192.168.1.3 192.168.0.10 RTP Payload type=GsM 06.10, SSRC=7619304, Seq=18869, Time=160
13 5,215588  192.168.0.10 192,168.1.3 RTP  Payload type=GsM 06.10, SSRC=334433158, Seq=10102, Time=320
14 5,231472 192.168.1.3 192.168.0.10 RTP  Payload type=GsM 06.10, SSRC=T619304, Seq=18870, Time=320
15 5.23555  192.168.0.10 192.168.1.3 RTP Payload type=GSH 06.10, SSRC=334435158, Seq=10103, Time={80
16 5.251507 192.168.1.3 192.168.0.10 RTP  Payload type=GsM 06.10, SSRC=7619304, Seq=18871, Time=480
17 5.255555  192.168.0.10 192.168.1.3 RTP Payload type=GsH 06.10, SSRC=334435158, Seq=10104, Tinme=640
18 5.271464  192.168.1.3 192.168.0.10 RTP Payload type=Gsi 06.10, SSRC=T619304, Seq=18872, Time=640
195,275934  192.168.0.10 192.168.1.3 RTP Payload type=GsM 06.10, S5RC=354435158, Seq=10105, Time=800
1
1
1
1
1
1
1

20 5,291557 192.168,1.3 192.168.0.10 RTP Payload type=GiM 06,10, SSRC=T619304, Seq=18873, Time=§00

21 5.295578 192.168.0.10 192.168.1.3 RTP  Payload type=GsM 06.10, SSRC=334435158, Seq=10106, Time=060

22 5,311460 192.168.1.3 192.168.0.10 RTP Payload type=GM 06.10, SSRC=T619304, Seq=18874, Time=360

23 5.315651 192.168.0.10 192.168.1.3 RTP Payload type=Gsh 06.10, SSRC=354435158, Seq=10107, Time=1120

2 5.331508 192.168.1.3 192.168.0.10 RTP Payload type=GM 06.10, SSRC=T619304, Seq=18875, Time=1120

25 5.335582  192.168.0.10 192.168.1.3 RTP Payload type=Gsh 06.10, SSRC=334435158, Seq=10108, Time=1280

26 5.351511 192.168.1.3 192.168.0.10 RTP  Payload type=Gsh 06.10, SSRC=T619304, Seq=18876, Time=1280 j

IR Frane 1 (47 hvtes on wire. 47 hutes cantured)

Figure 42. Test 4: Packet Capture on ethO of NAT 3 (Client C CallsClient A)
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E.2.6. NAT 3Ethl
The following is a snapshot of the packets captured on the second

interface (ethl) of NAT 3 when Client C calls Client A.
e T Y e e )

Fie Edt Vew Go Cplre Anelyze Statiics Hep

Badoy e e Rev 0Tt ER QRN GUEL B

: =l8lx

Epression. ., | Qeavl WVI ‘

! 92.168. 3, Broadcast ARPWho has 192,108,317 Tell 192.108. 3.
20.000202 192.168.3.1 192.168.3.10 ARP 192.168.3.1 15 at 00:0c:41:ef:af :be
30.000103 192.168.3.10 192.168.0.10 SIP/SD Request: INVITE sip:192.168.0.10, with session description
40.070499 192.168.0.10 192.168.3.10 SIP Status: 100 Trying
50,3489 192.168.0.10 192.168.3.10 SIP status: 180 Ringing
6 5.069694 192.168.3.1 192,168.3.10 ARP who has 192,168,3.107 Tell 192.168.3.1
75.069825 192.168.3.10 192.168.3.1 ARP - 192.168.3.10 15 at 00:0d:56:38:24:0d
85.172230 192.168.0.10 192.168.3.10 SIP/SD Status: 200 0K, with session description
95176440 192.168.3.10 192.168.0.10 SIP  Request: ACK sip:192.168.0.10:5060
105.193226 192.168.3.10 192.168.0.10 RTP Payload type=Gsh 06.10, SSRC=T619304, Seq=18868, Time=0, Mark
11 5.198511 192.168.0.10 192.168.3.10 RTP Payload type=GsM 06.10, SSRC=334435158, Seq=10101, Time=160
12 5. 21341 192.168.3.10 192.168.0.10 RTP Payload type=GsM 06.10, SSRC=7619304, Seq=18869, Time=160
135.21733  192.168.0.10 192,168.3.10 RTP  Payload type=GsM 06.10, SSRC=334433158, Seq=10102, Time=320
14 5,233169 192.168.3.10 192.168.0.10 RTP  Payload type=GsM 06.10, SSRC=T619304, Seq=18870, Time=320
15 5.23729 192.168.0.10 192.168.3.10 RTP Payload type=GSH 06.10, SSRC=334435158, Seq=10103, Time={80
16 5.253164  192.168.3.10 192.168.0.10 RTP  Payload type=GsM 06.10, SSRC=7619304, Seq=18871, Time=480
17 5.257302  192.168.0.10 192.168.3.10 RTP Payload type=GsH 06.10, SSRC=334435158, Seq=10104, Tinme=640
18 5.273161 192.168.3.10 192.168.0.10 RTP Payload type=Gsi 06.10, SSRC=T619304, Seq=18872, Time=640
19 5,277676  192.168.0.10 192.168.3.10 RTP Payload type=GsM 06.10, S5RC=354435158, Seq=10105, Time=800
1
1
1
1
1
1
1

20 5,293260 192.168.3.10 192.168.0.10 RTP Payload type=GiM 06,10, SSRC=T619304, Seq=18873, Time=§00

2 5.297364  192.168.0.10 192.168.3.10 RTP  Payload type=GsM 06.10, SSRC=334435158, Seq=10106, Time=060

25.313156 192.168.3.10 192.168.0.10 RTP Payload type=GM 06.10, SSRC=T619304, Seq=18874, Time=360

23 5.317392 192.168.0.10 192.168.3.10 RTP Payload type=Gsh 06.10, SSRC=354435158, Seq=10107, Time=1120

24 5.333204 192.168.3.10 192.168.0.10 RTP Payload type=GM 06.10, SSRC=T619304, Seq=18875, Time=1120

25 5.337323  192.168.0.10 192.168.3.10 RTP Payload type=Gsh 06.10, SSRC=334435158, Seq=10108, Time=1280

26 5.353169 192.168.3.10 192.168.0.10 RTP  Payload type=Gsh 06.10, SSRC=T619304, Seq=18876, Time=1280 j

[AFrane 1 (A0 hvtes on wire. A0 hutes cantured)

Figure 43. Test 4: Packet Capture on ethl of NAT 3 (Client C Calls Client A)
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E.2.7. Andysis
The sequences of packet exchanges between Clients A and C are similar to
that of Clients A and B described in the previous subsection. See Section E.1.7 for

explanation.
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APPENDIX F. TEST 5: EXTENDED DOUBLE NAT VOIPWITH
SIMULTANEOUSVOIP SESSIONSDEMONSTRATION USING
SIPHONE

The instructions contained in this appendix describe how to setup and
demonstrate a SIP-based Vol P communication using the network topology illustrated in
the Figure 13. In this test scenario, two VolP communication sessions will take place
simultaneousdly, i.e. one between Clients A and C and the other between Clients B and D.
Similar to the previous test, the DNAT rule is purposely taken out from NAT 1. Packet
captures from all four clients are included at the end of this appendix along with their

corresponding analysis.

A. Network Topology
Refer to Figure 13 and Figure 14 for the physical and logical network topology.
B. Equipment Requirements
B.1. ClientsA, B, C,andD
B.1.1. Windows XP Operating System
B.1.2. Sound card
B.1.3. SJPhonev.1.60
B.1.4. Etherea
B.1.5. ZoneAlarm (for Clients A and B only)
B.2. NAT 1, NAT 2, NAT 3 and Router
B.2.1. Linux Operating System (Fedora Core 4)
B.2.2. netfilter and iptables
B.2.3. Ethered
B.2.4. Two network cards (for NAT 1, NAT 2, and NAT 3)
B.2.5. Three network cards (for Router only)
B.3. Additional Equipment
B.3.1. Cross-over cablesand aswitch or hub to implement the network
architecture illustrated in Figure 13.

B.3.2. Microphones as audio input devicesfor clientsA, B, C and D
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C.

Installation and Configuration
C.1.ClientA
|P Address: 131.120.9.16
Subnet Mask: 255.255.255.0
Default Gateway: 131.120.9.15
C.2.ClientB
IP Address: 131.120.9.17
Subnet Mask: 255.255.255.0
Default Gateway: 131.120.9.15
C.3.ClientsCand D
IP Address: 192.168.3.11
Subnet Mask: 255.255.255.0
Default Gateway: 192.168.3.1
C.4.Router
C.4.1. Configure ethO by editing /etc/sysconfig/network-scripts/ifcfg-ethO to
include the following:
DEVICE=ethO
BOOTPROTO=NONE
IPADDR=192.168.100.27
NETMASK=255.255.255.0
GATEWAY=192.168.100.88
C.4.2. Activate ethO by running:
ifup ethO
C.4.3. Configure ethl by editing /etc/sysconfig/network-scripts/ifcfg-ethl to
include the following:
DEVICE=ethl
BOOTPROTO=NONE
IPADDR=192.168.202.1
NETMASK=255.255.255.0
C.4.4. Activate ethl by running:
ifup ethl
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C.4.5. Configure eth2 by editing and saving /etc/sysconfig/network-
scripts/ifcfg-eth2 to include the following:
DEVICE=eth2
BOOTPROTO=NONE
IPADDR=192.168.2.1
NETMASK=255.255.255.0
C.4.6. Activate eth2 by running:
ifup eth2
C.4.7. Enable IP Forwarding by running:
echo 1 > /proc/sys/net/ipv4/ip_forward
C.4.8. Flush any existing firewall and NAT rules by running:
iptables -F
iptables -t nat -F
C5.NAT1
C.5.1. Configure ethO by editing /etc/sysconfig/network-scripts/ifcfg-ethO to
include the following:
DEVICE=ethO
BOOTPROTO=NONE
IPADDR=131.120.9.15
NETMASK=255.255.255.0
C.5.2. Activate ethO by running:
ifup ethO
C.5.3. Configure ethl by editing and saving /etc/sysconfig/network-
scripts/ifcfg-ethl to include the following:
DEVICE=ethl
BOOTPROTO=NONE
IPADDR=192.168.100.88
NETMASK=255.255.255.0
C.5.4. Activate ethl by running:
ifup ethl
C.5.5. Configure static routes by running:
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C.5.6.

C.5.7.

C.5.8.

route add —net 192.168.202.0 netmask 255.255.255.0 gw 192.168.100.27 ethl
route add —net 192.168.2.0 netmask 255.255.255.0 gw 192.168.100.27 ethl

Enable IP Forwarding by running:

echo 1 > /proc/sys/net/ipv4/ip_forward

Flush any existing firewall and NAT rules by running:
iptables -F

iptables -t nat -F

Configure NAT rule by running:
iptables -t nat -A POSTROUTING -0 ethO -j SNAT --to 131.120.9.15

C.6.NAT 2

C.6.1.

Configure ethO by editing and saving /etc/sysconfig/network-

scripts/ifcfg-eth0 to include the following:

C.6.2.

C.6.3.

DEVICE=ethO
BOOTPROTO=NONE
IPADDR=196.168.202.11
NETMASK=255.255.255.0
GATEWAY=198.168.202.1
Activate ethO by running:
ifup ethO
Configure ethl by editing and saving /etc/sysconfig/network-

scripts/ifcfg-ethl to include the following:

DEVICE=eth1
BOOTPROTO=NONE
IPADDR=192.168.3.1
NETMASK=255.255.255.0

C.6.4. Activate ethl by running:

C.6.5.

C.6.6.

ifup ethl
Enable IP Forwarding by running:
echo 1 > /proc/sys/net/ipv4/ip_forward
Flush any existing firewall and NAT rules by running:
iptables -F
iptables -t nat -F
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C.6.7.

Configure NAT rules by running:
iptables -t nat -A POSTROUTING -o ethO -j SNAT --to 192.168.202.11
iptables -t nat -A PREROUTING -i ethO -j DNAT --t0 192.168.3.11

C.7.NAT 3

C.7.1.

Configure eth0 by editing /etc/sysconfig/network-scripts/ifcfg-ethO to

include the following:

C.7.2.

C.7.3.

DEVICE=ethO

BOOTPROTO=NONE

IPADDR=192.168.2.11

NETMASK=255.255.255.0

GATEWAY=192.168.2.1

Activate ethO by running:

ifup ethO

Configure ethl by editing /etc/sysconfig/network-scripts/ifcfg-ethl to

include the following:

C.74.

C.7.5.

C.7.6.

C.7.7.

DEVICE=ethl
BOOTPROTO=NONE
IPADDR=192.168.3.1
NETMASK=255.255.255.0
Activate ethl by running:
ifup ethl
Enable IP Forwarding by running:
echo 1 > /proc/sys/net/ipv4/ip_forward
Flush any existing firewall and NAT rules by running:
iptables -F
iptables -t nat -F

Configure NAT rules by running:
iptables -t nat -A POSTROUTING -0 ethO -j SNAT --to 192.168.2.11
iptables -t nat -A PREROUTING -i ethO -j DNAT --t0 192.168.3.11

C.8. SJPhone Installation and Configuration

C8.1

ClientsA, B, Cand D

C.8.1.1. Download the Windows version of SJPhonev.1.60 from SJ Labs
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C.8.1.2. Install SIPhonev.1.60
C.8.1.3. Launch SJPhone
C.8.14. Right-click on SJPhone
C.8.15. Goto Services
C.8.1.6. Select PC-to-PC (SIP)
C.9. Ethereal Installation and Configuration
C.9.1. ClientsA,B,CandD
C.9.1.1. Download the Windows version of Ethereal v.0.10.12
C.9.1.2. Install Ethereal v.0.10.12 by following on-screen instructions
C.9.2. Router, NAT 2 and NAT 3
C.9.2.1.1. Install Ethereal if it is not already installed

C921.1.1. Go to the Desktop menu
C921.1.2 Go to System Settings
C9.21.13 Go to Add/Remove Applications
C9.21.1.4. Click on Details under System Tools
C9.21.15. Find and then check ethereal-gnome
C.9.2.1.16. Click on Close
C9.21.1.7. Click on Update
C9.21.18. Put in the correct Fedora Core 4 CDs when
prompted
C.10. ZoneAlarm Installation and Configuration

C.10.1.On clients A and B,

C.10.1.1. Download the free ZoneAlarm from Zone Labs

C.10.1.2. Install ZoneAlarm by following on-screen instructions

C.10.1.3. When ZoneAlarmis being run for the first time, it will ask the user
to choose between Basic ZoneAlarm or trial version of ZoneAlarm Pro,
select thetrial version of ZoneAlarm

C.10.1.4. Answer on-screen questions

C.10.1.5. Click touseTrial Version

C.10.1.6. When asked to select a security level for the detected network,

select Allow into Trusted Zone
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D.

C.10.1.7. Allow all pop-upsfor testing
C.10.1.8. Configurefirewal rulein ZoneAlarm:
C.10.1.8.1.Go to Firewall menu on the left panel
C.10.1.8.2.Click on the Expert tab
C.10.1.8.3.Click on Add
C.10.1.8.4.Typein aname for the firewall rule in the Name textbox
C.10.1.8.5.Under Action, select Block
C.10.1.8.6.Under Destination,
C.10.1.8.6.1. Select Modify
C.10.1.8.6.2. Select Add Location
C.10.1.8.6.3. Select IP Address
C.10.1.8.6.4. Type in adescription in the Description textbox
C.10.1.8.6.5. Type 192.168.3.11 in the IP Address textbox
C.10.1.8.6.6. Click OK
C.10.1.8.6.7. Click OK
C.10.1.8.6.8. Click Apply
Preparation and Testing
D.1. Adjust volume on both clients accordingly
D.2. Plug microphonesinto all clients
D.3. OnClient A,
D.3.1. Launch Ethereal
D.3.2. Go tothe Capture menu
D.3.3. Goto Interfaces
D.3.4. Click on Capture 131.120.9.16
D.4. OnClient B,
D.4.1. Launch Etherea
D.4.2. Go tothe Capture menu
D.4.3. Goto Interfaces
D.4.4. Click on Capture 131.120.9.17
D.5. OnClient C and Client D,
D.5.1. Launch Etherea
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D.5.2. Go tothe Capture menu

D.5.3. Goto Interfaces

D.5.4. Click on Capture 192.168.3.11

D.6. On Router,

D.6.1. Launch oneinstance of Ethereal
D.6.1.1. Gotothe Capture menu
D.6.1.2. Goto Interfaces
D.6.1.3. Click on Capture EthO

D.6.2. Launch asecond instance of Ethereal
D.6.2.1. Gotothe Capture menu
D.6.22. Goto Interfaces
D.6.2.3. Click on Capture Ethl

D.6.3. Launch athird instance of Ethereal
D.6.3.1. Gotothe Capture menu
D.6.3.2. Goto Interfaces
D.6.3.3. Click on Capture Eth2

D.7.0n NAT 1, NAT 2 and NAT 3,

D.7.1. Launch oneinstance of Ethereal
D.7.1.1. Gotothe Capture menu
D.7.1.2. Goto Interfaces
D.7.1.3. Click on Capture EthO

D.7.2. Launch another instance of Ethereal
D.7.2.1. Gotothe Capture menu
D.7.22. Goto Interfaces
D.7.2.3. Click on Capture Ethl

D.8. OnClient C,
D.8.1. Call A by dialing 131.120.9.16 in SJPhone
D.9. OnClient A,
D.9.1. Select Accept in the pop-up dialog box when SJPhone rings
D.9.2. Clients A and C may engage in aVolP conversation at this point.
D.10. On Client D,
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D.10.1.Cdl B by dialing 131.120.9.17 in SIPhone
D.11. On Client B,
D.11.1.Select Accept in the pop-up dialog box when SJPhone rings

D.12. Clients B and D may engage in a Vol P conversation at this point.

D.13. Click on the Hang-Up bottom on either SIPhone to terminate call when
finished

D.14. On al clients, NATs and Router,

D.14.1. Stop packet captures selecting Stop on Ethereal
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Packet Captures
E.1. Client A

The following is a snapshot of the packets captured on Client A when it receives a
call from Client C.
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Figure44. Test 5: Packet Capture on Client A
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E.2.Client C
The following is a snapshot of the packets captured on Client C when it calls
Client A.
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Figure45. Test 5: Packet Capture on Client C

115



E.3.NAT 2 EthO
The following is a snapshot of the packets captured on the first interface (ethO) of
NAT 2.
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65034209 192,168,202.1  192.168.202.11 AR Who has 192,168,202,117 Tell 192.168.202.1

75.034264 192,168.202.11  192.168.202.1 ARP 192.168.202.11 s at 00:e0:29:67:%e:9¢

§7.530893 131.120.9.16 192,168.202.11  SIP/SD status: 200 ok, with session description

97538201 192,168.202.11  131.120.9.16 SIP Request: ACK sip:131.120.9.16:5060

10 7.540185 192,168,202,11  131.120.9.16 RTP Payload type=G3M 06.10, SSRC=B3B18212, Seq=29479, Times0, Mark
11 7.559938 192.168,202,11  131.120.9.16 TP Payload type=GSM 06,10, SSRC=B3BL8Z12, Geq=29480, Time=160
12 7.579923 192.168.20.11  131.120.9.16 RTP Payload type=GSM 06,10, SSRC=B3B18212, Seq=29481, Time=320
13 7.599964 192,168,202,11  131.120.9.16 RTP Payload type=GSM 06,10, SSRC=R3B18212, Seq=20482, Time=480

14 7.603585 151,120.9.16 192,268,201 #TP  Payload type=GoH (.10, SSRC=30818L12, Seq=3686, Time=48(
15 7.620042 192.168.202.11  131.120.9.16 TP Payload type=GSM 06,10, SSRC=B3BL8Z12, Seq=29483, Time=640
16 7.623390 131.120.9.16 192,168,202, 11 RTP  Payload type=GaM 06,10, SSRC=3981B112, Seq=5687, Time=640
17 7639041 102.168.202.11  131.120.9.16 TP Payload type=GaM 06,10, SSRC=B3B18212, Seq=294B4, Tinme=B00
18 7.643602 151,120.9.16 192,268,201 #TP  Payload type=GoH (6,10, SSRC=30818L12, Seqe=5688, Time=800
19 7.659966 192,168,202.11  131.120.9.16 TP Payload type=GSM 06,10, SSRC=B3BL8Z12, Seq=29485, Time=D60
20 7.663401 131.120.9.16 192,168.202.11  RTP  Payload type=Ga 06.10, SSRC=39818112, Seq=5689, Time=060
2L 7.679990 192,168.202.11  131.120.9.16 TP Payload type=GaM 06,10, SSRC=B3E16212, Seq=29488, Time=1120
20 7.683400 131,120,5.16 192,268,201 #TP  Payload type=GoH 06,10, SSRC=30818L12, Seqe=5690, Time=1120
23 7.689905 192,168.202.11  131.120.9.16 TP Payload type=GSM 06,10, SSRC=B3BL8212, Seq=29487, Time=1280
24 7703361 131.120.9.16 192,168.202.11  RTP  Payload type=GSM 06.10, SSRC=39818112, Seqe=5691, Time=1280
25 7.710018 192,168.202.11  131.120.9.16 TP Payload type=Gam 06,10, SSRC=B3B16212, Seq=29488, Time=l440
26 7.723366 131,120,5.16 192,268,201 TP Payload type=Go (.10, SSRC=30818L12, Seq=5692, Time=1440

Figure46. Test 5: Packet Capture on ethO of NAT 2
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E.4.NAT 2 Ethl

The following is a snapshot of the packets captured on the second interface (ethl)
of NAT 2.

a1 - e B

Fle Edt Vew Go Capture fnalves Statistics Heb
XU

BUBAY sR e Res0Fe QRAGE ¥H

Filer: | v Expression., Clear Apply

No..  Tine Source Destingtion Pratocal | Infa

10 Te 3 ARP e
2 0.000068 3com_89:97:5h WwPchaTe 18:d7:c5 ARP  192.168.3.1 15 at 00:01:02:89:97:5b
3 0,000258 192.168.3.11 131.120.9.16 SIP/SD Reguest: INVITE 5ip:131.120.9.16, with session description
4 0.036591 131.120.9.18 102.168.3.11 SIP status: 100 Trying

50.313382 131.120.8.18 192.168.3.11 SIP Status: 180 Ringing

6 5.035809 3com_§9:97:5h WwPchate 18:d7:c5 ARP  Who has 192,168.3.117 Tel] 192,168.3.1

5,

) T

035913 WwRchaTe 18:d7:c5 3com_B9:97:5h ARP 192,168,311 s at 00:0F:1f:18:d7:c5

531550 131.120.8.16 192.168.3.11 SIP/SD Status: 200 0K, with session description
5 7,538688 192.168.3.11 131.120.9.16 SIP  Request: ACK sip:131.120.9.16:5060
10 7.540704  192.168.3.11 131,120.9.16 RTP Payload typesGSM 08.10, SSRC=B38L8212, Seq=29479, Times=0, Mark
11 7,560455 192.168,3.11 131.120.9.16 RTP Payload type=GsM 08,10, SSRC=B3818212, Seq=29480, Time=160
12 7.580429 192.168.3.11 131.120.9.16 RTP Payload type=GsM 06,10, S3RC=B3818212, Seq=29481, Time=320
13 7.600478 192.168.3.11 131,120.9.16 RTP Payload type=GSH 08,10, SSRC=83818212, Seq=20482, Time=480
14 7.604205 131.120.9.16 192,168,3.11 RTP Payload type=GsW 08,10, SSRC=30BL8L12, Seq=3686, Time=480
15 7.620559 192,168,3.11 131.120.9.16 RTP Payload type=GsM 08,10, SSRC=B3818212, Seq=29483, Time=G40
16 7.624004 131.120.9.16 192.168.3.11 RTP Payload type=GsM 06,10, SSRC=39818112, Seq=3687, Time=640
17 7.640452 192.168.3.11 131.120.9.16 RTP Payload type=GsH 08,10, SSRC=83818212, Seq=20484, Time=BOO
18 7.644231 131.120.59.16 192,168.3.11 RTP Payload type=GsH 08,10, SSRC=30BL8L12, Seq=3688, Time=BO0U
19 7.660483 192,168,3.11 131,120.9.16 RTP Payload type=GsM 06,10, SSRC=B3818212, Seq=29483, Time=960
20 7.664027 131.120.9.18 192.168.3.11 RTP Payload type=GsM 06,10, SSRC=39818112, Seq=3689, Time=060
21 7.680503 192.168.3.11 131,120.9.16 RTP Payload type=GsW 08,10, SSRC=83818212, Seq=20486, Time=1120
22 7.684027 131,120,516 192,168,3.11 RTP Payload type=GsM 08,10, SSRC=398L811Z, Seq=3690, Time=1120
23 7.700416 192,168.3.11 131.120.9.16 RTP Payload type=GsM 06,10, SSRC=B3818212, Seq=29487, Time=1280
24 7.703990 131.120.9.18 192.168.3.11 RTP Payload type=GsM 06,10, S3RC=39818112, Seq=5691, Time=1280
25 7.720429 192.168.3.11 131,120.9.16 RTP Payload type=GsH 08,10, SSRC=83818212, Seq=20488, Time=1440
26 7,724001 131.120.%.16 192,168.3.11 RTP Payload type=GaM 08,10, S3RC=3081811Z, Seq=3602, Time=1440

Figure47. Test 5: Packet Capture on ethl of NAT 2
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E.5. Router EthO
The following is a snapshot of the packets captured on the first interface (ethO) of

Router.
(@ Router Eth (3NAT) - Ethereal B@

Fle Edt View Go Captwre fnalyze Statisfis Heb

BHAGE DR WS ResDTY RAGO BHEK

Fiker: | | v Epression... Cear dpply

Ho.-  Tine Source Destination Protocol  Info
1 1 Br ARP ] AT
0,000034 192.168,202.1 192.168.202.11 AP 192,168.202.1 15 at 00:01:02:89:97:6F
0.000194 192.168.202.11  131.120.9.16 SIP/SD Request: INVITE sip:131.120.9.16, with session description
0,035790 131.120.9.16 192.168.202.11  SIp  status: 100 Trying

0312629 131.120.9.16 192.168.202.1  SIp  Status: 180 Ringing
i
5.
i

(34161 192.168.202.1 192.168.202.11  ARP  Who has 192,168.202.117 Tell 192.168.202.1

(034203 102.168,202.11 102.168.202.1 ARP 162,168.202.11 is at 00:20:29:67:9:%¢

530799 131.120.9.16 192.168.202.11  SIP/SD Status: 200 oK, with session description

57.538277 192.168.200.11  131.120.9.16 SIP  Reguest: ACK sip:131.120.9.16:5060

10 7.540236 192.168.202.11  131.120.9.16 RTP Payload type=GSM 06.10, SSRC=B3B18212, Seq=2%479, Time=0, Mark
11 7,559084  102,168,202.11 131.120.9.16 RTP Payload type=GSM 06,10, S3RC=83818212, Seq=29480, Time=160
12 7.579972 192.168.202.11 131.120.9.16 RTP  Payload type=GeM 06.10, S3RC=B3G1R212, Seq=2%4BL, Time=320
13 7.600018 192.168.202.01  131.120.9.16 RTP Payload type=GeM 06,10, SSRC=B3B18212, Sew=2%482, Time=480
14 7.603550 131.120.9.16 192,168.202,11  RTP  Payload type=GSM 06,10, SSRC=30B18112, Sey=5686, Time=480
15 7.620002 192,168,202.11 131.120.9.16 RTP Payload type=GSM 06,10, S3RC=83818212, Seq=20483, Time=G40
16 7.623344 131,120.9.16 102.168.202.11 RTP  Payload type=GeM 06,10, SSRC=39818112, Seq=9687, Time=640
17 7.639995 192.168.202.01  131.120.9.16 RTP Payload type=GeM 06,10, SSRC=B3B18212, Sew=2%484, Time=BOO
18 7.643560 131.120.9.16 192,168.202,11  RTP  Payload type=GSM 06,10, SSRC=30B18112, Sey=5688, Time=800
19 7,660018 192,168,202.11 131.120.9.16 RTP  Payload type=GSM 06.10, S3RC=B3818212, Seq=2%485, Time=960
20 7.663367 131.120.9.16 192.168.202.11 RTP Payload type=GeM 06,10, SSRC=39818112, Seq=968Y, Time=060
21 7.680047 192.168.202.11  131.120.9.16 RTP Payload type=GeM 06,10, SSRC=B3B18212, Sex=2%486, Time=1120
22 7.68336% 131.120,9.16 192.168.202,11  RTP  Payload type=GSM 06,10, SSRC=30B18117, Seg=5690, Time=1120
23 7609058 192,168.202.11 131.120.9.16 RTP  Payload type=GSM 06,10, SSRC=B3818212, Seq=2%467, Time=1280
24 7,703320 131.120.9.16 102.168.202.11 RTP Payload type=GeM 06.10, S3RC=39818112, Seq=3601, Time=1280
25 7.719967 192.168.202.11  131.120.9.16 RTP Payload type=GeM 06,10, SSRC=B3B18212, Sex=2%488, Time=1440
2 7,723327 13L.120.9.16 192.168.202,11  RTP  Payload type=GSM 06.10, S3RC=30B18112, Seu=3692, Time=1440

4
3
4
5
6
7
8

Figure48. Test 5: Packet Capture on ethO of Router
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E.6. Router Ethl
The following is a snapshot of the packets captured on the second interface (ethl)

of Router.

(@ Router Eth. (3 NAT) - Ethereal

Fle Edt Vew Go Capture fnalves Statistics Heb

BUBAY sRrwE Res0Fe QRAGE ¥H

EIER)

& 8

E\\ter:] v Expression.., Clar Apply

No..  Tine Source Destingtion Pratocal | Infa
10 ARP ] { A
20.000054 192.168.202.1 192.168.202.11  ARP  192.168.202.1 is at 00:01:02:89:97:6F
30,0001%4 192.168.202.11  131.120.9.16 SIP/SD Reguest: INVITE 5ip:131.120.9.16, with session description
4 0.035790 131.120.9.18 102.168.202.11 SIP status: 100 Trying
50.312629 131.120.8.18 192.168.202.11 SIP Status: 180 Ringing
§3.034161 192.168.202.1 192.168.202.11  ARP  Who has 192,168,202.117 Tell 192.168.202.1
75.034293 192,168.202.11 102.168.202.1 ARP 192.168.202.11 is at 00:e0:29:67:9e:6¢
8 7.530799 131.120.9.18 192.168.202.11 SIP/SD Status: 200 0K, with session description
07.538277 192.168.200.11  131.130.9.16 SIP  Request: ACK sip:131.120.9.16:5060
10 7.540236 192.168.202.11  131.120.9.16 RTP Payload typesGSM 08.10, SSRC=B38L8212, Seq=29479, Times=0, Mark
11 7,559984 192.168,202.11 131.120.9.16 RTP Payload type=GsM 08,10, SSRC=B3818212, Seq=29480, Time=160
12 7.579972 192.168.202.11 131.120.9.16 RTP Payload type=GsM 06,10, S3RC=B3818212, Seq=29481, Time=320
13 7.600018 192.168.202.11  131.120.%.16 RTP Payload type=GSH 08,10, SSRC=83818212, Seq=20482, Time=480
14 7.603350 131.120.9.16 192,168,202.11 RTP Payload type=GsW 08,10, SSRC=30BL8L12, Seq=3686, Time=480
15 7.620002 192.168,202.11 131.120.9.16 RTP Payload type=GsM 08,10, SSRC=B3818212, Seq=29483, Time=G40
16 7.623344 131.120.9.16 102.168.202.11 RTP Payload type=GsM 06,10, SSRC=39818112, Seq=3687, Time=640
17 7.639995 192.168.202.11  131.120.9.16 RTP Payload type=GsH 08,10, SSRC=83818212, Seq=20484, Time=BOO
18 7.643360 131.120.9.16 192.168.202.11 RTP Payload type=GsH 08,10, SSRC=30BL8L12, Seq=3688, Time=BO0U
18 7.660018 192.168,202.11 131.120.9.16 RTP Payload type=GsM 06,10, SSRC=B3818212, Seq=29483, Time=960
20 7.663367 131.120.9.18 102.168.202.11 RTP Payload type=GsM 06,10, SSRC=39818112, Seq=3689, Time=060
21 7.680042 192.168.202.11  131.120.9.16 RTP Payload type=GsW 08,10, SSRC=83818212, Seq=20486, Time=1120
22 7.6683369 131.120.9.16 192,168,202.11 RTP Payload type=GsM 08,10, SSRC=398L811Z, Seq=3690, Time=1120
23 7690038 192,168,202.11 131.120.9.16 RTP Payload type=GsM 06,10, SSRC=B3818212, Seq=29487, Time=1280
24 7.703320 131.120.9.18 102.168.202.11 RTP Payload type=GsM 06,10, S3RC=39818112, Seq=5691, Time=1280
25 7.719967 192.168.202.11  131.120.9.16 RTP Payload type=GsH 08,10, SSRC=83818212, Seq=20488, Time=1440
26 7,723327 131.120.9.16 192.168.202.11 RTP Payload type=GaM 08,10, S3RC=3081811Z, Seq=3602, Time=1440

Figure49. Test 5: Packet Capture on ethl of Router
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E.7. Router Eth2
The following is a snapshot of the packets captured on the third interface (eth2) of

Router.
@ Router.Ethd (3INAT) - Ethereal B@

Fle Edt View Go Captwe Analyee Statistis Help

BEHUY DR WEResDFY QG0 §VEX B

Ei\tev:] ¥ Expression... Cear Apply

o Tine Source Destination Protocal  Info A
20.100310 131.120.9.17 192.168.2.11 SIP status: 100 Trying
30.321477 131.120.9.17 192.168.2.11 SIP  status: 180 ringing
4 2849151 131.120.9.17 192.168.2.11 SIP/SD Status: 200 oK, with session description
§2,855053 192.168.2.11 131.120.9.17 SIP  Reguest: ACK sip:131.120.9.17:5060
6 2.862488 102.168.2.11 131.120.9.17 RTP  Payload type=GSM 06.10, S3RC=295543500, Seq=5423, Time=0, Mark
72.879196 131.120.9.17 192.168.2.11 RTP  Payload type=GSM 06,10, SSRC=568970784, Seq=32283, Time=160
§2.882430 192.168.2.11 131.120.9.17 RTP  Payload type=GeM 0610, S3RC=295543500, Seq=5424, Time=160
0 2.808208 131.120.9.17 192.168.2.11 RTP Payload type=GeM 06,10, SSRC=D6BD7Q784, Seq=32284, Time=320
10 2.502353 192.168.2.11 131.120.9.17 RTP  Payload type=GSM 06.10, S3RC=295543500, Seq=5425, Time=320
11 2,918337 131.120.9.17 192.168.2.11 RTP  Payload type=GSM 06,10, SSRC=568970784, Seq=32285, Time=480
12 2.922400 192.168.2.11 131.120.9.17 RTP  Payload type=GeM 0610, S3RC=295543500, Seq=5426, Time=480
13 2.938419  131.120.9.17 192.168.2.11 RTP  Payload type=GSM 06,10, SSRC=S68D70784, Seq=32286, Time=640
14 2.942364  192.168.2.11 131.120.9.17 RTP  Payload type=GSM 06.10, S3RC=295543500, Seq=5427, Time=G40
15 2,958279 131.120.9.17 192.168.2.11 RTP  Payload type=GSM 06,10, SSRC=568970784, Seq=32287, Time=B00
16 2,962321 192.168.2.11 131.120.9.17 RTP Payload type=GSM 06,10, S3RC=209343500, Seq=5428, Time=B0O
17 2.978727 131.120.8.17 192.168.2.11 RTP  Payload type=GSM 06,10, SSRC=568070784, Seq=32288, Time=060
18 2.582400 192.168.2.11 131.120.9.17 RTP  Payload type=GSM 06.10, S3RC=295543500, Seq=5429, Time=960
19 2,508271 131.120.9.17 192.168.2.11 RTP  Payload type=GSM 06.10, S3RC=568070784, Seq=32289, Time=1120
20 3.002398 192.168.2.11 131.120.9.17 RTP Payload type=GeM 06.10, S3RC=293543500, 3eq=5430, Time=1120
21 3.018393  131.120.9.17 192.168.2.11 RTP  Payload type=GSM 06,10, S3RC=568070784, Seq=32290, Time=1280
22 3.022341 192.168.2.11 131.120.9.17 RTP Payload type=GeM 06,10, SSRC=295543500, Seq=543L, Time=1280
23 3038271 131.120.9.17 192.168.2.11 RTP  Payload type=GSM 06.10, S3RC=568070784, Seq=32291, Time=1440
24 3.042314 192.168.2.11 131.120.9.17 RTP Payload type=GeM 06.10, SERC=205543500, Seq=5432, Time=1440
25 3.058285 131.120.9.17 192.168.2.11 RTP  Payload type=GSM 06,10, S3RC=568070784, Seq=32292, Time=1600
26 3.062400 192.168.2.11 131.120.9.17 RTP Payload type=GeM 06,10, SSRC=295543500, Seq=5433, Time=1600

Figure50. Test 5: Packet Capture on eth2 of Router
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E.8.Client B
The following is a snapshot of the packets captured on Client B when it receives a
call from Client D.
8 (3MATs D call ) - e =EX

Fle Edt Yiew Go Capture fnaboe Stafistis Hep

BUMY A wE R 0TI ERQRQAA FEEX

Flker: | | v Expresson.., Clear dpply

Mo..  Time Source Destnation Protocel  Info A
L L4 S L LILaLdty 714U LLeLits a0y LNWHAE LULE | MaILEl AIUUIIEIEIL ALYy WUIR3LGL IV JE SNy I WUIR3LaL (Ul FULEIL @l Ll UHagly Faste
14 145,41437: 131.120.9.17 131.120.9.255 BROWSE Local Master Announcement FOHK4SL, workstation, Server, NT workstation, Potential Browser, Mas
15 153, 60845 131,120,9,15 Broadcast AP who has 131.120.9.177 Tell 131.120.9.15

AP 131.120.9.17 s at 00:0f:1F:19:27:36

16 153, 608467 131,120,9.17 131,120.9.15

18 153, 66009 131.120,9.17 131.120.9.15 SIP  status: 100 Trying

19 153.6713% 131.120.9.17 131.120.9.235 NBNS  Name guery NB Www. SJLABS.COM<00>

20153, 838247 131,120.8.17 131.120.9.15 SIP  status: 180 Ringing

21 154,30717 131.120.9.17 131.120.9.235 NBNS  Name guery NB Wh, SILABS.COM<00>

22 154608114 131.120.9.17 131.120.9.235 NBNS  Name guery NB W, SILABS.COM<O0>

73 155,31719 131,120,917 131.120,9.15 SIP/SD status: 200 OK, with session description

24 155,32063 131.120.8.15 131.120.9.17 SIP  Request: ACK sip:131.120.9.17:5060

25 155,32235: 131.120.9.17 131.120.9.235 NBNS  Name cuery NB Wh, SILABS.COM<00>

26 155,324461 131.120.9.15 131.120.9.17 RTP  Payload type=GaM 06,10, SSRC=285543500, Seq=5423, Time=0, Mark
27 155,332061 131.120.8.17 131.120.9.15 TP Payload type=Gam 06.10, SSRC=568070784, Seq=32283, Time=160
28 155,334851131.120.8.15 131.120.9.17 RTP Payload type=Gam 06.10, SSRC=205343500, Seq=3424, Time=160
20 155.34205 131.120.9.17 131.120.9.15 RTP  Payload type=Gam 06.10, SSRC=368070784, Seq=32284, Time=320
30 155,34525, 131.120.9.15 131.120.9.17 RTP  Payload type=Gam 06,10, SSRC=285543500, Seq=5425, Time=320
31 155,3533% 131.120.8.17 131.120.9.15 TP Payload type=Gam 06,10, SSRC=568070784, Seq=32285, Time=48(
32 155,35969 131.120.9.15 131.120.9.17 RTP Payload type=Gam 06.10, SSRC=295343500, Seq=3426, Time=480
33 155.36386 131.120.9.17 131.120.9.15 RTP  Payload type=Gam 06.10, SSRC=368070784, Seq=32286, Time=64(
34 155,36612 131.120.9.15 131.120.9.17 RTP  Payload type=GaM 06,10, SSRC=285543500, Seq=5427, Time=640
35 155,374250131.120.8.17 131.120.9.15 TP Payload type=GaM 06.10, SSRC=568070784, Seq=32287, Time=800
36 155,376561 131.120.9.15 131.120.9.17 RTP Payload type=Gam 06.10, SSRC=295343500, Seq=3428, Time=800
37 155.38481: 131.120.9.17 131.120.9.15 RTP Payload type=Gam 06.10, SSRC=368070784, Seq=32288, Time=960

38 155, 38700 151.120,9.15 131.120.9.17 TP Payload type=GaM 06.10, SSRC=295343500, Seq=5429, Time=96(
20185 208110120 190 0 17 120 190 618 8T8 Onvdnard tunaceEM GG 1A SEDR-GAROTATRA £an-20700 Tima1170

Figure51. Test 5: Packet Capture on Client B
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E.9.Client D

The following is a snapshot of the packets captured on Client D when it calls
Client B.

@0 (EMTDclB) - el B

Fle Edt Yew Go Captwe fnalyee Statistics Hep

HEB0Y bExwERevDTE RAQE WMELX B

Fler: | v Expression... Clar Apply

Mo, Tme Sauree Destingtion Protocal | Info

10.000000 192,168.3.11 192,168.3.235 BROWSE Domain/Workgroug Announcement WORKGROUR, NT Workstation, Domain Enum
2 62,740037 192.168.3.11 192.168.3.255 WP Source port: 5003 Destination port: 5003

3 182.74263 192,168.3.11 192.168,3.255 WP Source port: 5003 Destination port: 5003

4300001400 192.168.3.11 192.168.3.255 BROWSE Domain/Workoroup Announcement WORKGROUP, NT workstation, oomain Enum
5 302.74519' 192.168.3.11 192.168.3.253 DF  Source port: 5003 Destination port: 5003

6 333, 581221 192.168.3.11 Broadcast ARP - who has 192,168,317 Tell 192,168.3.11

7 333.581391192.168.3.1 192.168.3.11 ARP 192,168.3.1 15 at 00:0c:4L:efiafihe

§ 333, 5141 192, 168.3.11 131.120.9.17 SIP/SD Reguest: INVITE 51p:131.120.9.17, with session description

b 333, 68377 131,120.5.17 192.168.3.11 TP Status: 100 Trying

10333.904781131.120,9.17 192.168.3.11 SIP - status: 180 Ringing

= : g =

12 336.43722 192.168.3.11 131.120.9.17 Request: ACK 51p:131,120.9.17:5060

13 336.44489:1092,168.3.11 APl TP Payload type=GSM 06.10, SSRC=205543500, Seq=3423, Time=0, Mark
14 336,46223131.120,9.17 192.168.3.11 TP Payload type=GSM 06.10, SSRC=368970784, Seq=32283, Time=160
15 336.46487.192,168,3.11 131.120.9.17 TP Payload type=GeM 06.10, SSRC=205543500, Seq=3424, Time=160

16 336,48125 131,120.9.17 192,168.3.10 TP Payload type=GaM 06,10, SSRC=96BO707R4, seq=32284, Time=320
17 336.48488 1092.168.3.11 AEPD R TP Payload type=GeM 06.10, SSRC=205543500, Seq=9425, Time=320

18 336, 50128 131.120.9.17 192.168.3.11 TP Payload type=GSM 06.10, SSRC=368970784, Seq=32285, Time=480
19 336, 50467 192,168,3.11 131.120.9.17 RTP  Payload type=GSM 06.10, SSRC=205543500, Seq=3426, Tine=430

20 336, 52135 131.120.5.17 192,168.3.11 TP Payload type=GaM 06,10, SSRC=56BD70734, seq=32286, Time=640
21 336, 52480 152.168.3.11 Sl TP Payload type=GeM 06.10, SSRC=205543500, Seq=3427, Time=640

20 336, 54125 131.120.9.17 192.168.3.11 TP Payload type=GSM 06.10, SSRC=368970784, Seq=32287, Time=800
23 336, 544871 192,168,311 131.120.9.17 TP Payload type=GSM 06.10, SSRC=205543500, Seq=0428, Tine=B00

24 336, 56173 131.120.5.17 192,168.3.11 TP Payload type=GaM 06,10, SSRC=56BD70784, Seq=32288, Time=960
25 336, 56492, 152.168.3.11 AEPD R TP Payload type=GaM 06.10, SSRC=205543500, Seq=9429, Time=060

26 336, 581251 131.120.9.17 192.168.3.11 TP Payload type=GSM 06.10, SSRC=36B970784, Seq=32289, Time=1120

Figure52. Test 5: Packet Capture on Client D
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E.10. NAT 3 EthO

The following is a snapshot of the packets captured on the first interface (ethO) of
NAT 3.

8 NAT3 20 (3 1UT) - terea LK

Fle Edt Yew Go Captws Analyze Statistics Hebp

GEGEU DR RE Res0TE RaeH BMEX

Fiter: | v Emesson... Cear Apply

o Tine Souree Destingtion Protocl Info
1 0.000000 1 1 3 5!
20.101729 131.120.9.17 192.168.2.11 SIP Status: 100 Trydng
30.322709 131.120.9.17 192,168, 2.11 SIP  Status: 180 Ringing
4 2,850369 131.120.9.17 192.168.2.11 SIR/SD Status: 200 ok, with session description
52855254 192.168.2.11 131.120.9.17 SIP  Reguest: ACK sip:131.120.9.17:5060
6 2.862046 192.168.2.11 131.120.9.17 RTP Payload type=GSM 06.10, S3RC=209543500, Seq=5423, Time=0, Mark
72879909 131.120.9.17 192.168.2.11 RTP Payload type=GSM 06.10, SSRC=56BD70784, Seq=32283, Time=160
§2.882003 192.168.2.11 131.120.9.17 RTP Payload type=GeM 06.10, SSRC=209543500, Seq=5424, Time=160
§2.890002 131.120.9.17 192.168.2.11 RTP Payload type=Gam 06,10, S3RC=568970784, Seq=32084, Time=320
10 2,902806 192.168,2.11 131.120,9.17 RTP Payload type=GSM 06.10, S3RC=209343500, Seq=5425, Time=320
11 2,919041 131.120.9.17 192.168.2.11 RTP Payload type=GeM 06.10, S3RC=568D7Q784, 5eq=32285, Time=480

1

1

1

1

12 2920868 192,168,2.11 131.120.9.17 RTP Payload type=GeM 06,10, SSRC=295543500, Seq=5426, Time=480

13 2.939022 131.120.9.17 192.168.2.11 RTP Payload type=GaM 06,10, S3RC=568970784, Seq=32286, Time=G40
14 2,942834  192,168.2.11 131.120,9.17 RTP Rayload type=GeM 00,10, S3RC=295343500, Seq=3427, Time=640

15 2,038076  131,120,9.17 192,168, 2.11 RTP Payload type=GSM 00,10, S3RC=368070784, Seq=32187, Time=8OO
16 2.962784  192,168,2.11 131.120.9.17 RTP Payload type=GeM 06,10, S3RC=295543500, Seq=5428, Time=800

17 2979426 131.120.9.17 192.168.2.11 RTP Payload type=GSM 06,10, S3RC=56BD7Q784, Seq=32288, Time=D60
18 2,982859 192,168.2.11 131.120.9.17 RTP Payload type=GSM 00,10, S3RC=295343500, Seq=3429, Time=040

19 2,998072  131,120,9.17 192,168,2.10 RTP Payload type=GSM 06,10, S3RC=568070784, Seq=32289, Time=1120
20 3.002860 102.168.2.11 131.120.9.17 RTP Payload type=Gam 06,10, S3RC=205543500, Seq=5430, Time=1120
21 3.015097 131.120.9.17 192,168.2.10 RTP Payload type=GeM 06,10, S3RC=368070784, Seq=32290, Time=1280
22 3.022788 192.168.2.11 131.120.9.17 RTP Payload type=GeM 00,10, S3RC=295343500, Seq=3431, Time=1280
23 3.038071 131.120.9.17 192,168, 2.10 RTP Payload type=GSM 06,10, S3RC=568070784, Seq=32291, Time=1440
24 3.042776 192.168.2.11 131.120.9.17 RTP Payload type=Gam 06,10, S3RC=293543500, Seq=5432, Time=1440
25 3.058978 131.120.9.17 192.168.2.11 RTP Payload type=GSM 08,10, S3RC=368070784, Seq=32292, Time=1600
26 3.062840 102.168.2.11 131.120.9.17 RTP Payload type=GeM 00,10, S3RC=295343500, Seq=3433, Time=1600

Figure53. Test 5: Packet Capture on ethO of NAT 3
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E.11. NAT 3 Ethl
The following is a snapshot of the packets captured on the second interface (ethl)
of NAT 3.

(@ NAT;3 Eth1 (3 NAT) - Ethereal

Fle Edt Vew Go Capture fnalves Statistics Heb

BEBeY sPrwE Res0Fd QRAGE ¥H

& 8

E\\ter:‘ v Expression., Clear Apply
No Ting Surce Destination Profocol  Info 4
10.000000 192.168.3.11 Broadeast AR Who has 192,168.3.17 Tell 102.168.3.11

2 0.000068 Tocalhost-2.7ocal 192.188.3.11 ARP 192,168.3.1 s at 00:01:02:89:97:5b

3 0,000258 192.168.3.11 131.120.9.16 SIP/SD Reguest: INVITE 5ip:131.120.9.16, with session description
4 0.036591 131.120.9.18 102.168.3.11 SIP status: 100 Trying

50.313382 131.120.8.18 192.168.3.11 SIP Status: 180 Ringing

65.035809 Tocalhost-2.7ocal 192.188.3.11 ARP Who has 192,168.3.117 Tel] 192.168.3.1

75.035913 192,168.3.11 Tocalhost-2.70cal ARP 192.168.3.11 s at 00:0F:1f:18:d7:c5

8 7.531550 131.120.9.16 192.168.3.11 SIP/SD Status: 200 0K, with session description

§7.538688 192.168.3.11 131.120.9.16 SIP  Request: ACK sip:131.120.9.16:5060

10 7.540704 192.168.3.11 131.120.9.16 RTP Payload typesGSM 08.10, SSRC=B38L8212, Seq=29479, Times=0, Mark
11 7,560455 192.168,3.11 131.120.9.16 RTP Payload type=GsM 08,10, SSRC=B3818212, Seq=29480, Time=160
12 7.580429 192.168.3.11 131.120.9.16 RTP Payload type=GsM 06,10, S3RC=B3818212, Seq=29481, Time=320
13 7.600478 192.168.3.11 131.120.9.16 RTP Payload type=GSH 08,10, SSRC=83818212, Seq=20482, Time=480
14 7.604215 131.120.9.16 192.168.3.11 RTP Payload type=GsW 08,10, SSRC=30BL8L12, Seq=3686, Time=480
15 7.620559 192,168,3.11 131.120.9.16 RTP Payload type=GsM 08,10, SSRC=B3818212, Seq=29483, Time=G40
16 7.624004 131.120.9.16 192.168.3.11 RTP Payload type=GsM 06,10, SSRC=39818112, Seq=3687, Time=640
17 7.640457 192.168.3.11 131.120.9.16 RTP Payload type=GsH 08,10, SSRC=83818212, Seq=20484, Time=BOO
18 7.644231 131.120.9.18 192.168.3.11 RTP Payload type=GsH 08,10, SSRC=30BL8L12, Seq=3688, Time=BO0U
19 7.660483 192,168,3.11 131,120.9.16 RTP Payload type=GsM 06,10, SSRC=B3818212, Seq=29483, Time=960
20 7.664027 131.120.9.18 192.168.3.11 RTP Payload type=GsM 06,10, SSRC=39818112, Seq=3689, Time=060
21 7.680503 192.168.3.11 131.120.9.16 RTP Payload type=GsW 08,10, SSRC=83818212, Seq=20486, Time=1120
22 7.684027 131.120.9.16 192.168.3.11 RTP Payload type=GsM 08,10, SSRC=398L811Z, Seq=3690, Time=1120
23 7.700416 192,168.3.11 131.120.9.16 RTP Payload type=GsM 06,10, SSRC=B3818212, Seq=29487, Time=1280
24 7.703990 131.120.9.18 192.168.3.11 RTP Payload type=GsM 06,10, S3RC=39818112, Seq=5691, Time=1280
25 7.720429 192.168.3.11 131.120.9.16 RTP Payload type=GsH 08,10, SSRC=83818212, Seq=20488, Time=1440
26 7,724001 131.120.9.16 192.168.3.11 RTP Payload type=GaM 08,10, S3RC=3081811Z, Seq=3602, Time=1440

Figure54. Test 5: Packet Capture on ethl of NAT 3
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E.12. NAT 1 EthO

The following is a snapshot of the packets captured on the first interface (ethO) of
NAT 1.

B NATA_ETHO - ViorcPad LK

Fle Edt Wew Inset Format Help

DEE SR # / =Bo &

16:25:49,519295 1 9 9
16:25:49.532642 TP 131.120.9 9
16:25:49.539430 1P 131.120.9 9
16:25:49.552142 1P 131.120.9 9
16:25:49.559306 IP 131.120.9. 9
16:25:49,572149 TP 131.120.9.16, 49162 > 131,120.9
16:25:49,579251 1P 131.120.9.15, 49284 > 131,120.9
16:25:49.582311 1P 131.120.9.16. 49162 > 131.120.9
16:25:49,599409 1P 131.120.9.15, 49284 > 131.120.9
16:25:49. 602181 1P 131.120.9.16. 49162 > 131,120.9
16:25:49.619294 TP 131.120.9.15, 49284 > 131,120.9
16:25:49.622193 1P 131.120.9.16. 49162 > 131.120.9
16:25:49.639268 1P 131.120.9.15.49284 > 131.120.9
16:25:49. 642178 TP 131.120.9.16. 49162 > 131.120.9
16:25:49,659367 1P 131.120.9.15, 49284 > 131,120.9
16:25:49. 662143 TP 131.120.9.16. 49162 > 131.120.9
16:25: 49, 679254 TP 131.120.9.15, 49284 > 131,120.9
16:25:49.682173 TP 131.120.9.16, 49162 > 131,120.9
16:25:49.699316 TP 131.120.9.15, 49284 > 131,120.9
16:25:49,7022%6 1P 131.120.9.16, 49162 > 131,120.9
16:25:49.719246 TP 131.120.9.15.49284 > 131,120.9
16:25:49.722171 1P 131.120.9.16. 49162 > 131,120.9
16:25:49,739302 TP 131.120.9.15, 49284 > 131,120.9
16:25:49,742157 1P 131.120.9.16. 49162 > 131,120.9.15.49284: UDB, length 45
16:25:49.759326 TP 131.120.9.15,49264 > 131.120.9.16.49162: UDE, length 45
16:25:49.762154 1P 131.120.9.16. 49162 > 131,120.9.15.49284: UDE, length 45
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
E} E}

=1

131.120.9.
.16, 49162 > 131,120
.15,49284 > 131,120
.16.49162 » 131,120
(49284 > 131,120

u
o

,49284 > 131.120.9.16.49162: UDP, length 45 8
.15.49284: UDE, length 45
.16.49162: UDE, length 43
.15.49284: UDE, length 45
.16.49162: UDE, length 45
.15,492084: UDE, length 43
. 16.49162: UDE, length 45
.15.49284: UDE, length 43
.16,49162: UDE, length 43
.15.49284: UDE, length 45
.16.49162: UDE, length 43
.15.49284: UDP, length 45
.16.49162: UDE, length 45
.15,49264: UDE, length 43
. 16.49162: UDE, length 45
.15.49284: UDE, length 45
.16,49162: UDE, length 43
.15.49284: UDE, length 45
.16.49162: UDE, length 43
.15,49204: UDE, length 43
.16.49162: UDE, length 45
.15.49284: UDE, length 43
.16.49162: UDP, length 45

=]

.
on

= =)
b e
o o

.
o

=)
-
o

=]

16:25:49.779284 TP 131.120.9.15.49284 > 131.120.9.16.49162: UDP, length 45
16:25:49.762164 TP 131.120.9.16.49162 » 131,120,9,15.49264: UDP, length 43
16:25:49.799300 TP 131.120.9.15.49284 » 131.120.9.16.49162: UDP, length 45
16:25:49.802151 TP 131.120.9.16. 49162 » 131.120.9.15.49284: UDP, length 45
16:25:49.819233 1P 131.120.9. . 16.49162: UDP, length 45
16:25:49.822164 TP 131.120. . 15.49284: UDP, length 45
16:25:49.6839311 1P 131.120.9.15.49284 » 131.120.9.16.49162: UDP, length 45
16:25:49. 842186 Tp 131.120.9.16. 49162 > 131.120.9.15.49284: UDE, length 45
16:25:49.859399 1P 131.120.9. . 16.49162: UDP, length 45
16:25:49.862166 TP 131,120 ,15.49284: UDP, length 43
16:25:49.879374 TP 131.120.9.15.49284 » 131.120.9.16.49162: UDP, length 45
16:25:49.862136 TP 131.120.9.16. 49162 » 131.120.9.15.492684: UDP, length 45
16:25:49.899275 1P 131.120.9. . 16.49162: UDP, length 45
16:25:49.902156 TP 131.120. . 15.49284: UDP, length 45
16:25:49.919290 1P 131.120.9.15.49284 » 131.120.9.16.49162: UDP, length 45
16:25:49. 922157 1p 131.120.9.16. 49162 > 131.120.9.15.49284: UDE, length 45
16:25:49.939367 1P 131.120.9. . 16.49162: UDP, length 45
16:25: 49, 942199 1P 131.120. ,15.49284: UDP, length 43
16:25:49.959288 TP 131.120.9.15.49284 » 131.120.9.16.49162: UDP, length 45
16:25:49.962159 TP 131.120.9.16. 49162 » 131.120.9.15.49264: UDP, length 45
16:25:49.979303 1P 131.120.9. . 16.49162: UDP, length 45
16:25:49.982129 1P 131.120. . 15.49284: UDP, length 45
16:25:49.999288 1P 131.120.9.15.49284 » 131.120.9.16.49162: UDP, length 45
16:25:50. 002150 Tp 131.120.9.16. 49162 > 131.120.9.15.49284: UDE, length 45
16:25:50.019301 TP 131.120.9.15.49284 > 131.120.9.16.49162: UDP, length 45 ¥
For Help, press F1 UM

-
on

-
o

.49284 » 131,120
.16.49162 » 131,120

o
-
on

(49284 > 131,120
.16,49162 » 131,120

-
o

.49284 » 131,120
.16.49162 » 131,120

=]

-
on

(49284 > 131,120
.16,49162 » 131,120

-
o

.49284 » 131,120
.16.49162 » 131,120

-
on

Figure55. Test 5: Packet Capture on ethO of NAT 1
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E.13. NAT 1 Ethl
The following is a snapshot of the packets captured on the second interface (ethl)
of NAT 1.
B NATH_ETH1 - Horad X

Fle Edt Vien Insert Fomat Help

Ded S0 A B B

16:25:48.159372 IP 192.168.202.11. 492684 > 131.120.9.16.49162: UDB, length 45 :
16:25:48.162765 TP 131.120.9.16.49162 > 192.168.202.11.49284: UDE, length 45
16:25:48.179344 TP 192.168.202,11. 49284 > 131.120.9.16.49162: UDPE, length 45
16:25:48.182812 TP 131.120.5.16.48162 » 192.168.202.11,49284: UDR, length 45
16:25:48.189353 Ip 192.168.202.11. 49284 » 131.120.9.16.49162: UDE, length 45
16:25:48.202647 TP 131.120.5.16,48162 » 192,168,202, 11,49284: UDE, length 45
16:25:48,219377 1P 192.168.202,11. 49284 > 131.120.9.16.49162: UDE, length 45
16:25:48.222740 1P 131.120.9.16.49162 > 192.168.202.11.49284: UDE, length 45
16:25:48.239346 TP 192.168.202,11. 49284 > 131.120.9.16.49162: UDP, length 45
16:25:48.242644 TP 131.120.5.16,48162 » 192,168,202, 11,49284: UDE, length 45
16:25:48.259403 Ip 192.168.202.11, 49284 > 131,120.9.16.49162: UDE, length 45
16:25:48.263320 TP 131.120.5.16,48162 > 192,168,202, 11,49284: UDR, length 45
16:25:48.279326 TP 192.168.202,11. 49284 > 131.120.9.16.49162: UDP, length 45
16:25:48.282712 1P 131.120.9.16.49162 > 192.168.202,11,49284: UDE, length 45
16:25:48.299348 TP 192.168.202,11. 49284 > 131.120.9.16.49162: UDE, length 45
16:25:48.302642 TP 131.120.5.16.48162 » 192,168,202, 11,49284: UDR, length 45
16:25:48.319350 1P 192.168.202.11. 49284 > 131,120.9.16.49162: UDB, length 45
16:25:48,322634 TP 131.120.5.16,45162 » 192,168,202, 11,49284: UDE, length 45
16:25:48,339343 TP 192.168.202.11. 49284 > 131.120.9.16.49162: UDE, length 45
16:25:40.342645 IP 131.120.9.16.49162 > 192.160.202.11.49284: UDB, length 45
16:25:48.359360 TP 192.168.202.11. 49284 > 131.120.9.16.49162: UDPE, length 45
16:25:48.362641 TP 131.120.5.16,48162 » 192,168,202, 11,49284: UDE, length 45
16:25:48.379316 1P 192.168.202.11, 49264 > 131,120.9.16.49162: UDB, length 45
16:25:48.382695 TP 131.120.5.16,48162 » 192,168,202, 11,49284: UDP, length 45
16:25:48.399359 TP 192.168.202,11. 49284 > 131.120.9.16.49162: UDP, length 45
16:25:48.403356 IP 131.120.9.16.49162 > 192.168.202.11,49284: UDE, length 45
16:25:48, 419355 TP 192.168.202,11. 49284 > 131.120.9.16.49162: UDP, length 45
16:25:48. 422659 1P 131.120.5.16,48162 » 192,168,202, 11,49284: UDR, length 45
16:25:48.439336 IP 192.168.202.11. 492684 > 131.120.9.16.49162: UDE, length 45
16:25:48, 442635 TP 131.120.59.16,48162 » 192,168,202, 11,49284: UDE, length 45
16:25:48, 4493682 TP 192,168.202,11. 49284 > 131.120.9.16.49162: UDE, length 45
16:25:48. 462661 IP 131.120.9.16.49162 > 192.168.202.11.49284: UDE, length 45
16:25:48. 469315 TP 192.168.202.11. 49284 > 131.120.9.16.49162: UDE, length 45
16:25:48. 482654 TP 131.120.59.16,48162 » 192,168,202, 11,49284: UDE, length 45
16:25:48.489296 IP 192.168.202.11. 49284 > 131,120.9.16.49162: UDB, length 45
16:25:48.502612 TP 131.120.9.16.49162 > 192.168.202.11.49284: UDE, length 45
16:25:48.509316 TP 192.168.202.11. 49284 > 131.120.9.16.49162: UDE, length 45
16:25:48.522668 TP 131.120.5.16,48162 » 192,168,202, 11,49284: UDE, length 45
16:25:48.529329 Ip 192.168.202.11. 49284 > 131.120.9.16.49162: UDE, length 45
16:25:48.543380 TP 131.120.5.16.48162 > 192.168.202.11,49284: UDR, length 45
16:25:48.549307 TP 192.168.202.11. 49284 > 131.120.9.16.49162: UDE, length 45
16:25:48,562650 IP 131.120.9.16.49162 > 192.168.202.11.49284: UDE, length 45
16:25:48,569340 TP 192.168.202.11. 49284 > 131.120.9.16.49162: UDPE, length 45
16:25:48.582640 TP 131.120.5.16,48162 » 192,168,202, 11,49284: UDR, length 45
16:25:48.589308 IP 192.168.202.11. 49284 > 131.120.9.16.49162: UDE, length 45
16:25:48. 602628 TP 131.120.5.16,48162 » 192,168,202, 11,49284: UDPE, length 45
16:25:48,609392 TP 192.168.202,11. 49284 > 131.120.9.16.49162: UDE, length 45
16:25:48. 622643 IP 131.120.9.16.49162 > 192.168.202.11,.49284: UDB, length 45
16:25:48.629316 TP 192.168.202.11. 49284 > 131.120.9.16.49162: UDP, length 45
16:25:48. 642640 TP 131.120.5.16,48162 » 192,168,202, 11,49284: UDE, length 45
16:25:40.649372 1P 192.168.202.11, 49204 > 131,120.9.16.49162: UDB, length 45 v
For Help, press F1 UM

~

Figure56. Test 5: Packet Capture on ethl of NAT 1
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E.14. Anaysis

As soon as Client C dialed the IP address of A, Client C sent out an “INVITE”
message to Client A (red outline in Figure 44). The message had embedded SDP
information to inform Client A that Client C would be sending and receiving RTP
packets at 192.168.3.11 on port 49284 (purple outline in Figure 45). To acknowledge the
invitation, Client A sent a*“200 OK” packet to Client B with embedded SDP information
indicating that it would send and receive RTP packets at 131.120.9.16 on port 49284
(green outline in Figure 44). The exchange of the “INVITE” and “200 OK” messages
also occurred for the communication between Clients B and D. Client D informed Client
B that it would send and receive RTP packets at 192.168.3.11 on 49162. On the other
hand, Client B sent and received RTP packets at 131.120.9.17 on 49128. Figures 44
shows that Client A sent and received RTP packet directly to/from the public IP address
of NAT 1. Asexplained in Appendix C, SIPhone will first attempt to send RTP media
packets to the IP address indicated in the SDP messages (or the private |P address of
Clients C and D). Since the firewall rules on Client A and Client B were configured to
drop packets destined to the private IP address of Clients C and D, none of the initial
packets sent out by Clients A or B could reach Clients C or D. Therefore, Clients A and
B sent subsequent RTP packets to the |P address where it received Client C and D’s RTP
media packets from (blue outline in Figure 44). The packet captures on Clients C
indicate that the first RTP packet in the communication was sent by Client C. Even
though NAT 1 was not explicitly configured to rewrite the destination IP address of
incoming packets to 192.168.1.2 (public IP address of NAT 2), NAT 1 was able to
intelligently determine this because iptables has a mechanism to maintain connection
states of packets that are initiated from the local network. In our scenario, when the first
RTP packet sent by Client C reached NAT 1, the packet was processed get changed from
192.168.202.11 to 192.168.120.9. At the same time, NAT 1 created an entry in its
connection tracking table to store essential information (such as source and destination IP
addresses and ports) that would allow it to associate incoming packets with Client C.
This was aso true for the communication between Clients D and B (refer to Figures 49
through 54).
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APPENDIX G. TEST 6: MYSEA VOIP CONFIGURATION

The objective of Test 6 is to confirm that the MY SEA server could support
simultaneous Vol P sessions from multiple MLS LAN clients. As described in Chapter
IV, each network interface on the MLS server, currently an XTS-400, currently can only
have one static route entry. However, two different static routes are needed to route
packets destined for Client C and Client D. The test scenarios described here were
intended to be workarounds to the XTS-400 routing problem. The goal was to forward
packets to the Router if the packets were received on the single-level interface of the
MLS server or forward packets to the NAT 1 if the packets were received on the MLS
LAN interface of the MLS server. In other words, the goa was to configure XTS-400 to
forward packets to its adjacent components, namely NAT 1 and Router, based on the
network interface it receives the packets. Table 9 lists network configurations that were

applied to the ML S server for the four test scenarios.

Table9. Test 6: Test Scenario Configurations
After each set of network configurations was applied to the MLS server, the Unix
network utility ping was used to confirm the correctness of the network routing. In
particular, each of the four IP addresses listed in Table 10 was pinged sequentialy for
four times from both the Router and NAT 1. Packets were captured using Ethereal at the
MLS LAN interface of the Router (ethO, 192.168.0.27) and the single-level interface of
NAT 1 (ethl, 192.168.100.88) for post-test analysis.
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Table10. Test 6: Ping Operations

None of the four tests was completed successfully, i.e., there was at least one
interface on the ML S server and/or the public NAT that the Router or NAT 1 was unable

to ping. Seethe next four sections for the results.

A. Network Topology
Refer to Figure 14 and Figure 15 for the physical and logical network topology.
Note that the clients and NAT 3 were not used in the test scenarios.
B. Equipment Requirements
B.1. NAT 1, NAT 2 and Router
B.1.1. Linux Operating System (Fedora Core 4)
B.1.2. netfilter and iptables
B.1.3. Ethereal
B.1.4. Two network cards (for NAT 1 and NAT 2)
B.1.5. Three network cards (for Router only)
B.2. MLS Server
B.2.1. XTS400
B.3. Additional Equipment
B.3.1. Cross-over cablesand a switch or hub to implement the network
architecture illustrated in Figure 14.
C. Installation and Configuration
C.1. MLS Server
C.1.1. Configure two network interfaces to be at the same level asthe MLS LAN
by entering:
min as the security level
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max as the integrity level
C.2.Router
C.2.1. Configure ethO by editing /etc/sysconfig/network-scripts/ifcfg-ethO to
include the following:
DEVICE=ethO
BOOTPROTO=NONE
IPADDR=192.168.0.27
NETMASK=255.255.255.0
GATEWAY=192.168.0.130
C.2.2. Activate ethO by running:
ifup ethO
C.2.3. Configure ethl by editing /etc/sysconfig/network-scripts/ifcfg-ethl to
include the following:
DEVICE=ethl
BOOTPROTO=NONE
IPADDR=192.168.202.1
NETMASK=255.255.255.0
C.2.4. Activate ethl by running:
ifup ethl
C.2.5. Configure eth2 by editing and saving /etc/sysconfig/network-
scripts/ifcfg-eth2 to include the following:
DEVICE=eth2
BOOTPROTO=NONE
IPADDR=192.168.2.1
NETMASK=255.255.255.0
C.2.6. Activate eth2 by running:
ifup eth2
C.2.7. Enable IP Forwarding by running:
echo 1 > /proc/sys/net/ipv4/ip_forward
C.2.8. Flush any existing firewall and NAT rules by running:
iptables -F
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iptables -t nat -F
C3.NAT1
C.3.1. Configure ethO by editing /etc/sysconfig/network-scripts/ifcfg-ethO to
include the following:
DEVICE=ethO
BOOTPROTO=NONE
IPADDR=131.120.9.15
NETMASK=255.255.255.0
GATEWAY=131.120.9.17
C.3.2. Activate ethO by running:
ifup ethO
C.3.3. Configure ethl by editing and saving /etc/sysconfig/network-
scripts/ifcfg-ethl to include the following:
DEVICE=ethl
BOOTPROTO=NONE
IPADDR=192.168.100.88
NETMASK=255.255.255.0
C.3.4. Activate ethl by running:
ifup ethl

C.3.5. Configure static routes by running:

route add —net 192.168.202.0 netmask 255.255.255.0 gw 192.168.100.130 ethl
route add —net 192.168.2.0 netmask 255.255.255.0 gw 192.168.100.130 ethl
route add —net 192.168.0.0 netmask 255.255.255.0 gw 192.168.100.130 ethl

C.3.6. Enable IP Forwarding by running:
echo 1 > /proc/sys/net/ipv4/ip_forward

C.3.7. Flush any existing firewall and NAT rules by running:
iptables -F
iptables -t nat -F

C.3.8. Configure NAT rule by running:
iptables -t nat -A POSTROUTING -0 ethO -j SNAT --to 131.120.9.15
C.4.NAT 2
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C.4.1. Configure ethO by editing and saving /etc/sysconfig/network-
scripts/ifcfg-eth0 to include the following:

DEVICE=ethO
BOOTPROTO=NONE
IPADDR=196.168.202.11
NETMASK=255.255.255.0
GATEWAY=198.168.202.1

C.4.2. Activate ethO by running:
ifup ethO

C.4.3. Configure ethl by editing and saving /etc/sysconfig/network-

scripts/ifcfg-ethl to include the following:

DEVICE=ethl
BOOTPROTO=NONE
IPADDR=192.168.3.1
NETMASK=255.255.255.0

C.4.4. Activate ethl by running:
ifup ethl

C.4.5. Enable IP Forwarding by running:
echo 1 > /proc/sys/net/ipv4/ip_forward

C.4.6. Flush any existing firewall and NAT rules by running:
iptables -F
iptables -t nat -F

C.4.7. Configure NAT rules by running:

iptables -t nat -A POSTROUTING -0 ethO -j SNAT --to 192.168.202.11
iptables -t nat -A PREROUTING -i ethO -j DNAT --to 192.168.3.11

D. Scenario 1
D.1.Description
The MLS server is configured in order as follows. any packets received on its
MLS LAN (ethO, 192.168.0.130) is forwarded to the MLS LAN interface (ethO,
192.168.0.27) of the Router and any packets received on its single-level (ethl,
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192.168.100.130) is forwarded to the single-level interface (ethl, 192.168.100.88) of
NAT 1.
D.2.Operations
First, NAT 2 pings:
1. ethOof MLS server
2. ethl of MLS server
3. ethlof NAT1
4. ethOof NAT 1
Then, Router pings.
5. ethOof MLS server
6. ethl of MLS server
7. ethlof NAT 1
8. ethOof NAT 1
D.3.Network Configuration on ML S Server
D.3.1. Typethefollowing answers when prompted:

SAK

Enter command? tcpip_edit

Enter editor request? add

Enter TCP/IP daemon name? tcpip_mls

Enter TCPIP/IP daemon description? TCP/IP for MLS LAN
network

Enter domain name? cisrlabmistestbedl1.com
Enter host name? misserver

Enable the subnets local flag? n

Enable the IP forwarding flag? y

Enable the IP send redirect flag? y

Enable the shutdown on failure flag? n

Use default TCP maximum retransmission? 'y

Add the network interface configuration? vy

Enter TCP/IP device name? /dev/etherO

Enter interface address? 192.168.0.130
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Enter destination address?
Enter broadcast address?
Enter network mask?

0.0.0.0
192.168.0.255
255.255.255.0

Add another network interface entry? y

Enter TCP/IP device name? /dev/etherl

Enter interface address? 192.168.100.130
Enter destination address? 0.0.0.0

Enter broadcast address?
Enter network mask?

Add another network interface entry?

192.168.100.255
255.255.255.0

n

Add the route configuration? y

Enter TCP/IP device name /dev/etherO
Is this route a default route n

Enter destination address 0.0.0.0

|'s destination address a host n

Enter gateway address 192.168.0.27
Enter route metric 1

Add another network route entry y

Enter TCP/IP device name /dev/etherl
Is this route a default route n

Enter destination address 0.0.0.0

| s destination address a host n

Enter gateway address 192.168.100.88
Enter route metric 1

Add another network route entry n

Add the resolver configuration? n

D.4.Preparation and Testing
D.41. OnNAT]1,
D.4.11. Launch Etherea
D.4.1.2. Gotothe Capture menu
D.4.13. Goto Interfaces
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D.4.14. Click on Capture 192.168.100.88
D.4.2. On Router,
D.4.21. Launch Etheread
D.4.2.2. Gotothe Capture menu
D.4.23. Goto Interfaces
D.4.24. Click on Capture 192.168.0.27
D.4.3. On NAT 2,
D.4.3.1. Runthefollowing commands:
ping —c 4 192.168.0.130
ping —c 4 192.168.100.130
ping —c 4 192.168.100.88
ping —c 4 131.120.9.15
D.4.4. Repeat the above commands on the Router
D.4.5. Stop Ethereal captures on both NAT 1 and Router
D.5.Result
Table 11 lists the result of the Scenario 1. The first column shows where the
ping was initiated and the first row shows what hosts/IP addresses were pinged.
Neither NAT 2 nor the Router was able to ping the public interface of the Public
NAT.

Table11l. Test 6: Scenario 1 Result
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D.6.Packet Capture when pinged from NAT 2
D.6.1. Router
The following two figures are snapshots of the packets captured on ethO of

Router when the four interfaces were pinged from NAT 2.
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Figure57. Test 6: Scenario 1 Packet Capture on Router (pinged from NAT 2),
Part 1
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@ Rauter (scenario 1 from NAT 2] - Ethereal
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Figure58. Test 6: Scenario 1 Packet Capture on Router (pi nged from NAT 2),
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D.6.2. NAT1

The following is a snapshot of the packets captured on the ethl of NAT 1

when the four interfaces were pinged from NAT 2.
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Figure59. Test 6: Scenario 1 Packet Capture on NAT 1 (pinged from NAT 2)
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D.6.3. Anaysis

NAT 2 was able to ping 192.168.0.130 and 192.168.100.130 because the
MLS server shared a peer-to-peer relationship with the Router and the Router had logic to
route packets between the MLS server and NAT 2. It was aso able to ping
192.168.100.88 because X TS-400 was capable of routing the Echo requests and replies to
its immediate peers that in turn, routed the packets to the destination. Pinging
131.120.9.15 was unsuccessful from NAT 2. The Router saw ICMP requests when NAT
2 pinged 131.120.9.15 (red outline in Figure 57). The ICMP requests were routed from
192.168.0.27 (yellow outline in Figure 57) to 192.168.0.130 (orange outline in Figure
57). Assoon as the MLS server received the reguests, the XTS-400 bounced them back
to the IP address from which they came (yellow and orange outlines in Figure 58). Note
that the time-to-live field was decremented from 11 (green outline in Figure 57) to 10
(green outline in Figure 58) indicating that the two requests seen in the packet capture
were, in fact, the same packet. This sequence of events continued until the time-to-live
was exceeded in transit (blue outline in Figure 57). Thus, the ICMP was never able to
reach NAT 1 as shown in Figure 59.
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D.7.Packet Capture when pinged from Router
D.7.1. Router

The following two pictures are snapshots of the packets captured on ethO of

the Router when the four interfaces were pinged from Router.
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D.7.2. NAT1
The following is a snapshot of the packets captured on the NAT 1 when the

four interfaces were pinged from Router.
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o Frame | (60 Bytes on wire, 60 bytes captured)
= [ehernet 11, Sred 190, 165100130 (000098 1e9s07 M), Dst! Beadeage (PP PP 1PFo0fc0dcff)
Pastination; Drowdoast (FFiFFiEFiEF HEH)
Sourcer 192165300, 130 (00eod:sf1chell i)
Tigas ARP {Gudii)
Tratler 1 O0000000000000NINNNNNGNC0000000000
i Address kesslution Protoee] (Fequest)

FJ RS B 00 - e

Figure 62. Test 6: Scenario 1 Packet Capture on NAT 1 (pinged from Router)
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D.7.3. Anaysis
Figures 60 to 62 indicate similar behaviors when the four interfaces were
pinged from the Router instead of NAT 2. The Router could ping 192.168.0.130,
192.168.100.130 and 192.168.100.88 for the reason explained in D.6.3. Pinging
131.120.9.15 from the Router had a different behavior than the one seen when it
was pinged from NAT 2 such that the Echo requests never had their time-to-live
exceeded. Each of the four Echo requests was routed between 192.168.0.27 and
192.168.0.130 twice (yellow and orange outlines in Figure 60 and Figure 61).
Each request was routed from 192.168.0.27 first and then XTS-400 routed it back
to 192.168.0.130 (Router) as soon as XTS-400 received it. The decrement in the
time-to-live field indicated that the same request was routed back and forth (green
outlinesin Figure 60 and Figure 61). The request was not routed further when the
Router received it because the Router recognized its own packet and thus, stopped
routing it. Asaresult, NAT 1 never saw the Echo requests as shown in Figure 62.
Scenario 2
E.1. Description
The MLS server is configured in order as follows: any packets received on its
MLS LAN interface (ethO, 192.168.0.130) is forwarded to the single-level interface
of NAT 1 (ethl, 192.168.100.88) and any packets received on its single-level
interface (ethl, 192.168.100.130) is forwarded to the public interface of Router (ethQ,
192.168.0.27).
E.2. Operations
First, NAT 2 pings:
1. ethOof MLS server
2. ethl of MLS server
3. ethlof NAT 1
4. ethOof NAT 1
Then, Router pings:
5. ethO of MLS server
6. ethl of MLS server
7. ethlof NAT 1
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8. ethOof NAT 1
E.3. Network Configuration on ML S Server
E.3.1. Typethefollowing answers when prompted:

SAK

Enter command? tcpip_edit
Enter editor request? add

Enter TCP/IP daemon name? tcpip_mls

Enter TCPIP/IP daemon description?

network

Enter domain name?

Enter host name?

Enable the subnets local flag?
Enable the IP forwarding flag?
Enable the IP send redirect flag?
Enable the shutdown on failure flag?

Use default TCP maximum retransmission?

Add the network interface configuration?

Enter TCP/IP device name?

Enter interface address?

Enter destination address?

Enter broadcast address?

Enter network mask?

Add another network interface entry?
Enter TCP/IP device name?

Enter interface address?

Enter destination address?

Enter broadcast address?

Enter network mask?

Add another network interface entry?
Add the route configuration?

Enter TCP/IP device name
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misserver
n
y
y
n
y
y

/dev/etherO
192.168.0.130
0.0.0.0
192.168.0.255
255.255.255.0

y

/dev/etherl
192.168.100.130
0.0.0.0
192.168.100.255
255.255.255.0

n

y
/dev/ether0



Isthis route a default route n

Enter destination address 0.0.0.0

|s destination address a host n

Enter gateway address 192.168.100.88
Enter route metric 1

Add another network route entry y

Enter TCP/IP device name /dev/etherl
Isthis route a default route n

Enter destination address 0.0.0.0

I's destination address a host n

Enter gateway address 192.168.0.27
Enter route metric 1

Add another network route entry n

Add the resolver configuration? n

E.4. Preparation and Testing
E.4.1. OnNAT1,
E.4.1.1. Launch Etherea
E.4.1.2. Gotothe Capture menu
E.4.13. GotoInterfaces
E.4.1.4. Click on Capture 192.168.100.88
E.4.2. On Router,
E.4.2.1. Launch Ethered
E.4.2.2. Gotothe Capture menu
E.4.23. Goto Interfaces
E.4.24. Click on Capture 192.168.0.27
E.4.3. OnNAT 2,
E.4.3.1. Runthefollowing commands:
ping —c 4 192.168.0.130
ping —c 4 192.168.100.130
ping —c 4 192.168.100.88
ping —c 4 131.120.9.15
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E.4.4. Repeat the above commands on the Router
E.4.5. Stop Ethereal captures on both NAT 1 and Router
E.5. Result
Table 12 lists the result of the Scenario 2. The first column shows where the
ping was initiated and the first row shows what hosts/I P addresses were pinged. NAT
2 was unable to ping any of the four |P addresses.

Table12. Test 6: Scenario 2 Result
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E.6. Packet Capture when pinged from NAT 2
E.6.1. Router
The following is a snapshot of the packets captured on the Router when the

four interfaces were pinged from NAT 2.

3 Router (scenario 2 from NAT 2) - Ethereal

Ok Bkt Yew o Cwptre frhoe Jntes Heb

SHAE PR WE Rev0TE HE QAAAEVEX

Fiter: v Dpesin. Cexr Aoy
Mo.. e Soarce Destiatien Pratecel I a

2 2514332 192,168.0.130 Broadeast [ Who has 152.168.0. 1307 Gratuitous ARP

] 6204378 1921680, Broadcast ARP Who has 152,168,0, 1307 Tell 192.168.0.27

4 B.2M487  192,168.0.130 192, 168.0. 27 ARP 192.168.0.130 15 af 00:c0:55 090730

67209589 192,168 202,11 192, 168.0.130 1P Echo (ping) request

7 8.223442 102, 168.202.11 102, 168.0.130 IOP  Echo {ping) request

B 9.29295  192.168.302.11 192,168.0.130 I Echo (ping) request

9 X2.T1P38S  192.168.202,.11 192,168,300, 130 WP Echo (ping) request

1023, 717189 192,168,202, 11 192,168,100, 130 IWP  Echo (png) request

10 M.719042 19216820211 192.168.100.130 WP Echa (ping) request

12 25716099 192,168, 202,11 192,168,100, 130 TP Echo (ping) request

13 35,483297 197.168.302,11 192,168,300, 88 WP Echa (ping) request

14 40462760 192.168.202.11 192,168,100, 88 TP Echo (ping) request

15 41,462617  197.168.203,11 192168100, &8 TP Echo (ping) request

16 42462470  192.168.202.11 192,168,000, 58 WP Echo (;ing) request

17 44,461561 192, 168.0,% 192.168.0.130 ARP who has 152,188.0.1307 Tell 192.168.0.27

18 44461658  192.168.0.130 192.168.0. 27 ARP 192.168.0.130 15 ak O0:c0: 56 29207 :30

19 55,109197 192,168,202, 11 131.120.58.15 TP Echo (ping) request

20 56186517 102.168.202.11 131.120.5.15 TP Echa (ping) request

STOIRREAS  1URCTRR 0011 1. 170.9,15 WP Frha (rinal remisst ¥
% Frame § (98 bybes on wire, 58 bytes captured) A

% Ethernet II, Snc: 192.160.0.27 (00:a0:d2:1c:7d:0d), Dst: 192.068.0,130 (00:00:95:09:07 :30)
= Internet Protooml, Sec: 192.188,202,11 {192.188.202,11), Dst: 192, 168,0,130 (192,168.0,1%0)
Version: 4

Header Tength: 20 bybes

Differentiated Services Field: 0dd (DECP OwD0: Defaulty ECN: Gwdd)

Total Length: 64

Tdestafication: 000 (00

Flags: Geld (Don't Frageent)

Frageent offset: 0

Time to Tive: 63

Protocol: TONP (O01)

[T

[Ts

iy A

DWW ® GGlc/emuEm B W Ues aefencks A
WAn00 01 efcacalcalbcdaf T.hh cooennis
00 BS ba 16 Oc 00 00 bR 2c 2F 43 56 o6 o
DY 0abbOcOd OeOF O IL 1213 M 15 ciivians cenunrns
BIBWblcld YDA RIHEE  corienen o 'HE

0 25 27 28 29 2a 2b 2c 2d 2e 2F 30 31 32 33 M 35 &'()%,- 012N W

* Renovabie [k (F] | MYSER Caphures G rote w2, | Do, LT

Figure 63. Test 6: Scenario 2 Packet Capture on Router (pinged from NAT 2)
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E.6.2. NAT1
The following four figures are snapshots of the packets captured on NAT 1
when the four interfaces were pinged from NAT 2.

£ NAT 1 (scenario 2 from NAT 2) - Ethereal

Be [t Vew Go Cphre fdve Juftis fep

HpHaN bR 0S Re90TL BE QAN BUEX D

iter: ¥ Egresin.,. Qex gy
M. TR Saree Desngtin frtocl ks a
L Jed it LI LU0 L1 LI LbUa e il LLAr ELIRF iy i EPIF
MBS IN000 IRARNLM TP Ccho (ping) reply
MELTEE L0 IR 1P Echo (ping) reply
W7 3.5 192.166.0.130 192,160, 200.11 10 Echo (ping) reply
248378642 192.1668.0.130 182, 168.200. 11 1 Echo (ping) reply

]‘ red

Echo (ping) reply

B2 170858 192.168.0.130 152,168 202,11 1

B3 17880 192.160.0.130 192,168, 202, 11 I Echo (ping) reply

4 3,729 192.160.0.130 192,168, 202,11 1P Echo (ping) reply

B5 3.0 192,160,010 192,160,202, 11 I Echo (ping) reply

26 3.726083  192.168.0.130 19168, 202,11 1% Echo (ping) reply

B 1730 192.168.0.130 192,168, 202, 11 10 Echo (ping) reply

BTN 19216000100 192016020811 I Echo (ping) reply

260 4709068 192.168.0.130 192,168, 202,11 I Echo (ping) reply

14709122 192.166.0.130 192,168, 202,11 100 Echo (ping) reply

24,0000 192160010 192,168, 202,11 I Echo (ping) reply

263 4.70820  192,180.0.130 152,160, 202,11 10 Echo (ping) reply

B84 4709332 192.166.0.130 192,168, 202,11 I Echo (ping) reply v
§ Frame 230 (98 byfes on wire, 58 bytes captured) A

yellohe Ethernet I, St 182,168,100.130 (00:c0:95:c9:07:31) fDst: 182,168, 300,85 (00:0¢:41:ef taf 18] } orange

= Internet Protoced, Seo: 192.166.0.130 (192.168.0.130), Dst: 152,166,

Version: 4
header Tength: 20 bytes
3 Differentiated Services Feld: Gad (S0P Qa0: Default; ECN: 0DD)
Total Lengths B4
Identification: du2dbf (18711)
% Flags: Cu0d (Don't Frageest)

Fraguent offset: 0
} green

Protocol: TOIP (Ol

Header chacksum: dfdh [correct] v
[0 DAl BN TBAER e ooeloals A
(010 00SA2dbF a0 C00s0L FECb D B0 B2 cdal T- vuivanns
000 calb MO0 bdbatledc MMM AAAHE ooeve v awa g OV
000 Qa000800 Qalhcdd Qedf WHBRDUEYL v vurnanes
P40 1617 B9 0adblcld LelfHAHBZABNE i o0 HE
P50 M MAadid DFIONRIMHN L%~ 004 W

Fe: " Doqumerts and SettnsL [P: 2081 0 2081 M)

® ot Dk (E) B MVEA Cohires

Figure 64. Test 6: Scenario 2 Packet Capture on NAT 1 (pinged from NAT
2), Part 1
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B NAT 1 (scenario 2 from NAT 2) - thereal

B ER Ve @ Cobre e S B

dEdRN BR 0C (RAAXE: 56 ae8R §UEX @

ier: v Eqgreson.. Cear oty
Moo Tm Sum e Pt o 4
& el LmLd A0l LU LIY LI LU0 LEa AL L LR = )

LLAr

M3 192.166.0.10 192,166, 2,11 108 Echo (ping) reply
M6 172050 192,360.0.130 000210 TP Echo (ping) reply
77054 192.166.0.130 W8A20 1P Echo (ping) reply
HELTOMR 19.1600.130 IR MAL OB Echo {ping) reply
M9 3,765 I Echo (ping) repl

bk

192.166.0.130 192,168, X2, 11

.|;|'h rl-l.

e

?53 1 msm 19 1HD1315 191'155 ?CIEII o Edn{wnu:l rqﬂr
B4 30094 192.168.0.100 192,168, 202.11 14 Echo (ping) reply
55 L0 192168.0.00 182168, 202,11 I0F  Echo (ping) reply
256 3.704088 192,166,030 182,168, 202,11 1P Exba (ping) reply
B73.7M04  192.160.0.190 N0 IR Echo (ping) reply
T ]} blue
HLATNR  192.160.0.130 1R A0 1P Echo (ping) reply
6240002 192.188.0.130 192,168, 202.11 10¢  Echo (ping) reply
263 4700234 192.260.0.130 182168, 0211 IO#F  Echo (ping) reply
264 4,70032  182,266.0.130 162,168, 202,11 I Echo {pinq} w!r ¥
J; Frame 50 (98 hwtes nmwire. OR hutes rantured) A
yello & Ethernf® II re 192,168, 100,68 E',m.dl.ef,ﬂf.et Dst: 192.160.100.130 (0200205 :c0:0811) orange
= Internat Wy ki b7G bBONR AV L4200 LB LY
Version: 4

Header lengths 31 bytes
3 [ifferentiated Services Faelds ddD (D50 Dol Defaulty ECN: 0n00)
Total Langths 4
Tdentification: de2dbf (1078L)
¥ Flags: e [Elun t Frageent)
st offsut

green

Protocol: 100 (1)
Header checksum: Of30b [correct]

¥
[ NGO N0k AT eRORD ..., I A
0 WA QE0E0 Al E0EdS T v
000 calh MO0 bdbalote GOIBL A A SEE vorrrnrs vunyfVe
D030 Qa0 QB0 CatolcOf Qef UMD UYL oviiir visranns
(60 B0t W RDARTNE s o, 1B
) B BN Bk H RERURTAR &) v
Fle: "Conments nd SeltngsLh [P 2081 0: 2061 0

P ootk E)  MWEAGHUS Gl | Sl massn-He oL, | IS
Figure 65. Test 6: Scenario 2 Packet Capture on NAT 1 (pinged from NAT
2), Part 2
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4 NAT 1 (scenarin 2 (rom NAT 2) - Ethereal

Be B8 Yoo @ (obre fde Bt B

BUBUN BB 03 Re+0TE 84380 FUEX

54 &, 96050
AR5 19568404

253 37947973
06D 37 48058
HEL 37, 40150
062 36 M7
b3 36, 947902
264 38, HB002
25 39, 7567
2068 39, WSS
HET 35, 347856
e 2. 674202
FUERTA T

152,168, 100. 88
152, 168,100, 130

1% s
152:168100. 88
192,168, 100. 88
192680211
182,168, 10068
192,168, 100:88
192,168 010
192,168, 100.88
182,168, 100. 88
1926821
131.120.5.15

152.168.100.130
157, 168, 100. 84

182.168. 10088
152. 168, 20211
152, 168.202.11
192. 168, 100,88
192,168, 202.11
192,168,202, 11
192,168, 100,88
192,168, 02.11
192- 168,202, 11
1110918

182.166.202.11

B v Cpesson., ey gy

M. Tk Solnce [estiriafion Pretocel o
49 A6 LLEI000 LR 1% Echo (ping) reply
W50 VUM NN IRIRAL IOF  Echo (ping) reply
WSS LLBRIND  LLIEMLL Echa (gieq] reply
WM LLBLING) MLLEALL eha [ging) reply

Who has 152,168,100, 1307 Tell 192.168,00.58

192,168, 100.130 §5 ot (0:e0:95 29207401

i (g1 reuest
Echo (ptng) reply
Echa (ging] reply
Echo (ping) request
Eeha (ging) reply
Echa (ping) reply
Echo (pimg) raquest
Ech pieg) reoly
Echo (giing) reply
Ech (ing) request
Echo (oina) renly

yel

Versighg 4

§ Flags: 0l

n‘ernt Pmto:m 5r|: 192 m 100, aa f192 ms -'r:'i

Header Tength: 20 bytes
g Differentiated Services Freld: 0 (DSCP eld: Defaulty EON: Od0)

Total Langths B4

Idetfication; fwecac (H0588)

§ Frome XA7 4% bvtes on wire 83 Pwtes rantirsd)

green

Protocol: 1O (01)
Hewder checksum: Qoded? [correct]

[ R Gn IR A aBina
[010 00 S4 ecac CODO Q0O ded7T cDABGd S
[0 cxObW OB Ml WORAHAN
[0 (s00CBCHCalbdcdd Celf 10111228 W18
P40 7101 Lalblcld QU RAME
[0 B nnbled 2F0NRBUS

W
i 4
14

&'{}*,-

., [O1EM45

astat. 1904
Figure 66.

Fie: "CoCoumnts and Settiom\d |P: 2661 £ 2081 M0

* Pomoyatie sk (E:)

& A s

Pt X
T RaT ] [senang

’3 msaa 35005 - M.

4 143

} red

Test 6: Scenario 2 Packet Capture on NAT 1 (i nged from NAT

2), Part 3
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AT 1 [scenario 2 from NAT ) - therea

Fie Bt Vew G0 Cohre iy Jaiis Hp

§yd Ul B0 68 Be+0T B8 200 GOEX B

B " gpmin.. (i gy

ho.  Tme Souree Destraion Prtoeel Il
M9 1063 19060000 1nlga02n I Echo (pimg) reply
H50 B 206477  102.168.000.130 192, 168, 282,11 IO Echo (mimg) reply
A0 B WLII0NN LRI IO Echo (ping) reply
bt TR LT e R [ 5 [ W B 1} I Echo (pimg) reply

254 2598321 152,168,200, 88 152,168, 100,130 Who has 132.168.100.1307 Tell 192,168,100, 8
55 19060404 19,168,100, 130 192, 166.100.8 AR 192168,100.130 18 4t 00:c0:8 a7
56 648501 192,166,202 11 152.168.100.88 I Echo Ep'ilﬂ request

yello

0 3748058 102.164.100.58 192,168, 202,11

IO Echa (ping) reply

6837, ME15Y 192,168,500, 88 102,168,202, 11 100 Echa (pimg) reply

062 38547807 192,168.202.11 192.168.100.83 IO Echo (pimg) request

63 35 M790 192,168,000, 88 192,168, 202. 14 100 Echo (pimg) reply

06 ILME0D LLIERAN0GE  LLIBARL IR Echo (ping) reply

065 35,4766 192.168.202.11 192,168, 100,88 100 Eeho (ping) request

65 10T WLIGBA0GE  LLIBALL IOF  Echo (ping) reply

067 35, M7056  192,168.000.588 192,168, 202. 11 100 Fcho (pimg) reply

L6 SREPGN LLIBHRL LLINAE IO Echa [ping) raquest

69 SR LIS 192,168, 02,11 IO Echo (timal realy 5
§ Fram X050 092 byles o wire, 3 bvtas cantured) A
Z Etherneﬁgzﬂ:: 192,168,100, 130 (0030046 81 37:304, Dst: 1021 Qeatlzat afleh) orange
2 Internet Protocol, Srce 102.164.100.88 (192.168.100.64), Dst: 192,168,202,11 (192.168.202.11)

Version: 4

Header length: 20 bytes

7 Differentiated Services Field: (00 (DUCP 0u00: Defaulty ECN: Ovi)

Total Length: 84

Tdentification: Geecac (ROSHA)

4 F]!;ﬁ: el

Frageent offset:

]

Header checksum: Qedfd? [correct] d
[l Ml T 0n BO0 L0 BN ke el A
(00 0SecaclOOO3fOl dFa7cDABMdsbclad (Tt S,

00 calb OB Mled MOREHFHNE . venrs ooy flF

[0 CeO0ORCRDalhOcdd eUf UL UL s sinnerns

[0 61710 9tatblctd e f DADRBHE ovvenrs o0 I'HE

(G0 B BA bR nADNRHWT FO- B ¥
Fle: "(:fDonments and SeftngsLi IF:MED:IIHIP:I]

astate #1354 ® ok 0k (E) | B SEA Gt

} red

Figure 67. Test 6: Scenario 2 Packet Capture on NAT 1 (pinged from NAT 2),

Part 4
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E.6.3. Anadysis

NAT 2 failed to ping 192.168.0.130 and 192.168.100.130.. Figure 63
show that the Router did not see any Echo replies from 192.168.0.130 or
192.168.100.130. However, it is evident that 192.168.0.130 and 192.168.100.130
replied since NAT 1 saw them (red outline in Figure 64). If routing was done
correctly, the Echo replies should have been sent to the Router and then to NAT 2
instead of to NAT 1. Instead, ML S server sent the Echo repliesto NAT 1. Figure
65 indicated that when NAT 1 received the Echo replies, it sent them to next hop
(192.168.100.130) based on its routing table (yellow and orange outlines in Figure
65). However, XTS-400 forwarded the replies back NAT 1 at 192.168.100.88
(yellow and orange outlines in Figure 64). Hence, Echo replies were bounced
back and forth between 192.168.100.130 and 192.168.100.88 until the time-to-
live field reached zero (blue outline in Figure 65). This sequence of events aso
occurred for the Echo requests from 192.168.202.11 to 192.168.100.130.

NAT 2 aso failed to ping 192.168.100.88 and 131.120.9.15. Figures 66
and 67 show that there exists two Echo replies for each Echo request destined for
192.168.100.88 and 131.120.9.15. For each Echo request destined for
192.168.100.88, NAT 1 responded with an Echo reply which is sent to its next
hop at 192.168.100.130 (orange outline in Figure 66). However, the same Echo
reply was bounced back by XTS-400 to where it came from when XTS-400
received it (yellow and orange outline in Figure 67). NAT 1 stopped routing the
Echo reply further since it recognized its own packet. This explains why NAT 2
was never able to receive any replies. The same was true when NAT 2 pinged
131.120.9.15.
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E.7. Packet Capture when pinged from Router
E.7.1. Router
The following is a snapshot of the packets captured on the Router when the

four interfaces were pinged from the Router.

A frauter {seemarks £ liem rauter] - Hihereal

Pe (& oo @ Cotne fabe Rani b

Wﬁiﬁﬁ PRA*®E Res0FL EE QQRD GUEX @

* Eoruicn.. QuF Gl
. Tm St Desiratin ool Il A
10,0000 191160, W21d.010 1 fe (ming) request
TRONW 100N Brosdcast MP W b 120ER0.27F Tell 1921680000
) 0,007 A

192, IHH?

li! 1!.11. I.H

192.168.0.27 19 ut O0:aDadRaie T4

g

I8 ko

& 090728 m 180,130 LA LA I00F Leha (sing) reply
FLOHM WO HLERTT Y e fehe imﬂ Fifuit
B LN IPLAELDN 1la0 7 0 Ecla (ping) reply
§RONNE RIE0H 182:068.0,1% I8 Echo (ping) request
LA L R ] W0 08 fehs Emrn.'l reply
1 RFHI 10D 152,060 100, 1R I Echo (ping) request
12 5.938400 190 1E H00.1M 150 068.0.7 B Echo (ging) reply
LI TR L 1001610010 0 fehs (ping) request
WHIHEG . 151600010 IR o feha (ging) reply
158,00 108007 150,168, 100, 150 TR Echo (ping) request

i 7 y ifg) Pafly
U AL L A R L5 T IF [eha (ing) repl
PR I L R 19216010019 e fehs E:m Fiiuait
180,501 15h18 0,10 11807 1% ol (ping) reply
LIRS LA R 190,168 100.80 108 [eha (sing) reguest
¥ 1340004 193.164,200 00 a0 e fehy Egrlﬂ reply
4 1L 90T 152,160, 100, 0 IR Echo (gng) request
2 1L 1S007E 160 1ed 100,00 18ie.0.0 I8¢ Echo (ming) reply
FLREREL L LR 193,164, 100,80 e fehs Eni Frtueit
HOHNE BN WL TR e (ming) reply
5 15 A e 190,162, 100,80 108 oW (pimg) request

® Frame d (3% bytes on wire, 3 bytes captured)

= [ehernet 11, Seec 190, 365.0.100 (DO0e0 08 o0l 00), Davt 102.068.0.07 (00 ralodbeiefdod)
Bestination; 190.060.0, 27 100 iadidliies o)
Soorcer 1023680130 (00eod & 1ch0Td0)
Tyeas I (i)

¥ Internet Protocal, Srci 192,368,010 {192.168,0,100), Dety 152,068,027 {180, 060.0.27)

# Imtecnet Comtral Medsaor Protocol

I‘J TSRS M

Figure68. Test 6: Scenario 2 Packet Capture on Router (pinged from Router)
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E.7.2. NAT1
The following is a snapshot of the packets captured on NAT 1 when the four
interfaces were pinged from the Router.

T 1 ficanaria 1 from roter] - [hargal

B[4 e G (oo fibr Zisn o

Dusoe R 03 Re*07E R QAN GUEX B

" bain. O btk

I 0.00LE9 150164 100, 88 192,164, 100, 130 BEF 19206 100.88 19 ot O0uDcodd et uaf ieh
TORONN a0l 101648, 100,68
00 WL DT
SLOMI L e0ar 192,164, 100, B9
ELOMNT LM lLiERD

[eha (ging) rigly

S R AU R 181,160, 100.00 fchy Emﬂ FiqinEt

E.OMUT 19066, 100, 00 182807 Echa (p1ng) reply

0 L0066 DALY 162,164, 100,84 ko (pim) request

103 09000 192,14, 100,80 19140, feho (ging) rinly

104,900 182168, 100, 00 18216010010 o e 192,160,100, 1007 Tall 192,160,100,
124,999080 150,164, 100,130 15, 16%, 100, B8 82, 164, 100,130 13 ot C0:chedsechioniL
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Figure69. Test 6: Scenario 2 Packet Capture on NAT 1 (pinged from Router)
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E.7.3. Anadysis
The Router was able to ping al four interfaces described in D.2. The
Router could ping 192.168.0.130 because it shares a peer-to-peer relationship
with the MLS server. It was also able to ping 192.168.100.130 because XTS-400
knew its interfaces. The same logic applied to the case when the Router pinged
192.168.100.88. The Router successfully pinged 131.120.9.15 in this scenario but
not in Scenario 1. In order for this to occur, XTS-400 would have to send the
Echo requests to 192.168.100.88 in order for the requests to reach 131.120.9.15.
When 131.120.9.15 received the requests, it sent Echo replies to the Router by
routing the packet to the next hop or the MLS server. XTS-400 had the logic to
route the replies to the Router since it knew its peers.
Scenario 3
F.1. Description
The MLS server is configured in order as follows. any packets received on its
single-level interface (ethl, 192.168.100.130) is forwarded to the single-level
interface of NAT 1 (192.168.100.88) and any packets received on its MLS LAN
interface (192.168.0.130) is forwarded to the public interface of the Router
(192.168.0.27).
F.2. Operations
First, NAT 2 pings:
1. ethOof MLSserver
2. ethl of MLS server
3. ethlof NAT 1
4. ethOof NAT 1
Then, Router pings:
5. ethO of MLS server
6. ethl of MLS server
7. ethlof NAT 1
8. ethOof NAT 1
F.3. Network Configuration on ML S Server
F.3.1. Type thefollowing answers when prompted:
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SAK

Enter command?

Enter editor request?

Enter TCP/IP daemon name?

Enter TCPIP/IP daemon description?
network

Enter domain name?

Enter host name?

Enable the subnets local flag?

Enable the IP forwarding flag?
Enable the IP send redirect flag?
Enable the shutdown on failure flag?
Use default TCP maximum retransmission?
Add the network interface configuration?
Enter TCP/IP device name?

Enter interface address?

Enter destination address?

Enter broadcast address?

Enter network mask?

Add another network interface entry?
Enter TCP/IP device name?

Enter interface address?

Enter destination address?

Enter broadcast address?

Enter network mask?

Add another network interface entry?
Add the route configuration?

Enter TCP/IP device name

Isthis route a default route

Enter destination address

Is destination address a host
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tcpip_edit
add
tcpip_mls
TCP/IP for MLS LAN
cisrlabmistestbedl.com

misserver
n
y
y
n
y
y

/dev/etherO
192.168.0.130
0.0.0.0
192.168.0.255
255.255.255.0

y

/dev/etherl
192.168.100.130
0.0.0.0
192.168.100.255
255.255.255.0

n

y

/dev/etherl

n

0.0.0.0

n



Enter gateway address 192.168.100.88

Enter route metric 1

Add another network route entry y

Enter TCP/IP device name /dev/etherO
Is this route a default route n

Enter destination address 0.0.0.0

I's destination address a host n

Enter gateway address 192.168.0.27
Enter route metric 1
Add another network route entry n
Add the resolver configuration? n

F.4. Preparation and Testing
F.4.1. OnNAT]1,
F.4.1.1. Launch Etherea
F.4.1.2. Gotothe Capture menu
F.4.1.3. GotoInterfaces
F.4.1.4. Click on Capture 192.168.100.88
F.4.2. OnRouter,
F.4.21. Launch Etherea
F.4.2.2. Gotothe Capture menu
F.4.23. Goto Interfaces
F.4.2.4. Click on Capture 192.168.0.27
F.4.3. OnNAT 2,
F.4.3.1. Runthefollowing commands:
ping —c 4 192.168.0.130
ping —c 4 192.168.100.130
ping —c 4 192.168.100.88
ping —c 4 131.120.9.15
F.4.4. Repeat the above commands on the Router
F.4.5. Stop Ethereal captures on both NAT 1 and Router
F.5. Result
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Table 13 lists the result of the Scenario 3. The first column shows where
the ping was initiated and the first row shows what hosts/IP addresses were pinged.

Theresult is exactly the same as the result obtained in Scenario 2.

Table 13. Test 6: Scenario 3 Result
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F.6. Packet Capture when pinged from NAT 2

F.6.1. Router

The following is a snapshot of the packets captured on the Router when the

four interfaces were pinged from NAT 2.
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Figure70. Test 6: Scenario 3 Packet Capture on Router (pinged from NAT 2)
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F.6.2. NAT1
The following three figures are snapshots of the packets captured on NAT 1
when the four interfaces were pinged from NAT 2.
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Figure71. Test 6: Scenario 3 Packet Capture on NAT 1 (pinged from NAT 2),
Part 1
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6 NAT 1 scenaria 3 from NAT 2) - Etheseal
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Figure72. Test 6: Scenario 3 Packet Capture on NAT 1 (pinged from NAT 2),

Part 2
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(9 NAT  (scenarn 3 from NAT ) - Hhereal
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Figure 73. Test 6: Scenario 3 Packet Capture on NAT 1 (pinged from NAT 2),
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F.6.3. Anaysis

NAT 2 failed to ping all four interfaces. The behaviors seen in the packet
captures in this section are identical to the behaviors seen in section E.5. All the
Echo replies (red outline in Figure 71) from 192.168.0.130 and 192.168.100.130
were bounced between 192.168.100.130 and 192.168.100.88 (yellow and orange
outlines in Figure 71 and Figure 72). As a result, the replies never reached the
Router (Figure 70).  As described in F.5, every Echo request destined for
192.168.100.88 and 131.120.9.15 had two Echo replies (red outline in Figure 72).
The first reply went from 192.168.100.88 to 192.168.100.130. When the MLS
server received the reply, the XTS-400 routed it back to 192.168.100.88. This
was the reason for seeing two Echo replies per request. Refer to E.6.3 for more

detail explanation.
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F.7. Packet Capture when pinged from Router
F.7.1. Router
The following is a snapshot of the packets captured on the Router when the

four interfaces were pinged from Router.

A frauter {seemarks 3 liem rauter] - Hihereal

Pe (& oo @ Cotne fabe Rani b

Budda el P Rev27 ER QAN GUEX B

" Gorwin. Qi bt

2100 181

1LIAIN

1w h

10 5u00E 10R.d66.0.100 Brogds it K W has 193.160.0.2F% Tell 192.166.0.130
40,5000 195100, 1021400, 100 (I e M e G E R H R
§ LSANE BRIE0IN LT KN 0¥ Eo (pimg) reply
LERLHER LS LA 192.168.0:130 I0RF [cho (ping) request
A R0 1102 Itee fchs [,I‘Iﬂﬂ reply
§E.SURERY LNRIRLOT 19060.0,10 IO cha (png) request
PRI MEAEOIN 1800 108 Eoh (simy) reply
1 00BTEE 91002 12 108.0.1% 106 fehs Eﬂ'lrl[l raquast
1 A 60000  IFRIELOIN 108 0% Eh (ging) reply
12 920865 MR1E0.Y 193164, 100,130 108F Echo (ping) request
RSN HRI00.0N e ek fehs (ping) reply
0NN Bres 195000100, I Echa (ging) request
15 10.21504)  192.162.300.120 195 168.0. 7 0¥ B (ping) reply

. . gL IAg) P
16 1100 W00 182.164,100. 19 1w ke (ping) request
EABY L T o R | 118 [ i 8 bio E:m renly
1L R0 182, 168,100,100 1% Echa (ping) request
1IN0 RIERIDARY IELIERLN 108 [eha (sing) renly
b N B R VLR 12 164,100, 60 e ey Egrlﬂ FRuEE
HOWTTEE 192,068, 000,808 1600, 108§ (ping) reply
RTINS 116037 193168, 100,88 I06F ko (pimg) request
3 18I 193160000, 60 W02 pli Eﬂim Feply
b B R O L A R 192,168,100, 0 I Echg (ping) request
35 16777950 192,168,300, 88 1951680, 0¥ Ew (Bimy) reply v

® Frame 1 (1A bytes on wire, LN bytes captured)

= [ehernet 11, Seec 190.165.0.30 (D0:abed2:de dsld), Cory 0000025000500 :Ph (00 2002%e 500400 11h)
Bestination; O1:00:%e:00:00ih (01:00:5e:00:00:6h)
Soarce! 102368007 (DOrad d2ricauld)
Tyeas I (i)

¥ Internet Protocal, Srci 192,368,027 (1920680, 27), Dst) 23A0GDG251 (234.0.0.251)

# Uner Datudras Pratocal, 872 Rert: SXBD (50900, Dat Port: §340 (S33)

# Domain Ngse System (resonse)

[l "EeBooutr [scenaria Y oo (P 500 35 M0

4] ﬂ .‘ l‘. i "E' Rolber (Semndrs 1it I‘Jl"l'f.! wi-00c -+ M

Figure74. Test 6: Scenario 3 Packet Capture on Router (pinged from Router)
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F.7.2. NAT1
The following is a snapshot of the packets captured on NAT 1 when the four
interfaces were pinged from Router.
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Figure75. Test 6: Scenario 3 Packet Capture on NAT 1 (pinged from Router)
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F.7.3. Anaysis

The Router was able to ping al four interfaces as described in F.2. The

behavior of this scenario is identical to the one in E.7. Refer to E.7.3 for a more

detail analysis.

Scenario 4

G.1.Description

The MLS server is configured as follows in order: any packets received on its
single-level interface (ethl, 192.168.100.130) is forwarded to the single-level
interface of the Router (ethO, 192.168.0.27) and any packets received on its MLS
LAN interface (ethO, 192.168.0.130) is forwarded to the single-level interface of the
NAT 1 (ethl, 192.168.100.88).
G.2.Operations

First, NAT 2 pings:

1.
2.
3.
4.

ethO of MLS server
ethl of MLS server
ethl of NAT 1
ethO of NAT 1

Then, Router pings:

5.

6
7.
8

ethO of MLS server
ethl of MLS server
ethl of NAT 1
ethO of NAT 1

G.3.Network Configuration on MLS Server.

G.3.1. Typethe following answers when prompted:

SAK

Enter command?

Enter editor request?

Enter TCP/IP daemon name?

Enter TCPIP/IP daemon description?

network

Enter domain name?

167

tcpip_edit

add

tcpip_mls

TCP/IP for MLS LAN
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Enter host name? misserver
Enable the subnets local flag? n
Enable the IP forwarding flag? y
Enable the IP send redirect flag? y
Enable the shutdown on failure flag? n
Use default TCP maximum retransmission? y
y

Add the network interface configuration?

Enter TCP/IP device name?
Enter interface address?
Enter destination address?
Enter broadcast address?

Enter network mask?

Add another network interface entry?

Enter TCP/IP device name?
Enter interface address?
Enter destination address?
Enter broadcast address?

Enter network mask?

Add another network interface entry?

/dev/etherO
192.168.0.130
0.0.0.0
192.168.0.255
255.255.255.0

y
/dev/etherl

192.168.100.130

0.0.0.0

192.168.100.255

255.255.255.0

n

Add the route configuration? y

Enter TCP/IP device name /dev/etherl
Isthis route a default route n

Enter destination address 0.0.0.0

|'s destination address a host n

Enter gateway address 192.168.0.27
Enter route metric 1

Add another network route entry y

Enter TCP/IP device name /dev/etherO
Isthis route a default route n

Enter destination address 0.0.0.0

|s destination address a host n
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Enter gateway address 192.168.100.88

Enter route metric 1
Add another network route entry n
Add the resolver configuration? n

G.4.Preparation and Testing
G.4.1. OnNAT1],

G411
G412
G4.13.
G.4.14.

Launch Ethereal

Go to the Capture menu

Go to Interfaces

Click on Capture 192.168.100.88

G.4.2. On Router,

G4.21
G.4.22
G.4.23.
G.4.24.

Launch Ethereal

Go to the Capture menu

Go to Interfaces

Click on Capture 192.168.0.27

G.4.3. OnNAT 2,

G431

Run the following commands:

ping —c 4 192.168.0.130
ping —c 4 192.168.100.130
ping —c 4 192.168.100.88
ping —c 4 131.120.9.15
G.4.4. Repeat the above commands on the Router
G.4.5. Stop Ethereal captures on both NAT 1 and Router
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G.5.Result
Table 14 lists the result of the Scenario 4. The first column shows where the
ping was initiated and the first row shows what hosts/IP addresses were pinged. The

result from Scenario 4 is exactly the same as the result obtained in Scenario 1.

Table 14. Test 6: Scenario 4 Result
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G.6.Packet Capture when pinged from NAT 2
G.6.1. Router
The following is a snapshot of the packets captured on the Router when

the four interfaces were pinged from NAT 2.
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113 57102660 192.168.202.11 171.120.9.15 Echo (ping) request
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Figure76. Test 6: Scenario 4 Packet Capture on Router (pinged from NAT 2),
Part 1
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@ Rauter (soenaria 4 from NAT 2) - Ethereal
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Figure 77.

red

Test 6: Scenario 4 Packet Capture on Router (pinged from NAT 2),

Part 2

172



G.6.2. NAT1
The following is a snapshot of the packets captured on the NAT 1 when the
four interfaces were pinged from NAT 2.

BT {scenrio 4 fram AL 1) - Hhereal
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12 42.5%0900 290, 1é2. 100. B 153 164, 100. 130
13 42,5000 193, 044, 100, 130 142,164, 100, i
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S APSPIMEL 293768 100.8 192, 14, 169, 130 A 100148100, B!I 18 i BObe sdi sel taf 1eb
LR A U S 19214810000 i g:
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F15.572r6 190 MeE 200 10 192,164, 100, B8 1% ek (ping) request
§29.57384) 190, 168, 100,88 162, 168 202. 11 I8 Ech (ging) reply
10 60572000 16k 16 0201 192,14, 10000 18 ek E::rﬂ} request
HE AT e B 1980200 1 1% Echo (ping) reply

L

Al

o Frame | (60 bytes on wire, 60 bytes captured)
= Cthernet 1T, Seev 100, 165100130 (D0ved el soded?e}1), Dut: Beandeagy [FF P o1fofd o off)
Gastination; Browdkast (HF cHF FF oFF 94 6H)
Souecer 192,168,100, 400 (00rod:50icqil? i)
Tiges AkP (i)
Trah lar 1 DO00N000000000ONNNNN000000000000
+ hddress Besalidion Pratocnl (Fequad®/gratultou ARP)

]! yidig
BHE e odode
RRE oo i

19 i * Rimiance [ (1) i 1 ] e d [y I‘Jl"l'f.j o430 - M

Figure 78. Test 6: Scenario 4 Packet Capture on NAT 1 (pinged from NAT 2)
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G.6.3. Analysis

Scenario 4 had the same result as Scenario 1. In other words, NAT 2 was
able to ping 192.168.0.130, 192.168.100.130, and 192.168.100.88 only. It failed to ping
131.120.9.15. The Echo request destined for 131.120.9.15 was routed from 192.168.0.27
to 192.168.0.130 (yellow and orange outlines in Figure 76). However, XTS-400
forwarded the packet back to 192.168.0.27. This sequence of events occurred until the
time-to-live exceeded. As aresult, the Echo requests never reached NAT 1 (Figure 77).
Refer to D.6.3 for more details.
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G.7.Packet Capture when pinged from Router
G.7.1. Router
The following is a snapshot of the packets captured on the Router when

the four interfaces were pinged from Router.
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Figure80. Test 6: Scenario 4 Packet Capture on Router (pinged from Router),
Part 2
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G.7.2. Router
The following is a snapshot of the packets captured on the NAT 1 when

the four interfaces were pinged from Router.
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Figure81. Test 6: Scenario 4 Packet Capture on NAT 1 (pinged from Router)
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G.7.3. Analysis
The Router could ping both interfaces of the MLS server because the
Router and the ML S server share a peer-to-peer relationship. The Router was also
able to ping NAT 1 since XTS-400 has routing capabilities to route packets to its
immediate peers. However, pinging 131.120.9.15 was unsuccessful. Echo
reguests destined (red outline in Figure 79) for 131.129.9.15 were sent out by the
Router (yellow and orange outlines in Figure 79). However, XTS-400 sent those
requests back to the Router when it received them (yellow and orange outlines in
Figure 80). The Router stopped routing the requests further as it recognized them.
Therefore, the Echo requests never reached NAT 1 (Figure 81).
H. Observation
A number of observations can be made from analyzing the results and packet
captures for the four scenarios. First, there were two different sets of results from
running the four test scenarios. Scenarios 1 and 4 generated the first set and scenarios 2
and 3 have generated the other set of results (refer to sections D.5, E.5, F.5, and G.5).
Second, each scenario that shared the same gateway address sequence in its routing
configuration yielded identical results. In other words, the results were dependent on the
order of the gateway address and were independent of the device name in the routing
configuration (refer to Table 9). Third, XTS-400 seemed to always forward packets
destined for unknown networks to the gateway indicated in the first static routein its
routing table. In scenarios 1 and 4, XTS-400 bounced Echo requests it received from
131.120.9.15 to0 192.168.0.27 instead of forwarding them onto NAT 1. Also in scenarios
1 and 4, similar behavior of XTS-400 forwarding packets to 192.168.0.27 was seen when
the Router pinged 131.120.9.15. In both cases, the XTS-400 did not have routing
information for the 131.120.9.x network and the gateway for itsfirst static route is
192.168.0.27. The XTS-400 always routed packets destined for unknown networks to
192.168.100.88 instead in scenarios 2 and 3 where the 192.168.100.88 was the gateway

initsfirst static route.
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