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Abstract

Planar laser-induced fluorescence (PLIF) of OH and wall-pressure measurements have been

used to investigate the combustion in a cavity flame-holder scramjet combustor. The experi-

ments were conducted in the T3 free-piston-driven shock tunnel using a Nd:YAG laser to pump
a dye laser system exciting the Qi(8.5) transition of the hydroxyl radical. The OH radical was

chosen as it is one of the most abundant species in flames and therefore is a good indicator for
ignition and combustion in general. Two different fuels, hydrogen and ethylene, were tested

at three different equivalence ratios each (4) = 0.15, (b = 0.24 and D = 0.47 for hydrogen,

4) = 0.13, d) = 0.37 and (D = 0.64 for ethylene). The shock tunnel produced a 6.15 MJ/kg
flow condition corresponding to a simulated flight Mach number of approximately 1 1.5 at an

altitude of approximately 29 km. OH PLIF images obtained at three different planes in the
scramjet combustor are presented. Pressure measurements along the scramjet duct centerline
were recorded for each equivalence ratio.

Supersonic combustion was achieved for all conditions investigated. The PLIF images
clearly show the presence of OH above and downstream of the cavity indicating the ignition
zone. The penetration height of the OH plume was found to be linearly dependent on the
equivalence ratio. The pressure measurements particularly showed the locations of oblique

shock waves in the scramjet duct and indicated a significant pressure rise due to combustion.
Similarities and differences for the different equivalence ratios and fuels were observed and are

discussed in detail.

The images clearly show the ignition length scales for the two fuels, and these agree with
empirical calculations. A significant change in the spatial distribution of OH concentration was
noted at the highest ethylene equivalence ratio. The OH PLIF images show a localized, intense

fluorescence signal near the injection point, with much lower signal further downstream. This

was not noted for hydrogen injection. The exact cause of this change is not known, although

possible explanations for the behavior are discussed.

Computations of the flow field at a lower static to the experiments are presented. For this
reason, direct comparison with experiment is not made, but the resulting maps of computed

flow quantities provided valuable insight into the mixing and combustion processes occurring

in the combustor.
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Chapter 1

Introduction

This report examines the flow within the combustor of a supersonic combustion ramjet engine

using a cavity-based fuel injection scheme. Work at lower Mach numbers (Tishkoff et al.

1997) has shown that the cavity injector has excellent properties for use as a fuel injection
system: it assists in flame-holding and mixing of the flow and is less of an obstruction to the

oncoming flow than other configurations such as strut injectors. However until now little work
has been done to investigate the performance of this injections scheme at higher flight Mach

numbers. This report presents an initial investigation into the viability of combustion at flight

Mach numbers above Mach 10 using cavity fuel injection.

The experimental campaign was performed with the following aims in mind:

" To experimentally determine whether supersonic combustion will occur at a flight Mach

number above Mach 10 using a cavity-based injector geometry. The T3 free-piston driven

reflected shock tunnel facility at the Australian National University was used to produce
the flow conditions required to simulate the flow in the combustor at such flight Mach

numbers. The scramjet configuration was tested in a semi-direct-connect configuration.

" To gain a deeper insight into where ignition occurs in the flow field. To achieve this,

planar laser-induced fluorescence PLIF of the hydroxyl(OH) radical is performed on the

combustor. This gives a qualitative indication of where OH is produced within the com-

bustor. Issues such as whether significant radical populations are produced within the
cavity can also be addressed. The initial portion of this work concentrated on pressure

measurements to indicate where combustion took place. These pressure measurements

can be directly compared to the OH visualizations to determine how the locations of the
static pressure rise and the flame front correlate with each other.

To compare the performance of hydrogen and ethylene as fuels using this configuration.

Ethylene and other hydrocarbon fuels have a significantly longer ignition delay time than
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hydrogen does, which can adversely affect combustor performance. As hydrocarbon-
based fuels have a number of practical advantages when compared with hydrogen, it is
important to evaluate their performance relative to using hydrogen. To this end, exper-
iments where performed in which each fuel was injected into the cavity at a range of

equivalence ratios.

- To produce high-quality experimental visualizations and pressure measurements at known
free stream conditions that can be directly compared to numerical simulations.

1.1 Cavity-based Fuel Injection

Critical to the performance of any air-breathing engine are the successful mixing of the fuel
with the oncoming flow, and the ability to initiate and maintain combustion. This is particu-

larly true for the supersonic combustion process in a scramjet. It is desirable to inject the fuel
in a way that minimizes the disturbance to the airflow, yet maximizes the efficiency with which

fuel-air mixing occurs. Due to the high velocity of the airflow through the combustion chamber
duct, the time available for fuel injection, mixing and combustion is very short. Thus, it is cru-
cial to minimize the delay time for ignition of the flame, to avoid excessive combustion lengths

and hence excessive weight and drag penalties ((Heiser and Pratt 1994)). Strut injectors, while
being attractive for their contribution to mixing and flame-holding in a scramjet combustor,
suffer from increased drag and thermal loading ((Kanda et al. 2001, Tomioka et al. 2001)).
Transverse injection of fuel from the sidewall causes a detached normal shock to be produced

upstream of the fuel jet. As a result, considerable losses in total pressure and hence cycle ef-

ficiency can occur ((Seiner et al. 2001)). Angling the injectors downstream can reduce these
losses, but also reduces the mixing effectiveness and flame holding ability. Previous research
has indicated that the addition of one or more cavities in the wal Is of the combustor can improve
the mixing and flame holding capabilities, by providing an area where subsonic recirculation
of fuel and air can occur, thus aiding in the mixing process and allowing sufficient time for
the combustion process to begin, and intermediate radicals to be produced.5A11 previous cavity
combustion work reported has been at low hypersonic flight Mach numbers for which ram*jet or
dual-mode ramjet/scram jet operation is observed. No experimental combustion data has previ-
ously been obtained for flight Mach numbers of the order of 10 or above. This has provided the
motivation for the present study.

1.1.1 Cavity Flow Regimes

The addition of a cavity to a scramjet combustor is a trade off between the benefits to flame-
holding and the promotion of efficient combustion and the resultant drag penalty. Ben-Yakar
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and Hanson (2001) provide a comprehensive review of the various issues associated with the

use of cavities. The mixing and flame-holding properties of a scrarnjet can be significantly
improved through the addition of a cavity. As the convective Mach number increases, com-

pressibility effects suppress the growth of the shear layer causing the mixing of the oncoming

air and the fuel to decrease. 1 However it has been demonstrated that the mixing of the shear lay-
ers can be improved by the presence of cavity flow oscillations. These instabilities enhance the

mixing capabilities. The opposite case is a stable cavity, which aids in flame holding. Cavities

produce a recirculation of radicals, with sufficient residence time for ignition to occur without

the need for long combustion chamber lengths. If the recirculation in the cavity is stable, a
continuous ignition source is present and thus flame holding is improved significantly. The

stability of a cavity is directly related to its design ((Ben-Yakar and Hanson 2001 )). For all cav-

ity geometries, the flow separates from the upstream lip, forming a shear layer, and reattaches

downstream. A higher pressure results from the shear layer impingement at the rear wall, and

subsequently increases the cavity drag, since the pressure at the front face is lower than that at

the rear. By inclining the rear wall, the drag may be reduced. Particular ramp angles have been

found to minimize the drag penalty of the cavity ((Gruber et al. 2001, Mathur et al. 2001, Zhang

et al. 1998)). The interaction of the shear layer with the rear wall also causes fluctuations to

occur, i.e. the cavity resonates. These instabilities can aid the mixing process and are used in

so-called unstable cavities but they can reduce the ability of the cavity to act as a flameholder.

In order to minimize fluctuations, the shear layer needs to be controlled. Experimental results

have shown that an inclined rear wall assists in the stabilization of the shear layer by eliminat-

ing the generation of the traveling waves inside the cavity, and hence alleviates the fluctuation

effect as well((Ben-Yakar and Hanson 2001)). This passive stabilization technique, while not

being optimal for all flow conditions is simpler than proposed active systems that utilize vari-

able fuel injection upstream of the cavity lip. Cavity geometry is characterized by its length to

depth (L/D) ratio. A cavity is termed open if the ratio is less than approximately 10. For these
ratios, the free shear layer will reattach to the rear face of the cavity. For L/D greater than 10,

the cavity is considered closed, because the shear layer will reattach on the cavity floor. The

boundary layer thickness at the cavity leading edge, the flow Mach number and the cavity width
determine the critical L/D ratio. For fluid injection, the L/D ratios should be larger, to achieve

steady flow. Studies have indicated that for longer lengths and inclined walls, cavity residence

time is decreased. However for greater L/D ratios, the drag coefficient increases significantly

((Ben-Yakar and Hanson 2001)).

1.1.2 Previous Cavity Experiments

Various combinations of L/D ratios, ramp angles and overall engine design have been tested in

recent years; the aim being to optimize the cavity configuration for minimum losses, and effec-

tive flame holding. Again, Ben-Yakar and Hanson (2001) provide a comprehensive summary

of this work. The initial cavity experiments were conducted in a joint Russian/French project
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designed by the Central Institution of Aviation Motors (CIAM) in Moscow. The project estab-

lished that the use of a cavity for hydrocarbon combustion was beneficial. CIAM conducted

further cavity experiments that showed for Mach 6.5 flow speeds, auto-ignition and flame hold-
ing can be achieved without the use of spark plugs. The engine flow path incorporated two

cavities, a step flameholder and three separate injection points, one in each of the front cavity

walls at 30 to the engine axis, and another just upstream of the step at 45. Due to the small
injector diameters, it was highly unlikely ignition would have occurred without the cavity. A

flight test of the design did achieve positive thrust ((Ben-Yakar and Hanson 2001)). It is thought

however that this test did not produce true scramjet operation, since the flow in the combustor

had substantial subsonic regions. Effectively, it was a ramjet test at higher than normal flight

Mach number. Ben-Yakar and Hanson (2001) conducted flow visualization experiments of
duct flows across various cavity geometries using an expansion tube. They simulated Mach 10
total enthalpy conditions at combustor entry but could only produce a flow of low stagnation

pressure in which combustion was not possible. Experimental results have indicated that there
is an optimal ramp angle in which drag is minimized. The AFRL at Wright-Patterson AFB

investigated ramp angles of 16 30 and 90 in a Mach 3 flow, and concluded that drag increases
with shallower ramp angles ((Gruber et al. 2001, Mathur et al. 2001)). This can be attributed

to an expansion wave being created at the leading edge of the cavity, and the shear layer de-

flecting further into the cavity. These factors cause the pressure to drop, and a larger area of

recompression to develop at the rear cavity face, resulting in increased drag. Opposite results
appeared when Zhang et al. (1998) produced numerical calculations. They investigated the
effect of reducing the ramp angle from 90 to 67.5 and 45, and obtained results that indicated

drag is reduced with decreasing ramp angle. Both these sets of results showed that the pressure

on the front wall is reduced with decreasing rear ramp angle. An earlier study by Samimy
et al. (1986) minimized the losses due to drag by using a 20 ramp angle. The shear layer was

undisturbed at this configuration, and thus the pressure within the cavity remained unchanged,

minimizing drag. From these three separate results, it can be concluded that the optimal ramp

angle lies between 16 and 45((Ben-Yakar and Hanson 2001)). Yu et al. (2001) investigated

several cavity configurations, and determined that a two step cavity with an inclined wall was
the most efficient configuration; resulting in the highest increase in combustor pressure and

exit recovery temperature. This also demonstrated a significant improvement in combustion

((Seiner et al. 2001)). Other research efforts by the same group investigated flow stability and
flameholding capabilities at Mach 2. They altered the ramp angle and tested L/D ratios of 0.5,
1, 2, 3 and 5. The small L/D ratios produced successful flame holding. However the L/D ratio

of 5 had an inclined rear ramp, and interestingly, failed to hold a flame at all.

1.1.3 Investigation of Suitable Fuels

Traditionally, scramjet research has focused on the use of hydrogen for fuel given its ease of

combustion and high energy density. Hydrocarbon fuels though are logistically more attrac-
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tive than hydrogen given the problems associated with storing the lower density fuel, and the

significant safety measures that must be in place. This may not be such an issue for civilian

operators, whose vehicles launch from the one location, and thus all supporting infrastructure

can be permanently located on site. However for military applications, such as hypersonic mis-

siles, it is essential that all resources be easily transportable. Using a hydrocarbon fuel will
decrease vehicle size due to its higher density, be simpler to manage logistically, and be suffi-
cient for flight numbers up to approximately Mach 10 ((Townend 2001)). Some hydrocarbon

fuels such as ethylene also have the operational advantage of liquefaction at room tempera-

ture ((Paull and Stalker 2000)). The combustion of fuel is not instantaneous, there is a finite
time for combustion, characterized by the type of fuel. This becomes an issue for scramjet

engines, due to the flow being supersonic, and thus time for combustion is minimal. For flight

Mach numbers greater than 8 where combustion lengths are at their most critical, hydrogen is
the preferred fuel, due to its short ignition time.5 Below Mach 8, hydrocarbon fuels become

more desirable due to their higher densities. Hydrocarbon fuels tend to have longer ignition

times and reduced reaction rates compared to hydrogen. Thus the use of cavity flameholders

becomes even more desirable for these fuels to minimize combustor length, especially at high
Mach number. Fuels must be broken down into intermediate species before combustion is pos-
sible. In the case of hydrogen, the H2 molecules have to be broken down into the H and OH

radicals. Hydrogen combustion occurs relatively fast, due to this small molecular structure.

However typical hydrocarbons of interest (for example, kerosene) can have rather long chains,
and thus take a significant time to react. A suggested solution is to circulate the fuel around

the vehicle body through pipes, in order to absorb the heat generated by the vehicle traveling at

hypersonic speeds ((Colket and Spaddaccini 2001)). The heat absorbed will cool the vehicle,

at the same time as heating the fuel and thus assist in the cracking (thermal decomposition) of
the long chains before injection into the combustor. Combustion of the smaller hydrocarbons

is then able to proceed at faster rates than for the original kerosene. The fastest of these small

hydrocarbons to burn is ethylene (C2H4) ((Colket and Spaddaccini 2001 )). Consequently, eth-
ylene is often used as a substitute for kerosene-like fuels in scramjet ground tests, in order to

obtain fundamental data on hydrocarbon-fueled scramjet performance. It is a primary fuel in

itself, and is the product of the combustion of methane, ethane and other longer-chain hydrocar-

bons. For most of the hydrocarbon-fueled tests conducted thus far, an igniter has been required
to initiate and maintain the flame. Hydrogen pilots have been shown to be effective for ethyl-

ene or kerosene fuels ((Taha et al. 2002)). Wright-Patterson Air Force Research Laboratories

injected gaseous ethylene fuel upstream of the cavity. Tests were conducted for equivalence
ratios of 0.25 to 0.75, at a dynamic pressure of 49.7 kPa, and used only a spark plug for igni-

tion. Combustion efficiencies of about 80holding and large flame-spreading in the cavity region
were observed for all test conditions ((Mathur et al. 2001)).
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1.1.4 Effect of Equivalence Ratio

In the AFRL tests, using ethylene fuel and simulated flight speeds between Mach 4 and 6, the

equivalence ratio was varied between 0.25 and 0.757. Wall static pressure distributions were

produced for each equivalence ratio. The greatest pressure ratio (Paii/Frn1H) was observed in
the cavity region. This occurs because at these low flight Mach numbers, subsonic flow (ramjet
operation) often occurs in the combustor, induced by a shock train that straddles the injection

point ((Heiser and Pratt 1994)). Cavity flame holding capabilities under such conditions be-
come of extreme importance, as the shock can extinguish the flame. As the fuel flow rate was
increased in the above experiments, the shock system began to shift upstream more and more,

and the overall pressure ratio distribution increased with increasing equivalence ratio. Ratner

et al. (2001) measured the combustion efficiency values in supersonic flames, using hydrogen
fuel at a flight Mach number of 2.5. They increased the equivalence ratio from 0.034 to 0.068,

and found that by doing this, the combustion efficiency and the flame length were both in-

creased. The increase in combustion efficiency was found to have a virtually linear relationship
with increasing fuel mass flow rate. This was attributed to the fact that increasing the fuel flow

rate will increase the volume of the flame and thus there is less chance that the oncoming flow
will be convected around the flame, and remain unburnt. Also, this will create a longer flame

length, providing a longer residence time for fuel oxidation.

1.1.5 Flight Mach Number

The majority of the experiments investigating the use of cavities to aid supersonic combustion

have been performed at the lower end of the flight Mach number range (less than 8) for which

scramjet operation is envisaged. This is due to the limitations imposed by most ground-based
test facilities. To date, the research has aimed at finding the optimum specifications for specific
flight conditions, such as cavity geometry, the type of fuel used, and appropriate fuel/air equiv-

alence ratios. The knowledge base for these conditions is increasing, but again, only for low

Mach numbers. The experiments reported here extend this knowledge base to flight at Mach
11.5.

Griffiths (2004) used a tunable diode laser absorption spectroscopy (TDLAS) system to

measure water vapor concentration and temperature in a combusting scram jet flow. The TDLAS
was applied to a similar cavity flame-holder scramjet model as used in Neely et al. (2003).

The water vapor Griffiths detected is evidence of supersonic combustion. The measurements
were able to resolve trends over the test time of the facility and showed different water vapor

concentrations and temperatures at different heights in the duct.



I. I. CAVITY-BASED FUEL INJECTION 7

1.1.6 PLIF Measurements in Scramjet Combustors

Since its first employment by Cattolica and Stephenson (1984), Planar Laser-Induced Fluo-

rescence (PL1F) has become a major flow diagnostic technique. Initially used for measuring

number densities and temperatures in flames its application has been extended to measuring

velocity, pressure and mole-fractions in a large variety of flow fields.

Allen et al. (1993) showed applications of PLIF measurements of OH and NO in a model

scramjet combustor using an excimer-pumped dye laser systern. Strategies for measurements
of species number densities, mole fractions and static gas temperature were developed and the
possibilities for the quantitative interpretation of the PLIF measurements were discussed. The

NO PLIF images they obtained demonstrate the potential of NO PLIF for quantitative measure-

ments in high temperature, supersonic flows. They also discussed in detail the limitations to
the quantitative interpretation of supersonic reacting flows.

Recently Gruber et al. (2004) conducted NO and OH PLIF measurements using cavity-

based flame-holders in a supersonic flow at a combustor Mach number of 2 and ethylene injec-

tion. For their mixing studies they added a small portion of NO to the fuel and captured a series
of instantaneous NO PLIF images for different injection schemes. The results they present
point out the effectiveness of fuel mixing for an injection scheme, where fuel is directly intro-

duced into the cavity from its back wall. Apart from investigating the mixing capabilities of
cavity flame-holders, they also conducted combustion studies using OH PLIF. For this purpose

the fuel/air mixture was ignited using a spark plug, as their test conditions were not sufficient

for auto-ignition. They investigated various injection schemes, whereas only the direct fuel
injection into the cavity from the cavity back wall produced sustained cavity combustion. OH

PLIF images were presented for this injection scheme for various equivalence ratios and back
pressures.

Ben-Yakar et al. (1998) characterized the flame-holding process of a hydrogen jet injected
into a high total enthalpy supersonic-cross-flow (flight-Mach number 13) simultaneously ap-

plying planar laser-induced fluorescence (PLIF) of OH and Schlieren imaging. The acquired

and subsequently overlaid OH PLIF and Schlieren images indicated auto-ignition of the hydro-
gen jet in air cross-flow. OH fluorescence was measured in the recirculation region upstream

of the jet extending along the outer edge of the jet plume adjacent to the wall. in the side
view, decreasing OH PLIF signal was observed, beginning about 6-jet diameters downstream

of the jet implying quenching of the ignition, however the results still showed potential for

flame-holding.
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1.1.7 Computational Fluid Dynamic Studies

Unfortunately ground test facilities like shock tunnels either do not exist in all the flight regimes

covered by scramjet vehicles, or the experimental expense is simply too great for practical use.

Hence, computational fluid dynamics (CFD) play a more and more important role in the design

of scramjets. In recent years many different scramjet configurations have been simulated using

CFD, and the development of test models and new vehicles such as the X-43A benefit from it.

Boyce et al. (2002) performed computational fluid dynamics calculations in support of the

successful HyShot dual-combustor (fuel-on/fuel-off) scramijet flight experiment. Results from

the scramjet experiment were used as input conditions for 3D combustion chamber calcula-
tions employing the finite-rate hydrogen/air chemistry model presented by Evans and Schex-

nayder (1979). A Mach 7.5 flight at an altitude 28 km and an angle of attack of ±5' was

simulated. Their results predict significant pressure rises due to combustion for the combustor

located windward comparing well with shock tunnel results at similar combustor inlet condi-
tions, whereas the combustor located leeward did not experience the same pressure rise, unlike

the corresponding tunnel results. This is presumably attributed to differences in combustor inlet

temperature between the leeward CFD and shock tunnel combustors.

Baurle (2004) provides a detailed overview of the modeled equations typically employed

by commercial CFD codes for high-speed reacting flows, as can be found in scramiet combus-

tors. Approximations employed for turbulence and combustion modeling are covered in detail.

State of the art models to close the unclosed terms in the averaged equation sets are presented

and academic efforts addressing current shortcomings in order to improve these models are

discussed.

1.2 Overview

This section briefly outlines the contents of this report and the research work conducted. The

experimental work is split into two sections, each of which covers an experimental campaign.

The first series of experiments was an initial survey of conditions using static pressure mea-

surements. This work determined free stream conditions at which combustion will occur and

determined axial pressure distributions along the combustor floor. The second series of exper-

iments involved using planar laser-induced fluorescence of OH to investigate the effect of fuel

type and equivalence ratio on location and intensity of hydroxyl radical production.

Chapter 2 describes the apparatus involved in the experiments. The T3 free-piston shock

tunnel facility is described, concentrating on its configuration and operation. The method of

determining initial flow properties such as nozzle reservoir and free stream conditions is also
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outlined. The scramjet combustor used for the experiments is described, defining important

parameters and detailing the geometry and instrumentation of the model. Chapter 2 also briefly

describes how the equivalent flight Mach number was determined. The the calibration and the

calculation of equivalence ratios are also detailed, along with an explanation of how the injec-

tion system for the ANU scramjet combustor model operates. The final section of Chapter 2

describes the apparatus used to perform the OH PLIF experiments presented in Chapter 5, as

well as the methodology used to acquire and reduce the data.

Chapter 3 describes and presents results for the initial experimental campaign, consisting
of floor static pressure measurements for a range of equivalence ratios using both ethylene and

hydrogen fuels. This initial experimental campaign was performed to acquire wall pressure

distributions to determine the axial location and extent of combustion in the presence of the
cavity fuel injection system for the specified range of equivalence ratios and fuels. These

experiments helped determine the most useful equivalence ratios and test times for performing

the OH PLIF experiments in Chapter 5.

Chapter 4 is a collection of preliminary experiments that were necessary to ensure that the

main OH PLIF experiments were performed consistently and precisely. It is particularly impor-

tant to ensure that the signal is proportional to OH concentration. These experiments include

measurements of saturation irradiance and laser-sheet thickness, calibrations of the ICCD cam-
era and LIF excitation repeatability experiments. Chapter 4 also presents the numerical model
used for the CFD simulations and provides an overview of initial and boundary condition ap-

plied.

Chapter 5 presents and discusses the main experimental and computational findings of the

report, starting with a description of the experimental procedure for the OH PLIF and pressure

measurements and the data reduction process conducted. Subsequently the experimental and
computational results for different flow conditions are presented and compared among each

other.

Chapter 6 summarizes the main conclusions drawn from experiments and CFD simula-
tions and recommends ways in which the work may be meaningfully continued.



Chapter 2

Experimental Apparatus and Procedures

This chapter describes the experimental apparatus used to generate the flow conditions, the

scramjet and its fuel injection system, and the PLIF system used for visualizations. Care has

been taken to determine as precisely as possible the nozzle exit flow conditions, and issues that

contribute to the uncertainty in inlet flow conditions are discussed.

This chapter also describes the procedures used to acquire pressure traces and PLIF images

for the experimental campaign. The procedures used to correct the PLIF images for scatter and

spatial non-uniformity and the data reduction procedure used to compute time-resolved static

pressure distributions are discussed in Section 2.5.

2.1 The T3 Free-Piston-Driven Shock Tunnel

As flight Mach number and stagnation enthalpy increase, it becomes more difficult and expen-

sive to simulate flow conditions using continuously running facilities. Pulsed facilities allow

relatively inexpensive simulation of free stream conditions at high flight Mach number con-

ditions. These facilities increase the enthalpy of the flow at the cost of a reduced flow time.

The current experiments were performed in one such pulsed facility: the T3 free-piston shock

tunnel.

The free-piston-driven shock tunnel was developed by at the Australian National Univer-

sity (ANU) in the 1960s (Stalker 1967) and has proved to be a very successful facility for

investigating hypersonic flows. T3 is one of a series of free-piston-driven shock tunnels built

at the ANU (Stalker 1972). In more recent times, similar facilities have been developed in the

United States, Germany, Japan and elsewhere. The major components of the free-piston shock

tunnel are outlined in Figure 2. 1.

10
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Figure 2.1: Schematic of the T3 free-piston-driven shock tunnel

The main components of the facility are shown in the figure. The high pressure reservolr

and the compression tube are forged as an integral nine-meter-long stainless steel tube. The
high-pressure reservoir is 3 meters long, the compression tube is 6 meters long. The reservoir's

inner diameter is 340 mm, while the compression tube has an inner diameter of 300 mrn. The
compression tube is reinforced at its downstream end by a two-meter-long steel sleeve with

760 mm outer diameter, to ensure that it can withstand the extremely high pressures experienced

during tunnel operation. A steel diaphragm separates the compression tube from the shock tube

and hence the driver gas from the test gas. Material and thickness of the diaphragm are dictated

by the initial driver conditions and the desired test conditions. The diaphragms used in these
tests came from a single batch, were manufactured from mild steel, were 1.854-mrn thick and

had a burst pressure of 28.3 ± 0.7 MPa.

The six-meter shock tube has an inner diameter of 76 mam, and contains the test gas. In

these tests, the tunnel is operated in reflected-shock mode, so the shock tube is separated from

the nozzle by a 0.05-mm-thick mylar diaphragm located at the throat. To generate different

flow Mach numbers in the test section, various conical and contoured nozzles are available.
For these experiments a contoured nominal-Mach-4 Laval nozzle was used. The compression
tube and the shock tube with the attached nozzle are placed on rollers to allow the facility to

recoil during a tunnel run.

Models to be investigated are mounted in the 480 x 480 x 680 mm (height x width x depth)
test section, providing optical access through UV grade fused silica windows on either side and

on top. Signals from the pressure transducers in the model leave the test section through a

flange in the bottom wall. During tunnel operation the exhaust flow is collected in the dump

tank, which is 3 meters long, has a diameter of 1.2 mn and a volume of 3.500 m3.

2.1.1 Shock Tunnel Operation

Before operation, the compression tube, shock tube and dump tank are evacuated and subse-
quently filled with test and driver gases to their initial conditions, as described in Section 2.1.2.

The choice of the test gas is governed by the desired gas for the experiments. The compression
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tube contains a low-pressure driver gas mixture of helium and argon, chosen for its high sound

speed and because it is chemically inert. The composition ratio of the driver gas has been cho-

sen to achieve a properly tailored reservoir trace (Sudani et al. 2000). The reservoir behind the
piston is filled with air at high pressure. A small evacuated volume, the piston space, separates

the high pressure reservoir and the piston launcher, preventing the piston from launching.

When the reservoir pressure reaches its final value, the piston space is vented to a higher

pressure. The pressure rise behind the piston causes it to launch. The piston accelerates and

consequently adiabatically compresses the driver gas in the compression tube, increasing pres-

sure and temperature of the driver gas. When the piston reaches the end of the compression
tube, the driver gas pressure exceeds the burst pressure of the metal diaphragm. By then the

piston has transferred almost all of its kinetic energy to the driver gas, the remaining portion is

absorbed by polyurethane buffers, which stop the piston at the end of the compression tube.

The bursting diaphragm allows the driver gas to enter the shock tube, forming a strong
normal shock wave that propagates along the shock tube. This shock wave adiabatically com-

presses and heats the initially cool and stationary test gas. Upon reaching the downstream end

of the shock tube, the shock wave is reflected and also ruptures the mylar diaphragm at the
nozzle entrance. The reflected shock travels back through the shock tube again, decelerating

the test gas to come to rest, and further increasing its pressure and temperature. The resulting

conditions upstream of the nozzle are approximately the stagnation conditions, supplying the
nozzle with a high-temperature and high-pressure flow.

Due to the large pressure difference between the nozzle reservoir and the nozzle exit, the

test gas starts flowing through the nozzle, which is shaped to generate the desired Mach number
in the test section. After the starting process completes, quasi-steady flow exists in the test

section until arrival of driver gas in the test section determines the end of the facility test time.

More thorough descriptions of the shock tunnel operation are provided in Stalker (1972) and

Gai (1992).

2.1.2 Tunnel Fill Conditions

Table 2.1 summarizes the gas compositions and fill pressures for the experiments described in

this report. The composition of the driver gas was chosen to be 80% helium and 20% argon, the

shock tube was filled with air at a pressure of 50 kPa. Values for the fill pressures were chosen

to ensure a volumetric compression ratio, A, of approximately 30 and a shock tube constant,

K, of between 4 and 6. The latter value is chosen to ensure that the piston is fully decelerated

when it reaches the end of the compression tube (Gai 1992).
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D

R (MPa) C (kPa) D (MPa) KI I•A

4.24 95.2 29.0 30.9 4.5

Table 2.1: Reservoir fill pressure R, compression tube fill pressure C, diaphragm burst pressure
D, compression ratio A and shock tube constant K for all experiments

2.1.3 Nozzle Reservoir Conditions

T3 is a pulsed facility and thus the test time is limited by the volume of the shock tube and

the mass flow rate through the nozzle. Constant-pressure test times are typically between 0.5

and 2 ms, depending on the stagnation enthalpy. Higher enthalpy conditions tend to have lower

constant-pressure test times. Two major effects reduce the usable test time of the shock tunnel:

the time required to generate a uniform flow at the nozzle exit and the contamination of the
test gas by the arrival of driver gas in the nozzle flow. Previous work in T3 by O'Byrne (1997)

at a stagnation enthalpy of 4 MJ/kg, and using the time-variation of Mach angle in a duct,

showed that driver gas contamination did not occur until more than 4 ms after shock reflection.
Studies using a time-of-flight mass spectrometer in the T4 shock tunnel at the university of

Queensland show that 10% levels of contamination do not occur until approximately 5 ms after

shock reflection, and that this time reduces to 2.5 ms at 6MJ/kg(Paull 1996). Therefore the free

stream flow should be free of driver gas at the test time of 1.5 ms used for these experiments.

Figure 2.2 is an example of a typical nozzle reservoir pressure trace. The pressure in the

nozzle reservoir increases to 3 MPa when the initial shock wave first reaches it. Then the

reflected shock wave passes, causing a further two-stage increase, initially to 12.5 MPa and
less than 50 f.s later to its peak value. This two-stage pressure rise is most likely due to a

bifurcated reflected shock formed by interaction of the reflected shock with the boundary layer.

After an expansion phase during flow establishment in the nozzle, a period of almost constant

nozzle reservoir pressure ensues, followed by a linear pressure decay. This pressure decay is

caused either by the drainage of driver gas through the nozzle or by under-tailored shock tunnel

operation.

For these experiments, a nominal test time of 500 /ts between 1.25 ms and 1.75 ms after

shock reflection was chosen. The laser used for the PLIF imaging was pulsed 1.5 ms after

the reflected shock wave. The test time tt,,,t was chosen to ensure that the nozzle flow has
had sufficient time to establish but that no driver gas has yet contaminated the flow. It is also

important to ensure that the combustion flow reaches a quasi-steady state for the tests. Plots

comparing the static pressure distribution as a function of distance along the duct for injection

into air and injection into nitrogen show that the inlet pressure for each case is the same after

approximately 1.2 ms. Plots of the ratio of static pressure to the nozzle reservoir pressure also
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Figure 2.2: Typical nozzle-reservoir trace, showing the time of laser firing and the chosen test
time.

indicate that this ratio reaches a steady state by 1.5 ms after shock reflection. It is apparent

from Fig. 2.2 that the reservoir pressure has dropped from the plateau value of 16 MPa to
approximately 14 MPa by 1.5 ms after shock reflection.

The nozzle reservoir conditions for the test time can be calculated if, besides the initial

conditionse two further quantities are ksaown: the nozzle reservoir pressure Po and the initial

shock velocity vS/ok. The nozzle reservoir pressure is measured using a Piezotronics PCB
pressure transducer (type 113A22) (see Table 2.4) mounted at the end of the shock tube. The

nozzle reservoir signal generated for each tunnel rmn is recorded using a digital storage oscillo-

scope. The shock velocity can be calculated using the measured time the incident shock wave
takes to travel from another transducer located 1.435 m upstream of the nozzle reservoir trans-

ducer. Note that this measurement assumes constant shock propagation speed and therefore

does not account for any attenuation in shock speed as the shock wave approaches the shock

tube end-wall.

Measurements of shock velocities and reservoir pressures allow run-to-run variations in

the nozzle reservoir conditions to be quantified. These fluctuations have a number of different

causes: variations in the piston motion due to leakage of high-pressure reservoir gas; friction

differences between the piston and the walls of the compression tube as the piston rings wear

out; varying burst pressures between individual diaphragms; and run-to-run changes in high-
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pressure reservoir, compression tube and shock tube fill pressures. The effects of these varia-

tions for the current experiments are shown in the histograms in Figure 2.3. These histograms
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Figure 2.3: Histograms showing the variability of (a) the shock velocity and (b) the nozzle
reservoir pressure. The solid vertical lines indicate one standard deviation either side of the
mean value (dashed lines).

show the variations of the shock velocity and the nozzle reservoir pressure over a representative
sample of 47 tunnel runs for the shock speed and 30 runs for the nozzle reservoir pressure. The
vertical black lines indicate +1 standard deviation from the mean value (dashed blue lines) of

the measurements. The standard deviation in the shock velocity is ±0.034 km/s (+1.3%) while

the nozzle reservoir pressure has a deviation of ±0.3 MPa (±2.5%).

The nozzle reservoir (stagnation) temperature To and hence the stagnation enthalpy h0 are
calculated using the ESTC (equilibrium shock tube calculation) code (McIntosh 1968). The
ESTC code solves the inviscid, one-dimensional shock tube equation (Gaydon and Hurle 1963)

for a reflected shock with the primary shock velocity given by the measured shock velocity. The
reflected shock conditions are then isentropically expanded until the static pressure matches

the measured nozzle reservoir pressure. The calculation results, assuming chemical and vi-

brational equilibrium, are summarized in Table 2.2. The quoted uncertainties are the standard

deviations, based upon the standard deviations in the measured nozzle reservoir pressures and

shock speeds. Table 2.2 provides conditions at both 1.0 and 1.5 ms after shock reflection, cor-
responding to the constant-pressure reservoir conditions and the conditions at the nominal test

time, when the OH PLIF images were obtained.

2.1.4 Freestream Conditions

Since the scramjet model is a semi-direct-connect one, has no intake ramp and therefore does

not compress the incoming air, the shock tunnel is configured to deliver an airflow analogous
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Time (ms) P0 (MPa) TO (K) h0 (MJ/kg)

1.0 15.6 + 0.4 4330 ± 30 6.28 ± 0.08
1.5 14.0 ± 0.4 4255 + 30 6.14 ± 0.08

Table 2.2: Computed temperature To, pressure Po and enthalpy h0 in the nozzle reservoir.

to the flow that would be present at the entrance of a real combustor after intake compres-

sion. The flow conditions at the model inlet/nozzle exit are determined using the STUBE code
(Vardavas 1984). This is a one-dimensional, inviscid nozzle code, specifically designed for use

in determining free-piston shock tunnel freestream conditions. It assumes one-dimensional,
inviscid nozzle flow, and incorporates finite-rate chemistry and vibrational non-equilibrium.

STUBE uses the values calculated by the ESTC code as input quantities and determines the

chemical composition and the state variables of the nozzle flow as a function of axial distance.
Since the calculation is inviscid, the effects of boundary layer formation in the nozzle are not

accounted for. In order to correct for the displacement effect, Pitot pressure was measured at
the nozzle exit. The ratio of Pitot pressure to nozzle reservoir pressure was 0.1225. The invis-

cid nozzle location at which the calculated ratio of Pitot to reservoir pressure corresponded to
this value was taken to be the area ratio corrected for boundary layer growth. For the Mach 4

contoured nozzle used in these tests, the geometrical exit-to-throat area ratio was 12.96, while
the effective area ratio accounting for the displacement thickness was 12.79.

One difficulty associated with predicting the thermal state of the freestrearn in shock tunnel
facilities is that the expansion is nearly always sudden enough to cause vibrational freezing

in the flow. Vibrational freezing occurs when the number of collisions between molecules

is not sufficient to allow the vibrational energy to reach equilibrium (Bray 1969, Hurle 1971).
Vibrationally frozen nozzle flows will have a lower rotational temperature at the nozzle exit than

an equivalent equilibrium flow. Previous laser-diagnostic studies in free-piston shock tunnels

at the ANU (O'Byrne et al. 2002, Fraval et al. 2001) show that vibrational temperatures, and
particularly those of nitrogen, are elevated well above the rotational temperature at the nozzle

exit. STUBE uses the correlation of Millikan and White (1963) to determine the vibrational

freezing temperatures for the major flow species, assuming collision with nitrogen to be the

only vibrational relaxation process. For the contoured nozzle used in this investigation, STUBE
predicts a freezing temperature of 2468 K for nitrogen, while oxygen and nitric oxide remain

in equilibrium throughout the nozzle.

STUBE calculates pressure, temperature, density, velocity, frozen Mach number and species

mole fraction as a function of axial distance along the nozzle. The freestream quantities at the
scramjet intake - pressure pA, temperature T, density po, velocity v,, and Mach number

Alf - are listed in Table 2.3.
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When the pressure measurements from this investigation were presented by Neely et at.

(2003), the flow was assumed to be vibrationally frozen at the nozzle reservoir conditions. This

calculation produces a much lower rotational temperature at the nozzle exit. If these values

are used in a thermal equilibrium CFD code like CFD++®, the excess vibrational energy will
be lost to that computation. For this reason, Table 2.3 contains STUBE calculation results for

both vibrationally frozen and equilibrium nozzle flow. Equilibrium CFD codes should use the

equilibrium STUBE results, to account for all the energy in the flow. In the absence of a true

nonequilibrium calculation, this procedure is the best alternative, because the pressure increase
in the combustor should cause the flow to come to vibrational equilibrium somewhere within

the combustor. It should also be noted from Table 2.3 that a significant amount of dissociated

oxygen and nitric oxide exists in the freestream. This is a characteristic of free-piston shock
tunnel flows. While it is difficult to quantify the effect of the extra atomic species on the

flow, combustion is in general more likely to occur when atomic oxygen is present in the flow

(Odam 2004).

The temperatures and pressures predicted by STUBE are sufficient for auto-ignition within

the combustor, and therefore no external measures are required to initiate combustion.

Calculation p. (kPa) T. (K) pc•(kg/m 3) v,' (m/s) M,

Vib. nonequilibrium 88 ± 2 1410 ± 30 0.217 + 0.007 2885 ± 20 3.74 ± 0.03
Vib. equilibrium 98 ± 2 1563 ± 30 0.217 ± 0.007 2880 ± 20 3.96 ± 0.03

Mole Fractions N2  02 NO 0

0.755 0.174 0.063 0.0078

Table 2.3: Calculated freestream conditions

The freestream conditions used for this study were chosen to approximately match a Mach

11.5 flight at an altitude of about 29 km. At this altitude, the temperature of the international

standard atmosphere is approximately 225 K, and therefore the sound speed and static enthalpy

are defined. From these quantities and the total enthalpy presented in Table 2.2, the Mach

number can be determined directly.

2.2 The Cavity Flame-Holder Scramjet

The introduction of a cavity flame-holder into the duct of a supersonic combustor increases its
mixing and flame-holding capabilities, as described in Section 1. 1. We now describe in more
detail the cavity flame-holder scramjet and the instrumentation used in the experiments.
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2.2.1 The Experimental Scramjet Combustor Model

As mentioned previous[ ,the scramjet is a generic, semi-direct-connect combustion chamber.
No intake compression ramp or exhaust nozzle were included, since the focus of the research
was on the combustion process and not on the overall aerodynamic performance. The model
consists of a 500-mm-long rectangular duct with a constant cross-section of 52 mm x 25 mm,
incorporating a single full-width cavity flame-holder located 152.5 mm downstream of the inlet
leading edge. The cavity dimensions were chosen to be a sub-scale version of the configuration
employed by Gruber et al. (2001), enabling data comparison to be made by WPRL at a later
date. The cavity has a rear angle of 22.5' and a length-to-depth ratio of 4.8. Both values
are in the suggested range to produce an open cavity with stable recirculation (Ben-Yakar and
Hanson 2001). The scramjet inlet was located 10-mm downstream of the nozzle exit after
recoil. This cavity nominally matches the cavity used in experiments conducted at the Wright-
Patterson Air Force Research Laboratories in the flight Mach number range of 4-6.7.

Hydrogen or ethylene fuel is introduced to the cavity from ports in the rear, angled cavity

step. The fuel is injected through four cylindrical ports,each having a diameter of 2 mm and
located at the half-depth of the cavity. Figure 2.4 illustrates the scrarmjet geometry. Optical
access to the combustor is provided by two UV-grade fused silica windows, mounted on the top
and side walls. The laser sheet is directed through the top window, as described in Section 2.4.
Two wedge-shaped shields were placed around the side-windows of the scramjet, to prevent
the oncoming nozzle flow from disturbing the camera's view into the combustion chamber.
This significantly decreases the tunnel luminosity signal, which otherwise would deteriorate
the signal-to-noise ratio of the PLIF measurements.

Figure 2.4: Scramjet inlet cross-section (left) and cavity dimensions (right)



2.2. THE CAVITY FLAME-HOLDER SCRAMJET 19

2.2.1.1 Instrumentation

Fused Silica Window

Figure 2.5: Positions of the piezoelectric pressure transducers

The scramjet model was instrumented with multiple piezoelectric pressure transducers,
whose positions are shown in Figure 2.5. The first of these transducers, referred to as the inlet

transducer, is located 52 mm downstream of the scramjet intake and mounted on the top of the

duct, followed by the cavity transducer, mounted 10 mm off-center across the duct and 170 mm
downstream of the inlet on the cavity floor. Downstream of the cavity trailing edge a further

ten transducers, labeled transducers I to 14 according to their positions in the duct, measured

floor static pressure. With the exception of the cavity transducer, all transducers were located
in the center of the duct.

Transducer I is located 232 mm downstream of the inlet, the subsequent five transducer

are each spaced 20 mm apart. Between transducers 6 and 8 the spacing is increased to 40 mm,

leaving one available mount empty between transducers. The pressure traces were recorded

using a series of digital storage oscilloscopes. Table 2.4 provides an overview of the technical

specifications of the pressure transducers used in the current experiments.

All transducers except the one at the inlet are mounted in the manner as shown in Figure 2.6.

The inlet transducer, and to a lesser extent the cavity transducer were noisy compared with the

others. The inlet transducer was found to be noisy because space restrictions required it to be
mounted at an angle and without using the vibration-reducing mounting method used for the

floor transducers. Improvements to the mount used previously (Neely et al. 2003) and (Griffiths
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2004) have been made in this study by introducing an additional rubber buffer between the
inlet transducer's sensitive surface and the scramjet roof. The rear of the transducer and its
connection to the recording devices were previously directly exposed to the air flowing around
the scramjet at hypersonic speeds. Disturbances caused by this were alleviated by shielding it
with a block of foam rubber.

Neely et al. (2003) and Griffiths (2004) also noted a negative signal output of several trans-
ducers mounted downstream of the cavity. This was most likely caused by the heat load from
the hot gases introduced to the transducer's sensing surface, causing the transducer casing to
widen and hence reducing the preload force on the piezoelectric crystals. An aluminum shim
(see Figure 2.6 (b)) placed on top of each transducer prevented negative signals and thus im-
proved the quality of the recorded pressure traces.

(a) 0-Ring Scramjet floor (b)
'20 mm]!.1 20 mmI 20 mm _

Pietoelectric
Pressure [Delrin isolation mount
Transducer

Figure 2.6: Details of the pressure transducer mounts: (a) schematic drawing (taken from
(Gaston 2002)), (b) photograph of the disassembled transducer

Transducer Distance from inlet (mm) Piezotronics Model Sensitivity (mV/kPa)

Stagnation 113A22 0.071
Injector 111 A24 0.7174
Inlet 52 113A21 3.53

Cavity 170 113M.165 7.25
1 232 113M165 7.61
2 252 113M165 7.63
3 272 113M165 7.47
4 292 113M165 7.89
5 312 113M165 7.59

6 332 113M165 7.63
8 372 113M165 7.53
10 412 113MI65 7.45
12 452 113M165 7.57
14 492 113M165 7.63

Table 2.4: Specifications of the pressure transducers used for the experiments.
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2.3 The Fuel Injection System

2.3.1 Functional Principle

The fuel injection system used for the experiments is based on a Ludwieg tube made from a

spiral of copper tubing with a volume of 1.419 x 10-3 M3 , shown schematically in Figure 2.7.

Before each shot, the Ludwieg tube is filled to the desired pressure. For the existing system,

the maximum fuel pressure is limited to 2500 kPa. This effectively limits the maximum global

fuel/air equivalence ratio. When the shock tunnel is fired, the tunnel recoil triggers a fast-acting
valve (Morgan and Stalker 1983) supplying fuel to the injection ports.

Injector

Fast acting f"

c~Plhenum~

chamber

Test section
wall

Ludwieg
tube

Figure 2.7: Fuel injection system (from (Griffiths 2004))

The fuel mass flux f flowing through the injectors varies with time due to the decreas-

ing Ludwieg tube pressure. During a facility run the pressure in the plenum chamber pr,(t)

is recorded. A typical pressure trace is shown in Figure 2.8. As Figure 2.8 shows, the fuel

flow duration is approximately 100 ms; much longer than the tunnel flow duration. Figure 2.9

shows a magnified section of Figure 2.8 for the defined test time from 1.25 to 1.75 ins after

shock reflection (Section 2.1) with the nozzle reservoir pressure trace. It indicates that the

plenum pressure Pm and thus the fuel mass flux is essentially constant during this period. To

obtain accurate values for the equivalence ratios it is necessary to determine the fuel mass flux
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Figure 2.8: Typical fuel pressure trace, entire injection period

Th1j,,(t) from the plenum pressure p,,(t), and it is essential to know which initial Ludwieg tube

pressure pi to choose to achieve the desired hf/,,.(t) during the test time.

2.3.2 Calibration of the Fuel Injection System

The fuel mass flux at the throat, provided the throat is choked (with * indicating the conditions

at the throat) and therefore the injection is sonic, is defined as:

'rzft= p~a,*A*~
,6i~f,1 p*a*A*

P*a*4* (2.1)

RT*

With the definition of the speed of sound a = /yRT Equation 2.1 becomes

= Typ*A*

pT*
= 79 (2.2)
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Figure 2.9: Typical fuel pressure trace, magnification

where cl = /,4* is a constant for a given injector geometry. Assuming isentropic flow in the

Ludwieg tube and the rest of the injection system, the conditions can be referenced to the total
pressure P0 and the total temperature To that initially existed in the Ludwieg tube. With

TO z y~ 
(2.3)

Equation 2.2 can be written as:

7pý f C (o (PO J (2.4)

q--1

or with the introduction of the constant c2 = 'Po2 ' Equation 2.4 simplifies to:

Th, ,.f c:c2p~ • (2.5)
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The total fuel mass AP),:,• which has passed through the injectors can be calculated by inte-

grating Equation 2.5 and with the definition of the mass flux rh = d it becomes:

I.t
ArMfue = C2  p 2 2- dt (2.6)

The total fuel mass Amrn, d delivered into the scramjet corresponds to the mass loss of the

Ludwieg tube. This mass loss can be written as

Anf uftw = rnij - mf
V

= (Pi - Pf) RTo (2.7)

where ,i is the initial and 'mf the final fuel mass; pi is the initial and pf the final Ludwieg tube
pressure; V is the Ludwieg tube volume upstream of the fast-acting valve (see Figure 2.7); and

R is the gas constant for the fuel. Hence Equations 2.5 and 2.6 result in:

-Y+1

-7fuel = (Pi - Pf') V j*2 (2.8)
JO t 2 dt

As the "'. indicates, p* is the pressure at the (choked) throat. Its ratio to the plenum pressure

po, which is the pressure actually measured during a tunnel run, can again be determined from
the isentropic relations as follows (Anderson 1990):

Po I-- ( i 1 I ,1 (2.9)

Pm

I= + (2.10)

(* 2

'-' (2.11)
P. (+ +
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The flow in the plenum chamber is, by definition, subsonic. Also a large change in Mach
number does not affect the ratio £i_ significantly. If the Mach number e.g. doubles from 0.2 to

Pm

0.4, the ratio only varies by 8.6% (for -y = 1.4). Thus the pressure ratio - can be treated as a

constant and hence Equation 2.8 becomes:

=nýfuel - RT ) m t (2.12)
J0 Pr "2-, dt

With this equation, the fuel mass flux rhiei(t) can be accurately determined by recording the

initial Ludwieg tube pressure pi, the final Ludwieg tube pressure pf and the history of the

plenum pressure pm (t). Details of the pressure transducer used to acquire the plenum pressure
traces can be found in Table 2.4. Table 2.5 gives an overview of the six different fuel conditions

examined, for both hydrogen and ethylene fuels.

Hydrogen (H2)

pi (kPa) 2500 1420 954
rTnf . (kg/s) 0,0114 ± 0.0004 0.0058 ± 0.0003 0.0037 ± 0.0003

uncertainty (%) 3.5 4.9 6.9

Ethylene (C2 H4 )

pi (kPa) 2500 1454 508

r•/f,,1 (kg/s) 0.0367 ± 0.0013 0.0214 ±- 0.0009 0.0073 ± 0.0003
uncertainty (%) 3.5 4.0 3.5

Table 2.5: Fuel injection conditions: initial Ludwieg tube pressures pi, fuel mass fluxes lif u,,
and uncertainties (%)

The mass fluxes are averaged for the test period between 1.25 and 1.75 ins. Since there

were not very many tunnel runs carried out for each fuel condition (e.g. only 5 for the lowest

ethylene equivalence ratio) the uncertainties are only indicative. However the scatter between

these runs is 4-7%, which is quite reasonable.

Figure 2.10 shows the resulting fuel mass fluxes plotted over the initial Ludwieg tube fill

pressure for both fuels with a linear curve fit applied to the measured data points. Note that

for more accurate curve fits more shots at a greater spectrum of fill pressures are required, as

performed by Neely et al. (2003). The differences between the mass fluxes presented in this
report and those of Neely et al. (2003) are due to an implementation error in the previous work.

The hydrogen mass fluxes are about 1.75 times higher, and the ethylene mass fluxes about 1.4

times higher, than reported by Neely et al. (2003) for the same injection pressure.
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Figure 2.10: Fuel mass fluxes Th:fz versus Ludwieg tube fill pressure pi, for hydrogen (blue)
and ethylene (red)

2.3.3 Equivalence Ratio Calculation

Experimental data was acquired for different combustion conditions, for both hydrogen and

ethylene fuels. The aim was to examine how different global fuel-air equivalence ratios influ-

ence the combustion process, through pressure and OH PLIF measurements. Considering a

simple single-step hydrocarbonlair reaction set given by

C,, H, + -~ 02± +-N 2) - MnCO2 + -'H9)O + 7 3 rn-N (2.13)
(in ( 211 2 - 21\ 4

where rn and ?i are the number of hydrogen- and carbon-molecules (atomicities) in the fuel

(in = 0 and r. = 2 for pure hydrogen, m = 2 and n = 4 for ethylene respectively), the

stoichiometric fuel/air ratio can be calculated. As can be seen in Equation 2.13, air was assumed

to consist of 21% oxygen and 79% nitrogen. Accounting for the atomic weights of hydrogen

(MI = ig/mol), carbon (Mc = 12g/mol), nitrogen (MN = 14g/mol) and oxygen (M0 =

l6g/mol), the stoichiometric fuel/air mass ratio ft - mf•t - r directly derives fromzn ý air m)ail,r



2.3. THE FUEL INJECTION SYSTEM 27

Equation 2.13 to

rnfA=,ic + nlIlp 12m + (2.14)

Mrn + L) (2 1 0 +} 2 Li'v M (m a-i (32 + 289)

For hydrogen (H2) and ethylene (C2H4) this becomes = 0.0291, and (f.•>' 4 H,, =

0.0680 respectively.

The equivalence ratio (TI is defined as the ratio of the actual fuel/air ratio f to the stoichio-

metric fuel/air ratio ft. Therefore stoichiometric combustion results in (I) = 1, whereas 4) < 1

is fuel-lean and (D > 1 is fuel-rich. The experimentally obtained mass flux of air can be calcu-

lated from the freestream conditions (see Table 2.3) using the law of mass conservation given

by

rh7ar = poovA (2.15)

where A is the inlet cross-section of the scramjet duct, with A = 0.025 m x 0.052 m

0.0013 M2 . The air mass flux then results in rhj, = 0.84 ± 0.02kg/s, whereas the corre-

sponding fuel mass fluxes are accounted for using Equation 2.12 and listed in Table 2.5. From
this the equivalence ratios can then be calculated using the equation

- f - (2.16)

The resulting equivalence ratio versus Ludwieg tube fill pressure plots are shown in Fig-

ure 2.11. Note that both curves should actually pass through the origin. Since no calibration

data was obtained for very low Ludwieg tube fill pressures, the calibration curves are uncertain

at low pressures. The equivalence ratios were calculated using the mean of both fuel and air

mass fluxes. The stated uncertainties result from calculating equivalence ratios for the upper

and lower limits of fuel and air and vice-versa. The results are summarized in Table2.6.

The resulting equivalence ratio calibration curves are, for hydrogen =H,2 - -0.051 d-

(0.00021 ± 0.00002) pi and for ethylene Dc211, = -0.00085 + (0.00026 ± 0.00002) pi.

Note that originally the fill pressures were designed to permit a direct comparison of hy-

drogen and ethylene fuels at the same equivalence ratios. As already mentioned, a n1umnerical

error in the original calculation method led to a choice of conditions for which only the lower
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equivalence ratios are similar enough to be considered a direct comparison. The maximum

plenum pressure of 2500 kPa was dictated by the safe operating limit of the Ludwieg tube

delivery system.

0,6-

0.5 - 1!

7 04 -

0.3

0.2-

0.1 -

0

0 600 1000 1500 2000 2500
Initial Ludwieg tube fill pressure [SPa]

Figure 2.11: Equivalence ratio (D versus Ludwieg tube fill pressure pi, for hydrogen (blue) and
ethylene (red)

Hydrogen (H2 )

pi (kPa) 2500 1420 954
4) 0.47 ± 0.03 0.24 ± 0.02 0.15 ± 0.02

uncertainty (%) 6.0 7.7 10.7

Ethylene (C2H4)

pi (kPa) 2500 1454 508
(D 0.64 ± 0.04 0.37 ± 0.03 0.13 ± 0.01

uncertainty (%) 6.1 6.7 6.6

Table 2.6: Equivalence ratios 4) dependent on initial Ludwieg tube pressures pi and correspond-
ing uncertainties (%)

2.4 PLIF Apparatus and Procedure

The OH PLIF system used for these experiments was very similar to that used for a previous OH

PLIF investigation of supersonic combustion in a strut-based combustor geometry (McIntyre
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Figure 2.12: Experimental arrangement for the OH PLIF experiments.
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et al. 1997). The only significant difference is that the current fluorescence measurements were

made using a better ICCD camera (Princeton Instruments ICCD) with 16-bit dynamic range.

Figure 2.12 shows the apparatus used for acquiring the PLIF images discussed in Chap-

ter 5. Transitions in the A2E-X 2f.(1, 0) rovibronic band of OH were excited using a YAG-

pumped frequency-doubled dye laser system. The required wavelengths were achieved by

pumping a Spectra Physics PDL-2 dye laser with a Spectra Physics GCR-4 Nd:YAG laser.

The Nd:YAG laser initially produces radiation at 1064 nm, frequency-doubled to 532 nm using

a BBO doubling-crystal. The doubled output energy of the Nd:YAG laser is approximately

550 mJ. The dye laser uses a mixture of Rhodamine 590 and Rhodamine 610 dyes to produce

160 mJ of radiation between 560 and 580 nm.

The output of the dye laser is frequency-doubled to generate wavelengths from 280 to

290 nm. At the output of this doubling-crystal, the laser system produces UV radiation with
energy between 10 and 20 mJ, depending on the dye age and concentration and the laser align-

ment. The desired wavelengths near 283 nm are generated by tuning the grating on the dye

laser, while keeping the doubling crystal optimally aligned. The 283-nm beam is separated

from the residual laser beams at 532 nm and 566 nm using a Pellin-Broca prism. These higher-
wavelength beams are blocked with a beam dump. The Pellin-Broca prism also turns the ultra-

violet beam 90' upward, to raise it to a level above the test section, to the upper table.

Before being spread out to form the PLIF laser sheet, the beam is split into three beams

using two 10% beam splitters. The first beam splitter takes some energy from the main beam,

and is split again. The first of the two low-energy beams excites OH fluorescence in a hydro-

gen/oxygen flame, to ensure tuning to the correct OH transition. The LIF signal in the flame
is collected by a 0.5-m SPEX Industries Inc spectrometer and detected by a SPEX Edison N5

photomultiplier tube connected to the spectrometer. An excitation spectrum is produced by

scanning across a number of absorption transitions prior to each tunnel run. The second minor

beam is diverted to a Thorlabs DET 200 photodiode to correct for pulse-to-pulse variations in

laser energy.

The laser sheet is formed by passing the laser beam through a convex cylindrical lens with

a focal length f = 25 mm followed by a spherical lens with a focal length of f = 500 mm. The

cylindrical lens expands the beam into one transverse direction, and after being reflected 90'

downward by a mirror the laser sheet is collimated by the spherical lens and pointed towards

the test section using a mirror. An aperture following the spherical lens creates sharply defined
laser sheet edges and defines a sheet with a length of about 78 mm, which is more homogeneous

in terms of its spatial energy distribution. The spherical lens also focuses the laser sheet. The

sheet is located in such a way that the focus occurs before the sheet entered the duct, to reduce
the likelihood of saturation of the fluorescence. Thus the sheet in the duct is very slightly

diverging, although the effect is negligible over the 25-mm height of the duct. Measurements

of the laser sheet thickness at the measurement location are presented in Section 4.2. 1.
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It is also important to know the spatial distribution of irradiance within the laser sheet, to

correct the PLIF images for spatial non-uniformities. A fused silica window diverts 10% of

the laser sheet intensity onto a quartz cell filled with Rhodamine 6G laser dye dissolved in
methanol. The UV radiation causes the dye to fluoresce. The dye cell is located at the same

distance from the beam splitter as the center of the scramjet duct. The fluorescing laser sheet

profile is captured on a 1024 by 768 pixel MicroPix CCD camera. The energy distribution

of the laser sheet is determined by the intensity of the dye fluorescence and the PLIF images

presented in Chapter 5 are normalized to this distribution. This procedure will be discussed in

Section 4.2.3.

The PLfF images are captured using a 576 by 384 pixel Princeton Instruments 576-S I in-

tensified CCD camera with a Nikon UV-Nikkor f 4.5 lens, imaging perpendicular to the laser

sheet, which is in the focal plane of the ICCD camera. A 2-mm Schott UGI I filter, which
passes wavelengths between 240 and 400 nm, and a 2 mm Schott WG305 filter, which passes
wavelengths >305 nm are placed in front of the camera. These filters block most of the broad-

band flow luminosity and the elastic laser scatter from the flow and the floor of the scramjet,

while most of the fluorescence signal reaches the camera, thus improving the image quality

significantly. The camera is interfaced to a Pentium-class PC, and the camera acquisition speed

limits us to single image acquisitions for each tunnel run.

2.4.1 Tunnel Run Procedure

Before each experimental run all UV fused silica windows are cleaned to ensure that the laser

energy and detected fluorescence signal is optimal and repeatable between tunnel runs. Expe-

rience has shown that even small deposits on windows of soot and other particulates caused by

running the facility is absorbed strongly in the UV. The ICCD camera and the Nd:YAG laser

are flushed with nitrogen and the laser is run to check the correct location of the laser sheet in

the scramjet duct. If necessary, the ICCD camera is refocused onto this plane using a grid posi-

tioned at the laser sheet position as described in Section 4.2.6. After this, the windows are put
back in place, the test section is sealed and the shock tunnel is then reloaded and pumped down

for about 45 minutes. The final pressure in the test section and the dump tank is about 13 Pa.

The laser is turned on again to warm up ensuring stable operation at warm operation conditions.
The laser system is run for 20-30 minutes at 10 Hz before the experiment. A LIF excitation

scan is performed in a hydrogen/oxygen-flame (as described in Section 4.2.4) to identify the

correct transition to which the laser is subsequently tuned. Before the tunnel run, the recoil

and nozzle reservoir pulses are simulated both to ensure that the laser and camera trigger at the

same time and to acquire a laser scatter image. The Ludwieg tube is then filled with fuel to its

previously calculated initial pressure depending on the equivalence ratio desired for the exper-

iment. The oscilloscopes used to record the pressure trace are armed. Immediately before the

experiment, the laser energy is maximized by adjusting the doubling crystal to ensure sufficient
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Figure 2.13: Trigger logic - timing electronics (from (Fox 2003)).

The tunnel is fired, causing it to recoil. The recoil of the tunnel is monitored by a sensor
that initiates a logic control system (LabSmith LC880) that triggers the Nd:YAG laser, the
camera and the oscilloscopes. The recoil also directly triggers the fuel injection system with
a preset delay to introduce fuel into the scramjet at the correct pressure before the arrival of
the test gas. The LC880 puts the electronic system into wait mode, and momentarily interrupts
the laser from its 10 Hz pulse cycle to prevent premature triggering of the laser. When the
shock wave reaches the nozzle reservoir, the stagnation pressure transducer re-triggers the laser,
the oscilloscopes and the cameras after a preset delay. The laser pulse that excites the OHl
molecules has a duration of 10 ns, while the camera intensifier was gated for of 50 ns. This
gate time was sufficient to capture all the OH fluorescence at these conditions without too much
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contamination from chemiluminescence. The complete trigger logic for the PLIF experiments

is outlined in Figure 2.13.

After the run, an additional laser scatter image and a camera dark noise image are obtained.

The second scatter image is often closer to the experiment because of the deposit of soot oil

the duct during the nozzle start-up process, so these images were used in the image analysis

process. It is also necessary to acquire a background image of the sheet profile camera. The

background images acquired are used to account for the noise offset on the CCD sensor. The
pressure histories are downloaded from the oscilloscopes and stored to hard disk.

2.5 Data Reduction

The processing of the pressure and PLIF data presented in this report was performed using
MATLABa scripts. This section describes the procedures followed to achieve the results pre-

sented in Chapter 5.

2.5.1 PLIF

The raw images the ICCD camera produces are an array of 576 x 384 16-bit values, correspond-
ing to the fluorescence intensity measured by each pixel of the camera's CCD sensor. This raw

PLIF data has to be corrected for:

1. the laser scatter and reflections of the scramjet top and bottom surface

2. the camera background and accumulated dark noise, about 500 counts out of 65535,
which introduces a positive signal offset

3. the non-uniformity of the laser sheet, which usually leads to lower signal at the laser

sheet edges and to higher values in the center

4. pulse-to-pulse variations in overall laser energy

Note that systematic errors in the PLIF signal caused by collisional broadening, collisional

shift and Doppler shift were not accounted for. As described in Section 4.2.4, the transition
was chosen to minimize the systematic error in signal due to changes in temperature.

Figure 2.14 shows false color images of (a) a typical raw PLIF image and (b) the corre-
sponding scatter image plotted on a logarithmic scale to magnify signal variations. The PLIF
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image on the left clearly shows were OH is present, but it also exhibits very high signal on the

scram jet duct floor, especially on the cavity floor and to a lesser extent on the top of the duct
where the fused silica window provides access for the laser. These high signal regions can also

be identified on the scatter image on the right, indicating that the signal is not PLIF but is due

to Rayleigh and Mie scattering from molecules and particles respectively. For the final images

this is accounted for by subtracting the scatter image (b) from the actual PLIF image (a). In
doing this, the (constant) camera background is also subtracted.

(b)

0 ,a, 0 max

Figure 2.14: Raw false color images: (a) typical raw PLIF image, (b) corresponding scatter
image, both plotted on a logarithmic scale to magnify signal variations.

Since the scatter on the PLIF image and on the scatter image are never exactly the same,
further steps are necessary to get decent results. Subtracting pixels with high signal values

from pixels with lower values artificially broadens the signal range of the image by introducing

negative values. This is prevented by setting all negative pixels to zero. In turn, subtracting
pixels with low or zero values from pixels with very high values, very high signal remains where
virtually no OH exists, which can reduce the signal range in the region of interest significantly.

This is accounted for by thresholding all "out-of-flow" pixels (i.e. scatter from surfaces) at

the peak value of the "in-flow" field. The global laser sheet energy is measured for the pulse

at which the PLIF image is acquired and for the one at which the scatter image is recorded.

Therefore the scatter image is multiplied with the ratio of laser energies before subtracting it

from the PLEF image.

Then the image is corrected for spatial laser energy distributions as described in detail in
Section 4.2.3. The laser sheet's location is selected manually on both the PLIF image and the
sheet profile image. The spatial energy distribution is determined (see Figure 4.5) and the PLIF
image subsequently divided by the normalized energy trace. An extra correction factor needs

to be included to account for the gain setting of the camera, as images for different runs were

obtained at different gain settings to prevent saturation of the detector. Section 4.2.2 describes

how the calibration factor for the camera gain variation was arrived at.
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Having corrected for all the previously mentioned parameters, there still remains a certain

amount of extra signal due to flow luminosity. This is particularly strong in regions where the
flow is very hot, such as combustion areas, hot plumes and areas where oblique shock waves

impinge. The luminosity varies significantly from one tunnel run to the next, thus making

it impossible to subtract a single luminosity image from the PLIF images acquired at equal

fuel conditions. The best option would be the use of a calibrated second camera measuring

the luminosity for each tunnel run, but this resource was not available for these experiments.

Therefore it was decided not to correct for luminosity but to present the PLIF image and the

corresponding luminosity image side-by-side, giving a better impression of the flow field and

the combustion process. The luminosity captured on the images is the complete luminosity

integrated over the entire duct depth, in contrast to the PLIF images where only the excited

plane produces a signal. Therefore the luminosity pictures are slightly blurred, because the

camera has a depth of field of approximately 2 mm, compared with the 52-mam width of the

combustor duct. Note that the luminosity images are only indicative because of the previously

mentioned run-to-run variations, but they do give a good indication of the relative sizes of the

fluorescence and luminosity signals for each condition. The PLIF data reduction process is

schematically summarized in the flow chart in Figure 2.15.

'Raw PLIF Raw Scatter

I normalised by

Sheet Profile Final PLIF

Figure 2.15: Flow chart of the PLIF data reduction process.

In addition to the actual images, graphs were produced, to allow for quantitative com-

parisons between images. The signal was averaged in the axial and transverse directions and

plotted against the y-coordinate and the x-coordinate respectively, showing the axial develop-

ment and the penetration height of the OH plume. The graphs presented are smoothed using a
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running average over 5 data points, filtering noise but retaining information about large-scale

flow structures. The plots are also normalized to their peak value. These results are presented

in see Section 5.1. A distinct region downstream of the cavity trailing edge was chosen and

the mean signal calculated, as an attempt to compare the relative amount of OH produced for

different fuels and equivalence ratios. This region starts about 1 mm aft of the trailing edge and

spans about 15 mm downstream with a height of approximately 8 mm as shown in Figure 2.16,

Figure 2.16: Region within the flow, selected to compare averaged OH signals for different
equivalence ratios and fuels with each other.

2.5.2 Pressure Measurements

The pressure history within the scramjet is recorded using piezoelectric pressure transducers

and stored using digital storage oscilloscopes. The locations of the transducers are specified

in Section 2.2.1 and shown in Figure 2.5. To interpret the data, the pressure traces are shifted

in time to account for the transit time through the nozzle. This is particularly important be-

cause the individual traces will be divided by the stagnation pressure to get normalized pressure

traces. Following this the output voltage signals of the transducers have to be converted to pres-

sure using the conversion factors given in Table 2.4. Since the pressure histories are recorded
on oscilloscopes with different sample rates, the traces are all subsampled to the lowest sample

rate, allowing us to divide the pressure traces sample-by-sample by the stagnation pressure.

The recorded noise was filtered using a running average over 40 jts.
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In order to visualize how the pressure develops throughout the duct, pressure versus dis-

tance graphs are produced from the pressure history traces. Having introduced a transducer-

independent time scale, it is possible to instantaneously plot the pressure as a function of dis-

tance for each discrete time step by simply plotting the values for each transducer. To aid the

in following the pressure distribution by eye, the measurement locations along the duct are

connected by a cubic spline function, although this is not physically correct, since e.g. oblique

shocks cause unsteady pressure changes. The spatial distribution of transducers along the duct

floor is sparse, and the distribution is too under-sampled to capture all of the detail of how the

spatial static pressure distribution changes with time. The time dependence of the scram jet flow

field can be visualized best by generating time-resolved animations from each of the pressure

traces. A MATLAB® script has written for that purpose.



Chapter 3

Initial Scramjet Experiments

This chapter details the initial experimental campaign of combustion tests. These tests con-

sisted of static pressure measurements along the duct surface throughout the test time of the
facility. These results were important in determining the overall performance of the combustor

and in determining the best time at which to perform the OH PLIF measurements presented in

Chapter 5. The facility and scramjet model used for these tests has been described in Chapter 2.

The initial experiments described here investigate the combustion of hydrogen and ethylene
fuel in the scram jet duct incorporating a cavity flame-holder. The aim was to determine the

degree of combustion achieved (if any) for a range of equivalence ratios. These experiments,
performed over a range of equivalence ratios (=thyten= 0.13 - 0.64, =h droqc= 0.24 - 0.47)

measured wall pressure histories in the region immediately downstream of the cavity. Once it
was confirmed that combustion was occurring in all cases, subsequent experiments measured

wall pressure histories along the full length of the scramjet duct (Fig. 2). In this initial test

campaign, for each combination of equivalence ratio and fuel type, four sets of wall pressure

data were obtained; fuel-off air, fuel-off nitrogen, fuel-into-air and fuel-into-nitrogen. The two
fuel-off tunnel runs were only performed once, while the fuel-on runs were made for each

equivalence ratio and fuel combination. Comparison of the fuel-into-air and the fuel-into-

nitrogen tunnel runs provides the best indication of the extent of combustion occurring in the
duct as indicated by the net pressure rise. The injection of the fuel will also influence the

flow field in the duct and the axial pressure distribution, even in the absence of combustion, so

comparison with the fuel-off data is used to quantify this.

38
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3.1 Data Analysis

3.1.1 Pressure Comparisons

The stagnation pressure at the end of the shock tube, which supplies the nozzle, decreases with
time as the test gas exhausts through the nozzle, as shown in Fig. 2.2. The pressure levels in

the duct also nominally follow this trend as seen in the figure. Standard practice is to consider

useful test flow to occur when the ratio of static pressure to nozzle supply pressure (i.e. the

stagnation pressure) is approximately constant. This can be seen in Fig. 3. I, where normalized

pressure histories are compared. This normalized pressure data is used in all further discussion

as it removes any dependency on shot-to-shot variation.

The pressure histories in Fig. 3.1 illustrate the signal-to-noise ratio of the data and also
give clues to the nature of the flow at each of the transducer positions. While the majority of

the normalized pressure histories along the duct floor appear steady, it can be seen that for the

combustion run shown, large static pressure perturbations occur at transducer 3 (a- = 272 mrm)

and to a lesser extent at transducer 9 (x = 392 rmm). Examination of the pressure magnitudes

(Fig. 3.2) indicates that shock impingement occurs in the immediate vicinity of both of these

transducers and therefore it can be concluded that the impingement point is not completely

steady. The transducer (x = 52 mm) in the inlet roof and the transducer (x = 170 mm) in the

cavity floor both exhibit significantly more noise than the downstream gages.

Finally the very slow rise time of the signal from transducer I (x = 232 mm) is also noted

and the data at this point was therefore questionable. This gage is located immediately down-

stream of the cavity and would be well within any expansion fan centered on the rear cavity lip.

Subsequent experiments in the latter PLIF campaign described in Chapter 5 incorporated im-
proved thermal shielding on this pressure transducer, revealing that it was in fact inaccurately

reading low in the first experimental campaign.

Figures 3.2-3.5 compare the wall pressure distributions for fuel-into-air and fuel-into-

nitrogen runs for a number of different combinations of fuel and equivalence ratio. Some

general trends are apparent from these data plots. In all cases there is a significant increase in

the static pressure in the cavity over that measured upstream in the inlet. It is noted that this
is true even in the absence of combustion as seen from the fuel-into-nitrogen data. This would

indicate that this pressure rise is predominantly a product of the injection of additional mass
into the cavity and its effect on the local flow field and is not simply a product of combustion.

This conclusion is confirmed by the fuel-off data for both air and nitrogen test gases as

shown in Fig. 3.7 to Fig. 3.10. That said, when the fuel is injected into a flow of air rather than

nitrogen, an additional pressure rise is observed for both fuels for all equivalence ratios tested,

indicating the presence of combustion in the duct. [t is noted that unlike previous work that used
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Pressure Ratios with Offset
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Figure 3.1: Normalized wall pressure histories for hydrogen injection into air test gas (4D=
0.24) with nominal test time indicated. (Note that the levels for each indicated transducer are
offset for clarity)
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Figure 3.2: Normalized floor pressure distribution ( tP = 0.24, hydrogen fuel)

artificial means such as spark plugs (Mathur et al. 2001) or hydrogen flames (Taha et al. 2002) to
initiate combustion, no such means were used in these experiments. The observed combustion

is the product of auto-ignition. In the cavity we could expect a subsonic recirculation. The high
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Figure 3.3: Normalized floor pressure distribution (4) = 0.47, hydrogen fuel)
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Figure 3.4: Normalized floor pressure distribution ({D = 0.42, ethylene fuel)

static temperature of the free stream flow in the duct is increased further as the high stagnation

temperature of the free stream flow is partially recovered in the shear layer across the cavity

opening. This hot flow will mix with the cold fuel that is injected into the cavity and raise its
temperature significantly. For the Mach 11.5 flight condition simulated it is possible that there
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Figure 3.5: Normalized floor pressure distribution (4 = 0.57, ethylene fuel)

are regions in or above the cavity where the fuel-air mixture will be at sufficient temperature
for ignition.

Static pressure distributions are presented here as a ratio to the nozzle reservoir pressure
during the test time. The absolute value of the inlet pressure is between 120 and 130 kPa
during the test time. This is some 20-30 percent higher than the free stream pressure predicted
in STUBE and presented in Table 2.3. The most likely reason for this higher pressure is the
finite diameter (190 ± 20/_tm) of the duct leading edge. Initially there was some concern that
the normal shock forming at the front of the scramjet may have caused spillage of hot, high-
temperature and high-pressure gas into the inlet. A luminosity photograph of the inlet to the
scramijet duct, presented in Fig. 3.6 and obtained during the nominal test time, shows that the
hot gas from the bow shock (the bright yellow part of the flow field) around the front of the
scramjet model is not ingested into the duct at these flow conditions.

Immediately downstream of the cavity (x = 232 mm) the wall static pressure falls, suggest-
ing that combustion has been extinguished. It is noted that there is nominally no difference in
the pressure levels for fuel-on runs in both air and nitrogen test gases at this location. A sharp
pressure decrease could be expected to occur in the presence of a strong expansion centered on
the downstream lip of the cavity.

Further downstream the pressure at the floor rises sharply again indicating the impingement
of a shock wave, most likely induced by the presence of the cavity and reflected back from the
roof of the duct. This is observed for both the air and nitrogen test cases. For the remaining
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Scramjet inlet

Nozzle Bow hc

Figure 3.6: Luminosity image of the scramjet inlet

length of the instrumented duct, this progression of peaks and troughs is observed in some

form for all experimental cases indicating the presence of an oblique shock train induced by

the cavity and the injection process. The pressure distributions for the fuel-off cases also exhibit

this behavior confirming that an oblique shock train is induced by the geometry of the cavity

even without fuel injection (Fig. 3.7 and Fig. 3.9) as would be expected for the impingement of

the shear layer on the floor or rear wall of the cavity.

The oblique shock train is observed to move axially in the duct under different flow condi-

tions. There is no significant difference between the pressure distributions for the two fuel-off

cases (Fig. 3.7 to Fig. 3.10). When fuel is injected into the nitrogen flow the floor pressure

distributions show that the impinging shock behind the cavity moves upstream (Fig. 3.8 and

Fig. 3.10). The shock train moves further upstream when fuel is injected into air and combus-

tion occurs (Fig. 3.2 to Fig. 3.5).

The net pressure rise observed for the fuel-into-air case over the fuel-into-nitrogen case is

a measure of the pressure rise due to combustion. Such pressure rises are observed to occur

for all fuel-into-air runs and this is clearly indicated in Fig. 3.2 to Fig. 3.5. The pressure data
indicate that the main area of combustion (at least in the region along the floor centerline)

begins downstream of the cavity after the point at which the oblique shock train first impinges

on the duct floor after reflection from the roof. As stated, the combustion that occurs in the

cavity appears to be locally extinguished by an expansion downstream of the cavity, but the

impingement of the shock further downstream appears to reignite the flame.
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Figure 3.7: Normalized floor pressure distribution for injection of hydrogen into nitrogen at
various equivalence ratios.
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Figure 3.8: Normalized floor pressure distribution for injection of hydrogen into air at various
equivalence ratios.

It is suggested that the apparent initial pressure rise observed in this region (x = 232-

292 mm) for the fuel-into-air runs is more a product of the upstream movement of the oblique
shock train rather than a combustion rise. When combustion occurs in or above the cavity, the
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Figure 3.9: Normalized floor pressure distribution for injection of ethylene into nitrogen at
various equivalence ratios.
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Figure 3. 10: Normalized floor pressure distribution for injection of ethylene into air at various

equivalence ratios.

shock origin and angle are influenced, moving the shock reflection upstream.
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3.1.2 Equivalence Ratio Effects

The pressure data can be used to determine the variation of the degree of combustion with in-

creasing equivalence ratio. Fig. 3.7 to Fig. 3.10 directly compare the axial pressure distributions
for a range of equivalence ratios for both fuels. The graphs collect data for fuel-into-nitrogen

and fuel-into-air runs separately for each fuel. In each case the pressures observed for the range
of equivalence ratios are compared with the corresponding fuel-off case.

Examination of the hydrogen-into-nitrogen and the ethylene-into-nitrogen data sets shows
a large increase in the duct floor pressure when mass is injected into the cavity. It is noted
once again that these measurements were made 10 mm off the centerline in the cavity floor,

17.5 mm downstream of the step. This pressure increases with equivalence ratio, as we would

expect. Fig. 3.11 plots this dependence of cavity floor pressure on equivalence ratio. Again it
can be seen that a further increase in pressure due to combustion is observed for injection into

air. Interestingly, whereas we may expect a higher pressure increase for ethylene injection than
for hydrogen injection at a given equivalence ratio, the opposite is observed.
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Figure 3.11: Dependence of cavity floor pressure on equivalence ratio.

To more clearly quantify the dependence of the combustion process on the equivalence

ratio, the integrated net pressure rise for each combustion case was calculated starting from a

displacement of 312 mm from the duct inlet and continuing downstream to the last data point.
This starting position was chosen as it was considered, in all cases, to be the closest point to the

re-ignition of the flame. It also avoided including the data immediately upstream, which was

heavily influenced by any movement of the oblique shock train and therefore was potentially
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misleading.

These integrated pressure rises are plotted against equivalence ratio in Fig. 3.12. Best-fit

lines are shown for each of the longer data sets, one for each fuel. These lines were constrained

to pass through the origin as could be physically expected. It is noted though that a comparison

of the fuel-off runs for both air and nitrogen (representing (I) = 0) yields a non-zero value. This

is indicative of the level of accuracy of this method of manipulating the data, which is very

sensitive to any movement of the oblique shock train.
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Figure 3. 12: Normalized pressure difference per unit length vs equivalence ratio for the injec-
tion of hydrogen and ethylene fuel. Best-fit lines are shown for the each of the longer data
sets.

The trends shown in Fig. 3.12 are strongly linear, showing that a greater integrated pressure
rise due to combustion is observed for increasing equivalence ratio as expected. What is not

expected is the comparative levels of this trend for the two fuels. This is discussed in detail in

the next section.

3.2 Discussion of Static Pressure Results

3.2.1 Combustor Flow Field

The presence of the cavity and the injection of fuel both contribute to the formation of of
oblique shock waves in the scramjet duct. This structure is caused by the presence of the



48 CHAPTER 3. INITIAL SCRAMJET EXPERIMENTS

cavity, since a constant area duct with sharp leading edges and no cavity would have only weak
wave structure caused by boundary layer growth and finite radius leading edges. The exact

distribution of this shock structure varies with particular conditions. For the fuel-off cases, the
incoming flow enters the combustor section with the given inlet conditions. The shear layer

created as the air flows over the cavity no longer remains parallel with the floor, but directs

downwards in such a way that it impinges somewhere on the rear ramp angle (Fig. 3.13). A

shock wave develops at this point, reflects off the ceiling of the duct, then off the floor, and so

on. This process of reflecting off the walls occurs continuously along the duct, and hence the

strong spatial fluctuations observed in the axial floor pressure distributions.

Fuel-off

Fuel-into-nitrogen

fuel-amh mixture

Fuel-into-air

coEmbu ion re-Ignition flame
in csaUy

Figure 3.13: Sketches of possible combustion chamber flow field structures for the three flow
cases.

For fuel injection shots, the floor pressure distributions indicate the movement of the shock

system further upstream than for the nil-injection cases. This occurs because the cavity is the

fuel source. The fuel must leave the cavity (by conservation of mass) and thus an obstruction
is formed that directly affects the oncoming flow. The incoming flow interacts with this ob-

struction, and provides mixing between the fuel and the air. A shock wave will form at the

obstruction, and reflect obliquely off the walls as it travels downstream. Unfortunately, the lim-
ited spatial resolution of the pressure measurements prevented more precise conclusions about

the shock structure, particularly in the vicinity of the cavity. The PLIF and flow luminosity
visualizations obtained in the second series of experiments (Section 5.1) reveal more detail of

the flow structure in the duct, as do the initial CFD simulations reported in Section 5.2.
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3.2.2 Combustion Pressure Rise and Ignition Length

Whilst there appears to be a pressure rise in the cavity due to combustion, it is believed that

this initial region of combustion may be local to the cavity. The data indicates that the pressure

for this region of combustion increases with increasing equivalence ratio. Downstream of the

cavity the rapid decrease in the floor centerline pressure appears to indicate that the cavity

flame is extinguished. The pressure data then suggests that the flame re-ignites after the fuel-
air mixture is compressed and heated by the oblique shock reflecting downstream from the

cavity. The point at which the pressure begins to increase due to heat release appears to be

approximately the same for both fuels, for all equivalence ratios. An accurate value cannot

be given, due to the finite spacings between transducers, however combustion does occur in

this region at approximately 100 mm downstream of the cavity. This downstream distance is a

function of the shock impingement rather than an indication of ignition length.

The true ignition length is not only a function of the fuel itself, but of the conditions in
the duct. The recirculation region in the cavity causes the local temperature to be quite high,

because the local velocities are low and the kinetic energy of the main stream has been con-
verted to thermal energy. The temperature is reduced when the cold flow is injected, but good

air/fuel mixing can occur. The most likely location for initial combustion reactions to occur is

just above the cavity at the main air/fuel interface where temperatures have not been reduced

as much as in the cavity and the local equivalence ratio is favorable. The resolution of the pres-

sure data in these initial experiments was not sufficient to resolve ignition lengths in the shear

layer above the cavity. The PLIF experiments reported in Section 5.1 provide sufficient spatial

resolution in this region to allow calculation of the ignition lengths for the range of equivalence

ratios tested.

However since the main combustion pressure rise, observed downstream of the cavity, oc-

curs at approximately the same location, it is reasonable to conclude that the cavity is not only
helping the mixing but may also allowing the combustion reactions to proceed to the extent of

providing a continual supply of radicals to the main flow. Re-ignition is then able to occur via

shock-induced compression and heating immediately downstream of the strong shock reflection

that occurs downstream of the cavity. Between the cavity and that shock reflection, tempera-

tures are significantly lower due to the expansion from the trailing lip of the cavity, as indicated

by the observed pressure drop, and the combustion reactions may well be extinguished there.

The radicals would remain chemically frozen until they reach the region of higher temperature
at the shock reflection, and so it is here that combustion occurs. This process of extinguish-

ing and re-ignition may repeat down the duct as the reflecting expansion and shock propagate

downstream.

As all of the fuel-into-air runs sustain combustion right to the end of the instrumented duct,

no conclusions can be drawn about the effect of the cavity on flame length.
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3.2.3 Equivalence Ratio Effects

The experimentally observed pressure rise is a result of the combustion process and thus the

integrated pressure rise should be a measure of the energy released in that combustion process.
The stoichiometric overall combustion reactions for both hydrogen and ethylene fuels are de-

scribed by Equation 2.13. Six times as many moles of hydrogen are required for stoichiometric

combustion than are required for the stoichiometric combustion of ethylene. When we account

for the molecular weights of the two fuels, approximately 2.33 as much mass of ethylene is
required as compared to hydrogen for stoichiometric combustion. We must also consider the

energy densities of the fuel. The lower heating value of hydrogen is 119554 kJ/kg while the

lower heating value of ethylene is 47185 kJ/kg (Turns 1996). Thus every kilogram of hydrogen
burnt will release 2.53 times as much heat as a kilogram of ethylene. When we combine these

two effects, we could expect that fuel/air mixtures of the same equivalence ratio will release

approximately the same energy and therefore produce approximately the same pressure rise in

the duct. Instead, ethylene was observed to exhibit a consistently higher integrated pressure
rise than hydrogen for a given equivalence ratio.

The simple analysis above assumes perfect mixing and complete combustion for both fuels,
neither of which are likely to occur in the scramjet combustor. It also does not take into account

differences in the rates of turbulent and diffusive mixing, which for turbulent mixing in the

current experiments may be greater for ethylene or the likely differences in the penetration

of the fuel jets into the air stream. Further, more detailed measurements and simulations are
required to understand the relative combustion levels observed. It is important to note that the

greater pressure yield from ethylene that was observed here has also been observed in recent

non-cavity ethylene-fueled experiments in the T4 shock tunnel at the University of Queensland

(Paull 2003).

3.2.4 Summary

In the initial experimental campaign, detailed wall pressure measurements were performed
at a simulated flight Mach number of 11.5 in a constant area scramjet duct incorporating a
single cavity flameholder. Hydrogen and ethylene were independently injected upstream into

the cavity at a range of equivalence ratios. These are the first measurements reported in the

open literature investigating the performance of a cavity flameholder in which combustion was
induced and sustained at high Mach numbers without external means. The geometry of the

cavity generates a train of oblique shocks that extend downstream in the duct. This oblique

shock train moves upstream when mass is injected into the cavity and further upstream again

when combustion occurs.

The wall pressure measurements indicate that for the duct flow conditions tested, com-
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bustion was initiated and maintained for an appreciable length of duct in all fuel-into-air runs.
Combustion was observed in the cavity, was seen to be extinguished immediately downstream,
possibly by an expansion and then re-ignited by the impingement of an oblique shock reflecting
downstream from the cavity. This process of extinguishing and re-ignition is apparent along the
floor centerline of the duct as the structure of alternating shock waves and expansions reflects
downstream. Ignition lengths could not be resolved within the spatial resolution of the pressure
instrumentation. This cavity geometry was concluded to contribute to the mixing, ignition and
combustion of the fuel in the scram jet combustor duct for the flight Mach 1 1.6 flow condition
investigated.

As anticipated, increasing the equivalence ratio increased the net pressure rise due to corn-
bustion. Interestingly though this pressure rise was observed to be higher for ethylene than
for hydrogen at comparable equivalence ratios. It is hard to conclude the mechanism for this
without further data detailing the flow field and the combustion processes in the duct.



Chapter 4

Preliminary PLIF Experiments and CFD
Methodology

This chapter is split into two main parts. It begins with a brief introduction to the relevant as-
pects of fluorescence spectroscopy for the main experiments in the report, presented in Chap-

ter 5. A series of preliminary experiments that assisted in the choice of transition and excitation

energy to produce linear fluorescence at the conditions experienced in the scramjet combustor

is presented.

The remainder of the chapter describes the computational aspects of the investigation, be-

ginning with a general outline of the numerical schemes used and then describing how the
CFD++®& code was used to investigate the mixing and combustion processed investigated in the

experiments.

4.1 Theoretical Aspects of Laser-Induced Fluorescence

4.1.1 Laser-Induced Fluorescence (LIF)

Laser-induced fluorescence (LIF) is a process in which molecules or atoms are excited to higher

electronic energy states via laser absorption, and subsequently fluoresce. The intensity of the
fluorescence is a function of the species concentration (or number density), the gas temperature,

pressure and velocity. For low levels of irradiance, the fluorescence is linearly dependent on the

absorber number density. As a result of the fact that the energy states of molecules and atoms

are quantized, the spectral absorption regions are discrete. For large molecules, however, the

spacing of the discrete transitions can become sufficiently small and the number of transitions

sufficiently great, that discrete absorption regions blur to continuous absorption bands. Fluo-

52
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rescence is incoherent and isotropic, and due to the dephasing effect of collisions it is largely

unpolarized.

LIF can be used for both qualitative and quantitative flow field investigations. Initially it
was used to determine number densities and temperatures (by considering the dependence of

the ground population on temperature) in flames and other high-temperature flows, but it is also

used for measurements of velocities (by measuring the Doppler shift of the transition) and pres-
sures (by observing pressure-dependent transition broadening). Quantitative measurements are

difficult to achieve for LIF of radical species, as calibration with a known radical concentration

must be performed, and this can be difficult to generalize to the flow field of interest.

The excitation of atoms or molecules is usually achieved using pulsed lasers, such as Q-

switched Nd:YAG-pumped dye lasers or excimer lasers. For most experiments, these lasers

have sufficiently short pulse durations (typically of the order of 5-30 ns) to obtain a "frozen"

image of the flow field, even for supersonic or hypersonic flow.

Laser-induced fluorescence has the threefold advantages for combustion studies of being

non-intrusive, species-specific and highly sensitive, being able to detect radical or trace species

at ppm and sub-ppm levels. Radical species such as OH, CH or NH usually reside in the con-

centration range of 100 ppm (0.01%), which cannot easily be detected using other nonintrusive

diagnostic techniques such as Raman-scattering. LIF transitions can be excited for a variety of

species of interest in combustion research: more than thirty combustion intermediates can be

detected.

A drawback of LIW is its complex dependence on number density, temperature, non-radiative

quenching, pressure (line broadening and shifting) and Doppler shift (velocity). Quenching de-
pendence is a particular problem in combustion studies because the quench rates vary with pres-

sure, temperature, composition and in the case of OH, the excited rotational quantum number.
When analyzing fluorescence measurements these effects must be accounted for if quantitative

interpretations are required. Line broadening and Doppler shift have only minor effects if the
corresponding parameters are held within a reasonable variation range, whereas the influence

of temperature is not negligible and therefore makes it difficult to interpret raw LIF measure-

ments on a quantitative level if the temperature is unknown and/or the modeling of electronic

quenching is not sufficiently accurate.

4.1.2 Planar Laser-Induced Fluorescence (PLIF)

As mentioned in Section 4.1.1, laser induced-fluorescence can be extended to two spatial di-

mensions by expanding the laser beam into a thin sheet, typically using a set of cylindrical and

spherical lenses. The technique is then referred to as planar laser-induced fluorescence (PLIF).
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If the laser wavelength is resonant with a transition of a species present in the flow (in the

case of these experiments, the hydroxyl radical), the incident light will be partially absorbed

at each point within the illumination plane, and a fraction of the absorbed photons may subse-

quently be re-emitted as fluorescence at a different wavelength. The excitation wavelength for

fluorescence is different depending on the molecular species of interest.

For two-dimensional measurements such as those presented in this report, the emitted flu-

orescence is usually recorded with a CCD (charge-coupled device) camera. Intensified CCD
cameras are used if temporal filtering of the fluorescence signal is required. This can be par-
ticularly useful for highly luminous environments like the one investigated in this report. The

signal strength detected by the camera depends on the concentration of the species of interest
within the corresponding observed volume and again on the local flow field conditions such as

temperature, pressure and gas composition. To discriminate the fluorescence from laser scatter,
luminosity and other negative effects, wavelength filtering in the form of interference filters or

colored glass absorption filters is required.

The OH radical is often used as a detection species for fluorescence-based flame studies.

The fluorescence signal is relatively strong, making it easy to detect. Near the ignition point,

the OH radical is a good indicator of flame front location, while further downstream it becomes
a quasi-stable component of the combustion products, and can be used to determine the extent

of combustion. We restrict ourselves in this report to investigation of the flow in and near the

cavity.

For a more general and detailed discussion of LIF, the reader is referred to the books by

Demtr6der (1996) and Eckbreth (1996) and the review paper by Seitzman and Hanson (1993b).

4.1.3 The Two-Level Model

As an idealization, laser-induced fluorescence can be described as a two-step process; excitation

from one rovibronic (rotational-vibrational-electronic) state to another followed by the subse-

quent emission of radiation (or fluorescence). As the species investigated are usually molecules
rather than atoms, the electronic levels are split into sub-levels according to the molecular elec-

tronic, vibrational and rotational energy. These levels are normally referred to as rovibronic

levels. The vibrational levels are numbered with v = n, (n = 0,1,...), rotational levels num-

bered with J = m, (m = 1.5,2.5,...). Double primes are used to mark the state vibrational (101)

and rotational (J") levels of the ground electronic state, while single primes mark the excited

state levels (v') and (Y'). Figure 4.1 is a simplified representation of the laser-induced fluores-

cence process between the X 2fH ground electronic state and the A2ZE+ excited electronic state

of OH. A thorough description of the symbols used to specify the different electronic states can

be found in (Demtrdder 1996) and (Eckbreth 1996). When using PLIF, any of the processes
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Figure 4. I: Schematic of LIF excitation between two rovibronic states of OH and subsequent

relaxation

labeled in Figure 4.1 may occur (Eckbreth 1996):

"* Excitation of a transition (1) from the ground state to an excited state by tuning the laser

to a specific wavelength with a rate constant of W 12.

"* Stimulated emission back to the ground state (1I) which does not provide any PLIF
signal. It has a rate constant of W2L.

"* rotational energy transfer (RET) (I1I) to neighboring rotational levels.

* vibrational energy transfer (VET) (IV) to neighboring vibrational levels.

"* Spontaneous emission/fluorescence (V) at a rate A21 determined by the Einstein A co-

efficient.

"* Collisional quenching (VI), de-excitation to the ground electronic state by collisions
with other atoms or molecules. As these de-excitations do not produce photons, quench-

ing decreases both the amplitude and the lifetime of the fluorescence signal. Its rate

constant is given here by Q21.

Without derivation, the fluorescence signal Sf imaged on the camera is given by

Sf = NTfBB12 Efg (I) Q drq (4.1)
47T
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where E is the laser energy, .Q/(47r) the solid camera angle and q the camera efficiency (with

",q < 1). B 1 2 is the Einstein coefficient for stimulated emission, d is the depth of the illuminated

gas volume with the cross-sectional laser sheet area A, the laser sheet thickness and g is the

unity-normalized spectral overlap integral, which describes the amount of overlap between

the laser and molecular transition profiles. ArT is the total species population and fB is the

fraction of those molecules in the lower rovibronic state excited by the laser, also known as the

Boltzmann fraction. The factor (1 which is defined as ) = A21/(A 21 + Q21), is known as the

fluorescence efficiency or fluorescence yield. Equation 4.1 shows that, in the linear regime, the

detected LIF signal (Sf) is independent of the cross-sectional area of the laser sheet A and the

duration of the laser pulse.

The two-level model is a good description of the fluorescence process provided the laser
intensity is not great enough to perturb the Boltzmann distribution of molecules in the popula-

tion, and loss mechanisms such as vibrational/rotational energy transfer and predissociation are

negligible. If the irradiance becomes too great, the transition saturates and the behavior of the
fluorescence is no longer described by Equation 4.1. In this case, more sophisticated multi-level

models, like the four-level model used by Berg and Shackleford (1979), become necessary for a
full description of the fluorescence process. The LIFBASE code (Luque and Crosley 1999) was

used for all the modeling used to choose appropriate transitions, and is discussed in Chapter 4.

There are several possible mechanisms by which fluorescence can be excited in the OH

molecule (Seitzman and Hanson 1993a). The most commonly used of these involves excit-

ing transitions in the A"2Y+ , X 2Ii(i,O) band at 283-285 nm. This excitation scheme has
been chosen for the current experiments for three reasons. Firstly, the signal is strong because

this scheme excites transitions from the lower vibrational level of the ground X 2IH electronic

state. Second, the excitation wavelengths for the A2 ZE+ <- X 2H(I,0) band of OH do not co-
incide with excitation spectra of other species, and so measurements are not susceptible to

contamination from other sources of fluorescence. This is particularly desirable for hydro-

carbon combustion, where several other fluorescing species can occur as intermediate species

in combustion reactions. Finally, this excitation scheme mostly generates fluorescence from

radiative transitions in the (1,1) band near 315 nm and the collisionally populated (0,0) band

near 308 nm. As the fluorescence is spectrally well isolated from the excitation wavelengths,

stimulated emission and laser scatter at the excitation wavelength can be effectively removed

by spectral filtering of the fluorescence signal.
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4.2 Preliminary PLIF Calibration Experiments

4.2.1 Saturation Irradiance Measurements

As mentioned above, saturated fluorescence occurs when the laser irradiance is sufficient to
significantly depopulate the ground rovibrational state. Additional laser energy cannot excite

as many molecules, so the fluorescence is no longer proportional to the laser irradiance. In

practice this occurs either when a transition is excited with high irradiance or when the gas

pressure is low. The saturation intensity varies between transitions and with different flow
conditions. The equation for fluorescence signal, Equation 4. 1, can be generalized to account

for saturation. It becomes then (Palma 1998)

Sf = N'TfBBl2 E .g -ý15dQ dr I + (4.2)

where I is the laser irradiance, Ist,t the saturated laser irradiance and TI, the collection efficiency

of the PLIF system. The dependence of saturation on the transition, the laser and the state of

the gas is given by (Palma 1998)

'sat --< PT (4.3)B129vT

Saturation is a source of systematic error in PLWF measurements. The degree of saturation

depends upon laser irradiance, transition line strength, and the pressure and temperature of
the gas. A thorough investigation of the degree of saturation in the scramjet combustor would

require a large number of runs at different excitation irradiances. Even in the case where such

measurements could be readily made, the turbulent nature of the flow field would require a
large number of measurements to achieve a good averaged signal. Rather than attempting this,

the PLIF signal of a hydrogen/oxygen torch flame at atmospheric pressure, which depends on

the irradiance, was measured for fuel-rich through fuel-lean mixtures.

The pressure (• 100 kPa) and the temperature (• 1800 K) of the torch flame are similar
to those expected in the scramjet combustor (p • 80 - 300 kPa and T • 1100 - 2800 K).

Equation 4.3 indicates that the saturation irradiance for a given transition is proportional to
pressure and inversely proportional to the square root of temperature. In the worst case (T =

3000 K and p = 80 kPa), the saturation irradiance would be 64%. of the torch value. Thus,

keeping the irradiance below 50% of the measured saturation irradiance should ensure that the

fluorescence measurements in the tunnel runs are not saturated.



58 CHAPTER 4. PRELIMINARY PLIF EXPERIMENTS AND CFD METHODOLOGY

To measure the saturation irradiance, the relationship between irradiance and laser energy

must be calibrated. This also includes measuring the thickness of the laser sheet. For this

measurement, neutral density filters were placed in front of a photodiode placed downstream

of the focus of the laser sheet. The filters were used to ensure that the photodiode operated in the
linear part of its response curve when fully illuminated. A sharp-edged razor blade mounted on

a translation stage was traversed through the laser sheet and the intensity plotted as a function

of edge position. This intensity distribution was numerically differentiated and the thickness
of the laser sheet taken to be the full-width at half-maximum of this trace. The calculated laser

sheet thickness was 0.32 mm. The setup for the laser sheet thickness measurement and the plot

of the differentiated intensity distribution are shown in Figure 4.2.

The experimental arrangement for the saturation irradiance measurement is sketched in

Figure 4.3(a). As previously mentioned, the saturation measurement was performed using a

hydrogen/oxygen flame. The 5 x 10 mm mask was placed in front of the intensity detector, to

ensure that the laser sheet is trimmed to a length of 10 mm, for detection by an Ophir energy

meter. The laser energy was randomly varied, and PLIF images, exciting the Q, (8.5) transition

of OH, taken for each energy. After this, a region within the flame was chosen and the mean of

the PLIF signal in this region calculated.

Having measured the laser sheet thickness before, it was now possible to calculate the

energy density for the laser sheet by dividing the measured signal by the irradiated area. A

typical saturation curve for a fuel-rich flame is shown in Figure 4.3(b). The measured points
were assumed to fit a distribution of the form (Palma 1998):

SF = CI 1+-1 (4.4)

where C is a constant and IJ,t is the saturation irradiance. The form of this plot derives directly

from Equation 4.2. The data shown in Figure 4.3(b) was fitted by varying these two quantities,

providing a saturation irradiance at these conditions oflst, = 1000 MW/cm 2. As a comparison,

typical irradiances for the OH PLIF visualizations in the scramjet combustor experiments were

approximately 400 MW/cm 2.

4.2.2 Response of the ICCD Camera

A 576 x 384-pixel Princeton Instruments 576-S I intensified CCD camera with 16-bit digitiza-

tion dynamic range and variable gain was used to obtain the PLIF images. It was expected that

different equivalence ratios yield different PLIF signals and therefore images were captured at

different camera gain settings in order not to saturate the camera while still using a reasonable
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Figure 4.2: (a) Experimental apparatus for the laser sheet thickness measurement. (b) Measured
profile (full-width at half-maximum 0.32 mm)

portion of the camera's dynamic range. This necessitates testing the linearity of the camera's

response with changes in irradiance. For this reason the camera's response was examined at a

series of different gain settings.

Once again for this calibration, we used the hydrogen/oxygen torch used for the saturation

measurement. The torch was located at the the same position as the scramjet. The setup is the

same as that sketched in Figure 4.3.
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Figure 4.3: (a) Experimental setup for the saturation irradiance measurement. (b) Measured
saturation irradiance and curve fit to the experimentally acquired data points.

The laser was adjusted to excite the Q] (8.5) transition of OH and the laser sheet was placed
in the the same position as for the scramjet experiments cutting roughly through the middle of
the flame. The energy of the laser was held at a constant level of about 10 mJ (measured with
a Gentec ED-200 energy meter) and PLIF images of the flame were obtained at two different
positions on the camera's CCD array, while varying the camera gain adjustment. Nominal
camera gains of 3,5,6,7,8,9, and 10 were chosen, in random order. Figure 4.4 (a) shows an
example of an OH PLIF image of the torch flame obtained at a camera gain of 8.

The average dark background signal, obtained with the lens covered, was subtracted from
the images to eliminate the offset. A 15 x 15-pixel region within the flame was chosen and the
mean fluorescence signal within this region was calculated. Figure 4.4 (b) shows the resulting
data points and an exponential fit to the measured points. This curve fit is necessary, due to the
non-linear camera response. Using Equation 4.5, it is possible to compare the signal counts of
images taken at different camera gain settings.

Signal = 1 0 (0.23699gain+2.9827) (4.5)

This relation was used to compensate for the different camera gain settings between the
different OH PLIF combustor experiments.
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Figure 4.4: (a) Example OH PLIF image in a flame. The small disk at the bottom or the image
is reflection of fluorescence from the torch (b) Camera response for different gain settings

4.2.3 Spatial Laser Profile Corrections

A laser beam has a non-uniform spatial energy distribution. Ideally it is Gaussian in both spatial
and frequency domains, as is the energy of a laser-sheet generated from such a beam. Equa-

tion 4.1 highlights the linear dependence of the PLIF signal Sf on the laser energy E. Therefore
PLIF images taken with heterogeneously distributed laser energies have to be corrected for spa-
tial energy variations. Note that this correction assumes unsaturated fluorescence.

There are two commonly used methods used to determine spatial laser energy distributions
in a laser sheet. If there exists a region of uniform fluorescing flow (e.g. the free stream)
across the laser sheet and this is captured on the actual PLIF image, this region can be used
to correct nonuniform flow regions. Since the flow field in a cavity flame-holder scrarmjet is

highly turbulent and OH does not occur everywhere in the flow field, this method cannot be
used to account for spatial variations in the sheet profile. Instead a CCD camera was used to
capture the laser sheet image on a dye cell as shown in Figure 2.12.

The profile noimalization procedure, which is part of the data reduction process using
MATLAB®, consists of the following steps. First the separately captured background image
is subtracted from the laser sheet image. Following that, the row with the maximum average
signal (usually in the middle of the sheet profile) is identified. To obtain a smoother trace, 10
pixel rows above and below this maximum average signal row are averaged. The beginning

and the end of the laser sheet are then determined. This can either be done by clicking on
distinct points in the image or by using an automated algorithm that determines the maximum
positive and negative gradients of intensity in the image. For some sheet profiles, the latter
method showed problems finding the correct locations of the edges, therefore it was decided
to manually select the laser sheet's extension. Once acquired, the sheet profile is normalized
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Figure 4.5: (a) Image of a laser sheet. (b) Plot of the Laser sheet profile. The light-blue line is
the measured intensity (normalized to its peak value), the dark-blue line the smoothed trace.

to its peak signal and smoothed using a running average filter to remove high-frequency noise.

Figure 4.5 shows an image of a typical sheet profile (a), a plot of the measured laser sheet
intensity distribution, and the corresponding smoothed trace (b). The smoothed profile is then

scaled so that the left and right edges map to the start- and end-pixels of the laser sheet in the
PLIF image, as the PLIF image and the sheet profile image occur over a different number of
pixels. The profile array must therefore be interpolated to the same length as the sheet image

from the ICCD camera. Finally the values in the areas outside of the sheet profile are set to I
so that this region of the flow field, outside the laser sheet, is not normalized. Each pixel in the

PLIF image is then divided by the appropriate value of the smoothed profile to produce the final

normalized PLIF image. It is apparent from Figure 4.5 that distortions in the optics generating

the laser sheet can cause the profile to be fairly non-uniform. The relative intensity of the
laser sheet profile was not allowed to be less than 0.3, as the normalization process becomes

unreliable at low relative intensities.



4.2. PRELIMINARY PLIF CALIBRATION EXPERIMENTS 63

4.2.4 Transition Choice

Before the experiments could be performed an excitation transition had to be chosen. Prelim-

mary tunnel experiments and numerical simulations were conducted to determine a suitable

transition. Three different excitations wavelengths yielding in reasonable fluorescence were

identified resulting in a choice between the following transitions: RL (10.5), a combination of

Q2 (5.5) and R 12 (5.5) and the eventually chosen Ql (8.5) transition. McIntyre et a]. (1997)
previously used the R 1 (10.5) transition with good results, hence this was a possible candidate

of choice. Numerics predicted low temperature dependency for the combination of Q2 (5.5)

and R1 2 (5.5) transitions as Hubschmid and Bombach (2002) reported for the Q, (8.5) tran-

sition which was also used by Gruber et at. (2004) for their OH PLIF scramijet experiments.

The Q, (8.5) transition was finally chosen because of its good combination of low tempera-

ture sensitivity, high fluorescence yield and lack of interference from surrounding transitions.

Figure 4.6 shows the fluorescence signal strength plotted against the temperature indicating
that the Q, (8.5) transition, as calculated by the LIFBASE code. This transitions has relatively

low sensitivity to temperature variations, especially for flame temperatures above 1800 K. Low

temperature sensitivity is important because it is a requirement if the LIF signal is to be pro-

portional to the OH mole fraction (Allen et al. 1993).
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Figure 4.6: Variation of the Q, (8.5) transition LIE signal with temperature.

Figure 4.7, is a LIFBASE prediction of the fluorescence excitation spectrum around the

Q, (8.5) transition for an assumed temperature of 1500 K and pressure of 101 kPa. The tran-
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sition is well isolated from surrounding transitions, although there is some contribution to the

signal from the relatively weak P2 (8.5) transition near 283.55 nm.
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Figure 4.7: Numerical prediction of OH excitation spectrum assuming a temperature of 1500 K
and atmospheric pressure.

4.2.5 Accuracy and Repeatability of Tuning on Transitions

Repeatability in PLIF signal from one tunnel run to the next depends upon how repeatably
the laser can be tuned to the center of the transition. Errors in tuning will cause variations

in the overall intensity of the PLIF signal. The tuning repeatability was measured by tuning

and de-tuning the laser on and off the Q, (8.5) transition. The setup for this experiment was

similar to the camera response experiment in Section 4.2.2. The laser energy was set to a

constant 10 mJ and the hydrogen/oxygen flame was burning at constant flow conditions. The

laser was tuned to the Q, (8.5) transition and ten acquisitions were taken and summed, to

eliminate pulse-to-pulse fluctuations and any signal variability due to variations in the mode
structure of the laser. The laser was then de-tuned several Angstroms either above or below

the peak frequency and subsequently tuned back onto the line center and another ten images

were acquired. This procedure was repeated ten times in total in both directions away from

the center of the transition. Each of the ten images was averaged and the standard deviation

calculated at each pixel. A 100-pixel-long slice from row 180 to 220 of the image, was selected

and averaged. The mean signal (normalized to 1) and the fractional standard deviation are
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Figure 4.8: Accuracy of tuning the laser on the peak transition

plotted in Figure 4.8. Throughout the main part of the flame, the standard deviation is around
5%. The peak of the standard deviation is 15% on the edges of the flame. This is due to the
low signal and the instability of the flame present in these regions rather than the tuning of the
laser. Assuming the flame conditions stayed constant, this means that tuning to the transition
peak is reproducible to 5% of the peak signal.

Another experiment was conducted to determine the shot-to-shot fluctuations between laser
pulses. The laser was operated as usual, pulsing at 10 Hz. Ten pulses were recorded and the
PLIF signal levels of each pulse compared. This again was repeated ten times. It was found
that the signal varies within approximately 12% from pulse to pulse. Note that for the actual
tunnel runs, fluctuations should be less than this because the overall change in laser energy is
accounted for through the photodiode energy. Since this was not the case for this experiment,
the fluctuations in PLIF signal of about 12% from shot-to-shot are worst-case estimates.

4.2.6 Focusing on the Image Plane

Since planar laser-induced fluorescence is a two-dimensional technique, it is required to focus
the camera on a distinct plane in which the fluorescence will be excited and the resulting signal
captured. For this purpose a grid was put at the laser sheet's location and the carnera focused
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while permanently acquiring images. Once in focus, 10 images were acquired and summed

to get a distance calibration in the x- and y-directions, as shown in Figure 4.9. The resulting

Figure 4.9: Grid image, used to focus the camera and to measure dimensions of flow structures

image can subsequently be used to determine dimensions, such as the laser sheet length or the

length of turbulent flow structures. For these purposes the number of pixels in the x- and y-

directions corresponding to the grid division was acquired and the ratio calculated to be 4.6+0.1
pixels/mm. Each time the laser sheet was laterally translated or moved up- or downstream, this

procedure was repeated to ensure consistent image scaling.

4.3 Computational Fluid Dynamics (CFD)

4.3.1 The CFD++® code

The CFD code to be used here is the commercial code CFD++®, developed by Metacomp Tech-

nologies (Goldberg et al., 1997). CFD++® represents the state-of-the-art in commercial CFD
codes. It can solve both the steady or unsteady (time-accurate), compressible and incompress-

ible Navier-Stokes equations, including multi-species and finite-rate chemistry modeling. It is

fundamentally an unstructured code, but handles Cartesian, structured curvilinear and unstruc-

tured grids (with various cell types and shapes), including hybrids. The discretization scheme
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is Total Variation Diminishing (TVD). Riemann solvers are used to define interface fluxes,

based on local wave-model solutions. A variety of turbulence models are available in CFD++®,

ranging from one- to three-equation transport models. Linear and non-linear (anisotropic) ver-

sions are available and all models can either be combined with wall functions or integrated di-

rectly to the wall. Large-eddy simulation sub-grid models are also available, including hybrid

RANS/LES models which blend automatically according to the local mesh density. Multi-grid

relaxation provides a fast and accurate solution methodology for both steady and (with dual-

time-stepping) unsteady flows. Most importantly, CFD++® has had considerable investment

concerning code validation (see for example Goldberg et al. (1997)) and has been used for

scramjet applications by the CFD team at the USAF Wright-Patterson Research Laboratory.

4.3.2 Governing Equations

The governing equations that describe a chemically reacting high-speed flow are the Navier-

Stokes equations coupled with n - 1 species mass continuity equations, where o is the total

number of species considered and the last species (the hidden species for which the transport

equation is not needed) is obtained by considering total mass conservation. These differential

equations can generally be written as follows (Baurle 2004):

-- + a (puj) = 0 (4.6)at ax

0 a- (pm ) + - (pmuj' + ijlp - -rj) = 0 (4.7)

a a
a(e)+ax (phouj + qij - 7-,'t) = 0 (4.8)

at ax
0 °+ (p)q1ntj + py§vj) = rtLrn (4.9)

where p is the fluid density, zt• is the velocity, p is the pressure, cO is the total energy, b0 is

the total enthalpy, Tjj is the stress tensor, qj is the heat flux vector and Ym, vj and tb,, are the

mass fraction, diffusion velocity and production rate of the mntb species. The time-averaged

equations are derived from Equations 4.6-4.9 by decomposing each transport/flow quantity 4P
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into a mean and a fluctuating variable

I) = ý) + .1, (4.10)

and re-substituting the decomposed variables into the initial equations. Averaging the results

yields the desired time averaged equations, for which subsequently further modeling assump-
tions are required. For a more detailed description of the complete modeling process the inter-

ested reader may be referred to Baurle (2004) and Anderson (1995).

4.3.3 Fluid Properties (Real Gas Thermodynamic Model)

Modeling chemically reacting flows makes it necessary to account for real gas effects such

as variations of specific heats cp and the computation of the chemical reactions. The thermo-
dynamic model used is based on higher order curve fits. The entries for these quantities are

those commonly found in thermodynamics property tables such as (McBride et al. 1963). The
resulting equations are given as follows:

Cpm = a, + bmaT + cmT 2 + dnT3 + e•T4  (4.11)

h R 7 , ( ,amr + b, , ±m ~T 2 +±d +T3 + e T 4)T±+AHf,m (4.12)

bGn A Hfmrn

R -= a, (T - TinT) - b- T-2 - -T - T412 emT5 + A± H g,,T (4.13)
R, 2 T 2 20 ,n

where c,,,, is the specific heat at constant pressure for the nm.t' species and is a fourth order

polynomial fit in temperature T with coefficients a,,,, bm, cm, d, and e, The enthalpy h/,, of

the . 1t..h species is the integral of Cp,•, with respect to temperature T and AHf,, is the enthalpy

of formation of the mrrUh species. Finally, Gr,. is the Gibb's free energy of the mth species. The

constants a,,, b,,, c., di, ei, 9,, and AHf,,a are tabulated in literature for various temperature

ranges (McBride et al. 1963). Typically a two or three temperature range fit to ci,,, h.• and

G•, is applied.
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4.3.4 Turbulence Modeling

The most widespread form of turbulence modeling is ensemble-averaging, in which the model

accounts for all turbulent stresses arising from time-averaging the native Navier-Stokes equa-

tions. This category of modeling together with the flow equations in which it is embedded has

acquired the name RANS (Reynolds-averaged Navier-Stokes).

A three-equation turbulence model was used for the computations presented in this report.

This model is a combination of the commonly used two-equation k - 6. model and Goldberg's
one-equation R model. Many weaknesses of the k-c model have been documented in the liter-

ature over recent years and as a result, various modifications have been suggested, one of which

is the introduction of a third quantity. This results in Goldberg's k - F - R model (Goldberg

et al. 1988) which solves transport equations for the turbulence kinetic energy k, its dissipa-
tion rate c, and the undamped eddy viscosity R in a manner that accounts for non-equilibrium

conditions and avoids free stream turbulence decay under shear-free flow conditions and is

recommended for supersonic/hypersonic applications.

4.3.5 Chemistry Model

Hydrogen/air combustion was modeled using both frozen and finite-rate chemistry. The for-
ward reaction rates are given as functions of temperature according to the Arrhenius equation

(Equation 4.14) for the jth reaction

"7_Ufj ý kfjTff'Je( RT: ) (4.14)

where uf,, is the forward reaction rate, kf,3 is the frequency factor, r0 f,j is the temperature

exponent, Efj is the activation energy and ft is the universal gas constant. The backward

reaction rate "Vib,j is defined as the ratio of the forward reaction rate to the equilibrium constant

bj = j (4.15)

where the equilibrium constant K!,, again is calculated from the Arrhenius equation (Equa-

tion 4.14).



70 CHAPTER 4. PRELIMINARY PLIF EXPERIMENTS AND CFD METHODOLOGY

The hydrogen/air-chemistry was modeled using a 9-species 1 8-reaction model developed

at the NASA Langley Research Center and presented by Drummond et al. (1987).

4.3.6 The Scramjet Simulation Model

Since a computational fluid dynamics code solves the RANS (Reynolds-averaged Navier-Stokes)
equations on discrete points (see Section 4.3), the application of CFD to any fluid problem in-
volves the generation of a mesh. The physical scramjet combustor as described in Section 2.2. 1

was modeled using the commercial mesh-generator GRIDGEN® to create a three-dimensional

structured hexagonal mesh. The precision of any CFD solution is dependent on the resolution
of the mesh it is computed on, and hence careful consideration of the aerodynamic and com-

putational modeling parameters is required. This aspect strongly influences the design of the

mesh used to model the scramjet flow field.

The mesh needs to be refined in the vicinity of the wall to capture the boundary layer,
as well as in regions were strong alterations to the flow occur, such as sharp edges, regions

containing shock waves and especially injection and combustion zones. The geometry of the
flow field dictates a reasonably fine mesh near the walls from the leading edge of the scramiet
model since the leading shock forms from the intake tip, followed by a shock train traveling

down the duct and interacting with the growing boundary layer.

Also of great importance is the region where the shear layer separates from the cavity's
leading edge and reattaches further downstream. The flow field within the cavity, especially
where fuel is injected, is another area of special interest and needs to be resolved properly.

Hence the area where the recirculation zone is expected to form in the cavity needs to be

meshed accurately.

The ability to realize the ideal mesh geometry is limited by computational resources. The

simulations were conducted with the use of the Australian Partnership for Advanced Computing

(APAC) National Facility supercomputer, located at the ANU, which provides the necessary
interface for the CFD solver CFD++® as well as the computational power. The mesh geometry
was broken into eight zones, each of which was computed on a single processor. Each CPU

is limited to 1024 MB of system memory (RAM) and can is thereby limited in the density of

cells that can be computed. This results in a trade off between precise solutions and reasonable

computational effort.

Bearing in mind these restrictions, and taking advantage of the planar symmetry of the

scrarnjet, a structured mesh containing approximately 2.3 million cells was created, simulating
one half of the scramjet. The resulting mesh is shown in Figure 4.10, illustrating how the

injectors were modeled and how their connection to the slanted rear wall was accomplished.
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(a)

(b) (c)

Figure 4. 10: Computational mesh of the scramjet model: (a) isometric view, (b) rear view onto
one injector, (c) side view

The boundary layer was not of primary interest, since the focus of this study was on mixing

and combustion processes. It was therefore decided to use a wall function implemented in

CFD++® rather than directly resolving the boundary layer including the viscous sub-layer, as
this would have required too many cells. Thus the height of the first wall adjacent cells was set
to be of the order of 5 • 10' m. This results in about 18 cells within the boundary layer in the

region before it separates from the leading edge of the cavity. The cavity contains about 500000
cells and the regions around the injectors were refined in more detail than surrounding regions.

A portion of the injectors was modeled to allow for boundary layer development within the

injectors and to represent a physically correct fuel jet (see Figure 4. 10).
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4.3.7 Initial and Boundary Conditions

After creating the mesh, the problem must be set up subject to initial and boundary conditions,
thermochemical models and numerical procedures. Three different cases were simulated for
one hydrogen equivalence ratio (1 = 0.47).

"* nil-injection

"* hydrogen injection into air - frozen reactions

* hydrogen injection into air - finite-rate reaction chemistry

The conditions at the intake were set to:

"* inflow temperature T = 1183 K

"* inflow pressure p = 78500 Pa

"* inflow velocity v = 2802 m/s

Note that the temperature here is significantly lower than that of the STUBE calculation pre-
sented in Table 2.3. This is because the initial STUBE calculations were performed assuming
vibrationally frozen flow. This leads to an underestimate of rotational temperature at the noz-
zle exit compared with the equilibrium calculation that properly accounts for all the thermal
energy in the flow. The combustion calculations are therefore not directly comparable with the
experiment, but they are included in the report because they supply important insights into the
general features of mixing and combustion in these cavity combustors.

The composition of the oncoming flow was assumed to be standard air consisting of 21%
oxygen and 79% nitrogen, a simplification of the actual flow delivered by the T3 shock tunnel,
which also contains radicals generated in the stagnation region of the nozzle, as shown in
Table 2.3.

The walls were set to a constant temperature of 300 K and a no-slip boundary condition was
applied. This accounts for the fact that the flow does not have the time to heat the combustor
walls over the very short experimental test period.

For the simulations incorporating fuel injection, the hydrogen mass flux was initialized to
5.65 g/s (see calibration in Section 2.3) which is half of the experimental flow rate since only
half of the scramjet was modeled. The hydrogen injection temperature was approximated with
250 K, which corresponds to sonic conditions presumed to exist at the choked nozzle exit as
the fuel is expanded from the Ludwieg tube.
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If a solution with chemical reactions was sought, a 9-species 18-reactions hydrogen/air

chemistry model presented by Drummond et a]. (1987) was implemented, treating nitrogen

as inert to reduce the complexity of the computation. Hence, dissociation of nitrogen and

formation of NO, was not considered by this chemistry model.



Chapter 5

OH PLIF and CFD Results

This chapter describes the second series of experiments, measuring the qualitative distribu-

tion of OH concentration and pressure in a supersonic combustor flow. CFD calculations of the
cavity combustor flow field are also presented and discussed. Planar laser-induced fluorescence
was applied on the cavity scramjet described in Section 2.2 to visualize OH radicals produced

during combustion. Additionally, pressure measurements were obtained at twelve positions in
the scramjet duct. This is an extension of the "pressure-only" experiments conducted in Chap-
ter 3. Two different fuels, hydrogen and ethylene, were investigated at three equivalence ratios

each and at combustor entrance conditions outlined in Section 2.1.4, corresponding to a flight

Mach number of 11.5. CFD calculations, using the CFD++® computational fluid dynamics
package were conducted and the results compared to the experimental data.

The pressure analysis in this chapter will be constrained to new objectives such as compar-
ison with PLIF images and CFD and to highlight differences between these measurements and
the previous investigation. MATLAB® scripts were written to visualize the time dependency

of the pressure traces, resulting in time dependent pressure animations allowing a immediate
visualization of the pressure history immediately after a tunnel run, providing the ability to

compare tunnel runs obtained at different conditions.

Figure 5.1 shows the three positions relative to the cavity at which fluorescence measure-

ments were obtained. The first plane (laser sheet position 1) was located in the middle of the

scramjet duct, starting approximately 5 mm upstream of the cavity leading edge and extending

about 2.5 cavity lengths downstream.

The second location, (laser sheet position 2), was laterally shifted by 5 mm but had the
same dimensions in terms of starting position and length as position I. The last plane ex-

amined,, (laser sheet position 3), coincided with position 2 but began one cavity length down-
stream of the rear-facing step. In total approximately 3.5 cavity lengths downstream of the rear-

74
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Figure 5.1: Laser sheet locations (from left to right): in the middle of the duct above the cavity,
above a fuel injector port above the cavity and above a fuel injector port shifted downstream of
the cavity.

facing step were covered. As Fig. 5.1 shows, the location of position 3 allows some comparison

between PLIF and pressure measurements as it overlaps with the locations of transducers I and

2.

5.1 Experimental Results

5.1.1 General Observations

Throughout the course of this experimental study, several OH PLIF images at three different
locations above and about the cavity and downstream of the cavity (see Figure 5. 1) - were

obtained using the Q1 (8.5) transition of the A2 ,+ +-- X2 H(l,O) rovibronic band of the hy-

droxyl (OH) radical excitation spectrum. Since the shock tunnel generating the free stream
conditions (at a flight Mach number of 11.5) is a pulsed facility, only one image could be ac-

quired during each facility run. Hence, the number of images acquired for the different fuel

conditions is restricted to only one or two each, except for the highest hydrogen equivalence

ratio where three images were acquired at laser sheet position two (above an injection port)

as a repeatability study. With such a small sample size, it is not possible to conduct a quanti-

tative uncertainty analysis of the measured PLIF signal based on run-to-run signal variations.

The data reduction process used to obtain the results presented in this section is described in

Section 2.5.

Figure 5.2 shows a typical image of the spatial OH distribution for the highest hydrogen
equivalence ratio ((D = 0.47) acquired at position 2. All the major flow features that can be
observed on the images have been labeled for easier referencing in the text.
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0 15000PLIF signal

Figure 5.2: Typical image of the spatial OH distribution, hydrogen fuel (• = 0.47), acquired
on a plane over an injection port. Max. signal counts = 15000, camera gain =9.

The color bar indicates the intensity of fluorescence signal collected by the ICCD camera.
The spatial signal distribution shown in Figure 5.2 does not match the one initially imaged on
the camera, since the scatter has been subtracted from the raw image which has additionally
been corrected for spatial laser intensity variations as described in Section 4.2.3. The peak
signal on the resulting in-mge is 15000 counts at a camera gain of 9. The high velocity gradient
between the slow-moving cavity flow and the supersonic free stream causes a separated shear

layer to form above the cavity. This shear layer enhances the mixing of the oncoming flow
with the fuel introduced into the cavity. The friction within the detached shear layer results
in high temperatures and consequently leads to auto-ignition of either hydrogen or ethylene
fuels. Since OH is an intermediate combustion product helping to maintain and stabilize the
combustion process, it can he used to indicate where ignition is occurring in the flow. Figure 5.2
shows that the highest PLIF signal is present in the region where the shear layer ignites the
mixture, at the interface between the free stream and the fuel.

The filling of the cavity with fuel provides an obstacle for the oncoming supersonic flow,
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and an oblique shock wave forms. This oblique shock impinges on the scramjet roof and is

reflected, as seen in the brighter region in the PLLF image in Figure 5.2. Since no OH exists

in this part of the duct, the higher signal is due to luminosity as the flow gets heated and is

therefore more luminous as it passes through the oblique shock wave.
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Figure 5.3: Pressure distribution during nominal test time for hydrogen injection into air and
nitrogen, ((D = 0.47).

The geometry of the cavity generates recirculating flow, that together with the compara-

tively low velocities within the cavity assists the mixing process by increasing the residence

time of the fuel/air mixture in the combustor. In the cavity itself the hydrogen/air-mixture is
highly fuel-rich (4) >> 1) and the temperature is below the auto-ignition temperature. Although

there may be some degree of mixing between the fuel and the air in the cavity, the temperature

is too low for the mixture to react within the cavity. This is borne out by the fact that no OH

signal is evident within the cavity. As there is no OH evident in the cavity, we cannot directly
comment on the amount or efficiency of mixing.

Above the maximum penetration height of the OH plume the conditions are fuel lean. The
hydrogen jet pressure is not sufficient to penetrate far into the free stream, so the OH signal is

limited to the lower portion of the duct. Figure 5.3 plots the pressure ratio against axial distance

(the pressures measured were normalized to the stagnation pressure) for both injection into air
and into nitrogen. This plot shows only a very small difference in static pressure for the first
pressure transducer downstream of the cavity. As OH was imaged only as far as transducer 2,

it is not entirely clear whether the combustion process extinguishes downstream of the cavity
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before re-ignition occurs due to the flow passing through the reflected shock originating from

injection.

The reflected oblique shock wave can be seen clearly near the top of the duct and inferred

elsewhere in the duct for Figure 5.4, a PLIF image captured further downstream at position 3.

0 15000
PLIF signal

Figure 5.4: Typical image of the spatial OH distribution, hydrogen (Ž = 0.47), acquired on a
plane over an injection port downstream of the cavity, max. signal counts 15000, camera gain
8.

The path of the reflected shock wave through the fuel plume appears to correspond to a

sudden increase in OH PLIF signal, indicating that the passage of the shock through the fuel

increases the combustion. The locations of the first two pressure transducers are also shown in

Fig. 5.4. Transducer I appears downstream of the duct, where combustion is apparent, while

transducer 2 lies immediately upstream of the location of the shock impingement on the duct

floor. Comparison with the axial pressure distributions for injection into air and nitrogen is

interesting. Comparing the pressure distributions for injection into nitrogen and air indicates

that there is no significant pressure rise for this tunnel run due to combustion at transducer

1. Transducer 2 is located immediately upstream of the impingement of the shock wave at

the floor. Figure 5.3 indicates that for injection into air the static pressure increases sharply
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downstream of transducer 2. This is consistent with Fig. 5.4.

The PLIF images also provide information about the turbulent structures within the flow.

One possible way to visualize these patterns is to plot the longitudinal and transverse integrated

signal distributions. This has been done by integrating the PLIF signal in either the y- or

x-directions and plotting against the other axis. The resultant spatial signal distributions are

shown in Figure 5.5. The transverse distribution identifies the penetration height of the OH
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Figure 5.5: Spatial PLIF signal distributions, hydrogen (4) = 0.47): (a) shows the PLIF image
(15000 counts, camera gain 9), (b) is the longitudinal plot of the PLIF signal distribution, (c) is
the transversal plot of the PL[F signal distribution.

plume displayed as the lower peak of the distribution. Knowing the correlation between pixels

and physical dimensions (as per description in Section 4.2.6) this height can be computed. For

the example discussed (hydrogen (4) = 0.47)) it is 11.3 ± 0.5 mm. The nonzero offset above

the shear layer can by explained by luminosity of the tunnel flow and residual laser scatter

remaining after the subtraction. The second peak is mainly due to the shock impingement on the

top window of the scramjet. The longitudinal distribution reveals a repetitive wavelike pattern

of signal peaks followed by lower signal. An overall OH signal increase towards the right

of the laser sheet edge can be observed as the plume is expanding. This indicates increasing
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combustion with downstream distance. The identified structure in the flow pattern is caused

by turbulent fluctuations in the combusting flow, perhaps due to oscillation of the cavity flow.

The streamwise spacing between consecutive maxima in the PLIF signal is of the order of

10 - 20 mm.

In addition to the PLIF images, luminosity images (obtained by running the camera with-

out a laser pulse during a tunnel run) were acquired for each fuel condition. This shows the

amount of signal originating from luminous flow, high temperature regions which do not nec-

essarily contain only OH radicals but which produce signal that adds noise to the measured

fluorescence. These luminous effects can naturally also be observed on the actual PLIF images,

although the amount of signal caused by luminosity is made as small as possible compared with

the fluorescence signal by filtering in time and frequency. In contrast to the PLIF signal, which
originates from a planar laser sheet, the luminosity images present the overall integrated signal

across the imaged part of the flow field. Figure 5.6 shows a comparison between a PLIF image

and a luminosity image, both acquired for equivalent fuel conditions (hydrogen (4 = 0.47)).

Note that these images were obtained at different camera gains, hence relatively lower number

of signal counts is measured on the luminosity image which was recorded on a (lower) gain

of 8, whereas the PLIF image was captured using a camera gain of 9, with a sensitivity that is

greater by a factor of 1.7. For this pair of images, the peak fluorescence signal is approximately

three times the intensity of the luminosity.
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Figure 5.6: Comparison between PLIF image (a) and luminosity image (b), hydrogen ((D=
0.47). The PLIF image (a) has a maximum of 15000 signal counts at a camera gain of 9, the
luminosity image (b) has a maximum of 3000 signal counts at a camera gain of 8.

The luminosity images are useful for identifying shock locations and in determining where
the combustion is strong, as those regions tend to produce more luminosity. Figure 5.6 (b)
highlights the region with the peak signal to be right above the first half of the cavity where
the shear layer Ignites the fuel/air mixture. The oblique shock wave forming on the cavity's
leading edge and the reflected shock can be clearly seen, the latter perhaps reigniting the flow as

[ -
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mentioned previously. The increase in luminosity signal in this region is indicative of increased

combustion.

5.1.2 Repeatability

As mentioned previously, only a few PLIF experiments were conducted for each fuel condi-

tion and laser plane position, except for the highest hydrogen equivalence ratio (4) = 0.47)
where three images were captured on a plane above a fuel injection port and around cavity at

position 2. These three experiments were all performed at the same camera gain with similar

laser irradiance. However the resulting PLWF images vary significantly in terms of the local

flow structures and the maximum PLIF signal counts. This is to be expected, as supersonic

combustion in a cavity is highly turbulent.

Figure 5.7 presents the resulting PLIF images showing the variations in maximum PLIF

signal. As explained in Section 4.2.5 the system can be tuned and re-tuned to the peak of the

Q1(8.5) transition frequency with an uncertainty of 5% and other error sources such as fluc-

tuations in laser pulse-to-pulse energies are also relatively low (at the worst 12%). Hence the

variations in peak PLIF signal are mainly due to the turbulent flow field, which is different for

each tunnel run and varies significantly at different time during the same run. After normal-

izing to the sheet profile as described in Section 4.2.3, the signal varies from 14000 to 28000
counts (standard deviation 40%), showing that it is difficult to derive a quantitative comparison

of signal for different equivalence ratios without averaging over a very large number of tunnel

runs.

In contrast to the absolute PLIF signal, there are similarities in the flow that can be ob-

served for each experiment. For this purpose the longitudinal and transversal signal versus

distance plots introduced in Figure 5.5, are plotted on the same graphs (Figure 5.8) for the

three experiments conducted at the high hydrogen equivalence ratio (4) = 0.47).

Looking at Figure 5.8 (b) it is apparent that the global flow conditions are quite reproducible

and therefore a quantitative relation for different equivalence ratios can be derived as will be
shown in Section 5.1.3. For these conditions the penetration height of the OH plume is about

11.3 mm. The axial distributions (Figure 5.8 (a)) also point out a behavior that is similar for all
three experiments.

In terms of pressure the run-to-run variations are comparatively small. Besides the previ-
ously mentioned fluctuations in the inlet transducer signal, the pressure measured in the oscil-

lating cavity and the pressure recorded at transducer 12, the measurements are very repeatable

as illustrated in Figure 5.9. The variations at transducer 12 are presumed to be due to the

impingement of a reflected shock wave in the vicinity of this transducer, which can cause sig-
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nificant variability. The pressure fluctuations in the cavity are presumably due to oscillations
as described in Section 1.1.1. Small differences in the flow field, caused by slight variations of
the shock tunnel conditions, turbulent alterations from experiment to experiment and cavity in-
duced unsteady flow phenomena cause the shock to move back and forth across the transducer
varying the pressure recorded for each experiment.

It was assumed that only the peak signal varies significantly from one tunnel run to the next.
Therefore another method was introduced to express similarities for equal equivalence ratios,
and differences for different equivalence ratios respectively. A region within the OH plume was
selected (see Figure 2.16) and the mean of the signal calculated, which is a more sensible way
than comparing peak values. This method provides better results than lust comparing the peak

fluorescence signals, but the averaged signal still varies from one run to the next with more than
20% standard deviation.

(a) c

0 27000 0 15000

(b) (d)
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Figure 5.7: Repeatability of PLIF experiments, hydrogen ((D 0.47), acquired on a plane over
an injection port: (a) max. signal counts 27000, (b) max. signal counts 14000 , (c) max. signal
counts 15000, all taken at a camera gain of 9 (d) corresponding luminosity image, 3000 signal
counts at a camera gain of 9.
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Figure 5.8: Repeatability of" PLIF experiments: (a) shows the longitudinal PLIF signal dis-
tribution for three experiments conducted for the same conditions hydrogen (l 0.47), (b)
the transversal distribution highlighting the repeatability of the experiments in terms of" OH
penetration height.
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Figure 5.9: Repeatability of pressure measurements, hydrogen (cb) - 0.47) axial pressure ratio
plots for 6 randomly selected tunnel runs.

We can also compare axial pressure distributions between the first and second experimental

campaigns. Figure 5.10 compares normalized pressure distributions along the duct between the

two experimental campaigns for a range of ethylene equivalence ratios injected into air. Data

from the second campaign is indicated in the figure legend by the suffix PLIF. The general
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form of the pressure distributions that indicate the locations of shock and expansion waves

along the duct are consistent between the two campaigns. Large variations in local pressures

are, however, apparent. Some of this variation can be explained by fluctuations in the axial

location of the shock train across the sparse array of pressure tappings. However, at locations

5 and 6 (312 and 332 mm downstream of the inlet) the measured pressures from campaign
2 are consistently lower than those from campaign 1. The difference is also greater than the

run-to-run variation in pressure for the campaign 2 data. The reason for this is unknown. At

the other locations, the pressures generally correlate with the global equivalence ratio.

5.1.3 Influence of Equivalence Ratio and Laser Sheet Location

This Section discusses apparent similarities and differences in the visualized flow with vary-

ing equivalence ratio, and with different locations imaged in the duct. A direct comparison

between fuels is relatively difficult since the experiments for hydrogen and ethylene are con-
ducted at different equivalence ratios because of the differences in molecular mass. The highest

possible Ludwieg tube fill pressure (2500 kPa) was chosen for both fuels to achieve the max-

imum feasible equivalence ratios for the current existing fuel injection system. The other two
fill pressures were originally chosen to allow the resulting equivalence ratios of ethylene and

hydrogen to match. Later a mistake was found in the method of calculating equivalence ratio,
with the result that only the lowest equivalence ratios (0.15 and 0.13 for hydrogen and ethylene
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Figure 5.10: Comparison of normalized pressure distributions between experimental cam-
paigns for a range of ethylene equivalence ratios injected into air.
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respectively) allowed for a direct comparison of equivalence ratio between the two fuels.

5.1.3.1 Hydrogen Fuel

The equivalence ratios are controlled by altering the initial Ludwieg tube fill pressure, as de-

scribed in Section 2.3. This regulates the mass flux of fuel entering the cavity through the in-

jectors. The effects of varying equivalence ratios will be discussed in this section. Figure 5. II

shows the PLIF images and the corresponding luminosity images for three different hydrogen

equivalence ratios: (a) 42 = 0.15, (b) (1, = 0.24, and (c) 4) - 0.47. Images were obtained

on the plane above an injection port (position 2). The signal counts of the PLIF images are:

12000 for 41 = 0.15, 11000 for (1) = 0.24, and 15000 for 4) = 0.47, the signal on the three

luminosity images was 3000 counts. The included white lines aid the interpretation of the raw

images which can be found in Appendix A. All images show similar turbulent flow structures,

independent of equivalence ratio. The most obvious difference between the three images is the

location at which OH signal first appears, which moves upstream towards the front corner of

the cavity as the equivalence ratio increases. For the highest equivalence ratio (c) the flow starts
to produce OH immediately after the cavity leading edge, as can be seen in both the PLIF and

the luminosity image, whereas for the lowest equivalence ratio (a) observable OH signal is not

apparent until about half-way along the cavity length. Such behavior can perhaps be explained

by the penetration length of the hydrogen jet in the upstream direction, since lower pressure
results in less penetration of the jet into the flow, and vice versa. This also effects the angle of

the shear layer, which is roughly parallel to the cavity floor for the low equivalence ratio and
steepens with increasing fuel pressure as observed in the luminosity images. Another possible

contributing factor is apparent from the luminosity images: higher equivalence ratios increase

the jet penetration and therefore increase the angle of the shock wave produced. This in turn

increases the flow temperature, which will decrease the ignition delay time.

Note that the dark region on the right-hand side of Figure 5.11 (b) is due to a crack in
the top scramjet window preventing the laser sheet from exciting this region of the flow. This

crack was probably caused by a diaphragm fragment colliding with the window. Fortunately

this happened at the end of the second campaign, so only the last few images captured were

affected.

As mentioned in Section 5.1.2, the signal counts vary significantly from one run to the next

at the same equivalence ratio. It is therefore not possible to compare different equivalence ratios

in terms of signal strength, meaning that higher signal in one image does not necessarily prove

larger amounts of OH or excessive combustion in general, particularly when the differences are

small (less than 20%). The pressure measurements, however, show how different equivalence
ratios influence the overall combustion process. Figure 5.12 shows pressure-ratio (normalized

by the stagnation pressure) versus distance plots for three different hydrogen equivalence ratios.
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Note that the relative pressure rise between them is not only due to increased combustion but is

PLIF Luminosity

(a)
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Figure 5.11: Effects of equivalence ratio variation (hydrogen), acquired on a plane over an
injection port; the left column shows the PLIF images and the right the luminosity images: (a)
(D~ = 0. 15, (b) (D = 0. 24, (c) (D = 0.47.
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also caused by the introduction of different amounts of fuel. The first experimental campaign,
and particularly Fig. 3.12 showed that the pressure increase is proportional to the fuel mass flux

and hence to the equivalence ratio.
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Figure 5.12: Pressure distributions for different hydrogen equivalence ratios.

Looking at Figures 5.11 and 5.12 and accounting for the results in Chapter 3, high OH
signal does not necessarily coincide with strong pressure increases. This also emphasizes the
importance of the pressure measurements which provide additional information besides the
PLIF measurements which give information about where ignition will occur.

As mentioned before, increasing the mass flux of fuel increases the shock angle. This can
be clearly seen on the luminosity images as the incident shock angle 31 increases from 18i to
22' and 24', for q) = 0.15, (D = 0.24 and (D = 0.47 respectively and the impingement points
on the roof and the floor can be seen to move forward. This is supported by the upstream
movement of the structure in the pressure plots with increasing equivalence ratio.

Higher fuel pressures also cause the fuel to penetrate further towards the duct center, hence
the penetration height of the hydrogen, OH plume respectively, increases with rising pressure.
The transverse signal distribution plots from which the OH plume penetration height is derived
are shown in Figure 5.13 (a). From these plots a linear dependency of the penetration height
over equivalence ratios can be derived (Figure 5.13 (b)).

It is also interesting to compare OH PLIF images obtained at each of the three plane po-
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sitions investigated. Comparing first position I (middle of the duct) with position 2 (above

injection port) it can clearly be seen that the OH penetrates into the free stream slightly more

for the plane above the injector than for the mid duct plane. This is to be expected since the
fuel is directly introduced there. Additionally, significant fluorescence is generated in the duct

center plane between the injectors, indicating the presence of fuel/air mixing and combustion

between the injection locations.

The OH signal becomes less intense with downstream distance, as can be seen by com-

paring Figures 5.14 (b) and (c) which were obtained in the same plane but at different axial

locations. A noticeable increase in signal occurs in the vicinity of the impingement of the
reflected shock wave. In Figure 5.14 (c) there is a very significant luminosity signal, with
levels almost as high as the fluorescence signal. This supports the idea that the shock wave

significantly enhances the combustion in the duct.

The variation in penetration height depending on the visualization plane for the highest hy-

drogen equivalence ratio is shown in Figure 5.15 (a). Figure 5.15 (b) is a plot of the penetration

height against the equivalence ratio for position I (mid duct) and position 2 (above injector),

clearly demonstrating the three-dimensionality of the flow field.

5.1.3.2 Ethylene Fuel and Comparison of Fuels

The general findings of the hydrogen experiments discussed in the previous sections are also

mostly for the ethylene experiments at the lower equivalence ratio, therefore only obvious dif-
ferences shall be discussed in more detail. The first images presented were obtained at position
2 (above injector port) for three different global equivalence ratios (4) 0.13, ,D 0.37

(a) (b) -

- - , oiI
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0!~ ~~ ~ 02 00 a4 01 0 ? 0 52-

Figure 5.13: Penetration height of OH-plume (hydrogen above injection port);(a) shows the
transversal PLIF signal distribution for three different equivalence ratios, (b) is a penetration
height versus equivalence ratio plot.
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and (D = 0.64). These PLIF images and the corresponding luminosity images are shown in

Figure 5.16. Three major observations can be made: Firstly, the ignition point is shifted down-
stream in comparison to the hydrogen fuel conditions for all three ethylene equivalence ratio

even though the equivalence ratios are equal or higher than for hydrogen. This effect is due
to the longer ignition delay times for ethylene. It is interesting to compare the ignition delay

time correlations of Colket and Spaddaccini (2001) with the ethylene and hydrogen combustion

images. If we assume the calculated free stream temperature and locally stoichiometric condi-
tions in the shear layer, the ignition delay times are 3.1 x 10-6 and 9.8 x 10-' s for hydrogen

and ethylene respectively. The factor of three difference compares well with the difference in

the downstream distances at which OH first appears in the shear layer, as can be seen from a

comparison of the images in Appendix A. Furthermore, if we assume the calculated free stream
velocity of 2880 mns, the ignition delay distances become 9 and 28 mm downstream of the step.

This compares very well with the measured distances of approximately 5 mm and 27 mrnm for

PLIF Position 1 PLIF Position 2

(a) .(b)

0PLIF sign1al 200 0PLIF Joal1A00

PLIF Position 3 Luminosity

(C) (d)

~~~~~~~~~~~~ ......................... .... . .ii .. ......i i i i ii i~ ~i

0PF sgnal 1000 Signal

Figure 5. 14: PLIF images at different laser sheet locations for hydrogen, 1D = 0.47: (a) in the
middle of the duct (position 1), (b) above injection port (position 2), (c) above injection port,
downstream of the cavity (position 3), (d) luminosity image



90 CHAPTER 5. OH PLIF AND CFD RESULTS
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Figure 5.15: Penetration height depending on the visualization plane: (a) shows the graph for
the planes above an injection port and in the middle of the duct (hydrogen, D = 0.47), (b) is a
penetration height versus equivalence ratio plot for both planes.

the OH PLIF images.

The second observation about the ethylene PLIF images is that the medium equivalence

ratio (Figure 5.16 (b)) shows only small and nonuniform regions of OH fluorescence, with

comparatively low signal. This behavior was verified by obtaining three images at the same
conditions, all having similar low OH signals.

The final and most obvious difference occurs at the highest ethylene equivalence ratio.

(Figure 5.16 (c)) shows a completely different combustion behavior with a very concentrated

region of high OH concentration slightly above the injection port. The signal here was much
higher than for the peak hydrogen combustion signal, although obtained at a much lower cam-
era gain (5 for ethylene, 9 for hydrogen), in order not to saturate the camera's CCD sensor.

Accounting for the different camera gains using Equation 4.5, the difference in peak signal
is more than a factor of 30. The other two ethylene PLIF images, labeled (a) and (b) in Fig-

ure 5.16, were both acquired at a camera gain of 8, which is about 5 times more sensitive than
camera gain 5 (compare Equation 4.5), resulting in signal counts of about 8000 for the medium

4), and about 11000 for the low equivalence ratio.

The luminosity images confirm the previous observations. Low and inhomogeneous lu-

minosity signal is captured for the medium equivalence ratio, whereas the luminosity image

for the low ethylene equivalence ratio looks similar to the ones for the hydrogen experiments
with the exception of the downstream shift of the ignition point, which again is observed for

all three luminosity images. High luminosity signal is also observed for the high equivalence

ratio but above the region towards the duct center where the huge OH signal is found. OH is an

intermediate combustion product, which eventually reacts to form water during the combustion

process. Therefore it is presumed that the OH is formed in the bright region of the PLIF image,
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Figure 5.16: PLIF and luminosity images for three different ethylene equivalence ratios cap-
tured on a plane above an injection port: (a) 1D1= 0.13, (b) 4) = 0.37, (c) (D = 0.64)

and gets subsequently consumed by the combustion leading to a release of energy in form of
heat in the region as illustrated in the luminosity image.



92 CHAPTER5. OH PLIF AND CFD RESULTS

Unfortunately the shock structures cannot be seen as clearly for ethylene combustion as for
hydrogen. Only for the highest ethylene pressure can shock structures be unequivocally made

out. The shock angle found is about the same as for the highest hydrogen equivalence ratio
(240).

Pressure-ratio versus distance plots (during the 1.25-1.75 ms nominal test time) for the

ethylene fuel conditions are presented in Figure 5.17. These plots reveal a similar behavior to

that observed for the hydrogen conditions.
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Figure 5.17: Pressure distributions for ethylene (test time 1.25 - 1.75ms).

Since the ýb = 0.37 condition had not been tested in the initial pressure measurement

campaign, an injection into nitrogen pressure measurement was made. The resulting pressure-
ratio trace averaged over the test time is plotted against the distance together with the graph
for the combustion case in Figure 5. 18 showing a pressure rise for the latter, proving that
combustion must have occurred. However the pressure rise due to combustion observed in the

region investigated with PLIF measurements is relatively marginal, in agreement with the low
PLIF observed for this equivalence ratio (see Figure 5.16). The reason for the low fluorescence
signal at this equivalence ratio and the very large peak signal at the higher equivalence ratio

currently remains unexplained.

The lower fuel volume fluxes of ethylene consequently lead to a (slightly) lower penetra-

tion height of the OH plume. The penetration heights for the two lowest equivalence ratios
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Figure 5.18: Pressure distributions for ethylene injection into air and nitrogen (4) 0.37, test
time 1.25 - 1.75 ms)

((D = 0.15 for hydrogen and jt = 0.13 for ethylene) are plotted in Figure 5.19 (a), whereas
in (b) penetration heights of OH-plumes are plotted against equivalence ratios, both based on

measurements at position 2. It is also assumed that the higher diffusion rates of hydrogen

compared with ethylene lead to better mixing and hence to the greater OH plumes (higher

penetration heights) observed for hydrogen.
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Figure 5. 19: Comparison of penetration heights for different fuels and equivalence ratios for

position 2: (a) Penetration height of hydrogen C. = 0.15 and ethylene D = 0.13, (b) penetration
heights versus equivalence ratio for both fuels.
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The pressure-ratio comparison between hydrogen (4) = 0.15) and ethylene (4) = 0.13)

is shown in Figure 5.20. Ethylene does not generate a remarkable pressure rise in/above the

cavity, hence the pressure stays constant from the inlet to the cavity, besides the unresolved

but relatively small variations due to shock waves and expansion fans in the shock train. The
pressure distribution downstream of the cavity is quite similar for both fuels, except the greater

pressure rise for hydrogen observed at transducer 10.

The development of the flow field further downstream in the duct is illustrated in Fig-

ure 5.21. For all three equivalence ratios observed images captured on both planes investigated
(position 2 and 3, above an injection port about the cavity and downstream of the cavity) are

presented.
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Figure 5.20: Pressure-ratio comparison of lowest equivalence ratios for hydrogen and ethylene
(hydrogen F = 0.15 and ethylene (D = 0.13)

Figure 5.21 (b) confirms the previous observations for the medium ethylene equivalence

ratio, showing comparatively low OH PLIF signal all down the duct section imaged. It also

shows another bright spot for the high ± (c) around one cavity length downstream of the cavity
trailing edge on the position 3 image. This bright spot is not observed on the plane spanning

above the whole cavity (position 2), since the very high signal area dominates all lower signal

regions. Except for the previously mentioned differences in OH distribution, the global flow

field downstream the cavity is quite similar to the flow field observed for hydrogen injection.
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A collection of all PLIF and luminosity images acquired during the experiments, including

the ones obtained for preliminary studies, can be found in Appendix A.
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Figure 5.21: PLIF and luminosity images for three different ethylene equivalence ratios and
two laser sheet locations, position 2 (left column) and position 3 (right column): (a) (D 0. 13,
(b) 4) 0.37, (c) (1) = 0.64)
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5.2 CFD Results

CFD calculations using the commercial code CFD++® have been performed and are presented

below. As discussed earlier, the duct inlet conditions used for these calculations are erroneous,

representing a higher Mach number and significantly lower static temperature than the inlet

conditions of the experimental work. As a result, direct quantitative comparison between the

experimental and numerical pressure distributions is not possible in any meaningful way, and

such comparisons are therefore not presented here. On the other hand, the CFD results show

useful qualitative trends that assist in understanding the general features of the experimental

flow, and provide information that is not avaiable from the experiments. Future work will

include numerical studies at the correct inlet conditions.

The CFD simulations were performed at these inlet conditions: pc, = 78.5 kPa, T, -

1183 K, p, =0.231 kg/m3 , Ut," = 2802 m/s and Aio = 4.15. Calculations were performed for

the following three cases:

"* nil-injection

"* hydrogen injection into air - frozen reactions

"* hydrogen injection into air - finite-rate reaction chemistry

whereby the two latter were performed at a simulated equivalence ratio of (I = 0.47. Hydrogen
was chosen because of the relative simplicity of its combustion mechanism.

For all calculations, the maximum Eulerian norm residual of the energy, mass and x-,y-

and z-momentum equations dropped about four orders of magnitude before they started to flat-

ten out. For the simulation involving chemical reactions, some of the species mass continuity

equations did not converge properly and started to flatten at about 10:3 - 5. 10-2, hence conver-

gence was not completely achieved and the changes between iteration steps are not negligible.
The probable reason for the flattening can be found in transient flow structures due to cavity

oscillations. Thus the assumption of a quasi-steady flow is not completely accurate and a time-

dependent simulation is very likely to solve these problems; a recommendation for future work.

The flow is solved to second-order spatial accuracy using a multi species extension of Roe's

approximaLe Riemann solver.

Despite the restrictions due to convergence not being completely achieved in all cells, the

CFD solutions still give significant insight in the scramjet flow field and are very useful to

understand certain phenomena. Especially the non-injection and frozen reaction simulations,

which converged to about 10-A and hence provide very reasonable results, and reliably show

flow-structures and mixing capabilities of the model scramjet.
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5.2.1 Basic Flow Structures

The intake region of the duct contains a series of weak oblique shock waves which form due

to the growth of the boundary layer on the top, bottom and side walls. Each of these shock

waves is followed by an expansion forming the diamond-shape shock train structure which can

typically be observed for symmetric supersonic internal flow fields such as the ones in scramjet

ducts. This can be clearly seen in Figure 5.22 which shows the pressure field in the duct center

plane for the nil-injection case.

Shock reflec•ion Shock rraction Shock reflection

Pradct-Meyer expansion t Cavity , O
Primary inlet shock
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Figure 5.22: Pressure distribution on the center plane, non-injection

As the flow passes over the cavity it experiences a relaxation as the duct instantaneously

expands and a Prandtl-Meyer expansion fan is formed for no injection. The shear layer which

separates from the leading edge is diverted towards the cavity floor and reattaches at the slanted

slanted rear ramp. This can better seen in the Mach number distribution as shown in Fig-

ure 5.23.

I Boundary layer
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Figure 5.23: Mach number distribution on the center plane, non-injection

Since the shear layer does not reach and reattach at the bottom surface of the cavity the

cavity is considered open (recall Section 2.2 where the cavity terminology is described). The

reattachment/impingement of the shear layer is located at the region around the rear cavity

corner where consequently the highest pressures exist. This causes another much stronger

oblique shock wave to form, as can be seen on both the pressure and Mach number plots. This

shock wave travels down the scramjet duct reflecting from the top and floor and interacting with

the boundary layer. At the outflow the boundary layers are quite thick each consuming about
25% of the duct height.
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The flow within the cavity can be studied best by plotting streamline traces as in Figure 5.24

(a). This indicates a clockwise rotating recirculation zone filling almost the complete span-

width of the cavity. This recirculation zone is assumed to be the source of flame-stabilization

and holding when fuel is injected and combustion is established.

Figure 5.24: Mach number distribution and streamlines in and above the cavity, nil-injection:
(a) on the center plane, (b) above an injection port

Figure 5.24 (b) which shows the Mach number field and streamlines captured on the plane

above the injection port next to the centerline indicates an additional much smaller recirculation

zone in the bottom left corner of the cavity.

5.2.2 Fuel/Air Mixing

A prerequisite for efficient combustion is a homogeneous and sufficient mixture of fuel and

air. Introducing fuel into the cavity increases the pressure and provides an obstacle for the
oncoming flow and hence causes an oblique shock wave to form from the cavity leading edge

where previously the expansion fan was located (Figure 5.25). This effect causes the shock

train in the cavity to move upstream involving stronger and therefore steeper shock waves.

The incident shock wave has a slightly curved shape around the fuel "bubble" and straightens

towards the top wall.

The alteration of the flow field within the cavity through fuel injection is shown in Fig-
ure 5.26. Streamlines are overlaid on the Mach number distribution of equal planes as presented

in Figure 5.24 for the frozen reaction case. The plane above the injection port (b) indicates the

formation of two counter rotating vortices which are assumed of greatly enhancing the mixing

process of fuel and air.

To get a better impression of how well the hydrogen mixes with the air, Figure 5.27 shows
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(a)

(b)

Figure 5.25: Pressure distribution in the scramjet duct on the center plane, fuel on, frozen
reactions: (a) shows the whole duct, (b) shows a magnification of the sector incorporating the
cavity, also including flood lines which clearly indicate the curved shape of the shock wave in
the first segment.

(a) b

Figure 5.26: Mach number distribution and streamlines in and above the cavity, frozen reac-
tions: (a) on the center plane, (b) above an injection port

plots of hydrogen mass fractions. Different hydrogen mass fraction and thus different local
equivalence ratios are identified by the colored bands. The hydrogen distribution across the

duct shows distinct bumps above the injectors and is significantly penetrating higher towards

the sidewalls. These effects start to blur out as the flow travels further down the duct settling
to a relatively constant level. A fairly broad band of fuel/air equivalence ratios between 0.5
and 1.5 can be observed, indicating that the fuel mixes sufficiently for combustion to occur in

a reasonably large area.
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Figure 5.27: Mass fraction of hydrogen, frozen reactions: the colored bands indicate regions of

different equivalence ratios

However it has also been shown that the fuel was unable to disperse through the whole

duct at this equivalence ratio. Increasing the injection pressure could at least partially improve

this situation. However increasing the injection pressure to much, can result in choking of the
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scramjet and in a strong deceleration of the oncoming flow. Thus the amount of fuel injected

has to be adjusted to the design of the duct maximizing and ensuring safe, stable and effective

operation at the same time.

5.2.3 Combustion

After having provided evidence of decent fuel/air mixing the next logical step is to investigate

the combustion process. A sensible way to do this is to trace combustion products, with water
(H 20) being the dominant product, and to compare pressure traces of the frozen reactions sim-

ulation with the finite-rate reactions case. Another important intermediate combustion species

is the hydroxyl (OH) radical, the presence of which strongly indicates the ignition process

and hence regions with high OH concentration show the location of the flame front. As CFD

gives a fully 3D view of the flow field it is very useful for detecting areas where combustion
is supposed to take place. The last step is to compare the computational results with the ex-

perimentally obtained data to provide the possibility of CFD code validation which in case

of matching or similar results subsequently can be used for further simulations for which no

experimental data exists.

Firstly images of calculated H20 and OH distributions are presented. Different slices cut-

ting through the flow field are plotted in Figure 5.28 showing the three-dimensional distribution

of H20 mole fractions.

The existence of H20 in Figure 5.28 indicates a certain amount of combustion. Applying

Equation 2.13 for hydrogen gives a global mole fraction of H20 for a completed hydrogen/air-

combustion process of about 0.35, whereas the maximum value in the CFD solution only is

0.028 which is more than an order of magnitude lower than the optimum. Thus the combustion

process is far from completion and most of the injected fuel remains unburnt. The highest H20
concentration can be observed at the outflow of the scram jet indicating increased combustion

downstream in the scramjet duct. Another remarkable observation is the fact the essentially

all of the water produced is in the vicinity of the sidewalls and virtually no water exist in the

duct center. This phenomenon is presumed to be due to interactions between the walls and

the free stream forming vortices which subsequently enhance the combustion process through

increased production of radicals.

A similar plot to the one presented before but for OH is shown in Figure 5.29. The pre-
viously mentioned concentration peak close to the sidewalls can be observed for OH as well,

although the area of high OH presence is shifted towards the top wall. Again only very low OH

concentrations in the duct center are visible. Gruber et al. (2004) noticed a similar behavior
in their OH PLIF experiments using a nominally similar scramjet geometry at a flight Mach

number of 2, showing significantly higher OH PLIF signal in the vicinity of the sidewalls.
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Figure 5.28: 3-dimensional plot of H20 mole fraction, finite-rate reactions

5.2.4 Qualitative Comparison of Computation and Experiment

It is instructive to compare the experimental and computed flow structures in the vicinity of

the cavity. Assuming that the fuel jets are modeled satisfactorily, discrepancies in shock angles
in the air flow due to the fuel jet impingement depend only on the Mach number of the air.
Figure 5.30 shows a luminosity image clearly indicating the angle of the incident shock wave

(labeled "Experimental shock"). The CFD solution of the pressure field is overlaid, showing
that the shock wave (labeled "CFD shock") has a less steep deflection angle, denoting that the
Mach number has to be higher than for the experimental case, the static pressure lower respec-

tively. This result is one of the reasons that let to the realization that the original calculation of

the free stream conditions was erroneous.
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Figure 5.29: 3-dimensional plot of OH mole fraction, finite-rate reactions

Figure 5.30: Overlay of luminosity image and computational pressure distribution, identifing
shock locations and angles



Chapter 6

Conclusions and Recommendations for
Future Work

The aim of this study was to investigate the behavior of a model cavity flame-holder scramjet

combustor over a range of equivalence ratios for hydrogen and ethylene fuels at hypersonic

Mach numbers to increase our understanding of the influence of the cavity in the mixing, igni-
tion and combustion processes.

The experiments were conducted in the T3 free-piston-driven shock tunnel at the Australian

National University. The facility was used to generate a Mach 4 semi-direct connect scramjet
combustor flow field simulating a flight Mach number of 11.5 and an altitude of 29 km which
corresponds to a stagnation enthalpy of approximately 6 MJ/kg. The geometry of the cavity

investigated nominally matched that used in experiments conducted at the Wright-Patterson Air
Force Research Laboratories in the flight Mach number range of 4-6. Both cavities had a rear
ramp angle of 22, with an L/D ratio of 4.8. Fuel was injected upstream from the inclined rear

face of the cavity at a range of equivalence ratios of injected hydrogen (phi = ?? - ??) and

ethylene (phi = ?? - ??).

Axial pressures distributions were measured along the the centerline of the duct floor to

map the pressure rise due to heat release resulting from combustion. Planar laser-induced
fluorescence was used to measure the level of OH radicals in the vicinity of the cavity and
immediately downstream. These visualizations, in conjunction with flow luminosity imaging

(Chemiluminescence), were used to help determine the location of the flame-front and thus

indicate where ignition and combustion occurred. Finally CFD calculations using the commer-
cial code CFD++® were performed in an attempt to numerically predict flow structures and

combustion in the scramjet combustor.
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6.1 Experiments

The experiments showed that ignition could be induced and combustion sustained at hypersonic

Mach number in a scramjet duct incorporating a cavity fuel injection system without an external

means of ignition.

The wall pressure measurements indicated that for the duct flow conditions tested, com-

bustion was initiated and maintained for an appreciable length of duct in all fuel-into-air runs.

Combustion was observed in the cavity by PLIF and luminosity and as a combustion pressure

rise at the floor. The pressure data suggests that the combustion immediately downstream of

the cavity was quenched, possibly by an expansion and then re-ignited by the impingement

of an oblique shock reflecting downstream from the cavity. PLIF and flow luminosity images

support this conclusion, at least for some of the injection conditions. This process of quenching

and re-ignition was apparent along the floor centerline of the duct as the structure of alternating

shock waves and expansions reflects downstream. Ignition lengths could not be resolved within

the spatial resolution of the pressure instrumentation but were apparent from the PL[F images

in the shear layer above the cavity. Ignition delay times were calculated assuming the nominal

free stream conditions and using the empirical correlations of Colket and Spaddaccini (2001).

The calculated values compared well with the measured difference in ignition delay distance

between the two fuels.

No OH was observed within the cavity. Rather, significant levels of OH were observed

above the cavity (and downstream of it) in the region indicated by the CFD calculations to be
approximately the stoichiometric shear layer between the air and fuel. Empirical ignition delay

calculations are consistent with the streamwise location of the initial appearance of OH - in

other words, that ignition is occurring due to shock-induced combustion ABOVE the cavity.

The PLIF images clearly showed the presence of OH above and downstream of' the cavity

for all conditions examined. For hydrogen fuel, the OH distribution looked similar for all three

equivalence ratios tested. Increased equivalence ratios led to an upstream shift of the ignition

point and to an increased OH/fuel penetration height. The two lower ethylene equivalence ratios
demonstrated a similar behavior in terms of OH distribution, although the medium equivalence

ratios showed significantly lower OH PLIF signal. In contrast an unique behavior was observed

for the highest ethylene equivalence ratio. The fuel appeared to ignite and combust in a different

manner leading to a markedly different OH distribution. Instead of the quite homogeneous OH

plume observed for the other conditions a concentrated region with significantly higher OH

PLIF signal was recorded.

A linear dependency on the equivalence ratio of the OH plume penetration height was

derived for both fuels, also revealing the 3-dimensionality of the flow field as the penetration

height changed across the duct. Turbulent flow structures in the supersonic flow were observed,
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as well as the oblique shock waves forming due to the geometry of the cavity and the injected

fuel.

The geometry of the cavity generates a train of oblique shocks and expansions that extend

downstream in the duct. In the absence of fuel injection, pressure measurements and CFD
indicate the shock originates at the impingement of the cavity shear layer on the inclined rear

step. This oblique shock train moves upstream when mass is injected into the cavity producing

a blockage to the flow in the duct. The shock structure moves further upstream again when

combustion occurs increasing the initial shock angle and strengthening the compression. The

angles of these shocks steepened as the equivalence ratio was increased by injecting more fuel.

As anticipated, increasing the global equivalence ratio increased the net pressure rise in
the duct due to combustion. Interestingly though, this pressure rise was observed to be higher

for ethylene than for hydrogen at comparable equivalence ratios. It is hard to conclude the
mechanism for this without further data detailing the flow field and the combustion processes
in the duct but is likely to be due to better mixing of the ethylene into the air flow.

6.2 CFD

CFD simulations were performed, although at significantly different inlet conditions to the ex-
periments. These simulations were performed for three different cases at the highest hydrogen

equivalence ratio:

"* nil-injection

"* hydrogen injection into air - frozen reactions (simulating fuel injection into nitrogen in

the experiments

"* hydrogen injection into air - finite-rate reaction chemistry

Although the use of a colder free stream resulted in significantly reduced combustion when

compared with experiment, these simulations have been included because they provide useful

insight into the general flow structure and mixing processes in the combustor.

The nil-injection case was used to study basic cavity flow structures. A weak shock system

was observed forming on the inlet and traveling along the scramjet duct. As the flow passes the

cavity, an expansion fan forms at the cavity leading edge, followed by a strong oblique shock

wave at the trailing edge. Inside the cavity a recirculation zone forms. The mixing of fuel and

air was observed for the hydrogen injection case assuming frozen chemistry. The additional

mass in the cavity provides an obstacle for the oncoming flow, hence the shock previously
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forming at the inclined rear wall moves upstream, forming at the leading edge of the cavity.

Plots of local equivalence ratio show that the fuel mixes well with the air above the cavity, pro-

viding sufficient conditions for combustion. Including chemical reactions however did not lead

to significant combustion because of the lower free stream temperature when compared with
the experiments. These simulations suggest that self-ignited combustion is marginal at lower

enthalpy conditions than those used in the experiments. Therefore external ignitions sources

may be required for flows at lower flight Mach numbers. The computations also highlight the

three-dimensionality of the cavity flow field.

Interestingly, CED predicted the highest level of combustion for these conditions in the
vicinity of the sidewalls downstream of the cavity. This is an important observation since

neither the PLIF images nor the pressure measurements were obtained in those regions. The

shock locations were in reasonable agreement with the experiments, although as one would

expect, the shock angles were slightly lower. This finding is consistent with the experimental

observations of Gruber et al. (2004).

In summary:

"* Cavity fuel injection is capable of producing stable supersonic combustion at flight Mach

numbers in excess of 10.

On the other hand, at such high flight Mach numbers the concept of flameholding, im-

portant to scramjet cavity technology for low hypersonic flight regimes, is not relevant.

The combustion remains supersonic, and the flame location is fixed by chemical reaction
rates at the local flow conditions (which in the present case are the conditions in the stoi-

chiometric mixing layer above the cavity) and by the location of the combustion inducing

shocks.

" At these flight Mach numbers, the cavity was initially expected to operate as a radical

production zone (a radical farm) rather than as a flameholder. Since at the present con-

ditions no OH is observed within the cavity, it is concluded that the cavity itself is NOT
behaving as a radical farm at these conditions. Instead, at these conditions the cavity is

the source of fuel and the means of generating the shock that induces combustion. The

cavity feeds the shear layer above it, and it is the flame within this shear layer that may

act as a source of radicals to assist further combustion downstream.

6.3 Proposal for Further Research

The experiments and analysis performed in this research program, while answering a number of

fundamental questions about the viability of cavity-based combustion at a flight Mach number
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in excess of 10, have highlighted a number of important areas where further investigation is

desirable. These include:

lowering the flight Mach number (total enthalpy) and simultaneously the cavity injection

rate, to seek conditions at which fuel/air mixing and ignition can occur within the cavity
(thus producing the radical farm effect) rather than in the shear layer above it. At these

low flight Mach numbers radical farm behavior is needed because shock-induced reaction

rates are significantly slower. This may also require additional fuel injection upstream
of the cavity, after Gruber et al. (2001). Of interest would be a systematic investigation

of the levels of cavity fuel required to sustain such scramjet operation, as suggested by

AFRL.

itnvestigating the influence of the cavity on the net performance of the scramjet. While
the experiments confirmed the presence of combustion in the duct incorporating the cav-

ity, it was not clear to what extent the cavity was contributing to the combustion process
and to what extent the inevitable drag that results from its presence negates any thrust

gains from improved combustion. It is proposed to investigate these effects in two ways.

Firstly, the drag resulting from the presence of the cavity can be indirectly measured

from the distributions of pressure on the front and rear faces of the cavity. This could be

achieved via the use of piezo-electric film to measure the net pressure level on each face.
Additionally, the net thrust resulting from the difference between the combustion induced

thrust and the internal drag could be measured by mounting a simple scramjet configura-
tion, incorporating a thrust surface, onto a one-dimensional force balance. Combustion

experiments would be performed with and without a cavity.

Additionally, a pitot rake would be used to survey the flow at the scramjet exit plane. This
allows approximate calculations of the change in momentum thrust through the scramjet,

for the range of equivalence ratios of interest, with and without the cavity.

" investigating the distribution of combustion pressure rise in the scramjet duct at higher

spatial resolution. It is proposed to increase the very limited spatial distribution of pres-

sure data along the duct floor in further testing by increasing the number of pressure
tappings along the centerline and adding tappings off centerline. This would help to

more accurately determine the movement of the shock structure downstream of the cav-

ity under the various injection conditions and investigate the three-dimensionality of the
flow field. Additionally, pressure tappings would be introduced on the front and rear

faces of the cavity to measure the differential pressure across the cavity.

investigating the distribution of combustion across the scramjet duct. The investigation

has highlighted the anticipated three-dimensionality of the flow field in the duct which

significantly impacts the mixing and combustion processes. Of particular interest is the
predicted enhancement of combustion in the comer flows downstream of the cavity. This
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phenomenon could be easily investigated and quantified by performing PLIF visualiza-
tions which use a horizontal laser sheet at varying heights above the floor. These measure-

ments, in conjunction with further numerical simulations, would help determine whether

this enhancement is due to better mixing of fuel and air in these regions or to increased

reaction rates caused by increases in pressure and temperature.

performing fast-Fourier transformations of the longitudinal OH signal distribution plots

in conjunction with direct measurements of velocity to identify the cavity oscillation

frequencies.

" extending the OH PLIF visualizations further downstream, to observe the combustion
process in the main part of the duct where the bulk of the combustion pressure rise occurs.

" performing NO PLIF to investigate the flow structure in the presence of gross three-

dimensionality in the flow. This could be performed in tandem with Schlieren imaging,
possibly employing UNSW@ADFA's new focused-Schlieren capabilities to better re-

solve three-dimensional features.

" employing TDLAS (Tunable Diode Laser Absorption Spectroscopy) to measure (inte-
grated) concentrations of water vapor downstream of the combustion to identify the ex-

tent of the combustion plume.

" expanding the investigation to higher equivalence ratios. These initial experiments were

performed at fuel-lean global equivalence ratios due to the limitations of the fuel injection

system. This fuel injection system is currently being upgraded and it is proposed to
extend all of the experiments to higher equivalence ratios.

" employing surrogate fuel mixtures, which simulate cracked endothermic fuel products to
more accurately represent the combustion of hydrocarbon fuels.

" investigating the dependence of combustion performance on cavity geometry and injec-

tion location and direction. This collected data could form the basis of a geometry-

optimization investigation using Multi-Disciplinary Optimization (MDO) techniques.

" performing transient computations to capture the unsteady nature of the cavity flow field.

"* implementing more detailed chemistry models for use in the computations.
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Appendix A

PLIF and Luminosity Images

This appendix collects all PLIF and luminosity images acquired during the experiments some
obtained for preliminary studies, such as transition variations or laser sheet adjustments. Each
figure contains a series of images captured at equal fuel conditions (equivalence ratios).
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