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1. SUMMARY 
 
This report is a compilation of highlights of research accomplishments completed under Contract 
No. F33615-97-C-2719, “Advanced Integrated Fuel/Combustion Systems,” with the Air Force 
Research Laboratory, Propulsion Directorate, Turbine Engine Division. This report covers work 
performed during the period September 29, 1997 to December 31, 2003. Research efforts 
covered a wide range of topics toward development of advanced fuels and combustion systems. 
These efforts included High Heat Sink Fuels Studies, Low Temperature Fuel Studies, Fuel 
Modeling and Simulation, Particulate Emission Abatement Studies, and Well Stirred Reactor 
Combustion Studies. 
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2. INTRODUCTION 
 
The University of Dayton is pleased to submit this final report to the Air Force Research 
Laboratory, Propulsion Directorate (AFRL/PR) under Contract No. F33615-97-C-2719, 
“Advanced Integrated Fuel/Combustion Systems.” The goal of this program was to extend the 
technology base for development, validation, and fielding of high heat sink fuels, fire-safe fuel 
system components, novel low-emissions combustor designs, and optimum fuel/combustion 
system integration for use in 21st century aircraft and missile systems. An additional objective 
was to establish an experimental and theoretical database needed to understand fundamental 
processes associated with fuel development, hot fuel system components, low-emissions 
combustion, and fire suppression technologies. Such fundamental knowledge is necessary to 
validate and refine computer models for designing future high performance aircraft fuels, fuel 
system components, combustors, and turbines. This program was comprised of four parts: Part I, 
Fuel Research and Development; Part II, High Temperature and Pressure Fire-Safe Fuel System 
Components; Part III, Combustion Research and Development; and Part IV, Integrated 
Fuel/Combustion System Development and Demonstration. Research efforts covered a wide 
range of topics toward development of advanced fuels and combustion systems. These efforts 
included High Heat Sink Fuels Studies, Low Temperature Fuel Studies, Fuel Modeling and 
Simulation, Particulate Emission Abatement Studies, and Well Stirred Reactor Combustion 
Studies. 
 
 
Here we highlight the research accomplishments during the program; provide a list of 
publications, presentations, honors, and awards; and provide copies of publications that show the 
most important research successes achieved during the research period.  
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3. HIGHLIGHTS OF FUEL STUDIES 
 
3.1 High Heat Sink Fuel Studies 
 
Jet fuel is not only the propellant, but also the primary coolant for many aircraft engines. With 
the development of next-generation propulsion systems, both the maximum heat flux and the 
overall bulk temperature that the fuel will experience will be significantly increased as compared 
to current standards. This poses a significant problem since current fuels can begin oxidize at 
temperatures as low as 140°C. This oxidation can result in the formation of undesirable 
carbonaceous deposits in both the fuel transfer and injection systems that can lead to increased 
maintenance as well as possible mechanical failure of the aircraft. Although it is possible to use 
specialty fuels that are less prone to deposit formation, it is not an economically desirable 
approach. Therefore, efforts are underway to develop additives, that when added at low 
concentrations to conventional jet fuels, enhance the thermal stability of the fuel. Here we report 
on our accomplishments toward the development of improved high temperature fuels and 
additives.  
 
We explored novel test methods and additive methodologies for creation of a JP-8+225 fuel 
(Zabarnick, 2000). This work is built upon our previous success in development of JP-8+100. 
The increased temperatures and resulting increased oxygen consumption at JP-8+225 conditions 
is extremely challenging for development of test methods. Previous batch reactors, such as the 
ICOT system, cannot be used because the fuel will boil at these temperatures. We explored the 
use of the quartz crystal microbalance (QCM) system at elevated temperatures with oxygen 
injection after heat-up. The QCM experiments showed the efficacy in using high concentration 
of detergent and/or dispersant species for decreasing bulk and surface deposition. These higher 
concentrations are required due to the greater amount of polar and particulates produced at 
higher oxygen consumption levels.  
 
We studied the possible use of pipeline drag reducing additives in jet fuel (Wohlwend et al., 
2000). The use of drag reducing additives may be necessary due to the prediction that pipelines 
dedicated to jet fuels will be at 40% over-capacity in the next ten years. Additives provide a 
relatively inexpensive alternative to building more pipeline capacity. These additives are 
routinely used in various oil products including kerosene and gasoline. However in order to gain 
approval, drag reducing additives need to undergo appropriate testing to demonstrate that they do 
not cause deleterious impact to aircraft system components. In this work, we studied the effect of 
Baker Flo-XS drag reducing additive on the thermal stability of jet fuel in various test devices. It 
was found that the additive had no negative effect on thermal stability in neat fuel or in fuel 
containing the JP-8+100 additive package. 
 
We developed methods for the evaluation of antioxidants for use in fuel using oxygen 
monitoring in the quartz crystal microbalance and chromatographic oxygen measurements in the 
near isothermal flowing test rig (Zabarnick et al., 1998). The ability of an antioxidant to delay 
oxygen consumption was chosen as a measure of performance. Various hindered phenol and 
amine antioxidants were evaluated. 
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We studied various aspects of jet fuel oxidation behavior, including the correlation between 
oxidation and deposition, the temperature dependence of oxidation and deposition, and studies of 
peroxy radical intercepting antioxidants and metal deactivator additives (Zabarnick and 
Whitacre, 1998). These studies showed a strong correlation between oxygen consumption and 
deposition, demonstrating the direct relationship between these phenomena. Temperature studies 
showed that while oxidation rate increases with temperature, surface deposition peaks at an 
intermediate temperature. In studies of jet fuel antioxidants, we found that rapid increases in 
oxidation rate occur upon consumption of these species. The antioxidant appears to be consumed 
by peroxy radicals. In studies of metal deactivator additives (MDA), we found that MDA is 
consumed during thermal stressing, and this consumption results in large increases in oxidation 
rate of metal containing fuels. 
 
We explored the use of silylation agents as jet fuel additives for reducing oxidative deposition 
(Zabarnick et al., 1999). Silylation agents have the ability to react with the heteroatomic species, 
such as phenols, which have been implicated in deposit-producing mechanisms. Thus, they have 
the potential to chemically transform these species into relatively innocuous silylated products. 
In this work, we studied the effect that silylation agents have on jet fuel oxidation and deposition. 
We showed that these additives result in an increased oxidation rate and substantially reduced 
deposition. The increased oxidation rate is due to the removal of these heteroatomic species, 
which can act as antioxidants by intercepting peroxy radicals. The results showed that silylation 
agents may be useful as jet fuel additives for preventing oxidative deposition in advanced aircraft 
fuel systems, including endothermic fuel systems. Silylation agents have also been proven useful 
in helping to identify fuel components, particularly those detrimental to fuel thermal stability. 
 
We explored the use of hydroperoxide decomposing species for inhibiting oxidation in jet fuel 
(Zabarnick and Mick, 1999). We found that hydroperoxide decomposing species, such as alkyl 
sulfides, do not slow or delay oxidation in hydrocarbon solvents at 140°C. However, when 
phenolic species are also present, such as those naturally occurring in fuel or by addition of 
hindered phenols, substantial delays in oxidation were observed. We used a pseudo-detailed 
chemical kinetic mechanism to provide insight into the oxidation process. The combination of 
hydroperoxide decomposer and hindered phenol can substantially inhibit oxidation of fuel under 
the conditions studied. 
 
An isothermal oxidation apparatus (IOA) was modified to include an oxygen sensor so that both 
oxidation and deposition data can be measured for jet fuels that are thermally stressed (Grinstead 
and Zabarnick, 1999). This modification is useful for comparing the relative oxidation rates of jet 
fuels and fuels blended with additives. Antioxidants were evaluated in this apparatus by 
comparing the delay in the onset of oxidation at a given temperature in a fast oxidizing fuel. 
Other additive types, such as dispersants, were evaluated by their ability to reduce deposition. 
 
We investigated the thermal oxidative stability of prototype coal-derived jet fuels in 
collaboration with the Energy Institute at The Pennsylvania State University (Badger et al., 
2002). We found that these fuels exhibited oxidation characteristics that were similar to 
hydrotreated petroleum-derived fuels. There was no strong correlation between the makeup of 
the feedstocks and the oxidative stability. The fuels exhibited a wide range of deposit production, 
with the vast majority demonstrating good to excellent thermal oxidative stability. It was noted 
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that many of these fuels produced relatively dark colored deposits. These dark deposits could 
result in issues with using visual tube ratings in JFTOT testing of coal-derived fuels. 
 
We demonstrated the utility of solid-phase extraction (SPE) techniques for the analysis of polar 
species in jet fuel (Zabarnick et al., 2002). SPE was used to separate and preconcentrate the polar 
fuel species. Elution of these species with a polar solvent and subsequent analysis by gas 
chromatography with mass spectrometric detection can provide information on the polar species 
present. In addition, the ability to follow the formation and/or removal of the species during 
thermal-oxidative exposure is invaluable in understanding the autoxidative mechanism that 
results in the formation of insolubles and deposits. 
 
We conducted a variety of tests in the Extended Duration Thermal Stability Test (EDTST) 
system. The primary testing was conducted for evaluating JP-8+100 additive candidates. Other 
testing included the following:  
 

1. Evaluation of copper effects on thermal stability for JP-8 fuels (Dieterle and Binns, 1998; 
Binns and Dieterle, 1999). 

2. Evaluation of the effects of reduced oxygen on fuel thermal stability (Dieterle and Binns, 
1998; Binns and Dieterle, 1998). 

3. Evaluation of thermal stability effects of JP-8+100LT additives.  
4. Evaluation of thermal stability effects of drag reducer additives (Wohlwend et al., 2000; 

Biddle et al., 2002; Wohlwend, 2000).  
5. Evaluation of copper effects on the thermal stability of JP-5 fuels (Binns et al., 2001). 
6. Thermal stability evaluation of JP-7 fuel to establish baseline data for JP-8+225 fuels 

(Binns and Dieterle, 1999). 
 
A summary of the significant results of this EDTST testing are as follows: 
 

1. Copper (250 ppb) resulted in doubling the deposition in the JP-8 fuels tested. The JP-8 
+100 additive (Betz 8Q462) resulted in ten times lower deposition in the same fuel and 
copper level. 

2. Tests of JP-8 fuel with the Betz 8Q462 additive at reduced oxygen levels (5%) resulted in 
higher deposition than with oxygen saturated fuel. 

3. Another additive has passed the EDTST test for JP-8+100 additives. It will undergo 
further tests including: materials, full-scale engine, and aircraft evaluations.  

 
We conducted a variety of tests in the Advanced Reduced Scale Fuel System Simulator 
(ARSFSS). The primary testing was for the evaluation of promising JP-8+100 additive 
candidates. The candidates evaluated had previously passed the screening tests of other smaller 
test systems or devices. The simulator was also extensively upgraded to provide a capability to 
evaluate air/fuel heat exchangers. The Northrop Grumman Corporation (under another USAF 
contract) designed and fabricated a subsystem for providing high temperature nitrogen to heat 
exchangers. An airflow and temperature control system was also provided. This subsystem was 
assembled in an enclosed compartment that was mounted on top of the engine compartment of 
the ARSFSS.  
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Testing conducted in the ARSFSS included the following: 
 

1. Evaluation of JP-8+100 additive candidates (Morris et al., 2002). 
2. Evaluation of the thermal stability effects of drag reducer additives (Wohlwend et al., 

2000; Biddle et al., 2002; Wohlwend, 2000). 
3. Evaluation of a unique air/fuel heat exchanger provided by the Northrop Grumman 

Corporation (Tibbs, 1998). 
4. Hysteresis checks of valves for various EDTST tests. 

 
A summary of the significant results of this testing are as follows: 
 

1. A second additive has passed the ARSFSS test for JP-8+100 additives. It will undergo 
further tests including materials, full-scale engine, and aircraft evaluations.  

2. A small-scale air/fuel heat exchanger successfully completed 325 aircraft mission cycles 
(approximately 600 hours) of testing. The heat exchanger experienced no mechanical or 
fuel related problems. 

 
We patented a series of new additive combinations for inhibiting oxidation and peroxide 
formation in hydrocarbon liquids, such as jet fuels (Heneghan et al., 2002). This combination of 
a peroxy radical inhibiting species and a peroxide decomposing species results in extremely long 
oxidation delays. The additive combination works synergistically to slow oxidation beyond that 
obtained with the current state-of-the-art antioxidant techniques. This new additive combination 
could be useful to slow fuel degradation in storage or to improve thermal stability aboard 
aircraft.  
 
USAF Captain Jeff Thornburg performed his AFIT M.S. thesis research in collaboration with 
UDRI using the System for Thermal Diagnostic Studies (STDS) (Thornburg, 1999). He 
instrumented the metal reactor with thermocouples to model the temperature profile in the 
reactor as a function of axial distance. He used this information to model how n-decane heats up 
and cracks in a thermal reactor. Based on the data he obtained in conducting these experiments, 
he changed the system design by adding forced convection (air stirring) to the reactor cavity. 
This changed the temperature profile so that the reactor was isothermal for 80-90% of the reactor 
length depending on the flow rate of liquid reactants used. Initial data for products of n-decane 
pyrolysis were obtained. 
 
The System for Thermal Diagnostic Studies (STDS) was designed and constructed for examining 
short residence time (less than 5 seconds) high temperature (up to 700°C) thermal stress on small 
quantities of fuels. The system is used to screen the liquid or supercritical phase thermal stability 
of candidate fuels. For example, rocket fuels with strained ring energy are often not stable at 
temperatures above 300°C. This system was used to rank these fuels and additives to determine 
their stability (Striebich and Rubey, 1998). It was also used to study the formation of cyclic 
compounds and watch the growth of these compounds to form aromatics and eventually heavier 
compounds and/or carbonaceous material (Maurice and Striebich, 1998; Maurice et al., 1999; 
Wohlwend et al., 2001; Striebich et al., 1999).  
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The STDS was used to rank the supercritical phase thermal stability of rocket fuel candidates 
submitted by Edwards AFB (Wohlwend et al., 2001; Striebich and Lawrence, 2003). More than 
10 candidate materials were evaluated in this study including quadricyclane, BCP, RP-1, RG-1, 
proprietary mixtures, JP-10 and others. The thermal stability of many strained ring compounds is 
relatively low (e.g., quadricyclane degrades at 300°C) and therefore may not be appropriate for 
use as coolants. Bicyclopropylidene was examined in more detail with regard to its thermal 
degradation products and mechanisms proposed for its degradation. 
 
At temperatures above 400°C and at fuel system pressures, JP-8 and Jet A jet fuels exist as 
supercritical fluids. Fuel nozzles operating under conventional aircraft (subcritical) conditions 
atomize liquid fuel streams into droplets. The physical injection and mixing mechanisms 
associated with a nozzle operating under supercritical conditions are very different from those 
occurring under subcritical conditions. We have studied the flow of fuel at supercritical 
conditions through a simple nozzle into a region that is also at supercritical conditions 
(Doungthip et al., 2002; Ervin et al., 2000a). Schlieren images of supercritical jet fuel exiting a 
simple nozzle into an optical chamber were obtained in this work. In additional, computational 
fluid dynamics simulations of the flow were performed using n-decane as a surrogate fuel which 
has a critical temperature and pressure similar to the pseudo critical temperature and pressure of 
the jet fuel sample used in the experiments. The results of the computational fluid dynamics 
simulations and the measurements obtained from the recorded images showed that n-decane is a 
reasonable surrogate for Jet A fuel for predictions of the spreading angle and jet penetration 
length. In addition, the measurements and computations showed that jet penetration and 
spreading angle are dependent on the fuel exit temperature and mass flow rate. Lastly, we found 
that the penetration depth of a supercritical jet into the optical chamber is less than that for a 
subcritical jet with the same fuel mass flow rate and pressure conditions. 
 
Within the JP-8+225 additive development program, we established the use of the ECAT Flow 
Reactor System for both performing fundamental studies and screening potential base fuels and 
chemical additives (DeWitt et al., 2002; DeWitt and Zabarnick, 2002) The currently qualified 
JP-8+100 additive package (Betz 8Q462) was used as the basis of comparison for all additive 
and fuel studies. The ECAT system had previously been used to evaluate the ability of additives 
to inhibit pyrolytic deposition of jet fuels, which is substantially different than the reaction 
conditions for the JP-8+225 regime. Therefore, modifications were made to the reactor system 
and operating methodology to accommodate the required experimental conditions; the primary 
requirement was complete consumption of the dissolved oxygen within the reaction zone. This 
system is currently the smallest flow reactor system at the AFRL/PRTG facility that can be used 
to perform experimental studies under a JP-8+225 reaction condition. 
 
We investigated the use of antioxidant chemistry for use within JP-8+225 thermal stability 
additive packages. This approach has been extremely effective at inhibiting fuel deposition 
during partial oxygen consumption. We found that the use of antioxidants actually increased the 
rate of deposition under a complete oxygen consumption regime, as shown in Figure 1. This 
figure shows results for testing conducted on the ECAT with a neat JP-8 (POSF-3804) and the 
JP-8 with 500 mg/L of BHT. BHT is a hindered phenol which is typically used to delay 
oxidation during fuel storage; it is also used as a component in the JP-8+100 package. The 
addition of BHT significantly increased the overall total and maximum peak deposition during 
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testing. This result supported previous hypotheses that species formed via the reaction of the 
antioxidants participate or promote fuel deposition (Heneghan and Zabarnick, 1994) This type of 
dependence indicated that it may be necessary to remove antioxidants (or maintain at extremely 
low concentration) in JP-8+225 thermal stability additive packages. 
 
We conducted preliminary testing of the use of peroxide decomposing species under a JP-8+225 
condition, since the combination of these with antioxidants showed synergism which 
significantly reduced the relative rate of oxidation and deposition (Zabarnick and Mick, 1999). 
Figure 2 shows results of testing conducted with neat JP-8 (POSF-3804), the JP-8+100 additive 
package (256 mg/L), and JP-8+100 with 200 mg/L of triphenylphosphine (TPP), which is known 
to decompose peroxides. The addition of TPP further reduced the peak deposition relative to the 
JP-8+100, but also shifted the onset of deposition to lower temperatures. In addition, there was 
an increase in surface deposition at temperatures where significant reaction would not be 
expected. This behavior was opposite the result that would be expected if the combination of the 
TPP with an antioxidant (BHT in the JP-8+100) delayed the rate of oxygen consumption. It was 
proposed that the addition of the TPP either increased the overall oxidation rate within this 
reaction regime (e.g., earlier on-set of deposition) or the TPP chemically and/or physically 
interacted with the reaction wall tubing. The latter could result in the “in-situ” passivation of the 
tubing surface rendering significantly lower deposition for longer reaction times. An important 
result from this testing was that alternate chemistries can be used to improve thermal stability 
characteristics beyond that of the JP-8+100 additive package. 
 
We studied the use of dispersants and detergents to inhibit surface and bulk deposit formation 
under JP-8+225 conditions This type of functionality is included in the current JP-8+100 
package (JP-8+100 includes the GE-Betz dispersant 8Q405 at a concentration of 100 mg/L) 
(Heneghan et al., 1996). It was believed that it may be necessary to further exploit these 
characteristics due to the limited application of antioxidant chemistries under a JP-8+225 
condition, as previously discussed. Figure 3 shows results of testing conducted on the ECAT 
with neat JP-8 (POSF-3804), JP-8+100 (256 mg/L), and JP-8 with 1,000 mg/L of the 8Q405 
dispersant. By increasing the dispersant concentration by a factor of 10 (relative to the JP-
8+100), the neat JP-8 surface deposition was reduced below that of the JP-8+100. This 
demonstrated that beneficial reductions in deposition are achieved by increasing the dispersant 
concentration. Additional benefits may possibly be realized via the inclusion of species that 
selectively interact with material surfaces and further prevent surface adhesion (e.g., metal 
deactivators). 
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Figure 1. Measured carbon deposition and average wall temperature as a function of position 

for testing conducted with a neat JP-8 (POSF-3804) and JP-8 with 500 mg/L BHT in 
the ECAT Flow Reactor System. 
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Figure 2. Measured carbon deposition and average wall temperature as a function of position 

for testing conducted with a neat JP-8 (POSF-3804), the JP-8+100 additive package 
(256 mg/L), and JP-8+100 with 200 mg/L triphenylphosphine in the ECAT Flow 
Reactor System. 
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Figure 3. Measured carbon deposition and average wall temperature as a function of position 

for testing conducted with a neat JP-8 (POSF-3804), JP-8+100 (256 mg/L), and JP-8 
with 1000 mg/L Betz 8Q405 dispersant in the ECAT Flow Reactor System. 

 
We conducted studies on the ECAT to investigate the effect of the base fuel chemical 
composition on the overall thermal stability under a JP-8+225 condition. Specifically, the 
thermal stability characteristics of fuels that were produced synthetically via Fischer-Tropsch 
(FT) chemistry were evaluated due to their potential production for future applications. Figure 4 
shows results of testing conducted on the ECAT with a neat JP-8 (POSF-3804), a neat JP-7 
(POSF-3327), a 50/50 blend of a JP-5 with an S5 fuel produced by Syntroleum (POSF-4409), a 
50/50 blend of a Jet-A with a FT fuel produced by Sasol (POSF-4285), and a FT fuel produced 
by NETL (POSF-4303). on for future applications. The JP-7, blends of synthetic fuels, and the 
pure FT fuel all showed significantly improved thermal stability characteristics as compared to 
the neat JP-8 fuel. These differences indicate that there are certain chemical functionalities 
within the JP-8 fuel that promote unfavorable deposition chemistry that are not contained in the 
other fuels. Identifying these species will assist in deconvoluting the complicated processes of 
fuel oxidation and deposition chemistry and assist in developing viable thermal stability 
strategies for JP-8+225 conditions. These studies also demonstrated the potential benefits of 
using (or blending) synthetically produced fuels with JP-8 to obtain enhanced thermal stability 
characteristics. 
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Figure 4. Measured carbon deposition and average wall temperature as a function of position 

for testing conducted with neat JP-8 (POSF-3804), neat JP-7 (POSF-3327), a 50/50 
blend of a JP-5 with a S5 fuel produced by Syntroleum (POSF 4409), a 50/50 blend 
of a Jet-A with a FT fuel produced by Sasol (POSF-4285), and a FT fuel produced by 
NETL (POSF 4303) in the ECAT Flow Reactor System. 

 
 
We investigated the use of non-additive (e.g., “engineering”) approaches to improve heat sink 
capabilities of fuels. The use of these engineering approaches is particularly attractive since it 
could be possible to use currently available fuel and additive technologies without the 
undesirable degradation of the fuel. We performed experimental studies to investigate the use of 
surface coatings to inhibit the formation of carbonaceous surface deposits, particularly during the 
initial stages of deposition (Ervin et al., 2003). One specific coating treatment involved the 
chemical vapor deposition of a proprietary silica-based layer that has a thickness of 
approximately 10,000Å (Silcosteel, produced by Restek). Studies using surface coatings showed 
a shift in the onset of deposition with minimal deposition within the reaction zone. Since there is 
still complete oxygen consumption in the reaction zone, these results indicated the deposit 
precursors that are formed may undergo alternate reaction pathways rather than adsorbing on 
tubing surfaces. Since the silica layer is not believed to contribute significant resistance to heat 
transfer (e.g., the surface and bulk fuel temperatures are not affected), these results also showed 
that the treatment reduced the catalytic oxidation of the parent fuel and inhibited surface 
chemisorption or physisorption. These explanations are supported by previous observations of 
untreated stainless steel surfaces promoting catalytic oxidation and deposition pathways. Overall, 
the use of surface treatments could be beneficial for reducing the initial and subsequent rates of 
surface deposition within various systems. Possible implementations of this technology could be 
treatment of all surfaces in the fuel system or in a specific unit designed to selectively consume 
the dissolved oxygen.  
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We performed feasibility testing to evaluate the use of currently available thermal stability 
additives with potential engineering strategies since it may be necessary to combine these 
methods to achieve required heat sink capabilities for future applications. Specifically, long-
duration testing using the JP-8+100 additive package, inert surface treatments, and 
deoxygenation of the parent fuel, was conducted. Figure 5 shows the total surface deposition for 
long-duration studies conducted using the Phoenix Rig Flow Reactor System. Tests were 
conducted using a neat JP-8 (POSF-3804), a neat JP-7 (POSF-3327), and the JP-8+100 with 
silcosteel-treated reaction tubing and deoxygenation of the parent fuel. The deoxygenation of the 
JP-8+100 was accomplished via nitrogen sparging of the fuel reservoir (Ervin and Williams, 
1996). The reaction conditions were specified to ensure complete oxygen consumption within 
the reaction zone. The neat JP-8 test was stopped after 71 hours due to excessive deposition that 
plugged the reaction tubing. With the addition of the JP-8+100 additive package, inert surface 
treatment, and deoxygenation, the neat JP-8 deposition was reduced by over a factor of 50 for an 
extended reaction time of 200 hours (to the level of the neat JP-7). This result demonstrated that 
JP-8 type fuels can achieve JP-7 thermal stability characteristics using currently available 
additive chemistries together with viable engineering strategies. Significant advancements must 
be made to implement effective engineering strategies on-board future aircraft and missile 
applications; however, this study demonstrated that enhanced thermal stability characteristics can 
be achieved. In addition, this result indicates that the combination of thermal stability additives 
and engineering approaches may be required to achieve the ambitious goals that are needed for 
future applications. 
 
We performed studies to investigate the use of the High Reynolds Number Thermal Stability 
(HiReTS) Tester produced by Stanhope-Seta for use as a preliminary screening device within our 
JP-8+225 thermal stability program (DeWitt et al., 2003). The HiReTS is designed to evaluate 
the thermal stability of JP-8 fuels under standard temperature conditions We attempted to adapt 
the operating protocol to accommodate a JP-8+225 condition (i.e., complete consumption of 
dissolved oxygen in reaction zone). This included significantly increasing the operating wall 
temperature and fuel residence time as compared to the standard conditions. We found that 
general trends in the thermal stability of the fuels/additives tested were consistent with those 
observed in the ECAT, with the exception of testing with antioxidants. These decreased the 
surface deposition on the HiReTS but increased them in the ECAT. This result indicated that 
there was only partial oxygen consumption within the reaction zone for the HiReTS while there 
was complete consumption on the ECAT. The partial oxygen consumption hypothesis was 
verified via the use of computational fluid dynamic modeling. Since it is imperative that 
preliminary evaluation be performed under conditions where consistent experimental trends are 
observed, the current HiReTS can most likely not be used as a primary development/screening 
instrument within our JP-8+225 program. Therefore, we will continue to design and develop a 
system that provides optimal performance for the experimental regime of interest. 
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Figure 5. Total carbon deposition for long-duration testing in the Phoenix Rig Flow Reactor 

System with a neat JP-8 (POSF-3804), a neat JP-7 (POSF-3327), and JP-8+100 with 
silcosteel reaction tubing and deoxygenation. 

 
3.2 Low Temperature Fuel Studies 
 
Aircraft operation at high altitude can subject jet fuel to extremely low temperature conditions. 
At such temperatures, fuels have an increased viscosity which limits the ability of the fuel to 
flow and, at the lowest temperatures, may result in partial solidification of the fuel due to 
freezing. JPTS is a specialty fuel that has excellent thermal-oxidative stability characteristics and 
a low freeze-point temperature. Unfortunately, JPTS costs roughly three times as much as the 
more readily available JP-8 fuel. In addition, replacement of JPTS with JP-8 has important 
logistical advantages. Thus, it would be advantageous to have a JP-8 fuel that has thermal-
oxidative and low-temperature characteristics that are similar to those of JPTS. The JP-8+100 
additive package that has been developed previously provides JP-8 fuels with low surface 
deposition characteristics. However, enhancement of the low-temperature behavior of JP-8 has 
not been addressed. Our research has considered the potential of developing low-temperature 
additives for JP-8+100 fuel which provide the same performance as JPTS (Ervin et al., 1999; 
Ervin et al., 2001). Currently, jet fuel low temperature properties are defined by specification of 
freeze point and viscosity. The use of the cold flow additives requires a new approach in that the 
fuels may no longer be a single-phase liquid but could potentially be a liquid phase with a second 
dispersed solid phase of small crystals. Fundamental laboratory experiments were performed in 
parallel with additive screening tests in order to increase our understanding of how newly 
developed low-temperature additives work. In addition, we began the development of 
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computational models to assist our understanding of both fundamental experiments and 
screening tests. 
 
Studies were conducted to investigate the use of urea treatment for improving the low 
temperature properties of jet fuel (Zabarnick and Widmor, 2002). In particular, we utilized 
differential scanning calorimetry (DSC), cold-stage microscopy, and ASTM freeze, cloud, and 
pour-point testing to characterize the changes in the fuel that occur upon urea treatment. We also 
used gas chromatography (GC) to study both the qualitative and quantitative changes that occur 
in the chemical constituents of the fuel. These studies show that urea treatment in the presence of 
an activator species, such as methanol, is quite selective and effective at removing long chain n-
alkanes. The resulting fuel shows a substantial decrease in crystal formation observed via DSC 
and cold-stage microscopy. The fuel also displays a significant reduction in the measured pour 
and cloud points. Some of the practical issues in using urea treatment for jet fuel are also 
discussed. 
 
As a part of our low-temperature studies, we developed a unique low-temperature optical cell for 
the visualization of fuel freezing (Atkins and Ervin, 2001). JPTS, kerosene, Jet A, and additized 
Jet A samples were cooled below their freeze point temperatures in the rectangular, optical cell. 
Images and temperature measurements recorded during the solidification process provided 
information on crystal habit, crystallization behavior, and the influence of the buoyancy-driven 
flow on freezing. As a part of this research, the n-alkane compositions of the fuel samples were 
determined. The Jet A sample contained the smallest total n-alkane mass. The cooling of JPTS 
resulted in the lowest wax volume, while the cooling of kerosene yielded the greatest wax 
volume. The JPTS and kerosene samples exhibited similar crystallization behavior and crystal 
habits during cooling. Low-temperature additives were found to modify the crystal habit of the 
Jet A fuel, making the crystals more likely to flow relative to those of the neat fuel. 
 
Differential scanning calorimetry (DSC) was used to study the freezing of jet fuel and the effect 
of cold flow improving additives (Zabarnick and Widmor, 2001). We found that the cooling 
(freezing) exotherm is a more useful diagnostic tool for this purpose than the heating (melting) 
endotherm. Jet fuels (Jet A, JP-8, and Jet A-1) display a strong exotherm upon cooling between -
45 and -60°C. By the study of mixtures composed of classes of jet fuel components (normal 
paraffins, isoparaffins, and aromatics), we found that the cooling exotherm is primarily due to 
the liquid-solid phase transition of the normal paraffins. Cold flow improving additives (e.g., 
pour point depressants) show only small effects on the DSC exotherm despite larger effects 
observed in cold flow devices. This indicates that these additives work primarily by affecting the 
habit of the n-alkane crystals. This change in crystal habit is supported by low-temperature 
microscopy studies. 
 
We studied changes in jet fuel properties at low temperatures using the scanning Brookfield 
viscometer; pour, cloud, and freeze point measurements; and differential scanning calorimetry 
(DSC) (Zabarnick and Vangsness, 2002). We demonstrated how changes in viscosity correlate 
with other property measurements, such as cloud point. One goal of this work was to enable use 
of these measurements in predicting operability of fuel tanks and systems at low temperature. In 
addition, we were able to show that these measured properties change upon addition of additives 
that attempt to interfere with crystallization of the large normal alkanes present. 
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In studies of jet fuel freezing, we investigated the use of a thermodynamic phase equilibrium 
model to predict the freeze point temperatures of jet fuel samples (Widmor et al., 2002). This 
model uses the normal alkane distribution of the fuel sample as input and predicts the freeze 
point temperature, as well as the distribution of normal alkanes in the liquid and solid phases as a 
function of temperature. We found that the calculation is very sensitive to the binary interactions 
parameters used for the activity coefficient calculations. In particular, new techniques for 
determination of binary interaction parameters for the solid phase species need to be created for 
improved predictive capabilities for jet fuels. 
 
To provide improved binary interaction parameters for thermodynamic phase equilibrium models 
of jet fuel crystallization, we investigated the use of molecular modeling techniques (Heltzel et 
al., 2002). Initially, conformational analysis molecular dynamics methods were used to estimate 
the interaction energies between normal alkane pairs. The use of molecular mechanics energy 
minimization of normal alkane crystals resulted in improved results. Future work to refine these 
techniques will result in improved ability to predict jet fuel low temperature behavior versus 
temperature. 
 
Differential scanning calorimetry (DSC) was used to detect phase transitions in the cooling of jet 
fuels (Widmor et al., 2003). In addition, the DSC demonstrated differences in the low-
temperature characteristics of two Jet A fuel samples and a JPTS fuel. By varying the cooling 
rate over a large range, the effect of supercooling on crystallization within jet fuel was shown to 
be important. In addition, correlations for liquid-to-solid phase-change kinetics were developed. 
The DSC can be used to develop kinetic models of fuel crystal formation and growth and can 
provide specific heat measurements. We found that both kinetic growth models and specific heat 
measurements are important for the development of engineering computational fluid dynamics 
models of fuel freezing. The cold-stage microscope provided information concerning crystal 
morphology that varies with cooling rate and can also be used in future numerical simulations 
that involve multiphase flows. 
 
We developed a new and simple experimental technique to screen cold fuel additives rapidly 
(CAST – Cold fuel Additive Screening Test). The CAST system consists of twelve 500 mL 
flasks. The flasks are connected in pairs by a 1/4" tube, one flask is open to atmosphere while the 
second flask is sealed, and connected to an external vacuum source. A type-“T" thermocouple 
monitors the fuel temperature near the bottom of the flask. The CAST assembly is placed in an 
environmental chamber and adjusted to the test temperature. Application of vacuum pulls the 
additized fuel from one flask to the other. The measured flow rate and final mass transferred, 
ranks the additives as to their ability to reduced holdup (i.e., fuel that is solidified to a point that 
it will not transfer) and their flow characteristics at the test temperature. This screening technique 
has greatly accelerated the additive evaluation process and has successfully ranked several 
hundred additives and additive/fuel combinations. 
 
We designed and built a small glass simulator that can replicate the temperature conditions found 
in a wing section. The simulator allows for visualization of the effects of low temperatures on 
fuels under static and flowing conditions. The simulator permits separate temperature control of 
the top, bottom, and sidewall surfaces, as well as, the bulk fuel inlet (during flow testing). A 
removable insert, that models a wing’s flow passage geometry, has been instrumented with a 
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thermocouple rake to allow for studies of flow blockage due to fuel crystallization at very low 
temperatures (Figure 6). Experiments with JP-8 and JPTS show not only a difference in 
crystallization temperature, but also crystal structure (Figure 7). Studies of fuel crystallization 
(i.e., fuel freezing), with and without an ullage, show a significant reduction in the amount of 
crystallization do to the thermal barrier produced by the air gap. Dye injection tests have also 
shown the changes in flow patterns due to the variations in density and viscosity at different 
temperatures. The small-scale glass wing simulator fills the gap between large tank simulators 
and bench-top experiments for CFD model validation. 
 
3.3 Development of Fuel Analysis Techniques 
 
Improved fuel analysis techniques are required to enable progress in every area of fuels research 
including high heat sink fuel and additive development, improved low temperature fuel 
development, and field problems studies. Here we highlight some of our more important 
accomplishments in the development of new advanced fuels analysis techniques. 
 
The quantitative analysis of phenolic and amine-containing petroleum additives can be 
challenging. One such compound, N,N'-disalicylidene-1,2-propanediamine, a common metal 
deactivator additive (MDA) inhibits fuel oxidation catalyzed by metals both in the fuel and on 
surfaces. The ability to measure the concentration of MDA in storage stability tests, thermal-
stressing studies, and field samples is important. Quantitating low concentrations of MDA can be 
difficult because of surface adsorptivity due to the phenol and amine functional groups. We 
described the shortcomings of direct-injection gas chromatography-mass spectrometry to 
quantitate MDA as well as a solution to the analytical problem using the common silylation 
agent BSA to derivatize the MDA (Striebich et al., 2000a). The silylation technique is suitable 
for the determination of MDA concentrations in aviation fuel samples and suggests that the 
MDA may be readily determined in other petroleum products with a lower detection limit for 
MDA of 0.5 mg/L. Measurements conducted in heated batch reactors indicated that the MDA 
concentration is reduced as hydrocarbon fuels are stressed. In addition, only free or available 
MDA is measured by this technique, not MDA that is complexed with metals. 
 
We pursued the development of microbore column gas chromatography techniques for use in 
screening jet fuel quality (Rozenzhak et al., 2002; Striebich, 2002; Motsinger and Striebich, 
2003). By using short 0.10 mm ID capillary columns, the speed of analysis was lowered to less 
than five minutes with adequate resolution to distinguish many of the important peaks (e.g., n-
alkanes). By performing these analyses fast with FID and flame photometric detection, we were 
able to develop correlations of GC compositional data to flash point, freeze point, sulfur content, 
and simulated distillation (all four specification properties of interest). A dedicated GC was 
purchased for this project, modified, and shipped to screen fuels in a forward operating location. 
Correlations to GC data allowed us to predict four specification tests accurately in about five 
minutes. 
 



 

 19

3.500"

Thermocouples Numbers

A-A B-B

A-A
B-B

7

6

5

4
3
2
1

12

11

10
9
8

1415

15.5 inches in lenght.

 

 
Figure 6. Upper drawing shows the glass wing simulator design. Bottom picture shows a 

standard test: fuel crystals blocking the bottom slot and covering the top portion of 
the wing. Test parameters: Fuel JP-8 3804, Flow 240 ml/m, Side Walls at –47°C, Top 
& Bottom at –60°C. 
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Figure 7. Comparison of fuels at point where blockage of flow slot occurs, fuel temperature 

measured in front of slot. Test parameters: Fuel JP-8 3804 and JPTS, Flow 120 ml/m, 
Side Walls at –47°C, Top & Bottom at –60°C. 

 
 
Multi-dimensional gas chromatography with mass spectrometric detection (MDGC-MS) is 
currently being developed at UDRI under EPA funding. However, applications of MDGC were 
performed in the current program for complex mixtures such as solid-phase extraction (SPE) 
samples, jet fuel mixtures, and synthetic fuels (e.g., Fischer-Tropsch liquids). We examined 
some of these samples and developed a polarity separation for alkanes, aromatics, and polars 
(Contreras and Striebich, 2003). We also used this technique to identify components in polar 
fractions which were of interest: phenols, anilines, BHT, etc. We will be upgrading the MDGC 
setup to include a Time of Flight Mass Spectrometer which will allow us to conduct fast GC 
separations with MS identification of peaks in one minute or less. 
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We developed analysis techniques for polar species in jet fuel by HPLC. We showed that, for 
most fuels studied, a direct relationship exists between the amount of polar species present in the 
unstressed jet fuel and the amount of surface deposit the fuel forms upon thermal stressing 
(Balster et al., 2002). Also, by coupling the HPLC polar species technique with GC-MS, we were 
able to show that the majority of the polar species present in neat fuel are phenols, but that 
nitrogen species such as anilines, indoles, and pyridines also exist in significant amounts in some 
neat fuels. These results are important for our overall understanding and, eventually, prediction 
of thermal stability behavior in jet fuel.  
 
We developed techniques for sulfur analysis using GC-MS, GC-AED and multidimensional GC-
MS, as well as HPLC and SPE sample prep followed by these techniques (Link et al., 2002a; 
Link et al., 2002b; Link et al., 2003). These techniques were developed in anticipation of the 
changes in jet fuel quality with the advent of FT liquids. FT liquids will be very low in sulfur but 
may be blended with sulfur containing fuels. We want to understand which sulfur compounds are 
important in thermal stability, lubricity, and combustion efficiency. We analyzed fuels via GC-
AED before and after stressing on several thermal stability devices. We also examined saturate, 
aromatic, and diaromatic fractions for sulfur containing compounds, to determine where the bulk 
of the sulfur compounds may be contained. We also developed a technique for determination of 
reactive and inert sulfur compounds in fuels.  
 
The measurement of dissolved water in jet fuel was examined using GC-TCD analysis 
(Anderson et al., 1997; Rubey et al., 1998). This technique is fairly simple, as it requires only a 
thick phase GC column and a modulating TC detector. Fuels can be injected neat at high split 
ratios to accurately measure dissolved water. Applications included the analysis of water for fuel 
containing the current JP-8+100 additive (a detergent/dispersant). The water concentration of the 
fuels with this powerful additive did increase significantly due to the ability of the additive to 
disperse polar compounds (such as water) within the fuel matrix.  
 
Polars species in jet fuel are related to thermal instability, and are thus important to measure and 
identify. Polar compounds can be extracted from fuel by solid phase extraction or HPLC for 
analysis. SPE using silica gel cartridges and alumina cartridges have been used to collect 
different fractions depending on the polarity of the compounds being removed (Zabarnick et al., 
2002). These normal phase media were eluted with toluene and/or methanol to obtain polarity 
fractions, each of which contain different compounds. Some examples of compounds isolated 
thus far are: MDA, alkyl phenols, anilines, carbazoles, moderately polar sulfur compounds, 
multi-ring aromatics, and BHT. 
 
We did a limited amount of work characterizing emissions and stressed mixtures from other 
contractors and consultants, such as TDA and ISSI (Wickham et al., 1998; Jones et al., 1999). 
We examined a number of mixtures of decane, decomposed in a high temperature, high pressure 
system to evaluate the change in structure of decane to alkane/alkene mixtures, and then to 
cyclized products (cyclohexane/cyclohexene), and finally to aromatic compounds such as 
benzene and naphthalene. This category of work also included the analysis of the disappearance 
of n-paraffins from Norpar as a function of pressure at supercritical conditions. 
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3.4 Fuel Modeling and Simulation 
 
The development of improved modeling and simulation enables more efficient use of fuel in air 
vehicles. In addition, improved models can increase our understanding of the fundamental 
chemistry and physics that are involved in operation of complex fuel systems. Here we highlight 
our important accomplishments in science and engineering modeling and simulation towards the 
development of improved fuel, fuel additives, and fuel systems. 
 
We developed a unique pseudo-detailed chemical kinetic mechanism for modeling of jet fuel 
oxidation (Zabarnick, 1998). This included chemistry of peroxy radical inhibiting antioxidants 
and hydroperoxide decomposing species. The model has the potential to be able to differentiate 
between these two types of oxidation slowing species. In addition, the model predicts that the 
presence of these types of species result in a synergistic slowing of oxygen consumption. The 
model showed good agreement with the oxidation behavior observed in laboratory experiments. 
The model predicted increases in oxygen consumption rate upon consumption of antioxidant 
species, in good agreement with experiments.  
 
We combined pseudo-detailed chemical kinetic mechanisms of jet fuel oxidation with 
computational fluid dynamic techniques to explore prediction of jet fuel oxidation in complex 
flow systems (Ervin and Zabarnick, 1998). Dissolved oxygen and hydroperoxide measurements 
were calculated and compared with measurements in isothermal and non-isothermal flow 
devices. These were performed for two different fuel types and the calculations showed 
reasonable agreement over a range of fuel temperatures and flow rates. 
 
For purposes of aircraft design, it is important to understand and predict jet fuel oxidation and 
the resulting surface deposition. Detailed multi-dimensional numerical simulations are useful in 
understanding interactions between the fluid dynamics and fuel chemistry. Unfortunately, the 
detailed simulation of an entire fuel system is impractical. One-dimensional and lumped 
parameter models of fluid dynamics and chemistry can provide the simultaneous simulation of 
all components which comprise a complex fuel system. We developed a simplified one-
dimensional model of jet fuel oxidation and surface deposition within cylindrical passages (Ervin 
et al., 2000b). Both global and pseudo-detailed chemical kinetic mechanisms were used to model 
fuel oxidation, while a global chemistry model alone was used to model surface deposition. 
Dissolved O2 concentration profiles and surface deposition rates were calculated for nearly 
isothermal and non-isothermal flow conditions. Our simulated dissolved O2 concentrations and 
surface deposition rates agreed reasonably well with measurements over a wide range of 
temperature and flow conditions. Our new model is computationally inexpensive and represents 
a practical alternative to detailed multi-dimensional calculations of the flow in cylindrical 
passages. 
 
We developed a methodology for using a pseudo-detailed chemical kinetic model for predicting 
jet fuel oxidation and deposition behavior in actual fuel systems (Balster et al., 2003). The model 
utilizes a chemical kinetic mechanism that represents jet fuel as a collection of species classes 
that have important functions in jet fuel oxidation and deposition processes. The influence of 
heteroatomic species classes (i.e., molecules containing oxygen, nitrogen, or sulfur) on these 
processes was emphasized. Particular attention was paid to two of the important heteroatomic 
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species classes in jet fuel: peroxy radical inhibiting species (represented by AH in the model) and 
peroxide decomposing species (represented by SH in the model). The mechanisms by which AH 
and SH are believed to influence jet fuel oxidation and deposition behavior were discussed. In 
addition, methods were discussed for quantitating AH and SH. Quantitative values of AH and 
SH will ultimately be used as inputs for the chemical kinetic model. The variation of the initial 
concentrations of AH and SH in the model is expected to capture many of the unique differences 
among jet fuel samples, in terms of their oxidation and deposition behavior. The reasons AH and 
SH are important to jet fuel behavior, as well as the identities of species which could comprise 
AH and SH in jet fuel, were also explored. It was also shown that the oxidation and deposition 
behavior of several jet fuel-like liquids and several actual jet fuels can be successfully modeled 
by utilizing this methodology. 
 
Using the images and temperature measurements obtained from the fabrication of the low-
temperature optical cell, we initiated the development of a computational fluid dynamics model 
to simulate the freezing of jet fuel in a buoyancy-driven flow (Atkins and Ervin, 2003). The 
objective of this research was to improve the understanding of the interactions between the flow 
and the phase change dynamics which would ultimately be used to assist the development of 
advanced thermal management tools or in the study of low-temperature additives. The proposed 
model incorporated DSC measurements of the specific heat of individual fuel samples along with 
measured values of the viscosity. Images and surface temperatures were recorded during the 
solidification process. The images recorded during solidification tracked the advancing freezing 
front and, thus, the influence of the buoyancy-driven flow. In addition, it was observed that the 
additized Jet A fuel developed a population of suspended particles that was much greater than 
that of the neat Jet A fuel. We have demonstrated that our newly created model can predict the 
shape and volume of the solidifying fuel. 
 
Global reaction mechanisms have been used routinely in the simulation of thermal-oxidative jet 
fuel degradation. These mechanisms are many times calibrated using one set of conditions, such 
as flow rate and temperature. New conditions are then calculated by extrapolation using the 
global expressions. Inspection of the origin of global oxidation rate constants reveals that for 
systems that undergo autocatalysis or auto inhibition, a simple overall global activation energy 
and reaction order are not good descriptors of the reaction process (Ervin and Heneghan, 1998). 
Furthermore, pseudo-detailed chemical kinetic modeling of a fuel that experiences autocatalysis 
shows that the observed reaction order for oxygen consumption varies with the initial dissolved 
oxygen concentration, extent of reaction, and temperature. Thus, a simple global rate expression 
used to describe dissolved oxygen consumption in an autoaccelerating system is insufficient to 
allow extrapolation to different temperature or time regimes. 
 
The enormous complexity of an aircraft fuel system precludes simultaneous detailed CFD 
simulation of all system components. As an alternative approach, system level modeling views 
the flow through most components as having spatially lumped properties. Multi-dimensional 
effects are typically approximated by friction factors and heat transfer coefficients. We have 
developed system components for the commercially available software, EASY5 (Engineering 
Analysis System 5, Boeing Corp.), to predict the transient system behavior of the Advanced 
Reduced Scale Fuel System Simulator (ARSFSS) and the Phoenix Rig. Fluid properties such as 
density, viscosity, thermal conductivity, enthalpy, and specific heat were calculated by linking 
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FORTRAN property subroutines with EASY5 (Acosta, 1995). These subroutines provided the 
physical and thermodynamic properties of hydrocarbon mixtures as a function of composition, 
temperature, and pressure. Steady-state and transient simulations of the ARSFSS were 
performed. In addition, pressure and temperature controllers and the resulting system dynamics 
of the Phoenix Rig were simulated. Reasonable agreement was found between the measurements 
and predictions. We found EASY5 to be a reasonable design tool, which can simulate complex 
fuel systems for purposes of thermal management. For improved predictive capabilities, we 
believe that more sophisticated pump models need to be developed for EASY5. 
 
3.5 Particulate Emission Abatement Studies 
 
Over the past five years, we made significant efforts to develop methodologies to assist in the 
abatement of particulate and gaseous emissions from turbine engine combustors. These included 
developing experimental and analytical capabilities to measure and quantitate particulate and 
gaseous emissions, developing research combustion platforms for performing detailed studies, 
and evaluating both base fuels and chemical additives for their potential to reduce particulate 
matter production. Overall, these efforts have improved the understanding of the mechanisms by 
which particulate matter is produced and have also established extensive experimental 
capabilities at the AFRL/PRTG facility. 
 
We developed robust methodologies for collecting and quantifying particulate emissions from a 
range of combustion sources. This included the development of techniques employing particulate 
sampling probes for the collection and conditioning of combustion emissions. We evaluated 
various sampling probe designs and methodologies and determined the most favorable sampling 
approach. We constructed analytical instrumentation carts for quantifying both solid particulate 
and gaseous emissions. This included a cart capable of quantifying particulate number density, 
particle size distribution and mass concentration emissions using a condensation nuclei counter, 
differential mobility analyzer and a tapered element oscillating microbalance, respectively. This 
system allows for quantitative analysis of three major particulate matter indices Very few 
laboratories have the ability to perform these various measurements simultaneously. We also 
constructed a cart capable of quantifying major and minor gaseous emission using a Fourier 
Transform Infrared (FTIR) analyzer, a total hydrocarbon (THC) analyzer and an oxygen 
analyzer. The gaseous emission cart was successfully used both in-house and in-field (Barksdale 
AFB, October 2003) for quantifying gaseous emissions on a wide range of combustion 
platforms. We designed and fabricated a sampling system for acquiring solid particulate samples 
via flow-through filtration; the samples subsequently undergo numerous types of analytical 
techniques which provide a wide range of information. These techniques that we developed and 
used include the calculation of the overall smoke number, mass quantification via gravimetric 
measurement, mass quantification via temperature programmed oxidation (which also provides 
quantitative information about the chemical nature of the particulate sample), and chemical and 
morphological analysis (Stouffer et al., 2002; Reich et al., 2003). 
 
We performed preliminary calculations and established an experimental protocol for calculating 
the radiative heat flux of soot particles within a combustor (Ballal et al., 2003). This work will 
allow correlations between the external particulate emissions and the radiative heat flux within a 
combustor to be established, subsequently allowing for feasible estimations of the latter without 
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the necessity of complex in-situ measurement techniques. This will significantly assist in the 
development of methodologies for reducing incipient particulate production within the primary 
and secondary combustion zones of a combustor. This decrease will allow for increased 
combustion operating efficiencies and fuel economy with reduced emissions on both current and 
future aircraft and missile applications. 
 
We established the use of a T63-A-700 turboshaft helicopter engine located in the Engine 
Environment Research Facility (EERF) in the Propulsion Directorate at WPAFB for the research 
and development of methodologies to reduce gaseous and particulate emissions from aviation 
combustors. The research efforts were primarily focused on improving the understanding of the 
chemical and physical factors by which particulate matter emissions are produced and 
identifying the major parameters that affect this complicated process. This included detailed 
studies investigating the effect of the chemical and physical composition of the fuel, the effect of 
blending fuels and solvents with standard JP-8 type fuels, and the effect of model and proprietary 
chemical additives on the overall particulate production. These studies have provided a strong 
basis for developing and evaluating viable technologies to reduce particulate and gaseous 
emissions from both legacy and future aircraft and missile systems. 
 
We investigated the effect of chemical and physical composition of various base fuels on 
particulate matter production using the T63 engine (Corporan et al., 2003). Fuels with varying 
aromatic, cycloparaffin, iso-paraffin, and normal paraffin levels were evaluated and compared to 
typical JP-8 fuels. The fuels studies included methylcyclohexane, a semi-synthetic jet fuel, two 
high naphthenic experimental fuels, and three Exxsol solvents. The effect of blending the 
solvents with JP-8 on the particulate emissions was also assessed. Results showed a general trend 
of reduced particulate production and smaller diameter particles for fuels having higher 
hydrogen-to-carbon (H/C) ratio and lower aromatic concentration. However, for several fuels 
with approximately the same H/C ratio (neat or blended), significant differences in particulate 
concentration were observed. This indicated that other chemical properties of the fuel impact the 
production of soot. The aromatic content was shown to have a significant effect on particle size 
distribution, likely due to the increased concentration of soot precursors and increased rates of 
particle nucleation and surface growth. When paraffinic solvents were blended with JP-8, 
significant reductions in emissions were observed. This presents a promising option for reducing 
PM emissions via the use of biological or Fischer-Tropsch (FT) derived ultra-clean fuels. The 
impact of the bulk physical properties of the fuel on particulate emissions were found to be 
negligible compared to the chemical effects. Significant differences in performance between 
straight and branched paraffins suggested that intermediates formed from the branched species 
are larger contributors to molecular growth and polyaromatic hydrocarbon (PAH) formation than 
those of normal paraffins. Overall, these findings provided insight into the fuel properties that 
impact PM emissions, which will assist in the development of fuel additives for reducing 
particulate emissions from turbine engine combustors. 
 
The performance of fuel additive candidates to mitigate soot particulate emissions was assessed 
in a T63 helicopter engine (Corporan et al., 2002; Corporan et al., 2004). Seventeen additives, 
including commercial compounds to reduce emissions in internal combustion engines, diesel 
cetane improvers, and experimental/proprietary additives, were evaluated. The additives were 
individually injected into the main JP-8 fuel feed using a syringe pump, and evaluated at a 
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minimum of three concentration levels. This approach allowed for the instantaneous addition and 
removal of the chemical additives from the main fuel flow, which allowed for the investigation 
of whether the effect of an additive is immediate (e.g., directly affects the combustion process) or 
time-dependent (e.g., “cleans” the fuel injector/combustor). The engine was operated at two 
conditions, idle and cruise, to investigate the additive interactions at different power settings and 
equivalence ratios. Results indicated that the diesel cetane improvers and commercial smoke 
abatement additives tested had minimal impact on particulate emissions of the T63 turboshaft 
engine. One proprietary additive was shown to reduce particulate number density (PND) by up to 
67% at the relatively high concentration of 3,000 mg/L. These benefits were only observed at the 
cruise condition, which may provide insight into the mechanisms by which the additive 
suppressed the formation or enhanced the oxidation of the soot particles. Test results with blends 
of JP-8 and Norpar-13 (normal paraffins) showed significant reductions in particulate emissions 
for both the idle and cruise conditions, demonstrating the potential environmental benefits of 
using blends of clean (low aromatic and low sulfur) fuels with JP-8. In addition, analysis of the 
collected soot particles showed that Norpar-13 significantly reduced the concentration of PAH in 
the samples. The thermal stability JP-8+100 additive was shown to be ineffective in the T63, 
even at concentrations up to 40 times the recommended value. Additive companies were 
informed about the performance of their additives, and several provided additional formulations 
for future evaluation.  
 
We constructed a swirl-stabilized single-nozzle atmospheric CFM-56 combustion system at the 
AFRL/PRTG facility that was used within our emission reduction program. The primary goal of 
developing this combustor platform was to assist in deconvoluting the complicated chemical and 
physical processes that control particulate matter and soot production. A major complication of 
the system is the ability to precisely and independently control the overall air and fuel flow rates 
to the combustor, which allows for studies over a wide range of effective equivalence ratios. 
Accordingly, it is possible to operate the combustor under both fuel-lean and fuel-rich 
conditions, allowing for detailed information about the effect of combustor operating condition 
to be obtained. Three of the walls of the combustion chamber are comprised of quartz windows 
for optical access to the primary combustion zone, which allows laser/camera measurements 
(e.g., in-situ) to be made. Accordingly, both in-situ (e.g., temperature, soot volume fraction, 
hydroxyl radical concentration) and ex-situ measurements can be made during experimental 
studies. By coupling the in-situ (within the primary zone) and ex-situ (combustor exit) 
measurements, increased understanding about the soot particulate inception and growth can be 
obtained. This will lead to advancements in the development of PM-reducing additives while 
simultaneously improving the combustor operating efficiency.  
 
We used the CFM-56 atmospheric combustor to investigate the effect of pressure, temperature, 
and transport processes on the effectiveness of the various chemical additives previously tested 
on the T63 engine. The majority of the candidates showed similar results on both combustion 
platforms, but some conflicting results were obtained. For example, the proprietary additive that 
reduced PND by 67% on the T63 actually increased the PND on the atmospheric combustor. 
Though the cause of this discrepancy is under investigation, the conflicting trends are believed to 
be due to the major differences in the combustion platforms. These include the lack of secondary 
dilution air and expansion through a turbine section on the atmospheric rig, which could promote 
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downstream oxidation/consumption of the particulate matter. The former capability is planned to 
be implemented on the CFM-56 for future combustion studies.  
 
We made facility improvements to allow fuel composition studies to be performed using the 
atmospheric combustion platform. These studies will complement those previously conducted on 
the T63; however, in-situ measurements will be performed on the CFM-56. This work will 
significantly contribute to improving the understanding of the process by which specific fuel 
constituents affect the production of particulate matter. The major modifications include the 
design and fabrication of a high-pressure fuel delivery system that can be used to efficiently 
study numerous fuels with minimal complexity. Overall, the fabrication and implementation of 
the atmospheric combustion assembly at the AFRL/PRTG facility has provided a valuable 
platform for the continuing research and development of methodologies for reducing particulate 
and gaseous emissions from combustion sources. Enhanced capabilities will continue to be 
implemented onto this system. 
 
Ballal and Harrison (2001) studied a time scale approach to particulate formation and growth. In 
this investigation, time scales of fuel combustion were calculated for a gas turbine combustor 
burning JP-8 fuel. The time scales ranged between 4.5 µs (elementary chemical reactions) to 10 
ms (jet fuel thermal stressed oxidation time). Between these two extremes of time scales can be 
found time scales of ignition (60 µs) and microscale turbulent mixing (67 µs). These time scales 
were used in the fundamental analysis of particulate formation and growth. 
 
An embryonic stage of particle formation is nuclei formation. The theory of homogeneous 
nucleation predicted the formation of stable nuclei in the size range 1.6 to 3 nm dia. containing 
30 to 140 molecules, respectively. As stable nuclei concentration increases, they collide and 
coalesce to form larger primary particles. Calculations predicted a primary particle size of 71 nm. 
Primary particles grow as a result of two key processes: heterogeneous chemical reaction 
condensation and turbulent coagulation. For the turbulent Kolmogoroff micro-scale convection 
time of 67 µs in a typical gas turbine combustor, the rate of heterogeneous chemical reactions 
increased the primary particle size 13 percent to 80 nm diameter and turbulent coagulation grew 
it further 17 percent to a 94 nm diameter particle. In a combustion process, soot oxidation 
decreases measured particle size down to 50 nm in diameter. Thus, it remains to relate the 
predicted particulate formation and growth to the measured particulate size and emissions index 
(g/kg of fuel) from gas turbine engines and also to determine how jet fuel additives work to 
decrease the particulate size and number density. 
 
3.6 Other Fuel Studies 
 
A significant effort was conducted to understand the formation of “Apple Jelly,” a viscous liquid 
which contaminates sump areas in both aircraft and ground equipment. The concentrations of 
DIEGME and water were measured in several suspected apple jelly cases and found to be 
consistently between 40 and 50% of each. By analyzing the water filter cartridges used in fuel 
delivery systems, we found that the sodium agar used to absorb water from fuel may be 
dissolved by water/diegme solutions of the concentrations found and the agar transported 
downstream and perhaps even into the aircraft. These findings were important since they were 
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first reported occurrence of the solubility of the water-absorbing cartridge in the DIEGME water 
solutions. 
 
The phenomenon of elastomer swell was studied from the viewpoint of chemical analysis of the 
material in jet fuel absorbed into polymers (Froning et al., 2003). Five materials used in aircraft 
o-rings were subjected to JP-5 and synthetic FT liquids which contained no aromatics 
compounds. The o-rings were tested by both ASTM tests and thermal desorption GC-MS which 
was able to selectively extract the compounds within the o-ring, presumably the compounds 
which made the o-rings swell. The analysis of the data indicated a marked increase in aromatic 
concentration within the o-ring matrix, as well as a very large increase (factor of 20-50) in polar 
compound concentrations such as DIEGME. The goal of this work is to understand the swelling 
of elastomers such that FT liquids, with no aromatics or polar compounds, can be additized to 
swell elastomers so that these fuels may be used as drop-in replacements for JP-5 or JP-8. 
 
Filters containing soot were collected from combustion devices such as the Well Stirred Reactor 
and T-63 combustors. A small (less than 2 mg) sample of the filter was removed and subjected to 
high temperature desorption in the injector of a Saturn 2000 GC-MS (Blevins et al., 2003; 
Stouffer et al., 2002). The materials contained on the filter and possibly adsorbed to the soot was 
desorbed thermally and collected onto a GC column. PAH’s were quantified using standard 
mixtures and reported to help evaluate the ability of additives to influence the formation of 
aromatic compounds and soot in combustion devices. 
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4. HIGHLIGHTS OF COMBUSTION STUDIES 
 
The impetus for the combustion research was provided by the two goals identified in the Air 
Force Contract No. F33615-97-C-2719 namely: Part II: Fire-Safety of Advanced Fuel Systems 
and Part III: Combustion Performance and Particulate Emissions. The following technical tasks 
were performed to meet these goals: 
 

4.1 Stabilization Mechanism of a Jet Diffusion Flame 
4.2 Suppression of a Bluff-Body Stabilized Flame 
4.3 Ignition Studies of JP-8 and Jet A Fuel 
4.4 Well Stirred Reactor Studies 

 
Highlights of results obtained and the relevant publications are described below. 
 
4.1 Stabilization Mechanism of a Jet Diffusion Flame 
 
We completed fundamental research on the attachment mechanisms of diffusion flames. This has 
produced a unified view of the stabilization mechanism of methane diffusion flames, including 
jet and porous flat-plate flame. Takahashi et al. (1998) and Takahashi and Katta (2000) have 
described this attachment mechanism that stabilizes the flame and the chemical kinetic structure 
of the flame reaction kernel respectively. 
 
Takahashi et al. (1998) used two-color particle image velocimetry to measure the velocity field 
in the stabilizing region of jet diffusion flames under near-lifting conditions. Computations were 
performed using a time dependent, implicit, third-order accurate numerical model. These 
calculations demonstrated that highest reactivity spot (reaction kernel) with peak rates of heat 
release, oxygen consumption, and water vapor production was formed in the relatively low-
temperature (<1600 K) flame base as a result of back-diffusion of radical species against the 
incoming oxidizing flow. This reaction kernel provides a stationary ignition source and sustained 
stable combustion for incoming reactants, thus holding the trailing diffusion flame in the 
oxidizing stream. 
 
Takahashi and Katta (2000) numerically analyzed the detailed structure of the stabilizing region 
of an axisymmetric laminar methane jet diffusion flame. Again, computations were performed 
using a time-dependent, implicit, third-order accurate numerical scheme with buoyancy effects 
and using two different C2-chemistry models. These computations were compared with the 
previous data using a C1-chemistry model. The results were nearly identical for all kinetic 
models except that the C1-chemistry model over-predicted the methyl-radical and formaldehyde 
concentrations on the fuel side of the flame and that the standoff distance of the flame base from 
the burner rim varied. The standoff distance was sensitive to the CH3 + H + (M) → CH4 + (M) 
reaction. The highest reactivity spot (reaction kernel) was formed in the relatively low-
temperature (<1600K) flame base, where the CH3 + O → CH2O + H reaction predominantly 
contributed to the heat release, providing a stationary ignition source to incoming reactants and 
thereby stabilizing the trailing diffusion flame. 
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Such fundamental results provided valuable information when considering the suppression and 
extinction mechanism of bluff body-stabilized diffusion flames. 
 
4.2 Suppression of a Bluff-Body Stabilized Flame 
 
We studied the mechanism of stabilization and suppression of a nonpremixed flame formed 
behind a backward-facing step in a small wind tunnel by impulsively injecting a gaseous fire-
extinguishing agent (bromotrifluoromethane) into the airflow. Methane issued from a porous 
plate downstream of the step to simulate a pool fire in the aircraft engine nacelle. As the mean air 
velocity was increased, Takahashi et al. (2001) observed two distinct flame stabilization and 
suppression regimes: rim-attached wrinkled laminar flame and wake-stabilized turbulent flame. 
In both regimes, as the agent injection period was increased at a fixed mean air velocity, the 
critical agent mole fraction at suppression decreased. In the rim-attached flame regime, the total 
agent mass at suppression was nearly constant at a fixed air velocity nearly independent of the 
agent mole fraction, injection period and step height. In the wake-stabilized flame regime, the 
turbulent mixing process of the agent into the recirculation zone behind the step essentially 
determined the critical agent mole fraction dependence on the injection period. The total agent 
mass required for suppression increased with the mean air velocity and then leveled off to a level 
proportional to the step height as the transition from the rim-attached to wake-stabilized flame 
regime occurred. 
 
Therefore, the suppression of step-stabilized flames occurs under the extinction condition of 
relatively low strain-rate diffusion flame. Furthermore, Takahashi (1999) has shown that the 
suppression data trend can be predicted by a theoretical expression using the measured 
characteristic mixing time. 
 
4.3 Ignition Studies of JP-8 and Jet A Fuel 
 
Jet fuels form deposits, which may be electrically conductive, on surfaces within fuel tanks. 
These surfaces include electrical terminal strips. If these terminals are shorted to a 120 volt 
source within the airplane, the surrounding conductive films may be exposed to 177 peak volts. 
While it is not normally possible to obtain a spark at less than 200 volts, a surface conductive 
deposit may be vaporized and initiate an arc between terminals. An arc, or plasma, will have 
very low resistance and will dissipate all of the available energy until it is extinguished. A 
project was carried out to determine the likelihood of this type of ignition happening under 
operational condition. A hot plate heated a covered Pyrex vessel, (d = 400 mm, h = 200 mm), 
containing 50 mL of Jet A fuel. Specially fabricated igniters were suspended within the container 
in contact with the fuel vapors. A high-speed video camera was used to provide a visual record 
while a digital recording oscilloscope was used to record electrical events. 
 
Obringer et al. (2000) documented results of 22 ignition tests, using carbon filament igniters, at 
temperatures from 132 to147°F, after a 5 minute equilibration period, showed that a flammable 
atmosphere could be formed repeatedly. A total of 10 discharges were attempted through 
conductive deposits on a terminal strip recovered from an aircraft fuel tank. In all cases no arcs 
were observed, no current surges were recorded, and all current paths were ‘open’ after the test 
was completed. 
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4.4 Well Stirred Reactor Studies 
 
The well-stirred reactor (WSR) facility was redesigned to improve durability, repeatability, and 
reliability. The improved WSR design is based on an Inconel jet ring which was installed 
between two spring-loaded ceramic reactor sections. Various ceramic materials (silicon carbide, 
zirconia oxide, and fused silica) were used depending on the desired experiment. The new design 
allows the fast detection of thermal-mechanical cracking problems and rapid replacement and re-
assembly of ceramic reactor parts. The well-stirred reactor can be operated on a range of gaseous 
and liquid fuels. Liquid fuels are pre-vaporized in an improved vaporizer designed to safely 
vaporize rich mixtures of liquid fuels in air. The design of the improved WSR has been 
transitioned to another federal laboratory (NIST) and became operational there in August 2003. 
 
The major focus of the research in the well-stirred reactor facility has been in the area of 
particulate formation and mitigation for gaseous and liquid fuels in support of the SERDP 
program. Soot formation was evaluated by use of the smoke number from samples collected on 
paper filters and from carbon mass measurements made using the temperature programmed 
oxidation technique from quartz filters. In studies of ethylene with ethanol additive (Stouffer et 
al., 2002; Reich et al., 2003) it has been shown that formation of soot is highly dependent on 
temperature in the well-stirred reactor. Comparison of temperature programmed oxidation results 
with filter mass measurements and GC-MS analysis confirm the validity of using the oxidation 
method to determine carbon mass and give qualitative indications of the types of carbon 
containing species present in the soot samples (organic or carbonaceous). 
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Chemical kinetic modeling was used to simulate the autoxidation of jet fuel including the
chemistry of peroxy radical inhibiting antioxidants and hydroperoxide decomposing species.
Recent experimental measurements of oxygen concentration during autoxidation of model
hydrocarbon solvents were used to “calibrate” the rate parameters of the mechanism. The model
showed good agreement with oxygen profiles of static measurements at 140 °C. At this
temperature, the model predicts large increases in oxidation rate upon peroxy radical inhibiting
antioxidant consumption to below 1 × 10-5 M. At 185 °C we have shown that peroxy radical
inhibiting antioxidants and hydroperoxide decomposers both slow and/or delay oxidation, but
the resulting oxygen profiles display different characteristics. We have shown that comparison
of these profiles with fuel blending and fuel dilution measurements has the potential to
differentiate between the two types of oxidation-slowing species. The modeling predicts that
the presence of both types of species in a fuel results in a synergistic behavior.

Introduction

Liquid hydrocarbons, and liquid hydrocarbon fuels
such as jet fuel in particular, undergo a series of reac-
tions in the presence of oxygen which together are often
called “autoxidation.” These reactions occur at moder-
ate temperatures (∼100-300 °C) and produce oxygen-
ated species, such as hydroperoxides, alcohols, ketones,
aldehydes, and acids. Subsequent poorly understood
reactions can produce particulates, gums, and solid
deposits. In general, the production of these and other
oxidized species is highly undesirable. For example, in
lubricating oils the reaction with oxygen produces acids
which are corrosive.1 The production of gums in gaso-
line can cause injector/carburetor plugging, valve mal-
functions, and piston and crankcase fouling.2 In mili-
tary supersonic aircraft, where jet fuel is used for cooling
of lubricating oils and hydraulic fluids, the formation
of deposits has been implicated in the fouling of injector
nozzles, fuel manifolds, and main engine controls.3

Antioxidants have been used for many decades to slow
and/or delay autoxidation. Indeed, the development of
antioxidants has been so successful that they are used
routinely in many industrial and consumer products,
including foods and gasoline. There are many types of
antioxidants that have been used in hydrocarbon liq-
uids: hindered phenols, phenylenediamines, peroxide
decomposers, and metal deactivators. It is believed that
hindered phenols and phenylenediamines slow oxidation

by intercepting the alkylperoxy free radicals that carry
the autoxidation chain. Peroxide decomposers react
with hydroperoxides and prevent their decomposition
into free radicals. Metal deactivators complex with
metal ions and prevent their catalysis of processes which
form free radicals. Thus, each of these antioxidant types
is thought to lower the concentration of free radicals
by either preventing their formation or rapidly removing
them after they are formed.
Although antioxidants are widely used and have

proven very successful in preventing the formation of
detrimental products, chemical kinetic modeling of the
chemical mechanism of antioxidant action has received
little attention. Fortunately, the primary reactions by
which hindered phenol antioxidants intercept alkyl-
peroxy radicals have been studied extensively. Previ-
ously, we have performed chemical kinetic modeling of
antioxidant action for jet fuel applications.4 This study
was limited to relatively short reaction times before
significant consumption of the antioxidant species oc-
curred. Also, because of the lack of suitable experimen-
tal data, no comparison with laboratory measurements
was included. Recent measurements of oxygen concen-
tration during the autoxidation of jet fuel, jet fuel
mixtures, and model jet fuel species have provided
reasonable data for comparison with modeling.5-8 In
the present study we utilize these experimental data
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for “calibration” of the kinetic parameters of the model.
Also, we compare the predicted and measured oxygen
profiles to provide insight into the antioxidant mecha-
nism. In addition, we explore the type of behavior
expected by the presence of peroxide-decomposing spe-
cies. This study will also address relatively long reac-
tion times, where the antioxidant species may become
completely consumed.

Methodology

The methodology used in the chemical kinetic model-
ing reported here has been reported previously4 and
therefore will only be described briefly. The chemical
kinetic modeling was performed using the modeling
package REACT.9 This is a relatively simple package
that integrates the multiple differential equations that
result from a detailed chemical kinetic mechanism and
yields species concentrations as a function of time. This
code does not solve the energy equation and therefore
does not include energy production or removal due to
chemical reaction. The following is input to the code:
reaction mechanism with rate constants, initial concen-
trations for each species present in the mechanism,
reaction time and time intervals for output, and various
tolerances for the precision of the computation. The
code outputs the individual species concentrations at
each time interval.
Because jet fuels are mixtures of hundreds of chemical

species, it is impractical to model the chemical changes
of all components of the mixture. Instead we have
chosen to model the bulk fuel as a single compound, RH.
RH has the chemical properties of a straight-chain
alkane, such as n-dodecane; this is a reasonable sim-
plification as alkanes comprise a large proportion of a
jet fuel mixture. This single compound “fuel” can also
contain dissolved oxygen (O2), an antioxidant species
(AH), and a peroxide decomposer (SH). The reaction
mechanism used in the present study is shown in Table
1. We refer to the mechanism as being “pseudo-
detailed” as it has some of the characteristics of detailed
reaction mechanisms, i.e., real chemistry with physically
meaningful rate parameters, but is less simplified than
the simple empirical modeling using one or two reac-

tions that have been used in jet fuel modeling in the
past. The mechanism is a modification of that used
previously.4 Modifications involve adjustment of rate
parameters to better match experimental measure-
ments and the inclusion of a “peroxide decomposer”
species. These modifications will be detailed below.
In the previous modeling study,4 we presented a

reaction mechanism of jet fuel autoxidation and esti-
mated rate parameters (Arrhenius “A factors” and
activation energies) for these pseudo-elementary reac-
tions. These are not true elementary reactions due to
the modeling of all fuel species as a single species, RH.
The rate constant parameters were estimated using a
combination of techniques: comparison with measured
rate constants and Benson style “thermochemical kinet-
ics” analysis. Also, some of the rate parameters were
adjusted and the effects of these changes were observed
in the output. The rate constants, k, were estimated
in Arrhenius form, i.e., k ) A exp(Ea/RT); thus, an
activation energy, Ea, and an Arrhenius “A factor” were
estimated for each reaction. The mechanism used in
the current study is a modified version of the previous
mechanism. These modifications are based on compari-
sons of the calculated oxygen concentration time be-
havior with experimental measurements.
The mechanism has been described in detail previ-

ously4 and will only be summarized here. In Table 1,
R• is a hydrocarbon alkyl radical species, RH represents
the bulk fuel as a single hydrocarbon compound, AH is
an antioxidant species (i.e., a species with an easily
abstractable hydrogen atom, also referred to in the
literature as an inhibitor), O2 represents the dissolved
oxygen present in the liquid fuel, SH is a peroxide
decomposing species, and I is an initiator species. The
alkyl radicals required to begin the autoxidation chain
are produced by an initiation step, reaction 1. For
simplicity we use a unimolecular decomposition of I into
R• radicals to represent the poorly understood initiation
process. This is an obvious oversimplification of the
poorly understood initiation process, but its inclusion
is required to begin the chain with a very small
production rate of R• radicals. An activation energy of
zero was chosen for simplicity, although it is most likely
that the real initiation rate increases strongly with
temperature. The A factor was chosen along with the
initial I concentration to produce an initial R• radical
production rate that is large enough to start the au-
toxidation chain, yet small enough to remain an insig-
nificant source of radicals once the chain has begun.
Reaction 2 converts these R• radicals to alkylperoxy

radicals, RO2
•, by reaction with dissolved O2. This

addition reaction is expected to have a near-zero activa-
tion energy, and thus proceeds very rapidly. In reaction
3, RO2

• abstracts a hydrogen atom from a fuel molecule,
generating a hydroperoxide, RO2H, and another R•

radical, thus propagating the chain. At sufficiently high
temperatures, the hydroperoxide will decompose to yield
the additional radicals, RO• + OH (reaction 11). These
radicals then undergo additional reactions (reactions
12-16), forming alcohols, carbonyl compounds, water,
and other species. If the concentration of RO2

• radicals
is sufficient, the termination reaction, reaction 4, can
occur; this reaction can produce aldehydes, alcohols, and
ketones and may regenerate oxygen by a disproportion-(9) Whitbeck, M. Tetrahedron Comput. Methodol. 1990, 3, 497-505.

Table 1. Reaction Mechanism for Chemical Kinetic
Modeling

reaction

Arrhenius A
factor

(mol, L, s)

activation
energy

(kcal/mol)
reaction
no.

I f R• 1 × 10-3 0.0 1
R• + O2 f RO2

• 3 × 109 0.0 2
RO2

• + RH f RO2H + R• 3 × 109 12.0 3
RO2

• + RO2
• f termination 3 × 109 0.0 4

RO2
• + AH f RO2H + A• 3 × 109 5.0 5

AO2
• + RH f AO2H + R• 3 × 105 10.0 6

A• + O2 f AO2
• 3 × 109 0.0 7

AO2
• + AH f AO2H + A• 3 × 109 6.0 8

AO2
• + AO2

• f products 3 × 109 0.0 9
R• + R• f R2 3 × 109 0.0 10
RO2H f RO• + •OH 1 × 1015 42.0 11
RO• + RH f ROH + R• 3 × 109 10.0 12
RO• f Rprime

• + carbonyl 1 × 1016 15.0 13
•OH + RH f H2O + R• 3 × 109 10.0 14
RO• + RO• f RO• termination 3 × 109 0.0 15
Rprime

• + RH f alkane + R• 3 × 109 10.0 16
RO2H + SH f products 3 × 109 0.0 17
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ation pathway. For simplicity, we have chosen to
disregard the subsequent reactions of the products of
reaction 4. When the dissolved oxygen concentration
becomes low, R• radicals predominate over RO2

• and
these can self-terminate by reaction 10. When an
antioxidant species, AH, is present, reactions 5-9
become important. Also, when a peroxide-decomposing
species, SH, is present, reaction 17 may play an
important role. The AH and SH reactions will be
addressed in detail below.
The initial concentrations of each of the species

present in the mechanism are also required input to the
modeling code. These initial concentrations are listed
in Table 2. The RH concentration was estimated from
the room-temperature molarity of n-dodecane liquid
(molecular weight of 170 amu and density of 0.752
g/cm3). The dissolved oxygen concentration was esti-
mated from the review of oxygen solubility by Battino
et al.10 and from a compilation of jet fuel properties.11
From these papers we estimate the dissolved oxygen
concentration at room temperature and one atmosphere
air in jet fuels and hydrocarbons as ∼79 ppm (by
weight). Therefore, we have used 1.8 × 10-3 M for the
oxygen concentration. The antioxidant concentration,
AH, was varied over a wide range in the calculation, so
a typical value of 2.0 × 10-4 M was listed in the table.
A very small concentration (1.0 × 10-7 M) of the
initiator species, I, was included for the initial produc-
tion of R• radicals required to get the chain mechanism
started. The peroxide-decomposing species concentra-
tion was varied.

Calibration of the Model

A modified version of the previous mechanism was
used in the present study.4 To provide agreement with
the measured oxidation rates, the rate constant param-
eters of reactions 1, 3, and 8 were adjusted. The oxygen
concentration versus time data of Balster et al.8 was
used to “calibrate” the rate parameters in the absence
of antioxidant species, AH. Balster et al. measured the
oxygen concentration at the outlet of a tubular heat
exchanger operated isothermally at 185 °C. These
measurements were performed as a function of flow rate
to provide various residence times in the heated tube.
For the present modeling study, we are most interested
in the results of Balster et al. on the oxidation of the
paraffinic/cycloparaffinic solvent Exxsol D-80. Exxsol
D-80 is a dearomatized, narrow-cut aliphatic solvent
with <1% aromatics and 3 ppm total sulfur. As it is
highly refined, it contains few naturally occurring
antioxidants and therefore oxidizes quite rapidly. If we
think of a real jet fuel as composed largely of relatively

unreactive hydrocarbons with small amounts of reactive
heteroatom species, then Exxsol D-80 closely resembles
jet fuel without these other species. Thus, we used the
measured oxidation rate of Exxsol D-80 to “calibrate”
the model as follows. The reactants AH and SH were
set to zero; this “shuts off” the antioxidant (reactions
5-9) and peroxide decomposition (reaction 17) parts of
the mechanism. Thus we are modeling a highly purified
fuel with few antioxidants or peroxide decomposers,
which are usually heteroatomic species.
We adjusted the activation energy for reaction 3 until

the calculated oxygen vs time data closely matched the
measurements of Balster et al. for Exxsol D-80 at 185
°C. This occurs at an activation energy for reaction 3
of 12.0 kcal/mol. This value is higher than the 10.0 kcal/
mol used in the previous study.4 In the previous work,
this activation energy was chosen based on an average
of similar H-atom abstraction reactions in the literature.
But, these activation energies vary over the range 8-14
kcal/mol. Thus, a value of 12.0 kcal/mol is still reason-
able. Using this new value for Ea of reaction 3 yields
complete oxygen removal in 1 min at 185 °C. As this
reaction time is now much longer than in the previous
modeling study, it was found necessary to lower the rate
of initiation, i.e., the rate constant of reaction 1. The A
factor of reaction 1 was decreased from the previous
value of 1 × 10-1 to 1 × 10-3 s-1. This was necessary
because it is important that the initiation step produce
a large enough R• radical production rate to start the
autoxidation chain, yet small enough to remain an
insignificant source of R• radicals once the chain has
begun. Unusual O2 versus time behavior was noted
when the initiation rate was too fast.
The headspace oxygen concentration versus time data

of Zabarnick and Whitacre6 were used to calibrate the
antioxidant section of the mechanism. This study
measured the headspace oxygen concentration versus
time for oxidation of Exxsol D-110 solvent at various
BHT (2,6-di-tert-butyl-4-methylphenol) concentrations
in a Parr reactor at 140 °C. Exxsol D-110 is very similar
to Exxsol D-80, but with a lower volatility. It was found
that good agreement with the experimental data at 25
mg/L (1.14 × 10-4 M) BHT could be obtained by
adjusting the activation energy of reaction 8 from the
previously used value of 5.0 kcal/mol to 6.0 kcal/mol.
In the previous modeling study this value had been
estimated based on analogous reactions.

Results and Discussion

Modeling of BHT Addition at 140 °C. Recent
measurements of the antioxidant behavior of jet fuel,
jet fuel mixtures, and model jet fuel species have shown
a distinctive behavior of the oxidation profiles as the
antioxidant concentration is varied.6-8 An example of
this behavior is shown in Figure 1 for the autoxidation
of Exxsol D-110 with various levels of added BHT at
140 °C in a Parr bomb reactor.6 It is apparent from the
figure that increasing levels of added BHT result in
increasing delays in the oxidation process. The oxida-
tion behavior with added antioxidant is characterized
by a slow initial oxidation followed by a sudden rapid
increase in the oxidation rate. Zabarnick andWhitacre6
followed the BHT concentration in time and observed a
decrease in BHT during the initial slow oxidation. The

(10) Battino, R.; Rettich, T. R.; Tominaga, T. J. Phys. Chem. Ref.
Data 1983, 12, 163-178.

(11) Coordinating Research Council. Handbook of Aviation Fuel
Properties; 1983.

Table 2. Initial Concentrations of Species

species initial concn (M)

I 1.0 × 10-7

O2 1.8 × 10-3

RH 4.4
AH varied, but typically 2.0 × 10-4

SH varied
all other species 0.0
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change to an increased oxidation rate occurred when
the BHT concentration became very low (<5 mg/L).
Previous chemical kinetic modeling of antioxidants in

jet fuel concentrated on relatively short reaction times,
where significant consumption of the antioxidant species
had not occurred.4 In the present work, we extend the
modeling to longer times to determine if the model can
predict and corroborate the sudden increase in oxidation
rate upon antioxidant consumption. The results at
various levels of added BHT antioxidant are shown in
Figure 2. The figure shows plots of oxygen concentra-
tion versus time for modeling performed at 140 °C. The
rate parameters of Table 1 were used and the concen-
tration of the peroxide decomposing species, SH, was

held at zero to turn off reaction 17. The plot shows that
without added antioxidant the fuel oxidizes rapidly,
completely consuming the available oxygen in less than
1 h. In the presence of added antioxidant there is an
initial slow oxidation followed by a change to a more
rapid loss of oxygen. As the antioxidant concentration
is increased, the delay until the onset of rapid oxidation
increases. This qualitative behavior is remarkably
similar to the experimental measurements of Figure 1.
As the antioxidant concentration is varied over the
range 0-50 mg/L, the time at which the oxidation rate
rapidly increases matches the measurements quite well.
Note that a direct quantitative comparison between
Figures 1 and 2 cannot be performed as the Parr bomb
technique is complicated by the presence of headspace
oxygen and diffusional effects.12 Also the first 45 min
to 1 h of the measurements in Figure 1 corresponds to
the heat-up period of the reactor, and thus significant
reaction does not occur during this time.
In order to determine if antioxidant consumption is

the cause of the sudden increase in oxidation rate during
these runs, we have plotted oxidation rate versus
antioxidant concentration for the five concentrations of
AH modeled, in Figure 3. The figure shows that when
the antioxidant concentration is high (i.e., at short
times) the oxidation rate is low, but as the antioxidant
is consumed and reduced below 1 × 10-5 M (2.2 mg/L
using the molecular weight of BHT) there is a rapid
increase in the oxidation rate. This increase in rate is
independent of the starting antioxidant concentration.
At even lower antioxidant concentrations the oxidation
rate drops rapidly; this is due to complete oxygen
consumption. This plot demonstrates that the model
predicts the sudden change in oxidation rate seen in
Figure 2 is due to consumption of the antioxidant.
Modeling of Autoxidation at 185 °C. Figure 4

shows results for the modeling at a temperature of 185
°C. Without antioxidant the fuel oxidizes rapidly,
completely consuming the oxygen in 60 s. As at 140

(12) Zabarnick, S. Ind. Eng. Chem. Res. 1994, 33, 1348-1354.

Figure 1. Plots of headspace oxygen concentrations versus
time for Exxsol D-110 at various concentrations of added BHT
at 140 °C in a Parr bomb/QCM system. Reprinted with
permission from ref 6. Copyright 1997 American Society of
Mechanical Engineers (ASME).

Figure 2. Plots of calculated oxygen concentration versus
time at various concentrations of added antioxidant BHT at
140 °C.

Figure 3. Plots of oxidation rate versus antioxidant concen-
tration for chemical kinetic modeling at 140 °C.
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°C, at relatively low concentrations of added antioxidant
((0.5-8) × 10-4 M) there is an initial slow oxidation
followed by a change to a more rapid oxygen loss. The
figure also shows predicted oxygen profiles at relatively
high concentrations of added antioxidant, up to 3.2 ×
10-3 M (704 mg/L based on the molecular weight of
BHT). As the antioxidant concentration is increased
above 8 × 10-4 M, the rate of the initial oxidation
increases significantly, eroding the gains in slowing the
oxidation at lower concentrations of antioxidant. This
increase in oxidation rate with added antioxidant is
similar to that observed in the blending of slow and fast
oxidizing fuels.8 These workers progressively diluted
a slow oxidizing fuel with Exxsol D-80 and measured
the oxidation profiles at 185 °C. They observed that as
the fuel was diluted to a 1:1 fuel:solvent ratio, that
oxidation slowed. Upon further dilution the oxidation
rate increased. We have previously argued that the
dilution of a slow oxidizing fuel, i.e., one which contains
a significant quantity of naturally occurring antioxi-
dants, is effectively the same as lowering the concentra-
tion of these antioxidants.7 Thus, the present modeling
predicts that at relatively high concentrations of anti-
oxidant, increases in the oxidation rate will be observed
relative to lower, more optimum levels. Indeed, the
blending experiments showed such behavior, implying
the slow oxidizing fuel contained a concentration of
antioxidant greater than optimum. Thus, dilution slows
oxidation until the optimum concentration is reached,
and further dilution decreases the time to complete
oxygen consumption due to a lower than optimum
antioxidant concentration. This behavior, where there
exists an optimum antioxidant concentration above and
below which the oxidation rate increases, was also
predicted by the previous modeling study.4
Figure 4 also shows that as the concentration of added

antioxidant is varied over the range (0.5-8) × 10-4 M,
the time at which complete oxygen consumption occurs
appears to increase in approximately even increments
as the antioxidant concentration is doubled. This

behavior is remarkably similar to that observed in the
blending of fuels.8 Balster et al. observed an ap-
proximate even spacing in increasing oxygen consump-
tion time as the dilution factor is doubled for the
blending of a fast oxidizing fuel with a slow oxidizing
fuel. This occurred over the range 2.5-20% of the slow
oxidizing fuel. This agreement lends further support
to the validity of the chemical kinetic model. It also
supports the view that dilution of a slow oxidizing fuel
with a fast oxidizing fuel is, in effect, a dilution of the
naturally occurring antioxidants present in the slow
oxidizing fuel.
The good qualitative agreement observed between the

chemical kinetic model employed here and measure-
ments of fuel and hydrocarbon oxidation provides
evidence of the correctness of the assumptions in the
mechanism. In particular, the interception of peroxy
radicals by the antioxidant species, reaction 5, and
subsequent antioxidant product chemistry are success-
ful in reproducing both the observed slowing in oxida-
tion at short times and the subsequent increase in
oxidation rate at long times. On the other hand, Jones
et al.5 have hypothesized that the primary mechanism
for the relatively slow autoxidations observed in some
jet fuels is the reaction of hydroperoxides with sulfur
species to produce nonradical products, reaction 17. We
have shown above that the presence of peroxy radical
inhibiting species can provide significant slowing of
oxidation and the modeling of these reactions shows
excellent qualitative agreement to the measured oxygen
profiles. In order to explore the role that hydroperoxide
decomposers may play in the autoxidation process, we
will set the AH concentration to zero and vary the
concentration of SH over the range (0-2) × 10-2 M for
oxidation at 185 °C. As we do not know the identity or
concentrations of the hydroperoxide decomposing spe-
cies present in jet fuel, we cannot assign realistic rate
parameters or concentrations. We have chosen to
maximize the importance of this reaction to assess its
potential effect on fuel oxidation. To maximize the
importance of reaction 17, we have used a “fast” A factor
and an activation energy of zero for the rate parameters
of this reaction. The results are shown in Figure 5. The
figure shows that over the range of SH concentrations
(2-200) × 10-4 M, significant delays in oxidation are
predicted. Complete oxygen consumption is delayed to
670 s upon addition of 2 × 10-3 M of SH. No further
changes in oxidation are predicted at higher concentra-
tions of SH. With increasing SH concentration, the
oxygen profiles appear to approach a limiting oxygen
profile which is near linear in time. This is due to
hydroperoxide consumption via reaction 17 completely
preventing unimolecular hydroperoxide decomposition
via reaction 11.
Figure 5 also shows that as the peroxide decomposer

concentration is varied over the range (2-16) × 10-4

M, the time for complete oxygen consumption is not
evenly spaced as the additive concentration is doubled,
as in the peroxy radical inhibitor case. To illustrate
these differences, in Figure 6 we have plotted the time
for complete oxygen consumption versus additive con-
centration for both types of additives. The plot shows
the peroxy radical inhibiting additive displays a near-
logarithmic consumption time versus additive concen-

Figure 4. Plots of calculated oxygen concentration versus
time for various concentrations of added antioxidant AH
(×10-4 M) at 185 °C.
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tration, while the peroxide decomposer yields a linear
dependence. It is apparent that the chemical kinetic
model predicts that addition of peroxy radical inhibitors
and peroxide decomposers yield very different oxygen
profiles as the additive concentration is varied.
Can we now use these modeled oxygen profiles to

determine if the observed laboratory oxygen behavior
during fuel/solvent blending8 is due to a peroxy radical
inhibitor or a peroxide decomposer? The behavior of the
calculated oxygen profiles of Figure 5 with increasing
peroxide decomposer, SH, is different from those ob-
served with increasing peroxy radical interceptor, AH
(Figure 4), in three respects. First, the delays observed,
a maximum of 670 s, are significantly smaller than for
the addition of AH. Second, as the SH concentration is

doubled over the range (2-16) × 10-4 M, the time for
complete oxygen consumption is not evenly spaced. And
third, at large SH concentrations the oxidation profile
reaches a limiting rate. In contrast, the measured
oxygen profiles of fuel blends of Balster et al. have
oxygen consumption times greater than 1500 s, show
evenly spaced consumption times with a doubling of the
AH concentration, and do not reach a limiting profile.
It is apparent that the predicted effects of a peroxide
decomposer addition on oxidation are not similar to the
laboratory measurements of Balster et al., while the
peroxy radical inhibition mechanism does represent the
data well.
In a separate work, Jones et al.5 studied the effects

of blending two jet fuels, one of which (the slower
oxidizing fuel) is the same fuel as in the Balster et al.
study. This study reports maximum oxygen consump-
tion times of 840 s and the oxygen profiles do reach a
limiting value at blends approaching 100% of the slow
oxidizing fuel. But as the slow oxidizing fuel is added
to the fast oxidizing fuel, as the slow oxidizing fuel is
doubled the time to complete oxygen consumption does
appear to be evenly spaced. Thus, it would appear that
in this study the oxygen decay behavior has some, but
not all, of the characteristics of the peroxide decomposer
mechanism. Unfortunately, this study is complicated
by the probable presence of naturally occurring (and
possibly refinery added) antioxidants in the relatively
fast oxidizing fuel. The blending of these two fuels is
not a true dilution of the antioxidant concentration of
the slow oxidizing fuel because the fast oxidizing fuel
contains these additional inhibitors. Balster et al. point
out that dilution of a jet fuel which contains ap-
proximately 20% aromatics with another jet fuel of
similar aromatic content is different from dilution with
a solvent which is devoid of aromatics. They posit that
the initiation rate is proportional to the aromatic
content and attribute the differences in the two studies
to these changes in aromatic content.
This modeling study shows that the fuel/solvent

blending behavior matches the behavior predicted by
the peroxy radical interception mechanism and is
therefore the most likely mechanism for the observed
oxygen profiles in these fuel blends. The fuel/fuel
blending study exhibits behavior that has some of the
characteristics of both the peroxy radical inhibition and
hydroperoxide decomposition (reaction 17) mechanisms.
As the slow oxidizing fuel is the same in the two studies,
it is likely that the same oxidation slowing pathways
are important in both studies. It must be emphasized
that the mechanism used here is an oversimplification
of the complex chemistry that occurs during the oxida-
tion of real fuels. In particular, the peroxide decomposer
reaction, reaction 17, is a simplification of a poorly
understood mechanism in which oxidized sulfur species
that are produced from the reaction may provide ad-
ditional peroxide decomposition pathways.13,14 Also, as
jet fuel is a complex chemical mixture which likely
contains both naturally occurring peroxy radical inhibi-
tors and peroxide decomposer compounds, it is likely
that both mechanisms occur in real fuels. To determine

(13) Holdsworth, J. D.; Scott, G.; Williams, D. J. Chem. Soc. 1964,
4692-4699.

(14) Denison, G. H.; Condit, P. C. Ind. Eng. Chem. 1945, 37, 1102-
1108.

Figure 5. Plots of calculated oxygen concentration versus
time for various concentrations of hydroperoxide decomposer
SH (×10-4) at 185 °C.

Figure 6. Plots of time for complete oxygen consumption
versus additive concentration for the peroxy radical inhibiting
antioxidant (b) and peroxide-decomposing additive (9) at 185
°C.
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the behavior predicted for the simultaneous occurrence
of the two inhibition pathways we have modeled the
case at 185 °C in which equal concentrations of the two
compounds, AH and SH, are present at a concentration
of 1 × 10-4 M. The results are shown in Figure 7, along
with the predicted oxygen profiles in the presence of the
individual compounds at 2 × 10-4 M. It is apparent
from the figure that the model predicts the two com-
pounds acting together display a synergistic effect on
the oxidation profile. The oxidation rate is drastically
slowed by the presence of both species, much more than
would occur from just the sum of the two effects.
Indeed, this type of synergism between peroxy radical
inhibiting antioxidants and peroxide-decomposing spe-
cies has been observed experimentally.15 Apparently,
the presence of the peroxide decomposer lowers the
radical production rate enough to significantly slow the
consumption of the peroxy radical inhibiting antioxi-
dant. Thus, AH survives longer and the change to faster
oxygen consumption occurs later. Another view is that
the peroxy radical inhibiting antioxidant slows the
production of hydroperoxides and thus the peroxide
decomposer is able to survive longer. These processes

occur simultaneously as both SH and AH are removed
simultaneously during the run.

Conclusions

This study has used chemical kinetic modeling to
simulate the autoxidation of jet fuel including the
chemistry of peroxy radical inhibiting antioxidants and
hydroperoxide-decomposing species. Recent experimen-
tal measurements of oxygen concentration during au-
toxidation of model hydrocarbon solvents were used to
“calibrate” the rate parameters of the mechanism. The
model shows good agreement for oxygen profiles of static
measurements at 140 °C. At this temperature the
model predicts large increases in oxidation rate upon
peroxy radical inhibiting antioxidant consumption to
below 1 × 10-5 M. At 185 °C we have shown that
peroxy radical inhibiting antioxidants and hydroperox-
ide decomposers both slow and/or delay oxidation, but
the resulting oxygen profiles display different charac-
teristics. We have shown that comparison of these
profiles with fuel blending measurements has the
potential to differentiate between the two types of
oxidation-slowing species. The modeling predicts that
the presence of both types of species in a fuel results in
a synergistic slowing in the oxidation rate.
Hopefully, future experimental measurements will

allow refinements to this chemical kinetic mechanism.
Measurements of relevant species, such as oxygen,
hydroperoxides, and antioxidants during the autoxida-
tion of fuel and/or model solvents will yield essential
information for modeling the bulk chemistry. Inclusion
of deposit/particulate formation and surface chemistry
is also necessary. Future modeling should also include
the chemistry expected when aromatic species are
present. In the future, we hope to be able to use
analytical tests for antioxidant and hydroperoxide de-
composer species along with a future refined mechanism
to allow the prediction of jet fuel oxidation character-
istics. The present modeling shows that the antioxidant
and hydroperoxide species present in the fuel have a
substantial impact on the fuel oxidation behavior.
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Figure 7. Plots of oxygen concentration versus time at 185
°C for AH and SH both at 1 × 10-4 M and each compound
individually at 2 × 10-4 M.
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Military jet aircraft circulate fuel as a cooling medium. Upon heating, dissolved oxygen reacts
with the fuel forming insoluble deposits which can block fuel lines and disrupt operation of close
tolerance valves. Thus, an understanding of how dissolved oxygen reacts with the fuel is
important to aircraft designers. A pseudo-detailed kinetics model which considers antioxidant
chemistry was incorporated in a computational fluid dynamics code, and dissolved oxygen and
hydroperoxide concentration profiles along a stainless steel tube were calculated for both nearly
isothermal and nonisothermal flowing systems. Flowing experiments were performed with both
a severely hydrotreated fuel and a straight-run fuel, and the predicted dissolved oxygen and
hydroperoxide profiles agreed reasonably well with the measured profiles over a range of bulk
fuel temperatures and flow conditions. The present model offers an improved understanding of
jet fuel oxidation and antioxidant chemistry.

Introduction

Aviation fuel is circulated in military aircraft for
cooling. In the presence of heat and dissolved O2 at
relatively low temperatures (120-300 °C), jet fuel
degrades through a complex series of reactions forming
surface deposits. Accumulated surface deposits impair
engine performance by disrupting the normal fuel flow
within fuel system components.1 Moreover, the fouling
of close-tolerance valves may lead to catastrophic fail-
ure. Since the chemical reactions in which dissolved
O2 is consumed are intimately tied to fouling processes,
a fundamental understanding of dissolved O2 removal
is imperative for aircraft design.
For over five decades, the thermal and oxidative

stabilities of aviation fuels have been studied by experi-
ment, and the experimental results largely have been
described using empirical relationships.1 Computa-
tional solutions of the Navier-Stokes, energy, and
species conservation equations are more general and can
be used to predict O2 consumption for different flow
geometries, flow rates, and temperatures. Since fuel
oxidation is complex, global-chemistry kinetics have
been used in computational simulations.2-5 The global
chemistry mechanisms used in computational fluid
dynamics simulations generally employ one reaction to
represent fuel autoxidation:

Although fuel autoxidation involves a series of reac-
tions, the underlying assumption of eq 1 is that the
overall reaction of a mixture of compounds can be
represented by one rate equation. This rate equation
is composed of a rate constant multiplied by concentra-
tions with simple order dependence, such as in eq 2. It

is further assumed that the rate constant, k, is defined
by the product of an Arrhenius A factor and an activa-
tion energy term.
Some engineering computational fluid dynamics codes

which use global chemistry assume an O2 consumption
reaction order of unity for simplicity.2 Others permit a
step change in the global order.3,5 These models assume
that the overall reaction order is zero until the dissolved
O2 is reduced to some arbitrary critical concentration.
At this low concentration, the order is set equal to unity.
However, with autoacceleration, or if naturally occur-
ring antioxidants or antioxidant additives are present,
the explicit form for the global order is not simple.6
In previous studies which made use of global chem-

istry to predict the mass of carbon deposits accumulated
along the length of heated tubes, it has been found that
global models employed much beyond the temperature
calibration regime poorly predict measured deposit mass
profiles.3 One explanation for the poor prediction of
most global models is that as the temperature is
increased, the rate of hydroperoxide decomposition

* Corresponding author. E-mail: jervin@engr.udayton.edu.
(1) Hazlett, R. N. Thermal Oxidative Stability of Aviation Turbine

Fuels; ASTM: Philadelphia, PA, 1991.
(2) Krazinski, J. L.; Vanka, S. P.; Pearce, J. A.; Roquemore, W. M.

ASME J. Eng. Gas Turb. Power. 1992, 114, 104-110.
(3) Chin, L. P.; Katta V. R.; Heneghan, S. P. Prepr.sAm. Chem. Soc.,

Div. Pet. Chem. 1994, 39, 19-25.
(4) Katta, V. R.; Blust, J.; Williams, T. F.; Martel, C. R. J. of

Thermophys. Heat Transfer 1995, 9, 159-168.
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increases, and the effects of the resulting increased
oxidation rate on the observed order and dissolved O2
concentration are more significant.6 The new approach
taken here is to model the oxidation of hydrocarbon fuels
by means of pseudo-detailed chemical kinetic modeling.
The model is pseudo-detailed in the sense that the
chemical kinetics of O2 consumption are described using
several reactions which represent the dominant chem-
istry rather than using hundreds of reactions as might
be found in a detailed model or a single oxidation
reaction as found in previous studies. The current work
is the first to model dissolved O2 consumption and
antioxidant chemistry in flowing aviation fuel using
pseudo-detailed chemistry and computational fluid dy-
namics. The numerical model permits the study of the
effects of naturally occurring antioxidants and anti-
oxidant additives. It is highly desirable to have the
capability to predict the effects of additives on fuels
because experiments involving the additive testing of
fuels are costly.
Two groups of antioxidants are considered. The first,

denoted by AH, represents hindered phenols which slow
oxidation by removing alkyl peroxy free radicals from
the autoxidation chain.1,7 Hydroperoxide decomposers,
represented by SH, comprise the second group. SH is
thought to be some sulfur (or other) species which
provide alkyl hydroperoxide (ROOH) decomposition
pathways as an alternative to unimolecular ROOH
decomposition reactions.7-9 The objective of this paper
is to study jet fuel oxidation and the behavior of these
two groups of antioxidants in flowing systems using
computational fluid dynamics and pseudo-detailed chemi-
cal kinetic modeling.

Experimental Section

For model verification, experiments were conducted using
a heat exchanger which simulated a complex thermal and flow
environment approaching that of an aircraft. Profiles of
dissolved O2 and ROOH concentrations along the tube length
for both a rapidly oxidizing hydrotreated fuel and a slowly
oxidizing straight-run fuel were compared to numerical predic-
tions which used a pseudo-detailed kinetic model. Table 1 lists
characteristics of neat F2827 and F2747 jet fuels used in the
experiments. F2827 produces relatively low hydroperoxide
concentrations and oxidizes relatively slowly when heated in
the presence of dissolved O2. On the other hand, F2747, which
has very low sulfur and naturally occurring antioxidant
components and produces relatively high concentrations of
ROOH, oxidizes relatively rapidly when oxidatively stressed.

Based on the measurements of Striebich and Rubey,10 the
dissolved O2 concentration (air saturated value) at the flow
rig inlet was 65 ppm (w/w) for F2827 and 73 ppm for F2747.
Fuel at ambient temperature enters the heated tube11 at a

pressure of 2.48 MPa. At this pressure level, the fuel remains
as a liquid everywhere within the system. Bulk dissolved O2

levels were measured on-line at the flow inlet and exit by
means of a modified gas chromatograph.12 The ROOH con-
centrations of the aged fuel were measured by cyclic voltam-
metry techniques.13

A heated copper block envelopes the 316 stainless steel
tubing (45.8 cm long by 2.16 mm i.d. by 3.18 mm o.d.) through
which the fuel passes. Calibrated thermocouples (20 gage) are
welded to the outer surface of the stainless steel tubing to
provide the outer tube wall temperatures with an uncertainty
of (2 °C. The bulk fuel temperature at the exit of the heated
tube was also measured, and the uncertainty in its measure-
ment was (10 °C. (The relatively large uncertainty in the
location of the thermocouple within the heated tube contrib-
uted to the uncertainty in the bulk fuel temperature measure-
ment.) The stainless steel tubes (ASTM grade A269/A213)
have a surface roughness (arithmetic average) of 8-15 micro-
inches and are cleaned with Blue Gold alkaline solution in an
ultrasonic bath, rinsed with deionized water, and dried with
flowing laboratory-grade nitrogen gas prior to use.
The tests conducted in the present apparatus are usually

conducted under conditions of relatively high flow rates and
temperatures. In the present work, with a volumetric flow
rate of 16 mL/min, the flow was laminar at the entrance of
the heated block but became turbulent. Buoyancy forces
normal to the flow direction increased the heat and mass
transport, rendering the flow turbulent.4 The study of turbu-
lent flow is important because it is normally encountered in
the fuel systems of military aircraft.
Fluid dynamics and heat transfer strongly influence jet fuel

oxidation, but the nature of this influence is not well under-
stood.1 For this reason, numerical simulations of dissolved O2

consumption were performed for the present flow conditions
as well as for the flow conditions reported by Jones et al.8,14 in
a near-isothermal flowing test rig (NIFTR). In contrast to the
conditions of our apparatus, the NIFTR experiments are
conducted at lower temperatures and flow rates in order to
attain near-isothermal conditions in a minimum length of tube.
In both experiments, the temperature of the copper block used
to heat the tube and the flow rate are varied to produce
different oxidation rates and residence times, respectively.
Figure 1 shows calculated bulk fuel temperature and measured
tube wall temperature profiles along the heated tube length
for both the present experiments and the NIFTR experiments.
The NIFTR experiments use a 81.3 cm long heated tube,
whereas the current experiments use a 45.8 cm long heated
tube. The maximum wall temperature for both experiments
of Figure 1 is near 200 °C. Figure 1 shows that for a flow
rate of 16 mL/min and a maximum tube wall temperature near
200 °C, the calculated bulk fuel temperature increases along
the entire heated tube length, never reaching the wall tem-
perature. Although not shown, similar experiments performed
at greater wall temperatures were characterized by bulk
temperature profiles which also never attained the wall
temperature. In contrast, in the NIFTR for a flow rate of 0.125
mL/min, the fuel temperature reaches the tube wall temper-
ature near the flow entrance.

(7) Zabarnick, S. Energy Fuels, submitted for publication.
(8) Jones, E. G.; Balster, L. M.; Balster, W. J. Energy Fuels 1996,
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(12) Rubey, W. A.; Striebich, R. C.; Tissandier, M. D.; Tirey, D. A.;
Anderson, S. D. J. Chromatogr. Sci. 1995, 33, 433-437.

(13) Kauffman, R. E. Prepr.sAm. Chem. Soc., Div. Pet. Chem. 1994,
39, 42-46.

(14) Jones, E. G.; Balster, W. J.; Post, M. E. ASME J. Eng. Gas Turb.
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Table 1. Characteristics of F2747 and F2827 Jet Fuels

F2747 F2827

fuel type Jet A-1 Jet A
density at 25 °C (kg/m3) 809.0 809.0
viscosity at 25 °C (kg m/s) 1.9 × 10-5 1.9 × 10-5

refinery treatment hydrotreated straight run
total sulfur (%) 0.004 0.079
mercaptan sulfur (%) 0.000 0.001
aromatics (vol %) 19 19
JFTOT breakpoint (°C) 332 266
copper (ppb) <5 <5
iron (ppb) 8
zinc (ppb) 18 <5

Fluid Dynamics Simulations of Jet Fuel Oxidation Energy & Fuels, Vol. 12, No. 2, 1998 345

73



Numerical Simulations

Pseudo-detailed chemical kinetic modeling was per-
formed using the mechanism of Table 2 which is based
on the mechanism of Zabarnick.7 It is extremely dif-
ficult, if not impossible, to model the multitude of
compounds present in jet fuel. Thus, the fuel is repre-
sented by the single compound RH. The initiation step
(reaction 1 of Table 2) is assumed to occur by uni-
molecular decomposition of an initiating species, I.
Reaction 1 is a simple representation of complex process
that initiates the autoxidation chain with a low produc-
tion rate of R• radicals.7,15 Reactions 1-4 and reaction
10 represent a simple chain mechanism for the oxidation
of a hydrocarbon fuel. Reactions 5-9 represent the
antioxidant chemistry associated with AH, which is a
species with an easily abstracted H atom. Reactions
11-16 are associated with ROOH decomposition which
occurs at sufficiently high temperatures and is believed

to play an important role in accelerated O2 consump-
tion.9,15 Reaction 17 is used to model the effects of
hydroperoxide-decomposing species (SH). Zabarnick7,15
estimated the rate parameters (Arrhenius A factors and
activation energies) for the pseudo-elementary reactions
largely by comparison with measured rate constants and
Benson-style “thermochemical kinetics” analysis.16

With the exception of three rate parameters, those
listed in Table 2 are taken from Zabarnick7 where a
similar mechanism was used to study the antioxidant
chemistry of hydrocarbon fuels in a nonflowing isother-
mal system. In the present study, the preexponential
factor for the initiation reaction (reaction 1) is 1 × 10-10,
whereas in Zabarnick7 this preexponential factor is
given as 1 × 10-3. A smaller preexponential factor is
used here such that the production rate of R• becomes
negligible once the chain begins. In the current work,
the activation energies of reactions 11 and 17 are
different from those originally given in Zabarnick.7 For
reaction 11, Zabarnick7 used an activation energy of 42
kcal/mol, which is a representative value for a homo-
geneous ROOH decomposition reaction. However,
metals have long been suspected of being involved in
catalytic decomposition of hydroperoxides.1,8,9 Thus, in
the presence of a metal surface and/or dissolved metals,
it is reasonable for the activation energy for the ROOH
decomposition reaction to be less than 42 kcal/mol. In
the present work, the activation energy for reaction 11
was taken as 37 kcal/mol. This value provided predic-
tions of O2 consumption which agreed well with flowing
experiments which used fuel F2747 over a large tem-
perature range. Fuel F2747 has very low concentrations
of AH and SH and is nearly a pure solvent. Thus, fuel
F2747 was chosen for the “calibration” of the activation
energy corresponding to reaction 11 because it is desir-
able to make the “calibrated” activation energy inde-
pendent of the AH and SH concentrations. The acti-
vation energy for reaction 17 was chosen to be zero in
Zabarnick.7 In the present work, the activation energy
for reaction 17 is selected to be 16 kcal/mol. It was
observed here that an activation energy less than 16
kcal/mol removed ROOH too rapidly at lower temper-
atures for various concentrations of AH and SH. As a
result, for activation energies less than 16 kcal/mol, the
predicted dissolved O2 concentration was nearly always
greater than the measured concentration at the exit of
the heated tube for the straight-run fuel (F2827). In
the modeling performed here, it is assumed for simplic-
ity that all fuels have the same initiating species
concentration (I) of 4 × 10-8 mol/L. With the activation
energies and preexponential factors of Table 2, it is then
possible to define different fuels in terms of their initial
AH and SH concentrations.
The species concentrations were found numerically

by a finite difference solution4,18 of the coupled equations
that arise from the mechanism of Table 2 and the

(15) Zabarnick, S. Ind. Eng. Chem. Res. 1993, 32, 1012-1017.

(16) Benson, S. W. Thermochemical Kinetics; Wiley: New York,
1976.

(17) Heneghan, S. P.; Martel, C. M.; Williams, T. F.; and Ballal, D.
R. ASME J. Eng. Gas Turb. Power 1995, 117, 120-124.

(18) Katta, V. R.; Jones, E. G.; Roquemore, W. M. Development of
Global-Chemistry Model for Jet Fuel Thermal Stability Based on
Observations from Static and Flowing Experiments. Presented at the
81st AGARD Symposium on Fuels and Combustion Technology for
Advanced Aircraft Engines, Colliferro, Italy, May 1993; AGARD-CP-
536; Paper No. 19.

Figure 1. Bulk and tube wall temperature profiles along
heated tube length. Present experiments (16 mL/min 0.46 m
heated length) and NIFTR experiments14 (0.125 mL/min 0.8
m heated length).

Table 2. Pseudo-Detailed Reaction Mechanism for
Chemical Kinetic Modeling

reaction

Arrhenius
A factor

(mol, L, and s)

activation
energy

(kcal/mol)
reaction
no.

I f R• 1 × 10-10 0 1
R• + O2 f RO2

• 3 × 109 0 2
RO2

• + RH f RO2H + R• 3 × 109 12 3
RO2

• + RO2
• f termination 3 × 109 0 4

RO2
• + AH f RO2H + A• 3 × 109 5 5

AO2
• + RH f AO2H + R• 3 × 105 10 6

A• + O2 f AO2
• 3 × 109 0 7

AO2
• + AH f AO2H + A• 3 × 109 6 8

AO2
• + AO2

• f products 3 × 109 0 9
R• + R• f R2 3 × 109 0 10
RO2H f RO• + •OH 1 × 1015 37 11
RO• + RH f ROH+ R• 3 × 109 10 12
RO• f Rprime

• + carbonyl 1 × 1016 15 13
•OH + RH f H2O + R• 3 × 109 10 14
RO• + RO• f termination 3 × 109 0 15
Rprime

• + RH f alkane + R• 3 × 109 10 16
RO2H + SH f products 3 × 109 16 17
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transport equations. The following were input to the
numerical code: the activation energies and preexpo-
nential factors of Table 2, concentrations (O2, AH, RH,
SH, and I) for each species at the entrance of the heated
tube, tube wall temperature profile, and the grid resolu-
tion. Individual jet fuel samples are known to possess
a range of oxidation and deposition characteristics
which results from varying source petroleum and re-
finery processing. To provide the range of oxidation
properties that a fuel may possess, we have chosen to
modify the antioxidant, AH, and hydroperoxide decom-
poser, SH, concentrations for individual fuel samples.
In simulations of fuel oxidation, two kinds of computa-
tions were performed: those for a naturally inhibited
system (F2827 fuel) and those for a relatively non-
inhibited system (F2747 fuel). For the inhibited fuel,
AH and SH concentrations were chosen to match
experimentally determined oxidation rates and meas-
ured hydroperoxide concentrations. The initial AH
concentration was assumed to be 1.62 × 10-3 mol/L
which is a reasonable value for jet fuels,7 and the initial
SH concentration was assumed to be 1.21 × 10-3 mol/
L. For the completely uninhibited case, both the AH
and SH concentrations were set equal to 0 mol/L. For
both the severely hydrotreated fuel (F2747) and the
straight-run fuel (F2827), an identical initial I concen-
tration was used for simplicity. The normal air satura-
tion concentration was used for the initial O2 concen-
tration. Table 3 summarizes the initial O2, AH, SH, and
I concentrations used in the simulations. The initial
concentration for RH was estimated using the density
of the jet fuel at 25 °C (809 kg/m3 )19 and an average
molecular weight for the fuel of 170 amu. Ultimately,
this model will be most useful if an analytical chemistry
test could be used to determine an “effective” AH and
SH concentration for individual jet fuel samples. Thus,
a measure of the “effective” AH and SH concentration
could be measured in the laboratory and entered into
the model to provide a method to predict the oxidation
properties of the fuel over a range of temperature,
residence times, and flow properties.

Results and Discussion

Simulations of Flowing Fuel F2747. Figure 2
shows measured and predicted fractions of remaining
dissolved O2 at the exit of the heated tube for F2747
fuel (zero AH and SH concentrations) flowing at 16 mL/
min for different bulk temperatures. Figure 2 shows
that as the temperature approaches 170 °C, the dis-
solved O2 concentration decreases rapidly until near 210
°C where the O2 is nearly depleted. This rapid increase
in oxidation rate with increasing temperature has been
observed previously17 for similar flow conditions and
different fuel types.

The rate of ROOH decomposition has been shown to
be important in understanding jet fuel oxidation.1,9,15
Figure 3 shows measured and predicted ROOH concen-
trations at the heated tube exit for F2747 fuel for the
same range of bulk temperatures described in Figure
2. Figure 3 shows a maximum in both the predicted
and measured hydroperoxide concentrations at 210 °C,
which is near the temperature associated with the
dissolved O2 depletion of Figure 2. In addition, the
ROOH concentration of Figure 3 increases to levels near
the initial dissolved O2 concentration. This means that
the initial dissolved O2 concentration reacts nearly
entirely to form ROOH. After the dissolved O2 is fully
consumed and as the bulk temperature continues to
rise, ROOH decomposition by unimolecular reaction

(19) Coordinating Research Council. Handbook of Aviation Fuel
Properties; Coordinating Research Council: Atlanta, GA, 1983.

Table 3. Initial Concentrations of Species

species initial concentration (mol/L)

I 4.0 × 10-8

RH 4.7
AH varied, (0-16.2) × 10-4

SH varied, (0-16.2) × 10-4

O2 1.8 × 10-3

remaining species 0

Figure 2. Dissolved O2 concentration at heated tube exit (16
mL/min and F2747 fuel).

Figure 3. Hydroperoxide concentration at heated tube exit
(16 mL/min and F2747 fuel).
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reaction 11 of Table 2) becomes increasingly significant.
Figure 3 shows a relatively large maximum concentra-
tion of ROOH for fuel F2747 in contrast to the ROOH
concentration produced with fuel F2827 (described later)
for otherwise identical conditions. This was expected
as the hydrotreating process removes heteroatomic
species which may decompose hydroperoxides.
Simulations of Flowing Fuel F2827. Figure 4

shows predicted and measured dissolved O2 fractions
at the exit of a heated tube for fuel F2827 flowing at
0.125 mL/min (laminar flow) and for different constant
wall temperatures. The experimental measurements8,14
are for fuel F2827 passing through stainless steel tubes.
Different tubes of varying lengths were used to obtain
different residence times. At a constant mass flow rate,
any position along the tube may be directly related to
the reaction time through the average velocity which,
in turn, can be found from the known inner tube
diameter, mass flow rate, and fuel density. Thus,
Figure 4 shows the dissolved O2 fraction as a function
of residence time. Figure 4 shows that as the tube wall
temperature is increased, the reaction time required for
complete O2 depletion decreases. The initial AH and
SH concentrations were adjusted to give an O2 con-
sumption history which followed the O2 measurements
at 185 °C. Oxygen consumption histories of F2827 at
the other temperatures and in our experiments were
then predicted reasonably well using these initial
concentrations of AH and SH.
Figure 5 shows measured and predicted dissolved O2

concentrations at the exit of a heated tube for fuel F2827
flowing at a rate of 16 mL/min. In contrast to the
constant wall temperatures associated with Figure 4,
the imposed wall temperatures corresponding to Figure
5 vary along the tube length. The bulk fuel temperature
(275 °C) at which the O2 is fully consumed is greater
than that observed with fuel F2747 (210 °C) for similar
flow conditions. This depletion of O2 at the greater
temperature for F2827 might be expected because
F2827, unlike F2747, contains relatively large concen-

trations of AH and SH. After heating of the fuel, the
ROOH concentrations measured for F2827 were much
smaller than those produced with F2747. Measured
hydroperoxide concentrations at the exit of the heated
tube remained near or less than 0.000 03 mol/L over an
exit bulk temperature range from 186 to 237 °C. These
concentration measurements are near the detection
limit of our instrumentation and, thus, have large
uncertainties. Calculated ROOH concentrations at the
exit of the heated tube lie in a range between 0 and
0.0004 mol/L with the maximum occurring with an exit
bulk temperature of 260 °C.
Figure 6 shows the simulated consumption of dis-

solved O2, AH, and SH together with the ROOH
concentration for turbulent, nonisothermal flowing F2827
fuel at 300 °C maximumwall temperature. The O2, AH,

Figure 4. Predicted and measured8,14 dissolved O2 removal
for nearly isothermal flow, (0.125 mL/min and F2827 fuel;
curves represent predictions).

Figure 5. Predicted and measured dissolved O2 concentration
at heated tube exit (16 mL/min and F2827 fuel).

Figure 6. Calculated profiles of dissolved O2, ROOH, AH, SH,
and fuel temperature along heated tube (fuel F2827, 16 mL/
min and 300 °C tube wall temperature).
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and SH concentrations drop slowly until near 0.28 m,
where there is increased O2 consumption. As a result
of increased fuel oxidation, the ROOH concentration
begins to rise. Consequently, the rate of disappearance
of SH increases due to the increase in the ROOH
concentration. In addition at 0.28 m, the fuel temper-
ature (251 °C) is relatively high which means that
reaction 17, based on its activation energy, will proceed
more readily than at lower temperatures. Beyond 0.28
m, the ROOH concentration profile rises rapidly to a
maximum at a location of 0.33 m, which coincides with
the location of O2 depletion. There, RO2

• is no longer
produced by means of reaction 2. Later in the tube as
the RO2

• concentration decreases to zero (reactions 3 and
5), the AH concentration profile becomes flat because
AH is no longer consumed (reaction 5). The ROOH
concentration profile decays by both the unimolecular
decomposition reaction (reaction 11) and the ROOH-
SH decomposition reaction (reaction 17) beyond the
location of 0.33 m. For the initial conditions of Figure
6, the acceleration in O2 consumption is controlled by
ROOH decomposition rather than by depletion of the
antioxidants. Although occurring later in the tube,
similar behavior in consumption profiles for O2, AH, and
SH was observed at lower wall temperatures of 270 and
265 °C.
The consumption of dissolved O2 is intimately related

to the formation of surface deposits, but the involved
chemical and physical relationships are not understood.
The study of these relationships is necessarily difficult
in a flowing system because particles which foul heated
surfaces are in all likelihood far removed in time from
the autoxidation initiation reactions. Figure 7 shows
surface deposit accumulation along the length of the
heated tube for the flow conditions of the present
experiments, and the predicted O2 consumption along
the tube length. (Here, the maximum tube wall tem-
perature is 300 °C.) Figure 7 shows that the location of
maximum deposition is near the location of O2 depletion.
Experiments in flowing systems5,14 have demonstrated
that the location of maximum surface deposit accumula-
tion generally occurs near the location where most (if
not all) the dissolved O2 is consumed. In addition,

Figure 7 shows that the surface deposit accumulation
varies more gradually with distance along the tube than
does the O2 consumption. There are many possible
explanations for the relatively gradual surface deposit
accumulation. Some researchers1 believe that surface
deposits form within the bulk fuel and are transported
to the wall. Transport of precursor particles to the wall
would involve complex fluid dynamics, and the adhesion
of particles to the surface would involve surface chem-
istry that is not understood. Others18 believe that
surface deposits form both as a result of nucleation at
the metal surface and from the transport of precursor
particles from the bulk of the heated fuel to the metal
surface.
Temperature Effects. Using a flow rate of 16 mL/

min and the heated copper block of the present experi-
ments, the fuel temperature continuously rises along
the tube. Thus, the interpretation of AH and SH
concentration changes is complicated by the fact that
the increasing temperature decreases the fuel density
and increases the rates of reactions with high activation
energies. Thus, to further explore the antioxidant
chemistry associated with F2827 fuel, the more simple
conditions of isothermal walls and laminar flow are
used. Figures 8-10 show simulations of the consump-
tion of dissolved O2, AH, and SH together with the
depletion of ROOH for F2827 fuel flowing at a rate of
0.125 mL/min and an imposed constant tube wall
temperature. For reference, O2 removal profiles are also
shown for the situation where there are no initial
antioxidants present in the fuel. Figure 8 (165 °C wall
temperature) shows that the dissolved O2 and AH
profiles are essentially parallel along most of the tube
length, indicating that AH and O2 are consumed at
nearly the same rate in this region of the tube. At this
low temperature, the ROOH concentration is small and,
thus, the SH concentration changes little, as suggested
by reaction 17 of Table 2. As the temperature is
increased to 175 °C (Figure 9), the O2 and SH profiles
are again parallel over much of the tube length, until
the O2 is depleted. At this location, the AH is no longer

Figure 7. Surface deposition and fuel oxidation for fuel F2827
(16 mL/min and wall temperature of 300 °C).

Figure 8. Calculated profiles of dissolved O2, ROOH, AH, and
SH along heated tube for F2827 (0.125 mL/min and 165 °C
tube wall temperature).
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consumed, and the AH profile is horizontal. As the
ROOH concentration approaches 0.0001 mol/L, SH is
consumed at an accelerated rate by means of reaction
17 until the ROOH concentration is sufficiently de-
creased by both reactions 11 (unimolecular ROOH
decomposition reaction) and 17 (SH-ROOH decomposi-
tion reaction). Once the available ROOH is consumed,
Figure 9 shows that there is negligible consumption of
SH. Figure 10 shows that with a wall temperature of
205 °C, the AH and O2 profiles appear less linear than
those observed at 165 and 175 °C. Again, as with the
wall temperature of 175 °C of Figure 9, Figure 10 shows
an increased rate of consumption of SH as the ROOH
concentration approaches 0.0001 mol/L. As the tube
wall temperature is increased from 165 to 205 °C, the
location of dissolved O2 depletion moves in the upstream
direction.

Simulations of Flowing Fuel in Which the Con-
centration of AH or SH Is Individually Varied. As
the proposed mechanism of Table 2 has been shown
capable of predicting measurements of dissolved O2

consumption for real fuels under conditions of laminar
and turbulent flow over a wide temperature range, it is
reasonable to use the mechanism to explore the effects
of varying the initial concentration of one antioxidant
while the initial concentration of the other is zero. For
these simulations, it was decided to use the well-defined
conditions of laminar flow with the tube walls held at
constant temperature. Two tube wall temperatures
(185 and 205 °C) and a flow rate of 0.125 mL/min were
chosen.
For a constant wall temperature of 185 °C, Figure 11

shows the predicted O2 consumption along the length
of the heated tube for four different initial concentra-
tions of AH and zero SH. In the initial portion of the
heated tube (upstream of 0.0025 m), the O2 concentra-
tion decreases because of changes in fuel density as-
sociated with heating. As the AH concentration at the
entrance of the tube is varied from 0 to 16.2 × 10-4 mol/
L, the location of dissolved O2 depletion moves down-
stream. This downstream shift in the location of
complete O2 removal with increasing AH concentration
demonstrates that the predicted oxidation rate de-
creases significantly with increasing AH. For the same
initial AH concentrations of Figure 11 but at a higher
wall temperature of 205 °C, Figure 12 shows that the
locations of complete O2 removal are upstream from
those of Figure 11. As the temperature is increased,
the rates of reactions which have nonzero activation
energies tend to increase. Reactions (reactions 3, 6, 11,
12, 13, 14, and 16) which either directly or indirectly
produce R• and propagate the oxidation chain have
greater rates at 205 °C. Thus, relative to 185 °C, there
is increased oxidation prior to O2 depletion at 205 °C.

Figure 9. Calculated profiles of dissolved O2, ROOH, AH, and
SH along heated tube for fuel F2827 (0.125 mL/min 175 °C
tube wall temperature).

Figure 10. Calculated profiles of dissolved O2, ROOH, AH,
and SH along heated tube for fuel F2827 (0.125 mL/min and
205 °C tube wall temperature).

Figure 11. Calculated O2 concentrations along heated tube
for various inlet concentrations of AH (×10-4 mo/L) in the
absence of SH. Tube wall temperature was 185 °C and flow
rate 0.125 mL/min.
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Figure 13 shows O2 consumption along the heated
tube length for a wall temperature of 205 °C. Here the
initial SH is varied between concentrations of either 0
or 16.2× 10-4 mol/L in the absence of AH. As the initial
SH concentration is increased above zero, the location
of complete O2 removal moves slightly further from the
tube entrance. The profiles of dissolved oxygen removal
corresponding to the nonzero inlet SH concentrations
(0.81 × 10-4, 8.1 × 10-4, and 16.2 × 10-4 mol/L)
essentially overlay each other. At a tube wall temper-
ature of 185 °C (not shown), the dissolved oxygen

profiles again nearly lie on each other, but the individual
curves are less distinguishable near the tube inlet than
those observed for an imposed wall temperature of 205
°C. For the same flow and temperature conditions, a
comparison of Figures 12 and 13 reveals that SH is
significantly less effective in delaying dissolved O2
depletion for identical initial concentrations of SH and
AH. Similarly, at a lower tube wall temperature of 185
°C and with the same initial concentrations of SH (not
shown) and AH, AH is substantially more effective in
delaying dissolved O2 removal.
Synergistic Effects. Although the pseudo-detailed

model presented here is an oversimplification of the
complex chemistry that occurs during the oxidation of
fuels, the model has been shown to correctly predict
measured O2 consumption and ROOH production and,
as a consequence, may be used to further study the
simultaneous presence of both AH and SH antioxidants.
To this end, autoxidation under conditions of a constant
wall temperature of either 185 or 205 °C and a flow rate
of 0.125 mL/min has been modeled. Figure 14 shows
that the presence of both AH and SH, each at a
concentration of 8.1 × 10-4 mol/L and at a wall tem-
perature of 185 °C, is much more effective in delaying
O2 consumption than that occurring from the sum of
the two effects of the antioxidants acting individually.
The synergism between peroxy radical inhibiting anti-
oxidants and peroxide-decomposing species shown in
Figure 14 and with a wall temperature of 205 °C (not
shown) has been observed experimentally9 and in an
isothermal nonflowing model.7

Conclusions

The present study is the first to model dissolved O2
consumption and antioxidant chemistry in flowing jet
fuel using both pseudo-detailed chemistry and compu-
tational fluid dynamics. With this pseudo-detailed
model, experimental measurements such as hydroper-
oxide measurements in addition to dissolved oxygen

Figure 12. Calculated O2 concentrations along heated tube
for various inlet concentrations of AH (×10-4 mol/L) in the
absence of SH. Tube wall temperature was 205 °C and flow
rate 0.125 mL/min.

Figure 13. Calculated O2 concentrations along heated tube
for different inlet concentrations of SH (×10-4 mol/L) in the
absence of AH. Tube wall temperature was 205 °C and flow
rate 0.125 mL/min.

Figure 14. Demonstration of synergism between AH and SH
antioxidants. Calculated O2 profiles for different initial con-
centrations (×10-4 mol/L) of AH and SH (0.125 mL/min and
185 °C wall temperature).
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measurements are used to characterize fuels over fairly
wide temperature ranges. No assumption of a value for
the overall reaction order for oxygen consumption needs
to be made with the current model. Since pseudo-
detailed kinetic modeling relies on rate parameters
which are more physically realistic than simpler global
parameters, it is believed that pseudo-detailed kinetic
modeling offers more promise to extend current simula-
tion capabilities to include the effects of fuel additives.
Experiments were conducted using a heat exchanger
which simulated a complex thermal and flow environ-
ment. Oxygen consumption and the production of
hydroperoxides were measured for a rapidly oxidizing
hydrotreated jet fuel and for a slower oxidizing straight-

run jet fuel. The predictions from the numerical simu-
lations compared well with the experimental measure-
ments.
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Aircraft operation at high altitude can subject jet fuel to extremely low temperature conditions.
At such temperatures, fuels have an increased viscosity which limits the ability of the fuel to
flow and, at the lowest temperatures, may result in partial solidification of the fuel due to freezing.
JPTS is a specialty fuel that has excellent thermal-oxidative stability characteristics and a low
freeze-point temperature. Unfortunately, JPTS costs nearly three times as much as the more
readily available JP-8 fuel. In addition, replacement of JPTS with JP-8 has important logistical
advantages. Thus, it would be advantageous to have a JP-8 fuel that has thermal-oxidative and
low-temperature characteristics that are similar to those of JPTS. The JP-8+100 additive package
that has been developed previously provides JP-8 fuels with very low surface deposition
characteristics. However, enhancement of the low-temperature behavior of JP-8 has not been
addressed. The current work studies the potential of developing low-temperature additives for
JP-8+100 fuel. One objective was to experimentally determine if a class of additives commonly
used in diesel fuels, cold flow enhancers, could effectively be used in kerosene-based fuels, such
as JP-8+100. The additives were blended with a representative JP-8+100 fuel. The resulting
fuel blends were evaluated in a low-temperature (-73 °C) test facility. Both the amount of
solidified fuel remaining in the tank after the flowing fuel had been drained (i.e., “hold-up”) and
the reduction in fuel flow rate from that at 21 °C were measured. Some of the additives
significantly enhanced the cold flow characteristics. The best cold flow additive candidate was
tested in two thermal stability test systems and showed no detrimental effect on deposit formation.
These results suggest that an additive can enhance the low-temperature properties of JP-8+100
such that it can be used as a low-cost replacement for JPTS fuel.

Introduction

The operation of aircraft at high altitude can subject
jet fuel to extremely low temperature conditions. At such
low temperatures, fuels have an increased viscosity
which limits the ability of the fuel to flow and, at the
lowest temperatures, may result in partial solidification
of the fuel due to freezing. JPTS is a specialty fuel
developed by the U.S. Air Force for use in the U-2
aircraft, that has a low freeze-point temperature and
excellent thermal-oxidative stability characteristics.
Unfortunately, JPTS costs nearly three times as much
as the more readily available primary U.S. Air Force
jet fuel, JP-8. In addition, replacement of JPTS with
JP-8 has important logistical advantages. Thus, it would
be advantageous to have a JP-8 fuel that has thermal-
oxidative and low-temperature characteristics that are
similar to those of JPTS. The JP-8+100 additive pack-
age that has been developed previously provides JP-8
fuels with very low surface deposition characteristics.1

(In this paper, fuels which contain the JP-8+100 addi-
tive package are referred to as JP-8+100 fuels.) How-
ever, enhancement of the low-temperature behavior of
JP-8 has not been addressed. In addition, the Canadian
Ministry of Defense has become interested in fuels
which can be used in the extreme conditions encoun-
tered in Canada. With regard to commercial aircraft,
there has been an increase in long-duration high-
altitude transpolar and Siberian flights which expose
the fuel to low temperatures.

In developing a fuel which has desirable low-temper-
ature characteristics, it is important to understand the
mechanisms involved in the freezing process. Nucle-
ation, growth, and agglomeration (gelling) of paraffin
crystals are phenomena which have important roles in
the freezing process. As the temperature of a multicom-
ponent hydrocarbon fuel decreases, the long-chain par-
affins precipitate at higher temperatures than the other
components.2,3 When the forces of attraction among the
paraffin molecules become more dominant than the

* Author to whom correspondence should be addressed. E-mail:
jervin@engr.udayton.edu.
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Energy Res. Tech. 1996, 118, 170-179.
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paraffin-solvent interactions, a crystal nucleus forms
that is comprised of a critical number of paraffin
molecules.4-6 Growth of the nucleus occurs as free
paraffin molecules are attracted by molecular forces to
locations on the nucleus where they fit into an ordered
configuration. Growing crystals have ordered structures
in which the molecular chains are aligned parallel to
each other, and the terminal methyl groups belong to
parallel planes which are perpendicular or oblique to
the chain axis.4

Additives have been developed which modify paraffin
crystal nucleation, growth, and agglomeration. Recent
work has led to the development of certain “comb-type”
polymers which have lateral groups that cocrystallize
with paraffin molecules.7 The comb teeth attach to the
paraffins and increase their solubility. Thus, the in-
crease in solubility reduces the temperature of nucle-
ation. Some additives adsorb onto growing crystals and
reduce the growth rate of crystal faces (ethylene-vinyl
ester copolymers, ethylene-vinyl acetate copolymers,
alkenyl succinic amides, and certain “comb-type” addi-
tives such as poly-alkyl acrylates and fumarate vinyl
acetate copolymers), producing compact crystal shapes.
As the additive competes for lattice sites on the crystal,
protruding moieties prevent incorporation of more
paraffin molecules.4,7,8 In addition, agglomeration can
sometimes be hindered by electrostatic repulsion under
the influence of ionic groups.4 Additives which individu-
ally affect nucleation, growth, or agglomeration are
often used in combination to achieve a desired low-
temperature behavior. For example, some diesel fuel
additives which produce multitudes of paraffin nuclei
are used in combination with other additives that arrest
crystal growth. This is important because, if the paraffin
crystals remain small and suspended in the liquid
hydrocarbon, the fuel will still flow.

To study the effects of additives on the low-temper-
ature behavior of jet fuel, different analytical techniques
may be used. These techniques may be divided into
three categories. The first involves the measurement of
some property concerning the formation of paraffin
crystals. Examples include measurement of the cloud-
point temperature (ASTM D2500), freeze-point temper-
ature (ASTM D2386), and the Shell Cloud/Pour Analy-
sis.9,10 The second category relies on the trapping of
liquid fuel as solidified paraffins accumulate on cooled
surfaces. This phenomenon is referred to as “hold-up”
and is assessed by measurement of the pour-point
temperature (ASTM D97), the Shell Cloud/Pour Ana-

lyzer, and the Shell Cold Flow Test.9 Knowledge of the
mass of solid fuel is important because in an aircraft
the solid fuel is unavailable for combustion. The last
group of analyses characterizes the fluidity of a fuel at
low temperatures; tests of this type include the Cold
Filter Plugging Point Test9 and the Seta Point Test.9,10

The fluidity of a fuel is important because difficulty in
pumping fuel from the fuel tanks, can result in cata-
strophic consequences.

Currently, the freeze-point temperature and viscosity
(ASTM D445) are the two measures of low-temperature
fluidity used for fuel specification. The freeze-point
temperature is the temperature at which crystals disap-
pear when a fuel sample is heated (in actuality this is
a melting point), and has been considered a conservative
measurement.10 Viscosity is a measure of flow resistance
but does not adequately address the fluidity of a two-
phase fuel. Although freeze-point temperature and
viscosity are used for fuel specifications, it is clear that
these tests have limitations in representing the oper-
ability of a multiphase jet fuel at low temperatures.10

The low-temperature additives being considered for
use with JP-8+100 do not arrest crystal nucleation, but
rather, they inhibit crystal agglomeration and maintain
crystal suspension in the liquid phase. Cold flow addi-
tives induce the formation of small needle-shaped
crystals (10-100 µm) which have growth and ag-
glomeration rates that are lower than those otherwise
obtained without additives.7,11 Moreover, needle-shaped
crystals form aggregations on filter surfaces that are
relatively permeable to fuel flow. In this study, the effect
of low-temperature fuel additives on fluidity, tank hold-
up, and thermal stability are considered. A two-phase
flow operability test for evaluating additized fuels at
temperatures below the fuel freeze point is developed.
The effect of conventional and new low-temperature
additives on fuel thermal stability is unknown. Thus,
the additives were are also tested in two thermal
stability test systems.

Experimental Section

Fuels. For the cold flow testing and the flowing thermal
stability test, a Jet A fuel, F3219, with the properties given
in Table 1 was selected. JP-8 additives (static dissipator
additive, corrosion inhibitor, and fuel system icing inhibitor
as specified in MIL-T-83133D) and JP-8+100 additives (256
mg/L BetzDearborn 8Q462 which consists of dispersant,
antioxidant, and metal deactivator additives) were added to
neat F3219 fuel. The JP-8+100 additives are intended to
enhance the thermal stability of the fuel and are a proprietary
mixture of additives. Samples of JP-8+100 fuel were blended
with the candidate cold flow additives such that the additive
concentration was 250 ppm. Fourteen proprietary low-tem-
perature additive candidates (Table 2) provided by various
manufacturers were used. All of these blends used the same
base JP-8+100. For purposes of comparison, JP-8+100 and

(2) Van Winkle, T. L.; Hazlett, R. N.; Beal, E. J.; Mushrush, G. W.
Liquid and Solid Phase Compositions in a Partially Frozen JP-5 Fuel
Low in n-Alkanes, June 1984; Naval Research Laboratory Report 5357.

(3) Affens, W. A.; Hazlett, R. N. A Statistical Examination of the
Effect of Composition on the Freezing Points of Hydrocarbon Mixtures,
July 1983; Naval Research Laboratory Report 8692.

(4) Denis, J.; Durand, J. P. Rev. Inst. Fr. Pet. 1991, 46, 637-649.
(5) Walton, A. G. Science 1985, 148, 601-607.
(6) Turner, W. R. Ind. Eng. Chem. Prod. Res. Dev. 1971, 10, 238-

260.
(7) Dunn, R. O.; Shockley, M. W.; Bagby, M. O. J. Oil Chem. Soc.

1996, 73, 1719-1728.
(8) Lewtas, K.; Tack, R. D.; Beiny, D. H. M.; Mullin, J. W. In

Advances in Industrial Crystallization; Garside, J., Davy, R. J., Jones,
A. G., Mullin, J. W., Eds.; Butterworth Heinemann: Boston, 1991; pp
166-179.

(9) Coordinating Research Council. Low-Temperature Behavior of
Fuels in Simulated Aircraft Tanks, May 1983; Report No. 532.

(10) Brunton, G.; Willock; R. R.; Voisey, M. A. Aeronaut. J. 1982,
86, 313-319.

(11) Brown, G. I.; Lehmann, E. W.; Lewtas, K. Evolution of Diesel
Fuel Cold Flow-The Next Frontier, 1989; SAE Paper No. 890031.

Table 1. Fuel Characteristics of Fuel F3219

aromatics 17% (vol)
total sulfur 321 ppm
freeze-point temperature -46.8 °C
copper <5 ( 5 ppb
zinc <10 ( 5 ppb
iron <10 ( 5 ppb
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JPTS were used as baseline fuels. JPTS has a very low freeze-
point temperature specification (-53 °C, MIL-DTL-25524E)
and produces relatively little surface deposition when heated
(i.e., high thermal stability).12 In contrast JP-8 (-47 °C freeze
point, MIL-T-83133D), has a higher freeze-point temperature
and, for the same conditions, generally produces a greater
mass of surface deposits than JPTS.12 In the current experi-
ments, two samples of JPTS (F2976 and F3657) originating
from different sources were used. For the quartz crystal
microbalance tests, two other jet fuels were selected: F3166
(Jet A) and F3497 (JP-8). F3166 and F3497 are fuels which
have deposition characteristics which were deemed more
suitable for these thermal stability tests, as explained in more
detail below.

Low-Temperature Flow Reduction and Hold-Up Ex-
periments. In this work, the fuel hold-up and the mass flow
rate of fuel passing through a filter are measured for temper-
atures in the range -51 to -57 °C. This temperature range
was selected because it brackets the JPTS freeze-point tem-
perature specification, and preliminary tests demonstrated
that crystal nucleation readily began there. Moreover, these
temperatures represent severe conditions existing within an
aircraft fuel wing tank. In the apparatus used for the evalu-
ation of low-temperature additives (Figure 1), fuel passes from
the tank (7.6 L) through stainless steel tubing (1.9 cm o.d. ×

1.7 cm i.d.) which is in series with a screen and valve. The
screen (8 mesh) is similar to fuel filtering media found in actual
aircraft and is considered a likely location for flow blockage.
The tank, fuel line, valve, and screen are contained within a
chamber in which the temperature may be lowered to -73 °C.
The fuel exits the cooled chamber and is collected in a vessel
which resides on a scale outside the chamber. The scale is used
to measure the mass of fuel flowing from the fuel tank and
screen. Thus, a timer used in combination with the mass
measurement provides an average mass flow rate of the fuel
exiting the chamber. In addition, the fuel tank is pressurized
with nitrogen such that the internal pressure of the tank was
10.5 kPa above the ambient pressure. This pressure difference
is similar to that used for the pumping of fuel from wing tanks
in aircraft.

The bulk fuel temperatures within the fuel tank were
measured by thermocouples (type T) at two locations within
the tank and one location directly in the center of the screen.
The thermocouple signals were recorded in time to provide
estimates of the cooling rate of the fuel. The cooling rate is
important because it affects the rate of crystal nucleation and
growth. The chamber was set to the desired cooling temper-
ature and the fuel allowed to cool for 16 h. The fuel in the
tank was maintained at the desired steady-state temperature
for at least 1 h before flow is permitted from the fuel tank.
Differences in mass flow rate at a given temperature and
source pressure provide an indication of the flow resistance
through the tubes and the screen. Since the mass of fuel is
known before initiating flow, the mass of fuel that solidifies
within the tank (fuel hold-up) is determined from measure-
ment of the mass of fuel collected in the collection vessel which
resides outside of the cooling chamber. In addition, a boroscope
was used to view the residual fuel within the fuel tank after
the flowing fuel had drained.

Thermal Stability Experiments. It is important to know
if the low-temperature additives would adversely affect high-
temperature thermal stability. These additives usually consist
of relatively high molecular weight polymers. These types of
species have previously been implicated in increasing deposit
formation in fuels. For this reason, two different thermal
stability tests were used. In the first, the Extended Duration
Thermal Stability Test (EDTST) shown in Figure 2, fuel flows
through a heated tube at a rate of 3.8 L/h. The fuel entered
the heated test section at a bulk temperature of 107 °C and
exited at 188 °C while being subjected to a maximum wall
temperature of 371 °C. These temperatures were chosen to be
similar to severe conditions that might be encountered in
actual aircraft. The tests were conducted for 48 h. Following
the flow tests, the tubes were sliced into 5 cm segments for
carbon burnoff analysis. Since the surface deposits are largely
composed of carbon, the carbon burnoff measurements give(12) Zabarnick, S. Ind. Eng. Chem. Res. 1994, 33, 2771-2777.

Figure 1. Apparatus for low-temperature flow reduction and
hold-up experiments.

Table 2. Measurements of the Cloud-Point, Pour-Point,
Freeze-Point Temperatures, and Viscosity for Fuels and

Fuels with Cold Flow Additives

fuel/additive
sample

cloud
point (°C)

pour
point (°C)

freeze
point (°C)

viscosity
(cSt) -40 °C

JP-8+100 -51.2 <-71 -46.8 10.6
JPTS F3657 -59.3 <-71 -54 6.5
3604 -52.2 -69 -45.7 10.7
3605 -51.3 <-71 -46.7 10.7
3607 -52 -68 -46.6 10.7
3608 -50.5 <-71 -47 10.8
3610 -51.7 <-71 -46.9 10.5
3611 -51.4 <-71 -46.3 10.5
3612 -51.2 -70 -46.5 10.6
3614 -47.7 <-71 -45.4 10.8
3615 -49 <-71 -46.8 10.8
3616 -51 <-71 -46.8 10.7
3617 -50.6 <-71 -46.9 10.8
3629 -52.9 <-71 -46.9 10.7
3630 -51.8 <-71 -46.7 10.8
3631 -51.3 <-71 -47.1 10.7

Figure 2. Flow system for heated tube experiments.
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an indication of the mass of surface deposits that are formed.
Details of the apparatus and test procedure are given in ref
13.

The second thermal stability test is the quartz-crystal
microbalance/Parr bomb (QCM) system that has been de-
scribed in detail previously.12 The QCM system has been used
extensively in our laboratory for evaluation of thermal stability
additives and for fundamental studies of fuel oxidation and
deposition. The batch reactor consists of a 100 mL stainless
steel bomb that is heated with a clamp-on band heater. The
fuel temperature is controlled by a PID controller via a
thermocouple immersed in the fuel. The reactor contains a
radio frequency feedthrough, through which the connection for
the quartz crystal resonator is attached. The crystals are 2.54
cm in diameter, are 0.33 mm thick, and have a nominal
resonant frequency of 5 MHz. For the studies reported here
gold crystal electrodes were used. The QCM measures deposi-
tion (i.e., an increase in mass) which occurs on overlapping
sections of the two-sided electrodes. The reactor is charged
with 60 mL of fuel, which is sparged with air for 1 h before
each test. The reactor is then sealed and the heater is started.
All runs in this study were performed at 140 °C; heat-up time
to this temperature is 40 ( 5 min. Most runs are conducted
for 15 h, after which the heater is turned off and the reactor
is allowed to cool. Surface mass measurements can only be
determined during the constant temperature ((0.2 °C) portion
of an experimental run. The crystal frequency is converted to
a surface mass measurement using a process described previ-
ously.12

Results and Discussion

Three types of experiments were performed to study
the relative effectiveness of cold flow additives blended
with JP-8+100 in improving low-temperature fuel prop-
erties. The first involved conventional ASTM test meth-
ods for the determination of effects caused by the
additives on the viscosity (D445), cloud-point tempera-
ture (D2500), pour-point temperature (D97), and the
freeze-point temperature (D2386). The second kind
measured hold-up and flow reduction to provide indica-
tions of changes in fuel characteristics at low temper-
atures. In the third type of experiment, two tests were
used in which fuel was heated causing surface deposit
formation from oxidation reactions. The objective of
these thermal oxidative stability tests was to observe
evidence of potential adverse effects of the low-temper-
ature additives on the measured surface deposition.

ASTM Tests. Table 2 shows measured values of the
freeze-point, cloud-point, and pour-point temperatures
for each fuel sample. In addition, viscosity measure-
ments are listed. In the table, JP-8+100 is the baseline
fuel, and a JPTS fuel sample (F3657) is shown for
purposes of comparison. The freeze-point and cloud-
point temperatures are associated with the onset of
paraffin crystal nucleation in the fuel. Since the present
low-temperature additives do not arrest crystal nucle-
ation, they should not change these properties. As
expected, Table 2 shows that the additives have es-
sentially no effect on the freeze-point and cloud-point
temperatures. In addition, the viscosity measurements
were performed at -40 °C, which is above the freeze-
point temperature of all the fuels. Table 2 shows that

the viscosity of the fuel containing the cold flow enhanc-
ers is the same as the baseline JP-8+100 fuel. It is
known that cold flow enhancers affect crystal size and
morphology, which in turn, may influence the fuel
fluidity. Thus, it might be expected that the low-
temperature additives would affect the pour-point tem-
perature of the baseline JP-8+100. Unfortunately, the
pour-point temperatures for nearly all the JP-8+100
based fuels were below the detection limits of the test.
For additives 3604, 3607, and 3612, it appears that the
cold flow additives increased the pour-point tempera-
ture. Generally, an increase in the pour-point temper-
ature would not be considered desirable for low-
temperature applications. However as shown below, this
increase in pour-point temperature for additive 3607
does not correspond to an increase in the measured hold-
up and flow reduction values above the baseline fuel in
the experiments reported below. More work needs to be
done to study the implications of this increase in pour-
point temperature on fuel flowability. The table also
shows that the JPTS fuel has a lower cloud-point
temperature, freeze-point temperature, and viscosity
than any of the additive candidate fuels. More work
needs to be done to study the implications of these
observations.

Low-Temperature Flow Reduction and Hold-Up
Test. Figure 3 shows the measured relative hold-up and
flow reduction for different fuel samples at -57 °C. For
purposes of comparison, the measured average mass
flow rate at the low temperature (-57 °C) is normalized
by the measured mass flow rate of neat JP-8+100 fuel
at ambient conditions (20 °C). Here, one minus the ratio
of mass flow rates is defined as the flow reduction. The
hold-up is given in the figure as a fraction of the mass
of fuel originally contained within the fuel tank. The
figure shows that the two JPTS samples have very
similar flow reduction values near 0.34, which is sig-

(13) Dieterle, G. L.; Binns, K. E. Evaluation of JP-8+100 Additives
in Large Laboratory Test Systems. 34th AIAA/ASME/SAE/ASEE Joint
Propulsion Conference and Exhibit, Cleveland, OH, July 1998; AIAA
Paper No. 98-3531.

Figure 3. Hold-up and flow reduction for different fuel
samples at -57 °C.
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nificantly lower than the JP-8+100 fuel. Presumably,
the relative flow reduction observed for these fuels is
due to plugging of the screen, fuel viscosity changes,
and/or reductions in flow areas due to fuel freezing on
internal surfaces. Although none of the fuel samples
containing the cold flow enhancers have a flow reduction
value below that of the JPTS fuels, additives 3631 and
3607 exhibit flow reductions that are similar to those
of the JPTS fuels.

The data of Figure 3 shows that the two JPTS fuels
have very different relative hold-up values, although
both are significantly lower than the JP-8+100 fuel.
This large variability in hold-up behavior of the JPTS
samples is most likely due to a variability in the
chemical species and their concentrations in the two
fuels. Additive 3607 shows the best behavior in reducing
hold-up with a result that is considerably better than
that of the lesser performing JPTS sample (F3657).
Many of the additives provide significant improvement
in hold-up relative to the JP-8+100 fuel. Overall, with
regard to measured values of hold-up and flow reduction
for additives 3607 and 3631, Figure 3 shows that there
is good potential for using JP-8+100 in combination
with the cold flow enhancers as an alternative to JPTS.

We will now examine the effect of temperature on the
measured hold-up and flow reduction for the JP-8+100
fuel with and without additive 3607, and for the two
JPTS fuels. Generally, it is expected that values of fuel
hold-up will increase as the temperature decreases
below the freeze-point temperature. Figure 4 shows this
increase in hold-up with declining temperature for four
fuel samples. The figure shows that there are large
differences in the hold-up fractions of the two JPTS
fuels, F3657 and F2976, as the temperature decreases.
Interestingly, additive 3607 has a lower hold-up value
near -60 °C than does F3657 near -57 °C. Additive
3607 has hold-up values that are significantly less than
those of JP-8+100 between -57 and -54 °C. Thus, the
figure shows that the low-temperature additive 3607 is
effective in reducing fuel hold-up for the JP-8+100 fuel
over the range of temperatures tested.

With regard to flow reduction, Figure 5 shows that,
as the temperature decreases, the flow reduction in-

creases significantly for the JP-8+100 fuel. On the other
hand, for additive 3607, the flow reduction changes little
between -60 and -54 °C. In addition, within the
temperature range -60 to -57 °C, the flow reduction
obtained for additive 3607 is similar to that of the two
JPTS samples. The figure shows that at some temper-
atures there are large differences in the flow reduction
measured for the two JPTS fuels.

Thermal Stability Tests. As the effect of the cold
flow additives on the thermal-oxidative stability of JP-
8+100 is not known, we used two thermal stability tests
to evaluate the effect of cold flow additive candidate
3607 on the deposit producing tendency of the JP-8+100
fuel.

In the first test, experiments were performed in the
EDTST in which fuel passed through heated stainless
steel tubes. Figure 6 shows the wall temperature along
the tube length and the measured surface deposition
for additive and fuel samples 3607, JP-8+100, and JPTS
F3657. The mass accumulated at the tube wall is
normalized by the original interior surface area of the

Figure 4. Effect of temperature on hold-up. Figure 5. Effect of temperature on flow reduction.

Figure 6. Surface deposition along heated tube for JP-8+100,
JPTS, and 3607 fuel samples.
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tube. The figure shows a peak in surface deposition near
the center of the tube for each fuel. Similar peaks in
deposition have been observed previously for similar
flow and temperature conditions in which the dissolved
oxygen has been fully consumed. Thus for the present
flow and temperature conditions, it is believed that the
dissolved oxygen is fully consumed. The smallest peak
occurs for additive 3607. The figure shows that all three
fuel/additive combinations result in similar surface
deposition profiles. This deposition is greatly reduced
from that of a JP-8 fuel without the JP-8+100 thermal
stability additive package. Although this preliminary
result is for a single flow and temperature condition, it
indicates that there is no detrimental effect on thermal
stability from the presence of the cold flow additive. To
further explore this potential, more detailed work must
be performed which uses different neat fuels, flow rates,
and temperature conditions.

For the second thermal stability test, the QCM, we
chose two different fuels than the F3219 fuel used for
previous low-temperature and thermal stability tests.
We chose a low thermal stability fuel, F3166, which
yields significant deposition and a high thermal stability
fuel, F3497, which yields very low deposition. We tested
the low thermal stability fuel with and without the JP-
8+100 additive package. In this way, we can test for
possible detrimental effects of the cold flow additive on
thermal stability in low depositing fuels, F3497 unad-
ditized and F3166 with the JP-8+100 package, and also
in a high depositing, fuel F3166 unadditized. The
resulting plots of mass accumulation vs time are shown
in Figure 7. The results show that both of the unad-
ditized fuels, F3166 and F3497, show no change in
deposition upon addition of the 3607 cold flow additive
within the experimental reproducibility ((20%). Most
importantly, the low depositing fuel, F3497, still pro-
duces very low deposition in the presence of the additive.
The figure also shows that addition of the JP+8+100
additive package to the high depositing fuel, F3166,
results in a significant reduction in deposition. Subse-
quent addition of the cold flow additive to the F3166/

JP-8+100 combination results in a small delay in the
time where deposition increases, but the final deposition
is identical to the fuel combination without the cold flow
additive.

The results of these two thermal stability tests in a
range of fuels demonstrate that the cold flow additive
(3607) at a concentration of 250 ppm has no significant
detrimental effect on high-temperature thermal stabil-
ity. As mentioned above, these tests were performed
under a limited set of conditions but indicate that cold
flow additives, such as the one tested, may be useful
for addition to JP-8+100 fuel for use as a low-cost
replacement for JPTS.

Conclusions

This work examined the potential of using cold flow
enhancing additives for addition to JP-8+100 fuel for
use as a low-cost replacement for JPTS fuel. Flow
enhancing additives are commonly used in diesel fuels,
but their effectiveness in kerosene-based fuels has not
been fully explored. The additives were blended with a
representative JP-8+100 fuel and evaluated in a low-
temperature test facility. In these experiments, both the
reduction in flow and the fuel hold-up were measured.
Several cold flow additives provided significant enhance-
ment of hold-up and flow reduction characteristics
relative to those of unadditized JP-8+100. In addition,
the use of one cold flow additive provided a fuel which
appeared to have better hold-up characteristics than
those of a JPTS sample. In addition, this additive had
no detrimental effect on high-temperature thermal-
oxidative stability. Thus, the results suggest that a
potential cold flow additive can be used to enhance the
low-temperature properties of JP-8+100 such that it can
be used as a low-cost replacement for JPTS.

Additional work needs to be performed to address
important issues before cold flow additives can be used
in the field. Studies need to address the following areas
of concern: additive/fuel system materials compatibility,
evaluation of the temperatures to which such a fuel is
subjected in high-altitude aircraft, studies of hold-up
and fuel flow over an extended temperature range using
various cooling rates, studies of additional fuel samples,
additive concentration optimization studies, evaluation
of fuel low-temperature flow behavior in actual fuel
system components, evaluation of additional additive
candidates, and additional thermal stability studies over
a wide range of temperatures and flow rates.
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Figure 7. Plots of mass accumulation vs time in the QCM at
140 °C. Filled symbols are without the 3607 cold flow additive,
open symbols are with the additive (9, fuel F3166; 2, fuel
F3166 with SPEC‚AID 8Q462 thermal stability additive; b,
fuel F3497).
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An isothermal oxidation apparatus (IOA) has been modified to include an oxygen sensor so
that both oxidation and deposition data can be measured for jet fuels that are thermally stressed.
This modification is useful for comparing the relative oxidation rates of jet fuels and fuels blended
with additives. Antioxidants can be evaluated in this apparatus by comparing the delay in the
onset of oxidation at a given temperature in a fast oxidizing fuel. Other additive types, such as
dispersants, can be evaluated by their ability to reduce deposition.

Introduction

In military aircraft, jet fuel is used as both a coolant
and a propellant. Future high-performance aircraft
engines will produce more excess heat than current
engines. Consequently, the jet fuel will be exposed to
higher temperatures. When fuel is heated, it reacts with
small amounts of dissolved oxygen to form soluble and
insoluble oxidation products. Insoluble products (both
bulk and surface deposits) pose a problem because they
can clog fuel lines and foul close tolerance valves.
Ultimately, the fouling caused by deposits could result
in engine failure. To address this issue, the U.S. Air
Force developed a program called JP-8+100.1

The primary goal of the JP-8+100 program is to
increase the heat-sink capacity of JP-8 fuel by 100 °F
(55 °C) using a thermal stability additive package. This
corresponds to an increase in bulk fuel temperature at
the nozzle from 163 to 218 °C. Thermal stability refers
to the deposit-forming tendency of a fuel. It is generally
accepted that dissolved oxygen initiates the deposition
process in freshly refined fuels. Usually, over a range
of fuels, an inverse relationship exists between thermal
stability and oxidative stabilitysa fuel’s tendency to
oxidize. In other words, a fuel that oxidizes slowly is
likely to form more deposits than a fuel that oxidizes
rapidly.2,3 An exception would be a highly refined
hydrotreated fuel, which is required to have an anti-
oxidant added at the refinery to prevent oxidation. This
fuel would demonstrate low oxidation and low deposi-
tion until the antioxidant was consumed. To this end,
many laboratory tests have been developed to investi-
gate the thermal and oxidative stability of fuels. Be-
cause fuel in an aircraft experiences various tempera-
tures, flow rates, and oxygen levels, laboratory tests

must cover a wide range of conditions. In general, there
are two types of laboratory tests: static and flowing.

In flowing tests, air-saturated fuel passes through a
single-tube heat exchanger. The oxygen content is
limited to that which is dissolved in the fuel, which is
realistic; however, accelerated temperatures are usually
needed to produce measurable deposits. Frequently,
deposits are measured by carbon burnoff of the tube at
the completion of the test. Due to the large amounts of
fuel (many gallons) and relatively long test times (days)
that may be required, many flowing tests are not
practical for screening a large number of candidate
additives. Rather, the flowing rigs are useful for testing
a few promising additives and for studying jet fuel
behavior at various flow rates, temperatures, and
oxygen availabilities. The Phoenix rig is an example of
a flowing test that has been used for additive testing
and fundamental studies of jet fuel.4

In a static test, fuel is heated in the presence of air
or oxygen in a flask or reactor. Generally, deposits are
separated from the stressed fuel by filtration after
suitable cooling and then measured gravimetrically.
Static tests can be accelerated in time, temperature, and
oxygen availability. For example, Kendall and Mills
used a flask oxidation test to study the thermal stability
of kerosines.5 Static tests are useful for screening a large
number of additives because test times are short (hours)
and sample volumes are small (<100 mL). The Parr
bomb/quartz crystal microbalance (QCM) system meas-
ures oxidation and deposition of jet fuel simultaneously
in real time over a 15 h test run. The usefulness of the
QCM in fundamental studies of jet fuel and as an
additive screening tool has been demonstrated.6

(1) Heneghan, S. P.; Zabarnick, S.; Ballal, D. R.; Harrison, W. E.,
III J. Energy Resour. Technol. 1996, 118, 170-179.

(2) Heneghan, S. P.; Zabarnick, S. Fuel 1994, 73, 35-43.
(3) Hardy, D. R.; Beal, E. J.; Burnett, J. C. Proc. 4th Int. Conf.

Stability Handling Liq. Fuels 1992, 260-271.

(4) Heneghan, S. P.; Williams, T. F.; Martel, C. R.; Ballal, D. R. J.
Eng. Gas Turbines Power 1993, 115, 480-486.

(5) Kendall, D. R.; Mills, J. S. Ind. Eng. Chem. Prod. Res. Dev. 1986,
25, 360-366.

(6) Zabarnick, S.; Grinstead, R. R. Ind. Eng. Chem. Res. 1994, 33,
2771-2777.
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This paper will discuss another static test used to
evaluate jet fuels and jet fuel additivessan isothermal
oxidation apparatus (IOA). For this study, the IOA has
been modified to include an oxygen sensor. With the
oxygen sensor, the oxidation rate is measured in real
time over the 5 h test run. The amount of deposition is
determined gravimetrically by filtration at the end of
the run. This new technique will be used to study the
behavior of jet fuels and jet fuel additives as well as
the relationship between oxidation and deposition.

Experimental Section

All jet fuel samples were thermally stressed in an isothermal
oxidation apparatus (IOA, Falex Corporation) that meets the
criteria of ASTM 4871-88, “A Standard Guide for Universal
Oxidation/Thermal Stability Test Apparatus”.7 In the IOA, fuel
is heated in glass test tubes through which air is bubbled. The
IOA includes a heater block containing several test wells, a
temperature controller to maintain the heater block temper-
ature, and flow meters to regulate the air flow to the jet fuel
sample via a gas dispersion tube. The gas dispersion tubes
are made of 1/4 in. o.d. glass with a hollow fritted cylinder at
the tip. The fritted tip produces very fine bubbles of air, which
helps the oxygen to become dissolved in the fuel rapidly by
increasing the fuel/oxygen contact area. Past experiments
without the fritted tip showed that the rate of oxidation in
the fuel was limited by the ability of the oxygen to diffuse into
the fuel from a large bubble. The 150 mL glass test cell is
topped with a glass adapter that houses the Ingold dissolved
oxygen sensor, which measures the headspace oxygen concen-
tration. A condenser, which is supplied with 20 °C water via
a refrigerated recirculation bath, fits on top of the adapter.

All tests were performed using the following procedure. A
test run begins by calibrating the oxygen sensor in room
temperature air to read 20.9%. Then, the test cell containing
a 100 mL fuel sample is assembled with the adapter, oxygen
sensor, condenser, and gas dispersion tube. The fuel is sparged
with nitrogen until the oxygen sensor reads 0.0%. This
prevents oxidation from occurring while the fuel is heating to
the desired temperature. At this point, the entire test-tube
assembly is placed in the heated test well. The fuel takes
approximately 30 min to reach 180 °C. This temperature was
chosen because it falls within the range of the +100 temper-
ature increase and because moderate deposits can be produced
within the 5 h test period. Next air is added at 10 L/h and
data acquisition begins. The high flow rate rapidly saturates
the fuel with air, so the reaction rate is not limited by the rate
of oxygen introduction into the fuel. The fuel is cooled slightly,
2-3 °C, by this high flow rate, but the set-point temperature
is returned within 15 min. After 1 min, the flow rate is
adjusted to 1.3 L/h for the remainder of the test.

The temperature at the oxygen sensor remains fairly
constant at 24 ( 1 °C. The output of the oxygen sensor is read
by an Ingold dissolved oxygen microprocessor transmitter
(model 4300) whose output is sent to a digital multimeter
(Hewlett-Packard model 3478A) and recorded at 10 s intervals

by a personal computer for 5 h. After 5 h, the air flow is
stopped and the test tube assembly removed from the test well
and allowed to cool overnight. The next day bulk deposits are
collected on a preweighed 4.7 cm 1 µm glass microfiber filter
(Whatman, EPM 2000) by vacuum filtration. Surface deposits
on the test cell and the glass blower tube are not evaluated.
The filter is rinsed with heptane and then dried in an oven at
110 °C for a minimum of 3 h. The filter is cooled in a desiccator
and then weighed. The results are reported as milligrams of
solid.

To generate reproducible oxidation results, a scrupulous
cleaning technique for all the glassware was essential. Trace
amounts of metals, surfactants, and other contaminants can
alter the oxidation rate of a fuel. The following procedure, a
modified version of a procedure developed by Kendall and
Mills, was used to clean the glassware.5 The test tubes were
soaked in Citranox acid cleaner for 2 h, rinsed with distilled
water, rinsed with acetone, soaked in 0.1 N methanolic
potassium hydroxide for 2 h, rinsed again with distilled water,
and then dried. The condenser was rinsed with heptane
followed by acetone, while the adapter was washed with soapy
water. New gas dispersion tubes are used for each run because
attempts to clean and reuse them were not successful.

Additives for this study were received from various suppliers
and are listed in Table 1. The fuels for this study were acquired
from the Advanced Concepts and Propulsion Division of the
Air Force Research Laboratories. Some properties of these
fuels are listed in Table 2.

Results and Discussion

The oxygen data will be presented as the headspace
oxygen in percent vs time. In Figure 1 the oxygen
profiles of a fast and slow oxidizing fuel are shown. The
headspace oxygen level goes from 0.0 to 20.9% in about
1 min for both fuels. This corresponds to the time that
the air flow rate is 10 L/h. The headspace reading
corresponds to the amount of oxygen that is not con-
sumed by the fuel. So, for a fuel with a slow oxidation
rate, the sensor will read close to 20.9%. A fast oxidizing
fuel, on the other hand, consumes a large portion of the
oxygen; therefore, the headspace reading will be low.
Notice that both fuels also exhibit an approximately 20
min induction periodsthe early period during which the
oxidation rate is relatively slow.

The total amount of oxygen consumed can be calcu-
lated by converting the headspace oxygen to consumed
oxygen (20.9 minus the probe reading) then summing

(7) 1997 Annual Book of ASTM Standards, ASTM: Philadelphia,
PA, 1997; Vol. 05.03, pp 175-178.

Table 1. Identification of Additives Studied

treat rate (mg/L)

additive supplier Fuel 3204 Fuel 3166 compound percent active ingredient

BHT Aldrich 25, 100 25 2,6-di-tert-butyl-4-methylphenol 100
AO-24 DuPont 25, 100 N,N′-di-sec-butyl-p-phenylenediamine 50
hexyl sulfide Aldrich 3000 95
MDA DuPont 22 2 N,N′-disalicylidene-1,2-propanediamine 73-75
SPEC•AID 8Q405 BetzDearborn 100 proprietary proprietary
SPEC•AID 8Q462 BetzDearborn 256 SPEC•AID 8Q405/BHT/MDA proprietary

Table 2. Properties of Fuels Studied

fuel type
total sulfur

(ppm)
copper
(ppb)

iron
(ppb)

2962 JP-5 438
2963 JP-5 438 98 60
2926 Jet A 524 <5 10
3166 Jet A 1200 <5 <5
3119 Jet A 1000 7 26
2827 Jet A 763 <5 8
3204 JP-5 0
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the area under the curve after the 1 min high-flow
aeration period. An air flow rate of 1.3 L/h of air
corresponds to 2.0 × 10-4 mol of O2/min. If the oxygen
sensor reading is 20.9%, then the amount of oxygen
consumed is 0. If the oxygen sensor reading is 0.0%,
then the amount of oxygen consumed is 2.0 × 10-4 mol
of O2/min. The maximum amount of oxygen that could
be consumed during a 5 h run would be 6.0 × 10-2 mol.
For comparison, the QCM has about 4.5 × 10-4 mol of
oxygen available in the headspace and in the fuel.8 The
QCM has less available oxygen because it is a closed
system.

A group of fuels were evaluated for both deposition
and oxidation characteristics in the IOA at 180 °C. The
sulfur, copper, and iron content of each fuel is listed in
Table 2. Sulfur-containing compounds are thought to
play an important role in increasing deposition, and
they have been implicated in slowing or delaying
oxidation.9 Fuel reacts with metal surfaces in transit,
thereby acquiring dissolved metals. Dissolved metals
copper and iron are noted for decreasing thermal
stability.10 The amount of solids collected on a 1 µm
filter, the amount of oxygen consumed during the 5 h
run, and the amount of deposition produced per mole
of oxygen for this group of fuels are listed in Table 3.

As a general trend, a fuel that consumes oxygen
slowly tends to produce deposits.2 An example of this
phenomenon is fuel 2962sit consumes the least amount
of oxygen and it has one of the highest depositions of
this group of fuels. Fuel 2963 is fuel 2962 that has been
spiked with 98 ppb of copper. The copper causes an
increase in oxygen consumed in this fuel by an order of
magnitude, from 1.72 × 10-3 to 15.8 × 10-3 mol. This

increase in oxidation rate also has the detrimental effect
of increasing the deposition. This observation agrees
with previous studies showing that copper is detrimen-
tal to thermal stability. The remedy for this type of fuel
is usually an additive that will hold insoluble deposition
products in solution by preventing agglomeration. An
antioxidant is generally ineffective because the fuel
already contains many natural antioxidants that con-
tribute to its inherently slow oxidation rate.

On the other hand, fuel 3204 consumes oxygen rapidly
but produces little deposits under these stressing condi-
tions. Fuel 3204 contains very few naturally occurring
antioxidants and the concentration of sulfur is low. An
antioxidant will generally be beneficial for this type of
fuel because it will be effective in delaying oxidation,
thereby delaying any deposition that may occur. Al-
though 3204 and 2962 represent extremes in this group
of fuels, most fuels fall somewhere in between, in which
the oxidation rate and deposition amount are both
moderate.

It is apparent that the oxygen sensor can provide
valuable information about the oxidation characteristics
of a given fuel. In the following sections we will explore
the use of this device in studying the behavior of
potential jet fuel additives.

Antioxidant Behavior. A free radical, autoxidation
chain mechanism has been proposed to describe fuel
oxidation and deposition behavior.2 Zabarnick modeled
the autoxidation sequence and expanded it to include
reactions that account for autoacceleration.11,12 The
classical autoxidation chain mechanism of jet fuel is
shown in Figure 2. An initiation reaction results in the
formation of an alkyl radical, R•. The alkyl radical reacts
with dissolved oxygen, O2, to form an alkylperoxy
radical, RO2

•. The alkylperoxy radical, RO2
•, reacts with

another fuel molecule, RH, to generate a hydroperoxide,
RO2H, and another alkyl radical, R•, thus propagating
the chain mechanism. Autoacceleration occurs when the
hydroperoxide decomposes to form two radicals: RO•

and •OH. The multiple arrows indicate that these two
radicals further react to contribute to the pool of alkyl
radicals, R•.

Antioxidants are commonly used in hydrocarbon
liquids to slow and/or delay autoxidation. For example,
hindered phenols and phenylenediamines break the
chain mechanism by intercepting the alkylperoxy radi-
cal, RO2

•.13 Peroxide decomposers break down hydro-
peroxides by a nonradical pathway, thus preventing
their decomposition into free radicals.14 Metal deactiva-
tors complex with metal ions, preventing metal-cata-

(8) Zabarnick, S. Ind. Eng. Chem. Res. 1994, 33 (5), 1348-1354.
(9) Kauffman, R. E. J. Eng. Gas Turbines Power 1997, 119, 322-

327.
(10) Handbook of Aviation Fuel Properties; CRC Report No. 530,

1983; p 100.

(11) Zabarnick, S. Ind. Eng. Chem. Res. 1993, 32, 1012-1017.
(12) Zabarnick, S. Energy Fuels 1998, 12, 547-553.
(13) Pedersen, C. J. Ind. Eng. Chem. 1956, 48, 1881-1884.
(14) Denison, G. H., Jr.; Condit, P. C. Ind. Eng. Chem. 1945, 37,

1102-1108.

Figure 1. Headspace oxygen profiles for a fast and slowly
oxidizing fuel.

Table 3. Deposition, Oxygen Consumption, and
Deposition/Consumed Oxygen for Various Fuels

fuel
solids
(mg)

O2 consumed
(mol × 10-2)

solids/O2 consumed
((mg/mol) × 103)

2962 23.3 0.172 13.5
2963 48.4 1.58 3.06
2926 8.9 0.363 2.5
3166 13.6 0.500 2.72
3119 9.5 0.569 1.7
2827 16.7 1.15 1.45
3204 0 4.02

Figure 2. Autoxidation chain mechanism of jet fuel.
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lyzed reactions that produce free radicals. Each of these
antioxidants lowers the concentration of free radicals
either by preventing their formation or rapidly removing
them after they have been formed. The aforementioned
induction period is likely related to the time it takes a
fuel to build up radical concentrations to a steady-state
level.

To study the effect of the various types of antioxidants
in our system, fuel 3204 was blended with the following
additives: BHT (a hindered phenol), AO-24 (a phenyl-
enediamine), hexylsulfide (a peroxide decomposer), and
MDA (a metal deactivator). Fuel 3204 is a fast oxidizing
JP-5 fuel that produces no deposits under these operat-
ing conditions. Therefore, any deposition and/or delays
in oxidation due to an additive will be readily apparent.

Fuel 3204 blended with AO-24 or BHT displays
progressively longer delays in oxidation with increasing
antioxidant concentration as shown in Figure 3. Notice
that BHT is not as effective at delaying oxidation as AO-
24 at a given concentration. For example, 100 mg/L of
BHT offers a 6 min delay while the same concentration
of AO-24 gives a 36 min delay. One way antioxidants
can be ranked is by the delay that they provide in a
fast oxidizing fuel. This provides a way to compare the
effectiveness of candidate antioxidants in jet fuel. This
is a new capability for the IOA, since only deposition
data was available before the oxygen sensor was in-
stalled. Both antioxidants extend the induction time,
but the final oxidation rate remains the same. Zabarnick
and Whitacre observed similar behavior for BHT in a
fast oxidizing fuel stressed in the QCM.15 They showed
that BHT slowed the oxidation rate until it was con-
sumed, then the autoxidation continued at a more rapid
rate.

Condit and Denison have shown that alkylsulfides can
decompose hydroperoxides to nonradical products dur-
ing lubricating oil oxidation.14 This results in a reduced
oxidation rate in these oils. In Figure 4 we show the
effect of hexyl sulfide (3000 mg/L) on the oxidation rate
of fuel 3204. Note that this corresponds to approxi-
mately 0.06 wt % of sulfur, while the ASTM specification
for JP-5 fuel allows a maximum of 0.4 wt %. The hexyl
sulfide has no effect on the induction period but does
change the final oxidation rate of fuel 3204. Since it is
likely that radical and peroxide concentrations are

building up during the induction period, it is expected
that the hexyl sulfide would not have an effect during
this time. However, after about 30 min, a much slower
oxidation rate is observed when the hexyl sulfide is
present. We calculate that the total oxygen consumption
is reduced by approximately 70% due to the presence
of the additive. This would support the premise that the
hexyl sulfide is decomposing the hydroperoxides by a
nonradical pathway, since a decrease in oxidation rate
is observed. One can also conclude that the hydroper-
oxide decomposition strongly influences the overall
oxidation rate for this fuel at this temperature.

The metal deactivator MDA had little effect on the
oxidation of fuel 3204. A slight delay in the onset of
oxidation is observed. This fuel has negligible levels of
dissolved metals; thus, no effect would be expected. No
measurable deposition was obtained for any of the runs
with 3204 blended with antioxidants.

Additive Package Studies. It is convenient to
evaluate antioxidants in a fast oxidizing fuel so that a
delay in oxidation can be observed. However, fuels that
oxidize rapidly often produce few deposits. Fuels that
produce deposits are needed to study the ability of an
additive to reduce deposition. For example, dispersants
are used in some military fuels to prevent deposition
by surrounding polar species and preventing them from
agglomerating and/or reacting to form larger species
that ultimately produce deposits. Fuel 3166 is a com-
mercial Jet A fuel that oxidizes slowly and produces a
moderate amount of deposits under these stressing
conditions. This fuel was blended with a dispersant
(SPEC•AID 8Q405), an antioxidant (BHT), a metal
deactivator (MDA), and a package containing all three
additives (SPEC•AID 8Q462). Headspace oxygen curves
for fuel 3166 with and without additives are shown in
Figures 5 and 6. The unadditized fuel shows the fastest
oxidation rate initially (0.5-1.5 h). All fuel/additive
combinations have slower oxidation rates throughout
the run compared to the neat fuel, except for 3166 with
SPEC•AID 8Q405 at longer times. The reason for this
observation is not readily apparent.

Table 4 summarizes the amount of solids collected on
a 1 µm filter, the amount of oxygen consumed during
the 5 h run, and the deposition normalized to the
amount of oxygen consumed for fuel 3166 blended with
additives. The deposition per consumed oxygen of un-
additized 3166, 3166 with MDA, and 3166 with BHT is
2.67 × 103, 2.1 × 103, and 2.3 × 103 mg/mol, respec-

(15) Zabarnick, S.; Whitacre, S. D. J. Eng. Gas Turbines Power 1998,
120, 519-525.

Figure 3. Fuel 3204 with no additives (2), BHT at 25 mg/L
(b), BHT at 100 mg/L (9), AO-24 at 25 mg/L (O), and AO-24
at 100 mg/L (0).

Figure 4. Fuel 3204 with no additives (2), and hexylsulfide
at 3000 mg/L (b).
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tively. Even though the amount of deposits and oxygen
consumed are less when these two additives are present,
the amount of solids produced per mole of oxygen
consumed is about the same as the unadditized fuel.
This indicates that the MDA and BHT are slowing the
oxidation rate, which directly results in reduced deposi-
tion. Also of interest is that when MDA is present in

fuel 3166, the amount of oxygen consumed decreases
from 5.09 × 10-3 to 1.23 × 10-3 mol. This implies that
dissolved metals play a significant role in the oxidation
of this fuel since the metal deactivator has such a
dramatic effect. Since the copper and iron contents of
this fuel were each <5 ppb, it is likely that there are
significant levels of other metals that catalyze the
oxidation of fuel 3166. Another possibility is that MDA
is acting in a way other than by chelation of dissolved
metals. Compounds with an easily extractable hydrogen
atom have antioxidant properties, and the MDA mol-
ecule has two easily abstractable phenolic hydrogen
atoms.

On the other hand, the 3166 with SPEC•AID 8Q405
produces 0.64 × 103 mg of deposition per mole of oxygen
consumed. The amount of oxygen consumed for this run
is slightly greater than the neat fuel; however, the
deposition is greatly reduced. This indicates that the
dispersant, SPEC•AID 8Q405, reduces deposition inde-
pendently of affecting the oxidation rate. This type of
behavior is fully expected for a dispersant type of
additive.

Fuel 3166 with the additive package SPEC•AID
8Q462 represents the best combination overall because
the oxygen consumption and deposition are both mini-
mized. SPEC•AID 8Q462 is currently being used in the
field as an additive for JP-8+100 fuel with excellent
results.1 The additive package combines the separate
actions of MDA and BHT which slow the oxidation and
SPEC•AID 8Q405 which prevents deposition.

Conclusions

The IOA equipped with an oxygen sensor provides
real-time data for the oxidation of jet fuels and jet fuels
blended with additives in addition to deposition data
at the end of the run. Antioxidant additives can be
evaluated based on their ability to delay oxidation in a
fast oxidizing fuel when the oxygen sensor is present.
Also, the deposition produced per mole of oxygen
consumed is used to evaluate additives based on their
ability to reduce deposition and to understand how
additives affect the deposition/oxidation mechanism in
a particular fuel.
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Figure 5. Fuel 3166 with no additives (2), BHT (9), and MDA
(b).

Figure 6. Fuel 3166 with no additives (2), SPEC•AID 8Q405
(O), and SPEC•AID 8Q462 (0).

Table 4. Deposition, Oxygen Consumption, and
Deposition/Consumed Oxygen for Fuel 3166 Additive

Blends

fuel/additive blends
solids
(mg)

oxygen
consumed

(mol × 10-3)

solids/O2
consumed

((mg/mol) × 103)

3166 13.6 5.09 2.67
3166 with MDA 2.6 1.23 2.1
3166 with BHT 6.9 3.00 2.3
3116 with SPEC•AID

8Q405
4.3 6.68 0.64

3166 with SPEC•AID
8Q462

0.8 1.07 0.7
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Inhibition of Jet Fuel Oxidation by Addition of
Hydroperoxide-Decomposing Species

S. Zabarnick* and M. S. Mick

University of Dayton Research Institute, Aerospace Mechanics Division, 300 College Park,
Dayton, Ohio 45469-0140

We have explored the use of hydroperoxide decomposing species for inhibiting oxidation in jet
fuel. We find that hydroperoxide decomposing species, such as alkyl sulfides, do not slow or
delay oxidation in hydrocarbon solvents at 140 °C. However, when phenolic species are also
present, such as those naturally occurring in fuel or by addition of hindered phenols, substantial
delays in oxidation are observed. We used a pseudo-detailed chemical kinetic mechanism to
provide insight into the oxidation process. The combination of hydroperoxide decomposer and
hindered phenol can substantially inhibit oxidation of fuel under the conditions studied here.

Introduction

The introduction of additives into petroleum liquids
to improve properties or characteristics has been used
successfully for many decades. Currently, additives
which may be used in the U. S. Air Force primary jet
fuel, JP-8, include icing inhibitors, corrosion inhibitors,
antioxidants, metal deactivators, and static dissipators.
Recently, the U. S. Air Force JP-8+100 program has
developed an additive package which significantly in-
creases the thermal stability (tendency to resist deposit
formation) of the fuel, preventing the formation of
deposits which result from fuel oxidation within aircraft
fuel systems.1,2 This additive package presently includes
a dispersant, an antioxidant, and a metal deactivator.
While a wide variety of additive types were investigated
in the JP-8+100 program, the use of hydroperoxide
decomposers to slow or delay oxidation has not received
significant attention. Hydroperoxide-decomposing ad-
ditives have been used in lubricants and polymers to
decompose alkyl hydroperoxides formed during oxida-
tion into nonradical products.3 In the present study, we
explore the role that hydroperoxide decomposers play
in slowing or delaying autoxidation of jet fuel. We also
study the synergism of these species with other additive
types. In addition, pseudo-detailed chemical kinetic
modeling was performed to provide insight into the
chemical mechanism of additive behavior. We have also
used the insights provided by these studies to help in
understanding the various oxidation characteristics of
fuels.

Experimental Section

Fuel oxidation and deposition characteristics were
evaluated in the quartz crystal microbalance (QCM)
Parr bomb system that has been described in detail
previously.4,5 Most fuel oxidation tests were run at 140
°C and 1 atm of air initial pressure. The reactor is
heated with a clamp-on band heater, and its tempera-
ture is controlled by a PID controller via a thermocouple
immersed in the fuel. The device is equipped with a

pressure transducer (Sensotec) to measure the absolute
headspace pressure and a polarographic oxygen sensor
(Ingold) to measure the headspace oxygen concentration.
The oxygen sensor and pressure gauge allow us to follow
the oxidation process. As oxygen is consumed in the
liquid, oxygen in the headspace diffuses into the liquid,
resulting in a decrease in the headspace oxygen con-
centration. The reactor also contains a radio frequency
feedthrough, through which the connection for the
quartz crystal resonator is attached. The crystals are
2.54 cm in diameter and 0.33 mm thick and have a
nominal resonant frequency of 5 MHz. The crystals were
acquired from Maxtek Inc. and are available in crystal
electrode surfaces of gold, silver, platinum, and alumi-
num. For the studies reported here gold crystal elec-
trodes were used. The QCM measures deposition (i.e.,
an increase in mass) which occurs on overlapping
sections of the two-sided electrodes. Thus, the device
responds to deposition which occurs on the metal surface
and does not respond to deposition on the exposed
quartz. Deposition measurements for the additized fuels
(Exxsol D110 and F-2747) will not be shown in this
study because the fuels, and fuels with additives,
produce very low levels of deposition (<1.0 µg/cm2).

A personal computer is used to acquire data at 1 min
intervals during the experimental run. The following
data are recorded during a run: temperature, crystal
frequency, headspace pressure, headspace oxygen con-
centration, and crystal damping voltage. The reactor is
charged with 60 mL of fuel, which is sparged with air
for 1 h before each test. The reactor is then sealed, and
the heater is started. All runs in this study were
performed at 140 °C; heat-up time to this temperature
is 40 ( 5 min. Most runs are conducted for 15 h, after
which the heater is turned off and the reactor is allowed
to cool. Surface mass measurements can only be deter-
mined during the constant temperature ((0.2 °C) por-
tion of an experimental run. The crystal frequency is
converted to a surface mass measurement using a
process described previously.5 Post-test analyses of
hydroperoxide concentrations were performed using a
cyclic voltammetry technique.6 Fuels were acquired
from the U. S. Air Force Research Laboratory, Propul-
sion Directorate. Exxsol D110 was acquired from Exxon.
Some properties of the fuels studied are summarized
in Table 1.

* Telephone: (937) 255-3549. Fax: (937) 252-9917. E-mail:
zabarnic@saber.udayton.edu.
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Results and Discussion

Hydroperoxide Decomposer Experimental Study.
The ability of hydroperoxide decomposing species to slow
or delay oxidation of petroleum liquids has been ex-
plored in some detail previously. In particular, Denison
and Condit7,8 showed that alkyl sulfides and selenides
provide substantial oxidation delays in the autoxidation
of desulfurized lubricating oils. They showed that alkyl
sulfides react with alkyl hydroperoxides via a nonradical
pathway to produce a sulfoxide and an alcohol,

The removal of these hydroperoxides via this nonradical
process results in significant slowing of the hydrocarbon
oxidation rate due to the prevention of their thermal
decomposition into radicals, which may accelerate au-
toxidation.

To confirm these results we tested Exxsol D110, a
dearomatized, low-sulfur hydrocarbon solvent, with
various levels of added hexyl sulfide. The results for the
neat solvent and two concentrations of hexyl sulfide are
shown in Figure 1. The figure shows that even up to
relatively high levels of added hexyl sulfide, no delay
or slowing of oxidation was observed, in marked contrast
to the results of Denison and Condit.

To further explore the cause for this discrepancy, we
added hexyl sulfide to a hydrotreated jet fuel, F-2747.
The results are shown in Figure 2. The figure shows
that, in contrast to Exxsol D110, this Jet A-1 fuel
displays substantial delays in oxidation upon addition
of hexyl sulfide. What is it that is causing this difference
in behavior between these two systems upon addition
of hexyl sulfide? One clue is apparent when looking at
the oxidation curves for the two neat fuels, shown in
Figure 2. Under these conditions, fuel F-2747 oxidizes
much more slowly, consuming the available oxygen in
4.5 h, than does Exxsol D110, which consumes the

available oxygen in 2.5 h. It is apparent that there are
naturally occurring or added species in the jet fuel that
slow the oxidation relative to Exxsol D110. Can the
presence of these species result in the substantial
oxidation delays observed in the presence of hexyl
sulfide? What are these species?

The JP-8 specification (MIL-T-83133D) requires an
antioxidant to be added to hydrotreated fuel and offers
the supplier the option of adding antioxidants to non-
hydrotreated fuel. The Jet A-1 specification (D1655)
does not require antioxidants but offers the refinery the
option of adding one of four antioxidants. Thus, this Jet
A-1 fuel may contain up to 24 mg/L of either phenylene
diamine or hindered phenol antioxidants. In addition,
naturally occurring antioxidants, such as phenols, sul-
fur, and nitrogen compounds, may be present in the fuel.
We posit that the slower oxidation of the jet fuel versus
Exxsol D110 observed in Figure 2 is due to the presence
of antioxidants such as phenols. Two methods to test
this supposition are (1) remove the antioxidants from
F-2747 to observe if added hexyl sulfide still results in
oxidation delays, and (2) add a phenolic species along
with hexyl sulfide to a low-phenol solvent such as Exxsol
D110.

To test the first method, we used silica gel solid-phase
extraction (SPE) of the fuel to remove phenolic species.
Previous work has shown that SPE is quite successful
at removing phenolic species from hydrocarbon liq-
uids.9,10 Fuel F-2747 (60 mL) that was passed through
a 1 g silica gel SPE cartridge was stressed for 15 h at
140 °C. The oxidation curve is shown in Figure 2. The
resulting fuel oxidizes quite rapidly, yielding an oxida-
tion curve that is identical to that of Exxsol D110. This
further supports the supposition that phenolic species
in fuel F-2747 are responsible for its slower oxidation
than Exxsol D110. Also plotted in the figure is the
oxidation curve for fuel F-2747 that was SPE treated
and subsequently additized with 2900 mg/L hexyl
sulfide. The curve shows that removing the phenolic
species in F-2747 via SPE results in a fuel that no longer
responds to the addition of hexyl sulfide. This evidence
supports our supposition that the oxidation slowing
observed upon addition of hexyl sulfide to jet fuel is due
the concurrent presence of phenolic species.

To test the second method, we added 2,6-di-tert-butyl-
4-methylphenol (also known as BHT or butylated hy-

Table 1. Properties of Fuels Studied

fuel no. and
designation

sulfur
(ppm)

aromatics
(vol %)

QCM
deposition
(µg/cm2)

relative
oxidation

rate

Exxsol D110, solvent 3 <1 0.5 fast
F-2747, Jet A-1 37 19 0.9 moderate
F-2827, Jet A 763 19 3.0 slow

Figure 1. Headspace oxygen vs time for the oxidation of Exxsol
D110 neat and with added hexyl sulfide.

RSR + ROOH f R2SdO + ROH

Figure 2. Headspace oxygen vs time for Exxsol D110, fuel F-2747,
F-2747 with added hexyl sulfide, F-2747 SPE, and F-2747 SPE
with added hexyl sulfide.
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droxytoluene) with and without hexyl sulfide to Exxsol
D110. The results are plotted in Figure 3. This figure
shows that when 30 mg/L of BHT is added to Exxsol
D110, there is a resulting 10 h delay before oxidation
occurs. The initial slow oxidation during the first 10 h
is due to the interception of alkylperoxy radicals by
BHT. Previous work in our laboratory has shown that
the subsequent rapid oxidation, which occurs here at
10 h, is due to the consumption of BHT below some
critical concentration.4 The most striking observation
from Figure 3 is the extremely slow oxidation which
occurs when both BHT and hexyl sulfide are present.
This run was extended beyond the normal 15 h period.
The plot shows that even after 60 h over 60% of the
oxygen still remains.

This extremely slow oxidation observed when both
BHT and hexyl sulfide are present is indicative of a
synergistic slowing of oxidation since this oxidation
delay is significantly greater than the sum of the
individual additives. Synergism between various classes
of antioxidants has been observed previously.11 Pseudo-
detailed chemical kinetic modeling performed in our
laboratory has predicted the observed behavior between
alkylperoxy radical-inhibiting antioxidants and hydro-
peroxide decomposing species.12 We can now see that
the slow oxidation with added alkyl sulfides observed
by Condit and Denison in lubricating oils, but not
observed here in neat Exxsol D110, is due to the
presence of naturally occurring antioxidants in these
lubricating oils, presumably alkylperoxy radical inhibi-
tors such as phenols. We have shown that under our
conditions alkyl sulfides alone do not slow/delay oxida-
tion, but in the presence of inhibiting phenols, a
substantial synergistic slowing of oxidation is observed.

To study the synergism between a hydroperoxide
decomposer and a phenol in further detail, we thermally
stressed Exxsol D110 at various concentrations of added
BHT and hexyl sulfide. Figure 4 shows oxidation plots
for Exxsol D110 with 25-30 mg/L BHT in which the
hexyl sulfide concentration was varied over the range
0-9900 mg/L. Figure 5 shows oxidation plots for Exxsol
D110 with 10,000 mg/L hexyl sulfide in which the BHT
concentration was varied over the range 10-30 mg/L.
Figure 4 shows that at hexyl sulfide concentrations at
or below 4000 mg/L no synergistic slowing of the
oxidation is observed. However, when the hexyl sulfide

concentration is increased to 9900 mg/L, a substantial
synergism is apparent. Figure 5 shows that at BHT
concentrations at or below 17.5 mg/L no synergism is
seen; however, at BHT concentrations of 20 mg/L and
higher, this synergism becomes obvious. These figures
show a rather sudden change to synergistic oxidation
slowing as the BHT or hexyl sulfide concentration is
increased by relatively small increments.

Table 2 summarizes post-test hydroperoxide mea-
surements performed in these fuels with various levels
of BHT and hexyl sulfide. The table shows that the
presence of hexyl sulfide, in both Exxsol D110 and fuel
F-2747, does reduce the measured hydroperoxide con-
centration, confirming its effect as a hydroperoxide

Figure 3. Headspace oxygen vs time for Exxsol D110 neat, with
added BHT, with added hexyl sulfide, and with added BHT and
hexyl sulfide.

Figure 4. Headspace oxygen vs time for Exxsol D110 neat and
with added BHT (25-30 mg/L) at various levels of added hexyl
sulfide.

Figure 5. Headspace oxygen vs time for Exxsol D110 with 10,000
mg/L hexyl sulfide at various levels of added BHT.

Table 2. Peroxide Concentrations Measured in
Post-stressed Fuel Samples

post-test fuel sample
peroxide concn

(mmoles/L)

Exxsol D110 0.49 ( 0.10
Exxsol D110 w/25-30 mg/L BHT

and 1400-3300 mg/L hexyl sulfide
0.20 ( 0.10

Exxsol D110 w/10,000 mg/L hexyl sulfide
and 10-30 mg/L BHT

0.06 ( 0.10

F-2747 1.03 ( 0.10
F-2747 w/3206 mg/L hexyl sulfide 0.20 ( 0.10
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decomposer. In Exxsol D110, higher levels of added
hexyl sulfide result in somewhat lower hydroperoxide
concentrations. These results support the conclusion
that the addition of hexyl sulfide does result in the
decomposition of alkyl hydroperoxides under these
conditions.

Chemical Kinetic Modeling. To better understand
the chemistry which occurs in this system, particularly
the concentration dependence and synergism observed
experimentally, we employed a pseudo-detailed chemi-
cal kinetic model of fuel autoxidation that was developed
previously.12 The complete mechanism with rate coef-
ficients is shown in this previous publication. Figure 6
is a simplified schematic diagram of the main reactions
in the autoxidation cycle used in the mechanism, in-
cluding the interception of alkylperoxy radicals (RO2‚)
by peroxy radical inhibiting antioxidants (AH, for which
we employ BHT) and the interception of alkyl hydro-
peroxides by hydroperoxide decomposers (SH, for which
we employ hexyl sulfide). In previous work, we demon-
strated that the mechanism predicts a strong synergism
between these two species in slowing/delaying oxidation
at 185 °C.12 For the present study, we have attempted
to model the oxidation behavior at 140 °C by varying
the concentrations of AH and SH independently in the
presence of both species, as was shown experimentally
in Figures 4 and 5.

The calculated oxidation plots are shown in Figures
7 and 8. In Figure 7, the AH concentration was held at
1.0 × 10-4 M while the SH concentration was varied

over the range 1.0-3.0 × 10-5 M. This level of BHT
corresponds to 21.9 mg/L. The SH concentration used
in the model does not directly correspond to a hexyl
sulfide concentration as the peroxide decomposition rate
parameters used in the model are not based on rate
constant measurements, but rather, a “fast” rate con-
stant was used to maximize the importance of this
process.12 This simplification of the ROOH + SH reac-
tion is necessary as rate parameters are not known at
140 °C, and the identity of the many possible hydrop-
eroxide compounds that may be present are not known.
Thus, the SH concentrations used in the model appear
low compared with the hexyl sulfide concentrations used
in the experiments. The figure shows that as SH is
added at (1.0-1.5) × 10-5 M only modest additional
delays are observed in oxidation above that provided by
the peroxy radical inhibitor, AH. However, once the SH
concentration reaches 3.0 × 10-5 M, oxidation is nearly
completely stopped for the entire 15 h period. This type
of behavior is very similar to that observed in the
experimental measurements of Figure 4. Note that a
direct quantitative comparison between the experimen-
tal measurements and the calculated results cannot be
performed as the Parr bomb technique is complicated
by the presence of headspace oxygen and diffusional
effects.5 In Figure 8, the SH concentration was held at
1.5 × 10-5 M while the AH concentration was varied
over the range 0.5-2.0 × 10-4 M. The figure shows that
while increasing AH over the range 0.5-1.0 × 10-4 M
does delay oxidation, a more substantial delay is ob-
served when the AH concentration reaches 2.0 × 10-4

M. This behavior is quite similar to that observed
experimentally in Figure 5.

Let us now explore the autoxidation cycle, shown in
Figure 6, in more detail to attempt to understand the
behavior that is observed experimentally. One inter-
pretation of the data of Figure 1 is that the main
autoxidation cycle, where fuel molecules (RH) are
converted to hydroperoxides via peroxy radicals (RO2),
is fast relative to unimolecular hydroperoxide decom-
position,

where hydroperoxides decompose to yield radicals which
may accelerate the overall oxidation process. Thus,
addition of a hydroperoxide decomposer (SH) will have

Figure 6. Autoxidation cycle showing interception of alkylperoxy
radicals by peroxy radical-inhibiting antioxidants (AH) and inter-
ception of alkyl hydroperoxides by hydroperoxide decomposers
(SH).

Figure 7. Calculated headspace oxygen concentration vs time for
AH at 1.0 × 10-4 M at various SH levels.

Figure 8. Calculated headspace oxygen concentration vs time for
SH at 1.5 × 10-5 M at various AH levels.

RO2H f RO + OH
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little effect on slowing the overall oxidation rate, because
unimolecular hydroperoxide decomposition is already
slow relative to the overall oxidation process. This
reasoning can also explain the observation that the
presence of a peroxy radical inhibitor (AH) then allows
oxidation delays to be observed upon addition of SH, as
observed in Figure 3. This occurs because AH can slow
the main cycle by intercepting peroxy radicals, thereby
increasing the relative importance of hydroperoxide
thermolysis to yield radicals which accelerate the overall
oxidation. Thus, unimolecular hydroperoxide decompo-
sition becomes more important relative to the overall
oxidation rate, and slowing it by addition of hydroper-
oxide decomposers now results in a slowing of the
overall oxidation rate. This reasoning then successfully
explains the observation that the hydroperoxide decom-
poser is able to delay oxidation only in the presence of
the peroxy radical inhibitor. This peroxy radical inhibi-
tor can be added to the system, as in the case of BHT,
or be naturally occurring, as in the case of a distillate
fuel.

The modeling results show that, when both species
are present, the presence of the peroxide decomposer
lowers the radical production rate enough to signifi-
cantly slow the consumption of the peroxy radical-
inhibiting antioxidant. Thus, AH survives longer, and
the change to faster oxygen consumption occurs later.
Also, the presence of the peroxy radical inhibitor slows
the main chain, which greatly slows the production of
hydroperoxides. As the production of hydroperoxide is
slowed, the consumption of hydroperoxide decomposer
is reduced. Thus, the peroxy radical inhibitor and the
hydroperoxide decomposer act together to prevent/delay
the consumption of the other. In this way, consumption
of both species is greatly slowed, and their combined
effect in slowing oxidation of the fuel continues for
extended periods. These mechanistic arguments help
explain the synergism observed.

Other explanations for the observed synergism are
also possible and cannot be excluded on the basis of the
present data or analysis. Synergism can also occur if
the peroxy radical inhibitor is able to prevent other
radicals, such as peroxy radicals, from attacking the
hydroperoxide decomposer. Also, the reaction of alkyl
sulfides with peroxides may involve a more complex
process than the simple bimolecular reaction considered
here. Indeed, other workers have demonstrated that the
combination of the reaction rate and order is a strong
function of various parameters including solvent acidity
and the structure of the hydroperoxide.13,14

Practical Implications. Let us now focus on the
practical implications of using alkyl sulfide hydroper-
oxide decomposing species in jet fuels and other distil-
late fuels. We have shown that the addition of such
species along with a peroxy radical inhibitor, such as
BHT, can greatly slow or delay the autoxidation chain
under the conditions studied. This significantly slowed
oxidation can benefit fuel storage and handling in many
ways. This combination of additives could provide
reduced oxygen consumption and lower levels of hydro-
peroxides formed during fuel storage. Hydroperoxides
formed in storage have been implicated in the degrada-
tion of elastomers used in fuel tank sealants and
gaskets. Hydroperoxides formed during fuel recircula-
tion in military aircraft contribute to a faster oxidation
rate and resulting increased deposition on fuel system
surfaces. We have not shown the potential reduction in

deposition which can be observed upon delaying or
slowing oxidation, as the fuels studied here (Exxsol
D110 and F-2747) produce very low deposition levels.

These benefits do not come without potential disad-
vantages. Hexyl sulfide levels of up to 10 g/L were
required in many of the present experiments. This
corresponds to the addition of ca. 0.2% sulfur to a fuel.
The JP-8 specification (MIL-T-83133D) limits the total
sulfur level to a maximum of 0.3%. Thus, the addition
of this level of hexyl sulfide may create an off-specifica-
tion fuel. The sulfur content of fuel is limited for a
variety of reasons. The combustion emissions of oxidized
sulfur compounds is undesirable for environmental
reasons. The sulfur content is controlled to limit poten-
tial corrosion problems in the engine. Sulfur compounds
are also known for promoting deposition in fuel systems.
In addition to the desire to limit sulfur compounds in
jet fuel, the issue of cost is another downside for the
use of hexyl sulfide. The high concentrations needed
would result in the additive combination being prohibi-
tively expensive. These disadvantages indicate that
alternative species will need to be found to allow the
practical use of hydroperoxide decomposing species in
jet fuel. Ideally, these species would contain no sulfur
and would be effective at relatively low concentrations
(<100 mg/L).

Interpretation of the Oxidation Characteristics
of Fuels. We will now use the results obtained in this
work to explore the various oxidation characteristics of
fuel. The oxidation characteristics of fuels are primarily
determined by the identity and concentration of various
heteroatomic species that can occur naturally or be
added during or after refinery processing. We have
shown that these species cause a fuel to display char-
acteristic oxidation behavior that reflects the presence
of the type of species present. In Figure 9, the headspace
oxygen curves for the oxidation of three fuels at 140 °C
are plotted. These fuels display very different oxidation
characteristics: Exxsol D110 consumes oxygen very
rapidly, F-2747 consumes oxygen at a more moderate
rate, and F-2827 consumes oxygen extremely slowly. We
would like to use our understanding of the effects of
peroxy radical inhibitors and peroxide decomposers to
interpret the oxidation characteristics of these fuels.
Exxsol D110 is a low-sulfur solvent that also contains
very few phenolic compounds. Thus, it contains negli-
gible levels of both peroxide-decomposing species and

Figure 9. Headspace oxygen concentration vs time for three fuels
with varying oxidation characteristics.
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peroxy radical-inhibiting species. Due to the lack of
these species, it oxidizes quite rapidly. Fuel F-2747
exhibits delayed oxidation relative to Exxsol D110.
F-2747 produces measurable amounts of peroxides upon
oxidation, as shown in Table 2. Its oxidation character-
istics and production of peroxides are indicative of a fuel
whose oxidation is primarily controlled by peroxy radical
inhibitors. The observation that SPE treatment of this
fuel yields a fuel with the same oxidation characteristics
as those of Exxsol D110 (see Figure 2) is additional
evidence of the importance of peroxy radical inhibitors,
as we know that SPE treatment provides substantial
removal of phenolic species. Fuel F-2827 oxidizes much
more slowly than the other two fuels. Our results
indicate that such slow oxidation is probably due to the
presence of both naturally occurring peroxy radical
inhibitors and peroxide decomposers. Indeed, this fuel
produces negligible quantities of peroxides upon oxida-
tion.15 The low level of peroxides produced indicates the
presence of a peroxide-decomposing species, whereas our
results show that the additional presence of a peroxy
radical inhibiting species is required to obtain such a
slow oxidation. We can see that the behavior of peroxy
radical inhibitors and peroxide decomposers reported in
this work has allowed us to better understand the
oxidation characteristics of fuels.

Table 1 also includes the measured QCM deposition
for each of these fuels. These QCM deposition measure-
ments were performed at 140 °C for 15 h. The table
shows that the tendency of a fuel to deposit is inversely
related to its oxidation rate.16 This is due to the fact
that naturally occurring heteroatomic species act to slow
oxidation while at the same time increase deposition.
Our goal in designing additives and additive combina-
tions is to slow oxidation without increasing the forma-
tion of bulk and surface deposits.

Future Work. In addition to the need to search for
alternative hydroperoxide decomposer additives, the
behavior of this class of additives needs to be studied
over a range of temperatures. This is especially true for
use in jet fuel, as it is subjected to a wide range of
temperatures in its transport through aircraft/engine
fuel systems. The temperature dependence of both the
decomposer/hydroperoxide reaction, as well as the uni-
molecular hydroperoxide decomposition reaction, will
result in this type of additive being effective only over
a somewhat limited temperature range. At relatively
low temperatures, unimolecular hydroperoxide decom-
position (which generally has an activation energy of
ca. 40 kcal/mol) will become slow enough to no longer
contribute a significant number of radicals to effect the
overall oxidation rate. Thus at low temperatures, hy-
droperoxide decomposing additives will not effect the
oxidation rate. At relatively high temperatures, unimo-
lecular hydroperoxide decomposition will become ex-
tremely fast, and peroxide-decomposing additives will
be unable to intercept these species before they decom-
pose into radicals. Thus at high temperatures, these
additives will also be ineffective. It is important to study
the temperature dependence to determine the effective
temperature range.

Another interesting aspect of temperature is that as
temperatures increase above 140 °C, the unimolecular
peroxide decomposition will become increasingly impor-
tant in determining the overall oxidation rate due to
its large activation energy (ca. 40 kcal/mol) relative to
the activation energy of the autoxidation propagation

reaction (ca. 10-14 kcal/mol). Thus, as the temperature
is raised above 140 °C, it is likely that the presence of
an alkyl peroxy radical inhibitor may no longer be
required for peroxide-decomposing additives to be ef-
fective. Preliminary experiments at higher temperatures
(150-180 °C) support this hypothesis. In addition, the
activation energy for the reaction between peroxides and
alkyl sulfides is thought to be in the range 11-17 kcal/
mol,13,14 further increasing the effectiveness of these
additives at temperatures above 140 °C. Future model-
ing studies should determine and employ more realistic
rate parameters for the peroxide decomposer reaction.
Future studies should also examine the effects of acid
and oxygen catalyses and the nature of the solvent on
peroxide-decomposer effectiveness.

Conclusions

We have explored the use of hydroperoxide decompos-
ing species for inhibiting oxidation in jet fuel. We find
that hydroperoxide decomposing species, such as alkyl
sulfides, do not slow or delay oxidation in hydrocarbon
solvents at 140 °C. However, when phenolic species are
also present, such as those naturally occurring in fuel
or by addition of hindered phenols, substantial delays
in oxidation are observed. We used a pseudo-detailed
chemical kinetic mechanism to provide insight into the
oxidation process. The combination of hydroperoxide
decomposer and hindered phenol can substantially
inhibit oxidation of fuel under the conditions studied
here.
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In this study we explore the use of silylation agents as jet fuel additives for reducing oxidative
deposition. Silylation agents have the ability to react with the heteroatomic species, such as
phenols, which have been implicated in deposit-producing mechanisms. Thus, they have the
potential to chemically transform these species into relatively innocuous silylated products. In
this work we study the effect that silylation agents have on jet fuel oxidation and deposition.
We show that these additives result in an increased oxidation rate and substantially reduced
deposition. The increased oxidation rate is due to the removal of these heteroatomic species
which can act as antioxidants by intercepting peroxy radicals. The results show that silylation
agents may be useful as jet fuel additives for preventing oxidative deposition in advanced aircraft
fuel systems, including endothermic fuel systems. Silylation agents have also been proven to be
useful in identifying fuel components, particularly those detrimental to fuel thermal stability.

Introduction

Derivatization techniques are well-known methods to
alter species structures to make them more amenable
to chemical analysis. Silylation is one type of deriva-
tization process, in which species which contain reactive
hydrogen atoms are reacted with an appropriate agent,
resulting in the conversion of these reactive hydrogen
sites to relatively unreactive trimethylsilyl sites.1 Si-
lylation is widely practiced in chromatographic analysis
to improve analytical quantitation and transport, in-
crease detectability and volatility, and decrease surface
interactions. In general, silylating agents are able to
react with the active hydrogens in the following spe-
cies: acids, alcohols, thiols, amines, amides, and eno-
lizable ketones and aldehydes. A variety of agents are
known, which vary in their reactivity, selectivity, side
reactions, and character of reaction byproducts.

In advanced military aircraft, jet fuel is used as a
coolant in addition to its use in propulsion. The result-
ing hot fuel reacts with dissolved oxygen, forming
oxidized products. These oxidized products include
gums and solid deposits which can coat fuel system
surfaces, resulting in filter plugging, fouling of close
tolerance valves, valve hysteresis, and other problems.
Various chemical additives and additive combinations
have been utilized to inhibit oxidation and/or reduce
deposition. For example, the U.S. Air Force JP-8+100
additive package contains a dispersant, an antioxidant,
and a metal deactivator.2,3 It is generally agreed that
the advanced military aircraft being presently conceived

will have significantly higher heat loads that will be
transferred to the fuel. These resulting higher fuel
temperatures will result in substantially increased
oxygen consumption and subsequent increased deposi-
tion.

The higher fuel system temperatures of advanced
aircraft will result in complete or near complete oxygen
consumption. Additives which delay oxidation, such as
antioxidants, metal deactivators, and hydroperoxide
decomposers, will be unable to provide significant
benefits in reducing deposition under time/temperature
conditions where dissolved oxygen consumption is cer-
tain. While dispersant additives may still be useful
under these conditions, it is apparent that alternative
additive techniques need to be explored.

In this study we explore the use of silylation agents
as jet fuel additives for reducing oxidative deposition.
Silylation agents have the ability to react with the
heteroatomic species, such as phenols, which have been
implicated in deposit-producing mechanisms.4,5 Thus,
they have the potential to chemically transform these
species into relatively innocuous silylated products. In
this work we study the effect that silylation agents have
on jet fuel oxidation and deposition. We show that these
additives result in an increased oxidation rate and
substantially reduced deposition. The increased oxida-
tion rate is due to the removal of these heteroatomic
species, which can act as antioxidants by intercepting
peroxy radicals. These results show that silylation
agents may be useful as jet fuel additives for preventing
oxidative deposition in advanced aircraft fuel systems,
including endothermic fuel systems. Silylation agents
may also prove to be useful in easing identification of(1) Pierce, A. E. Silylation of Organic Compounds; Pierce Chemical

Co.: Rockford, IL, 1968.
(2) Zabarnick, S.; Grinstead, R. R. Ind. Eng. Chem. Res. 1994, 33,

2771-2777.
(3) Heneghan, S. P.; Zabarnick, S.; Ballal, D. R.; Harrison, W. E. J.

Energy Res. Technol. 1996, 118, 170-179.

(4) Heneghan, S. P.; Zabarnick, S. Fuel 1994, 73, 35-43.
(5) Kauffman, R. E. J. Eng. Gas Turbines Power 1997, 119, 322-

327.

154 Energy & Fuels 1999, 13, 154-159

10.1021/ef980149k CCC: $18.00 © 1999 American Chemical Society
Published on Web 11/06/1998103



fuel components, particularly those detrimental to fuel
thermal stability.

Experimental Section

Fuel oxidation and deposition characteristics were evaluated
in the quartz crystal microbalance/Parr bomb system (QCM)
which has been described in detail previously.6,7 All fuel
oxidation tests were run at 140 °C and 1 atm of air initial
pressure. The 100 mL stainless steel batch reactor is heated
with a clamp-on band heater, and its temperature is controlled
by a PID controller through a thermocouple immersed in the
fuel. The reactor contains an rf feedthrough, through which
the connection for the quartz crystal resonator is attached. The
crystals are 2.54 cm in diameter and 0.33 mm thick and have
a nominal resonant frequency of 5 MHz. The crystals were
acquired from Maxtek, Inc., and are available in crystal
electrode surfaces of gold, silver, platinum, and aluminum. For
the studies reported here, gold crystal electrodes were used.
The QCM measures deposition (i.e., an increase in mass) which
occurs on overlapping sections of the two-sided electrodes.
Thus, the device responds to deposition which occurs on the
metal surface and does not respond to deposition on the
exposed quartz.

The device is also equipped with a pressure transducer
(Sensotec) to measure the absolute headspace pressure and a
polarographic oxygen sensor (Ingold) to measure the headspace
oxygen concentration. Previous studies have demonstrated the
value of determining the oxidation characteristics of fuels and
fuels with additives.2,6 A personal computer is used to acquire
data at 1 min intervals during the experimental run. The
following data are recorded during a run: temperature, crystal
frequency, headspace pressure, headspace oxygen concentra-
tion, and crystal damping voltage.

The reactor is charged with 60 mL of fuel, which is sparged
with air for 1 h before each test. The reactor is then sealed,
and the heater is started. All runs in this study were
performed at 140 °C; heat-up time to this temperature is 40
( 5 min. Most runs are conducted for 15 h, after which the
heater is turned off and the reactor allowed to cool. Surface
mass measurements can only be determined during the
constant temperature ((0.2 °C) portion of an experimental run.
The crystal frequency is converted to a surface mass measure-
ment using the process described below.

The theory that relates the measured frequency changes to
surface mass has been presented in detail elsewhere.8 The
frequency change of a crystal immersed in a liquid fuel can
be due to two effects: the first results from changes in the
surface mass density, the second is due to changes in the liquid
density and viscosity. At constant temperature and relatively
small extents of chemical conversion, the liquid properties
remain constant and the frequency change can be related to
surface deposition via the equation

where f0 is the unperturbed resonant frequency, ∆f is the
change in resonant frequency, and Fs is the surface mass
density (mass/area). The reproducibility of the mass deposi-
tion measurements on fuels is limited to (20% for the QCM
technique. The fuels studied and some of their properties are
listed in Table 1. The fuels were acquired from the Propulsion
Sciences and Advanced Concepts Division, Propulsion Direc-
torate, Air Force Research Laboratory (AFRL), U.S. Air Force,

Wright-Patterson AFB, OH, and are referred to by the AFRL-
assigned accession number. Silylation agents were acquired
from Pierce Chemical.

Results and Discussion

Jet fuel is a complex mixture which is primarily
composed of branched and straight-chain alkanes, cy-
cloalkanes, and alkyl-substituted aromatics. In addi-
tion, various heteroatomic species may be present at
relatively small concentrations, including but not lim-
ited to phenols, peroxides, alcohols, organic acids,
sulfides, thiols, thiophenes, and amines. In the absence
of these heteroatomic species, this hydrocarbon mixture
oxidizes readily at elevated temperature via the classic
hydrocarbon autoxidation mechanism. For example, a
pure alkane, such as dodecane, or a highly refined
petroleum fraction, such as Exxsol D-110 (as shown in
Figure 1), will completely consume all available oxygen
in the QCM system on the order of 1-2 h at 140 °C.
But real jet fuels oxidize much more slowly and can
require from 5 to more than 60 h to consume the
available oxygen. These real fuels oxidize more slowly
than pure hydrocarbons due to the presence of these
heteroatomic species. These species slow oxidation by
intercepting alkyl peroxy radicals and/or by decompos-
ing alkyl hydroperoxides to nonradical products.4,9

Thus, the removal of such species should result in a
significant increase in the oxidation rate of the fuel. This
effect is illustrated in the hydrotreatment process, which
removes heteroatomic species and results in highly
oxidizable fuel. In fact, synthetic antioxidants are
generally added to hydrotreated fuels to prevent oxida-
tion during storage. The same naturally occurring
species which slow oxidation of fuel also play important
roles in forming surface and bulk deposits upon fuel
oxidation. Thus, a fuel which is treated to remove such
heteroatomic species will oxidize rapidly but display
reduced deposit formation.

Treating jet fuel with silylating agents results in the
reaction of species with active hydrogens to form tri-

(6) Zabarnick, S.; Whitacre, S. D. J. Eng. Gas Turbines Power 1998,
120, 519-525.

(7) Zabarnick, S. Ind. Eng. Chem. Res. 1994, 33, 1348-1354.
(8) Martin, S. J.; Granstaff, V. E.; Frye, G. C. Anal. Chem. 1991,

63, 2272-2281. (9) Zabarnick, S. Energy Fuels 1998, 12, 547-553.

Fs ) -(2.21 × 105 g/(cm2 s))∆f
f0

2
(1)

Table 1. Properties of Fuels Studied

fuel no. (type) total sulfur (ppm) copper (ppb)

F-2827 (Jet A) 763 <5
F-3119 (Jet A) 1000 7
F-2980 (Jet A) 614 <5
F-3084 (Jet A) 527 35
Exxsol D110 (aliphatic

hydrocarbon solvent)
<3 <5

Figure 1. Plots of headspace oxygen for fuel F-3119 with and
without HMDS, and Exxsol D-110.
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methylsilyl derivatives. For the case of an alkyl phenol,
the following reaction occurs:

We convert a phenol with a reactive hydrogen to its
trimethylsilyl derivative, which is much less reactive
and does not contain an active hydrogen. The resulting
compound is not reactive toward alkylperoxy radicals
(relative to the original phenol) and, thus, does not
interfere with the fuel autoxidation chain. Thus, the
oxidation rate of the fuel will increase. Analogous
reactions are also possible for other compounds with
active hydrogens.

To explore the effect that silylation has on jet fuel,
we added 1 mL of the silylation agent hexamethyldisi-
lazane (HMDS) to 60 mL of a Jet A fuel, F-3119, and
stressed this additized fuel in the QCM at 140 °C for
15 h. The resulting oxygen sensor and QCM deposition
plots for the neat and additized fuel are shown in
Figures 1 and 2. The headspace oxygen plot shows that
HMDS causes a substantial increase in the oxidation
rate of the fuel. The resulting oxygen decay is nearly
as fast as a pure hydrocarbon solvent (an oxidation plot
for Exxsol D-110 is shown for comparison in Figure 1).
The deposition plot shows that HMDS causes a >90%
decrease in deposition during the run. It is apparent
that treatment of this fuel with HMDS results in
significant removal of species which delay oxidation. In
addition, removal of these species results in reduced
deposition.

It is important to note that besides reacting with
naturally occurring species in the fuel, the silylation
agent, if present in excess, may also react with various
autoxidation products and intermediates during the
oxidation process. For example, hydroperoxides are
common autoxidation products which can also behave
as intermediates at higher temperatures. However,
silylation of hydroperoxides during oxidation would
likely result in a reduction in the observed oxidation
rate, in contrast to the increase in oxidation rate
measured here.

To demonstrate that the results shown in Figures 1
and 2 are not unique to the fuel used, we performed
the identical experiment on a second Jet A fuel sample,
F-2827. Oxidation and deposition plots for this fuel are
shown in Figures 3 and 4. The plots show that the
effects are observed over a range of fuels and are not
limited to a single sample of fuel. Figure 3 shows that
fuel F-2827 is a particularly slow oxidizing fuel, con-
suming only 19% of the available oxygen during the 15
h run. Addition of HMDS results in complete oxygen
consumption in 5 h. In addition, as shown in Figure 4,
deposition is reduced by 90%.

To investigate the chemical changes that occur in the
fuel upon silylation treatment, we used gas chromatog-
raphy with mass spectrometric detection (GC-MS) to
monitor the relative amounts of phenols before and after
treatment with silylation agent. Polar fuel species can
be monitored by GC-MS after preconcentration of the
polar fuel species via silica-gel solid-phase extraction
with subsequent methanol back extraction.10 This
technique is particularly useful for identification of
phenolic species in the fuel. Figure 5 shows GC-MS
chromatograms of concentrated polar fractions of a Jet
A fuel, F-2980. These are ion chromatograms of 135
amu, which is an ion indicative of the C3-alkylated
phenols present. Thus, the chromatograms show the
relative amount of C3-alkylated phenols. The top
chromatogram is the neat, unstressed fuel; the middle
chromatogram is the neat stressed fuel; and the bottom
chromatogram is the stressed fuel with added HMDS
(1 mL per 60 mL of fuel). The top and middle chro-
matograms show that the neat fuel contains C3-alky-
lated phenols and that their relative concentrations

(10) Schulz, W. D. Prepr.sAm. Chem. Soc., Div. Pet. Chem. 1992,
37, 477.

Figure 2. Plots of mass accumulation for fuel F-3119 with
and without HMDS. Figure 3. Plots of headspace oxygen for fuel F-2827 with and

without HMDS.

Figure 4. Plots of mass accumulation for fuel F-2827 with
and without HMDS.
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remain substantially the same after stressing. The
bottom chromatogram shows that thermally stressing
the fuel in the presence of HMDS results in substantial
removal of these phenols, presumably by conversion to
their silylated derivatives. These results are in agree-
ment with the supposition that the silylation agent
removes phenols, resulting in increasing oxidation rates.

The HMDS concentration employed in the above runs,
1.67 vol %, is quite high for use as a jet fuel additive,
which are typically added at much lower quantities.
Such high concentrations would probably result in such
an additive being cost prohibitive for use in jet fuels.
To explore the use of these additives at lower concentra-
tions and to study the effect of concentration on the
oxidation/deposition behavior, we studied the effect of
concentration of HMDS on two jet fuels. The results
are shown in Figures 6-9. HMDS was varied over the
range 0.1-0.5 mL per 60 mL of fuel (0.167-0.833 vol
%). Figure 6 shows that for fuel F-3084, 0.1 mL of added
HMDS increases the oxidation rate significantly. In-
creasing the added HMDS up to 0.5 mL results in
relatively minor increases in the oxidation rate above
this. Figure 7 shows the resulting deposition plots for
fuel F-3084. The addition of 0.1 mL of HMDS provides
a relatively short delay in deposition, but at long times,

deposition is similar to the unadditized fuel. Increasing
the added HMDS to 0.3 or 0.5 mL results in significantly
reduced deposition during the entire 15 h run. To
explore the fuel dependency of this behavior, we per-
formed a similar set of runs on fuel F-2980, as shown
in Figures 8 and 9. The oxidation plots of Figure 8 show
that 0.1-0.3 mL of added HMDS yield similar oxidation
curves with moderate increases in the oxidation rate
above the neat fuel. Adding 0.4 and 0.5 mL of additive
results in larger increases in the oxidation rate. The
deposition plots for this fuel, shown in Figure 9, display

Figure 5. Ion chromatograms (135 amu) of F-2980 unstressed (top), thermally stressed (middle), and thermally stressed with
HMDS (bottom).

Figure 6. Plots of headspace oxygen for fuel F-3084 with
various levels of added HMDS.

Figure 7. Plots of mass accumulation for fuel F-3084 with
various levels of added HMDS.

Figure 8. Plots of headspace oxygen for fuel F-2980 with
various levels of added HMDS.
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a very interesting behavior. Addition of 0.1-0.3 mL of
HMDS actually results in increases in deposition above
the neat fuel, while adding 0.4 and 0.5 mL results in
deposition slightly below that of the neat fuel.

It is apparent from Figures 6-9 that the concentra-
tion dependence of the additive is quite fuel dependent.
The additive needs to be added at or above 0.4 mL per
60 mL of fuel (0.833 vol %) to get its full effect in
reducing deposition and increasing the oxidation rate
under our test conditions. Fuel F-2980 shows increased
deposition, above the neat fuel, at lower HMDS levels,
while fuel F-3084 does not. Increasing the additive
concentration results in increasing the oxidation rate
in both fuels. It is apparent that the effect of the
additive as a function of concentration is quite complex.

It is interesting to compare these results with another
technique which removes heteroatomic species, solid-
phase extraction (SPE) with silica gel. Of the hetero-
atomic species present, silica-gel SPE removes only
those that have significant polarity. Previously, we
demonstrated that SPE treatment reduces deposition
significantly and also results in some increase in the
observed oxidation rate.7 In Figures 10 and 11 are
shown plots which compare the effects of SPE and
silylation on the oxidation characteristics of a single jet
fuel, F-3084. In this study we pass 60 mL of fuel
through a 1.0 g silica-gel SPE cartridge. The fuel which
exits the cartridge contains much reduced levels of polar
heteroatomic species. Figure 10 shows that the SPE
treatment results in a substantial increase in the
oxidation rate, while Figure 11 shows a substantial
decrease in the deposition rate for this fuel. The figures
show that SPE treatment yields oxidation rates which
are similar to those produced from the addition of 0.1
mL of HMDS to the fuel, but the SPE treatment is

substantially better at improving deposition than this
level of HMDS. We previously demonstrated, in Figure
7, that 0.3-0.5 mL of added HMDS results in very low
deposition levels. Also shown in Figures 10 and 11 are
oxidation and deposition plots for fuel which was SPE
treated and subsequently additized with 0.1 mL of
HMDS. Figure 10 shows that the oxidation rate is
increased above each of the individual treatments, but
no synergism is apparent. The final deposition for the
fuel which was treated with both SPE and HMDS is
midway between the HMDS and SPE results (Figure
11). These similar observations of their effect on
oxidation and deposition support the conclusion that
SPE treatment and silylation both act in a similar
manner, removing heteroatomic species which slow
oxidation and increase deposition. The lack of syner-
gism in delaying oxidation also supports the conclusion
that these techniques act in similar ways, as comple-
mentary oxidation-delaying techniques often show syn-
ergistic behavior (e.g., peroxide decomposers and peroxy
radical inhibitors).9,11

A variety of silylation reagents exist which display
varying silylation selectivity, reactivity, side reactions,
and character of reaction byproducts. In this way it may
be possible to tailor the silylation process to meet the
needs of the fuel application. For example while HMDS
requires elevated temperatures (>50 °C) for reaction,
silylation with N,O-bis(trimethylsilyl)acetamide (BSA)
can be performed at room temperature. We, therefore,
have the ability to control the time and/or temperature
at which the silylation reaction occurs. The ability to
remove phenols within aircraft fuel lines during the
heating of the fuel in its transport through the fuel
system may be quite useful. The presence of phenols
can be desirable during fuel storage as they inhibit
oxidation, but their presence is undesirable in fuel
systems due to their contribution to fouling. By proper
choice of a silylation additive, we may be able to design
a fuel in which the silylation reaction occurs at a
location of choice in the fuel system. Thus, the naturally
occurring species which cause fuel to oxidize slowly will
be present during fuel storage, where they will prevent
detrimental storage oxidation, but these species will be
removed by the silylation reactions when the fuel is
heated within the aircraft fuel system. Thus, further
studies of other silylation agents may be warranted to
assess the time/temperature characteristics of their
silylation reactions.

(11) Scott, G. Chem. Ind. 1963, 271-281.

Figure 9. Plots of mass accumulation for fuel F-2980 with
various levels of added HMDS.

Figure 10. Plots of headspace oxygen for fuel F-3084 neat,
with 0.1 mL of HMDS, and with 0.1 mL of HMDS and SPE
treatment.

Figure 11. Plots of mass accumulation for fuel F-3084 neat,
with 0.1 mL of HMDS, and with 0.1 mL of HMDS and SPE
treatment.

158 Energy & Fuels, Vol. 13, No. 1, 1999 Zabarnick et al.

107



It is also interesting to consider that a variety of
phenolic species may be present in the fuel. These
include naturally occurring nonhindered phenols and
also synthetic hindered phenols (such as 2,6 di-tert-
butyl-4-methylphenol, BHT) that are added to prevent
oxidation in storage. It is known that silylation of
hindered phenols is more difficult than nonhindered
phenols and can require elevated temperatures and
extended periods for complete silylation.12 We find that
while nonhindered phenols are readily silylated at room
temperature with BSA, hindered phenols such as BHT
remain unsilylated. The same result is found at 140
°C with HMDS. This leads to the interesting possibility
of being able to selectively remove the naturally occur-
ring nonhindered phenols which promote deposition but
leave the synthetic hindered phenols intact. Thus, we
may be able to remove the negative impact of the
naturally occurring phenols and at the same time keep
the positive impact of the hindered phenols in prevent-
ing oxidation.

It is important to note that in addition to phenolic
species, silylation agents are able to react with other
species which contain active hydrogen atoms. These
include sulfur, nitrogen, and other oxygen species.
These species may also be involved in the autoxidation
process whereby they increase deposition and slow
oxidation. Thus, their removal by silylation would also
show reduced deposition and an increased oxidation
rate. In fact, Kauffman5 has proposed a complex
mechanism in which phenols, sulfur compounds, and
basic nitrogen compounds act together to produce bulk
and surface deposits. The present results indicate that
phenolic species are major players in slowing oxidation,
but the results do not preclude the participation of these
other species.

The promise of silylation additives does not come
without potential disadvantages. These include cost,
water sensitivity, and problems due to product forma-
tion in combustors. Presently, silylation additives are
relatively expensive when compared to common jet fuel
additives, as they are produced in relatively small
quantities for derivatization in chemical analysis. How-
ever, large-scale production of silylation agents would
significantly reduce the cost. On the other hand, under
the relatively high concentrations employed in the
present work, silylation would still result in a relatively
high additive cost. Silylation reagents react readily
with water and humid air forming undesirable silanols.
This may also result in the undesirable movement of
water into the fuel from fuel tank water bottoms and

humid air. Also, it is expected that silylating reagents
and silylated products will be rapidly oxidized to silicon
dioxide within the combustion chamber. This may have
a negative effect on combustor and turbine materials
depending on the physical form of the silicon dioxide
product.

Another promising use of silylation in jet fuel is for
the identification and study of deposit-promoting spe-
cies. As mentioned previously, silylation agents can
react with the heteroatomic species, such as phenols,
which have been implicated in bulk and surface deposit
formation. Silylation of these species will cause them
to be much more amenable to chromatographic analysis
and should improve our ability to identify them in the
complex fuel matrix. In fact, silylation has recently
been used to identify hydroperoxides in jet fuel.13

Extraction of polar species via SPE or liquid-liquid
extraction will allow preconcentration of these species
and separation from the complex fuel matrix, and
subsequent silylation will improve chromatographic
separation and detectability. We believe that the
identification and monitoring of deposit-promoting spe-
cies via silylation will prove to be a very valuable tool
in studying the mechanisms of deposit formation in jet
fuels.

Conclusions

In this study we have explored the use of silylation
agents as jet fuel additives for reducing oxidative
deposition. Silylation agents react with the heteroat-
omic species, such as phenols, which have been impli-
cated in deposit-producing mechanisms. Thus, they
have the potential to chemically transform these species
into relatively innocuous silylated products. In this
work we have studied the effect that silylation agents
have on jet fuel oxidation and deposition. We have
shown that these additives result in an increased
oxidation rate and substantially reduced deposition.
These results show that silylation agents may be useful
as jet fuel additives for preventing oxidative deposition
in advanced aircraft fuels systems, including endother-
mic fuel systems. Silylation agents are also useful in
identifying fuel components, particularly those detri-
mental to fuel thermal stability.

Acknowledgment. This work was supported by the
Propulsion Sciences and Advanced Concepts Division,
Propulsion Directorate, Air Force Research Laboratory,
U.S. Air Force, Wright-Patterson AFB, OH, under
Contract Nos. F33615-92-C-2207 and F33615-97-C-2719
with Mr. Charles Frayne as technical monitor.

EF980149K

(12) Perold, G. W. J. Chromatogr. 1984, 291, 365-367.
(13) Enqvist, J.; Ranta, E.; Enqvist, M. Prepr. Pap.sAm. Chem. Soc.,

Div. Fuel Chem. 1998, 43, 38-43.

Silylation Agents as Jet Fuel Additives Energy & Fuels, Vol. 13, No. 1, 1999 159

108



J. Quantitation of Metal Deactivator Additive by Derivatization and Gas 
Chromatography-Mass Spectrometry

109



110



111



112



113



114



115



K. One-Dimensional Simulations of Jet Fuel Thermal-Oxidative Degradation and 
Deposit Formation Within Cylindrical Passages 

116



. For
tion
ions
istry.
ne-
ovide
m. In
ition

al ki-
alone
e
ons.
dis-
ea-

del is
ulti-
J. S. Ervin
Mem. ASME

S. Zabarnick

T. F. Williams

University of Dayton Research Institute,
Dayton, OH 45469-0210

One-Dimensional Simulations of
Jet Fuel Thermal-Oxidative
Degradation and Deposit
Formation Within Cylindrical
Passages
Flowing aviation fuel is used as a coolant in military aircraft. Dissolved O2 reacts with
the heated fuel to form undesirable surface deposits which disrupt the normal flow
purposes of aircraft design, it is important to understand and predict jet fuel oxida
and the resulting surface deposition. Detailed multi-dimensional numerical simulat
are useful in understanding interactions between the fluid dynamics and fuel chem
Unfortunately, the detailed simulation of an entire fuel system is impractical. O
dimensional and lumped parameter models of fluid dynamics and chemistry can pr
the simultaneous simulation of all components which comprise a complex fuel syste
this work, a simplified one-dimensional model of jet fuel oxidation and surface depos
within cylindrical passages is developed. Both global and pseudo-detailed chemic
netic mechanisms are used to model fuel oxidation, while a global chemistry model
is used to model surface deposition. Dissolved O2 concentration profiles and surfac
deposition rates are calculated for nearly isothermal and nonisothermal flow conditi
Flowing experiments are performed using straight-run jet fuels, and the predicted
solved O2 concentrations and surface deposition rates agree reasonably well with m
surements over a wide range of temperature and flow conditions. The new mo
computationally inexpensive and represents a practical alternative to detailed m
dimensional calculations of the flow in cylindrical passages.@S0195-0738~00!01204-8#
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Introduction
Jet fuel is circulated in high-performance military aircraft f

cooling purposes before it is burned. Unfortunately, jet fuel
grades in the presence of heat and dissolved O2 at relatively low
temperatures~120–300°C! through numerous complex reaction
forming insoluble particles and surface deposits. Surface dep
impair engine performance by disrupting the normal fuel flo
through fuel system components. Insoluble particles may fur
react to form surface deposits or block fuel system filters. Mo
over, the fouling of close-tolerance valves may lead to ca
strophic failure. Thus, it is imperative for aircraft engine and fu
system designers to have a fundamental understanding of the
oxidative fuel degradation and a method for predicting the lo
tion and rate of deposit accumulation. Also, numerical simulati
of fuel degradation can assist the interpretation of laboratory
sults and the design of aircraft fuel systems.

The thermal-oxidative degradation of jet fuels has been stud
by experiment, and empirical correlations have largely been u
to describe the experimental results@1#. Numerical simulations
@2–4# of the fluid dynamics, heat transfer, and fuel chemistry
more general than empirical correlations of deposit format
which are limited to specific flow devices. The success of a co
putational approach depends on the development of a chem
kinetics model that can employ laboratory measurements as i
to characterize a fuel and remains valid over a wide range
temperature, residence time, and flow properties. However,
development of chemical kinetic models is complicated by
fact that individual jet fuel samples possess a range of oxida
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the FACT Division, January 5, 2000; revised manuscript received Septembe
2000. Associate Technical Editor: A. Moussa.
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and deposition characteristics which results from varying sou
petroleum and refinery processing@5#. In addition, jet fuels consist
not of a single compound, but are a complex hydrocarbon mixt
whose behavior can be further complicated by the presenc
additives and dissolved metals. Although the present underst
ing of fuel degradation processes is incomplete, the lack of co
prehension is not fatal to the development of practical numer
models.

Previous studies which employed computational fluid dynam
have considered multi-dimensional flows@3,4#. However, solving
coupled, multi-dimensional governing equations can be tim
consuming for preliminary designs, requiring, for example, s
eral hours of computational time for a single system componen
is not yet practical to simulate entire integrated aircraft fuel a
thermal management systems in two or three dimensions. T
there is a need for the development of simple fuel degradation
surface deposition models which have computational times on
order of seconds and can be used in system simulations. C
et al. @6# attempted simplified solutions using an approximate
tegral technique, but some assumptions used in representing
flow and temperature fields and the fuel properties are uncl
Deshpande et al.@7# used a one-dimensional analysis and a glo
kinetic mechanism consisting of three reactions, but the ag
ment with experimental measurements was unsatisfactory.
objective of this work is to develop a one-dimensional numeri
model of thermal-oxidative deposit formation that retains a r
sonable degree of fidelity with experimental measurement.

Numerical Model
The approach taken here avoids the computational complex

associated with multi-dimensions, but still retains the domin
physics and chemistry. As shown in the sectional view of Fig.

ion
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Fig. 1 Cross section of heated tube containing forming surface deposits
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the flow within the cylindrical passage is bounded by the interf
between the deposit and fuel. To capture the gradual growth o
deposit, time-dependent forms of the enthalpy equations, Eq.~1!,
and species, Eq.~2!, are employed.

]~rAch!

]t
1

]~ruhAc!

]x
5hconvP~Tint2T!1

]

]x S kAc

]T

]x D (1)

In Eq. ~1!, r represents the fuel density,P is the tube internal
perimeter,Tint is the deposit-fuel interface temperature,k is the
fuel thermal conductivity,hconv is the convection heat transfe
coefficient, andAc is the cross-sectional area within the tu
through which the fuel passes. The variablesh, u, andT are the
enthalpy, velocity, and bulk temperature. Here,t andx represent
time and the axial location within the tube. Since the wall of t
fuel passage is thin relative to its length, the radial tempera
profile within the tube-wall at any location along the tube length
assumed to be uniform. As carbonaceous deposits accumula
the inner tube surface, the heat transfer from the metal wall to
fuel is reduced because the deposits offer conductive resistan
heat diffusion in the radial direction. Here, the heat conduct
from the metal tube through the deposit is calculated assum
that the heat transfer rate in the radial direction is constant@8,9#
for a given axial location along the tube and for a given time-st
It is also assumed that the rate of axial heat diffusion within
deposit is negligible.~A representative value of thermal condu
tivity for the deposit was selected to be 0.1 W/m°C@1#.! Thus, the
heat transfer between the deposit-fuel interface and the bulk
is known given the measured outer surface temperature along
tube length and the appropriate internal convective heat tran
correlation. For flow conditions present in aircraft fuel system
the axial heat diffusion term is negligible~large Peclet number!.
However, axial diffusion terms are retained here for purpose
numerical stability in the finite difference solution. The chemic
reactions which occur involve a mixture of dilute species. Th
they do not significantly contribute to the heating of the liquid a
are neglected in Eq.~1!.

In Eq. ~2!, f i is the mass fraction of theith species,v i is the
rate of production or removal of theith species, andhm is the
mass transfer coefficient. The term (r f i) int of Eq. ~2! represents
the concentration of theith species existing at the deposit-fu
interface.

]~rAcf i !

]t
1

]~rAcu f i !

]x
5hmP~~r f i ! int2r f i !

1
]

]x S DiAc

]~r f i !

]x D1v iAc (2)

In the present model, the fuel concentration is much greater
the fuel degradation products. As a consequence, the chem
mixture can be treated as a dilute solution of product spe
within a nondepleting fuel.

Multi-dimensional effects are accounted for in Eqs.~1! and~2!
by using convective heat and mass transfer coefficients. It is
sumed for simplicity that heat and mass are transported by sim
2, DECEMBER 2000 11
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processes. Thus, the mass transfer coefficient is obtained by
stituting the Schmidt number, Sc, for the Prandtl number, Pr,
Di for k in the appropriate convective heat transfer correlat
@10#. Since the thermodynamic and transport properties for jet f
vary strongly with temperature, property values used in Eqs.~1!
and~2! come from curve fits obtained for JP-8 fuel@11#. In addi-
tion, pressures existing in aircraft fuel systems are large. Thus
fuel remains in the liquid phase.

The species generation term of Eq.~2! arises from a selected
chemical kinetic mechanism. Global chemical kinetic mechanis
have been used@2,9,12# to simplify complexities of thermal-
oxidative chemistry and generally employ one reaction to rep
sent fuel oxidation

Fuel1O2→Products (3)

Although fuel oxidation involves many reactions, the underlyi
assumption of Eq.~3! is that the overall reaction of a mixture o
compounds can be represented by one rate equation. This
equation consists of a rate constant multiplied by concentrat
having simple order dependence, as in Eq.~4!

2
d@O2#

dt
5k@RH#@O2#n (4)

In Eq. ~4!, the fuel is represented by a single compound RH
cause it is extremely difficult to model the multitude of com
pounds present in jet fuel.

The global kinetic model of Table 1 has been used with reas
able success to simulate fouling in heated sections for a Jet A
sample @9#. In Table 1, RH represents the fuel,P is deposit-
forming precursor,Dbulk represents bulk insolubles, andD int is the
surface deposit. The values of Arrhenius parameters come fro
combination of theory, experiment and trial-and-error. The un
for pre-exponentials in Table 1 do not correspond to bimolecu
reactions because the concentrations of RH andFs are assumed

Table 1 Global-kinetic model of Katta and Roquemore †3‡
Transactions of the ASME8
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constant~nondepleting! and, consequently, are viewed as part
the Arrhenius expression for reaction rate.~The Arrhenius expres-
sions used have the formk5A exp@2E/RT# in which E is the
activation energy andR is the universal gas constant.! Reactions 1
through 6 are presumed to occur within the bulk fuel, and Re
tions 7 through 9 are assumed to occur at the deposit-fuel in
face. Reactions 8 and 9 represent the conversion of particlesDbulk
andP to surface deposit,D int .

In the mechanism of Table 1, different fuel samples are rep
sented by having different concentrations ofFs . Fs designates a
chemical species within the jet fuel that removes alkyl peroxy-f
radicals from the auto-oxidation chain and is required for the f
mation of deposit precursor. Thus,Fs may represent phenol
which are known to slow oxidation by the removal of alkyl pe
oxy free radicals. Ultimately, a chemical kinetics mechanism w
be most useful if an analytical chemistry test could be used
determine an ‘‘effective’’Fs concentration for individual jet fue
samples. Thus, an ‘‘effective’’Fs concentration within the fue
could be measured in the laboratory and entered into the mod
provide a method to predict the deposition properties of the
over a range of temperatures, residence times, and flow prope
The concentration ofFs in reaction 3 can be obtained indirect
using measurements of surface deposition@9#. To account for the
variation in oxidative characteristics of different fuel sourc
flowing tests which measure dissolved O2 consumption over a
range of flow conditions can provide the activation energy a
pre-exponential multiplier of reaction 1.

The global kinetic mechanism of Table 1 was modified for u
in the present work and appears in Table 2. The first five react
of Table 2 are identical to those of Table 1. Calculations show
the contributions of reactions 6 and 9~Table 1! to surface depo-
sition are insignificant relative to those resulting from other re
tions. Moreover, fundamental differences between speciesP and
Dbulk of Table 1 are unclear. Thus, reactions 6 and 9~Table 1! are
eliminated in the current global mechanism. In addition, to i
prove the representation for dissolved O2 consumption~particu-
larly for long residence times!, the activation energies and pre
exponential multipliers of reactions 1a and 6a were adjusted t
experimental measurements of dissolved O2 . The remaining reac-
tions of Table 2 were then determined by trial-and-error us
experimental measurements of surface deposition. The large
ferences in pre-exponential multipliers and activation energies
tween bulk fuel reactions 3 and 4~Table 1! and reactions 3a and
4a ~Table 2! result primarily from changes in reactions 1a and 6
Fluid dynamics and heat transfer strongly influence fuel chem
try, but the nature of this influence is not well understood@1#. For
this reason, computations were performed using a set of flow
temperature conditions that are very different from those availa
in the current experiments. If a global mechanism can satisfa
rily predict surface deposition and fuel oxidation under conditio
very different from those used for calibration, a measure of g

Table 2 Global-kinetic model used in one-dimensional
simulations
Journal of Energy Resources Technology 11
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erality may be demonstrated. In contrast to the conditions of
experiments, the experiments have been conducted in a nea
thermal flowing test rig~NIFTR! @13# at lower temperatures an
flow rates~0.5 mL/min and 0.125 mL/min at 185°C! in order to
attain near-isothermal conditions in a minimum length of tube.
both kinds of experiments, the temperature of the copper bl
used to heat the tube and the flow rate are varied to prod
different oxidation rates and residence times, respectively.
NIFTR experiments use a 81.3-cm-long heated tube, whereas
current experiments use a 45.8-cm-long heated tube. In the ex
ments performed here, the bulk fuel temperature increases a
the entire heated tube length, never reaching the wall tempera
In contrast, in the NIFTR for a flow rate of 0.125 mL/min, the fu
temperature attains the tube wall temperature very near the
entrance.

Although more complex chemical kinetic mechanisms@14# of
oxidation exist, the global mechanism of Table 2 was used
convenience in simulations of surface deposition. With regard
the first reaction of Table 2, the order,n, of Eq. ~4! is assumed to
change from zero order to first order when the dissolved O2 con-
centration falls below 10 ppm. In general, a two-parameter rep
sentation for reaction 1 is insufficient over a very wide tempe
ture range, particularly if naturally occurring antioxidants
antioxidant additives are present@15#. However within the tem-
perature range~25–300°C! of the present experiments, it will be
shown that a single set of Arrhenius parameters provides an
ceptable prediction of fuel oxidation.

Surface deposition is a complex physical and chemical proc
that is understood even less than fuel oxidation. In the forma
of a surface deposit, it is unknown if the deposit initiates from
nucleation process originating at the metal surface, from part
migration from within the bulk, or from a combination of surfac
nucleation and bulk particle adhesion. Moreover, it is unclear h
particles nucleate and grow within the bulk fuel. Although glob
models for deposition disguise the complexities associated w
surface phenomena, they remain useful engineering repres
tions. The number of particles,P, that adhere to a surface an
transform intoD int depends on the sticking probability and th
concentration gradient ofP. The sticking probability is defined a
the probability that a particle reaching the wall will remain the
and includes an Arrhenius-like dependence on the wall temp
ture @16#. It is reasonable to assume that the sticking probabi
would vary inversely with the shear stress at the deposit-fuel
terface,t int . Thus,t int appears in the denominator of the righ
hand side of Eq.~5! and is calculated from surface friction factor
Eq. ~9!. In two-dimensional computations, Katta et al.@9# have
used the constant 0.7 forn of Eq. ~5!. In the present model, it was
found that values ofn near 0.1 resulted in predictions which fo
low more closely the measured surface deposition rates.

dDint

dt
5

c

t int
n Fr intf P

int

MP GA7ae2E7a /RTint (5)

In Eq. ~5!, c is a dimensionally correct constant of order unity, a
MP is the molecular weight of the precursor species.

The precursor mass fraction at the deposit-fuel interface (f P
int)

must be known in order to use Eq.~2! to solve for the precursor
concentration existing in the bulk flow. In addition,f P

int is required
for calculation of the rate of deposit formation given by Eq.~5!.
~The concentration ofP at the deposit-fuel interface equals th
product off P

int andr int.) By balancing the rate of production off P
int

at the deposit-fuel interface with the rate of species transport
tween the fuel bulk and the wall and removal via reaction 7a,
~6! may be derived

f P
int5

MP

MO2
A6ar intf O2

inte2E6a /RTint1hmf Pr

F c

t int
n A7ar inte2E7a /RTint1hmr intG (6)
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In Eq. ~6!, MO2 is the molecular weight of the dissolved O2 .
Similarly, f O2

int is given by a balance between the rate of O2 con-
sumption at the wall and the rate of transport to the deposit
interface

f O2

int5
hmf O2

r

@A6ar inte2E6a /RTint1hmr int#
(7)

It is important to know the pressure change across a fuel sys
component. Thus, for convenience, the steady form of the o
dimensional momentum equation, Eq.~8!, is used in the presen
analysis for convenience. Quasi-steady use of this equation is
sonable provided that there is no large sudden change in the
flow rate, in effect, no ‘‘water hammer’’ phenomena exist.

dP

dx
52

m2

2rD Ac
2 F (8)

In Eq. ~8!, P is pressure,D is the hydraulic diameter,F is the
friction factor, andm is the mass flow rate. The friction factor i
defined using the empirical correlation of Miller@17#

F50.25F logS e/D

3.7
1

5.74

Re0.9D G22

(9)

wheree is the absolute surface roughness and Re is the Reyn
number given by

Re5
4m

pmD
(10)

Here, m is the dynamic viscosity. In the simulations perform
here, the interior surfaces of the tubes were assumed to be sm
for simplicity.

Equations~1! and ~2! are solved sequentially by finite differ
ence solution using an iterative procedure which employs a re
ation technique. Upwinding was used for the convective ter
and the finite difference expressions in space and time are
order accurate. The difference equations are solved implic
such that large time steps may be used. After each time step
geometry of the deposit-fuel interface may change, and the
dimensional grid is reconstructed after every time step to acco
for changes in the solid boundary following the procedure
Katta and Roquemore@3#. From the calculated surface depositio
rate, V, the latest radial location of the fuel-deposit interface
given by

r 5r oA12
2VDt

rdepr
o (11)

In Eq. ~11!, rdep is the deposit density and is treated as a const
r o represents the radius of the fuel-deposit interface at the pr
ous time step.

In the present simulations, the volumetric flow rate at the tu
inlet is known~0.125 mL/min to 16 mL/min!, as is the inlet pres-
sure ~1000 psia! and temperature~25°C!. The concentration of
dissolved O2 at the tube inlet was measured and used as a bo
ary condition forf O2

~70 ppm!. The mass fractions of the specie
produced in the reactions~ROO•, P, Dbulk , and solubles! are zero
at the flow inlet. For all simulations, the transport properties,
thalpy, and density at a given temperature arise from curve fit
Jet A fuel data@18#.

An approach that is different from past global modeling of o
dation is to use several reactions which represent the domi
chemistry, rather than using hundreds of reactions as migh
found in a detailed model, or a single oxidation reaction as fou
in previous global models. Zabarnick@14# and Ervin and Zabar-
nick @4# have referred to this approach as pseudo-detailed ch
cal kinetics and have used it to successfully explore the effect
two classes of antioxidants on fuel oxidation and in studies of
blending of fuels. To demonstrate the versatility of the pres
232 Õ Vol. 122, DECEMBER 2000 12
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one-dimensional analysis, pseudo-detailed chemical kinetic m
eling is used to simulate fuel oxidation using the mechanism
Table 3. This mechanism is based on the work of Zabarnick@14#.
The Arrhenius parameters here were estimated by compar
with measured rate constants and from theory. The first reac
of Table 3 is assumed to occur by unimolecular decomposition
the initiating species,I. The first four reactions together with re
action 10 represent a simple chain mechanism for fuel oxidat
Reactions 5 through 9 represent the antioxidant chemistry ass
ated with hindered phenol-like species~AH!, and reactions 11
through 16 are associated with hydroperoxide decomposi
which is believed to have an important role in accelerated2
consumption @19,20#. Reaction 17 represents the effects
hydroperoxide-decomposing species~SH!. In this oxidation
mechanism, there are no surface reactions listed. The effect
metal surface in accelerating the oxidation rate is taken into
count by reducing the value of the activation energy for the u

Table 3 Pseudo-detailed reaction mechanism for chemical ki-
netic modeling

Table 4 Concentrations of species at tube inlet
Transactions of the ASME0
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molecular hydroperoxide decomposition reaction from 42 kc
mol @14# to 37 kcal/mol@4#. Values of the variables required at th
tube inlet are given in Table 4.

Experimental
Table 5 lists characteristics of the two Jet A fuel samples u

in this work. In this work, Jet A fuel samples F2827 and F31
are used. These straight-run fuels produce relatively low
droperoxide concentrations and oxidize relatively slowly wh
heated in the presence of dissolved O2 .

The experimental apparatus is shown in Fig. 2@4#. In a precon-
ditioning tank, nitrogen and oxygen gases were bubbled thro
the fuel such that the dissolved oxygen concentration was no
nally 70 ppm~normal air saturated value! as the fuel entered the
heated block. Bulk dissolved O2 levels were measured at the lo
cations shown in Fig. 2 by means of a Hewlett Packard 58
Series II gas chromatograph. To produce the desired thermal
environment, a heated copper block and a second cooled co
block envelope the 316 stainless steel tubing~2.16-mm i.d. by
3.18-mm o.d.! through which the fuel passes. The electric pow
to each block~46 cm long with a 7.6-cm diameter! is controlled
such that the tube wall temperature remains steady, and the tu
between the heated blocks is insulated. The cooled copper b
has internal passages through which chilled water flows. Ther
couples are welded to the outer surface of the tubing to mea
wall temperatures with an uncertainty of62°C. The tubes~ASTM
grade A269/A213! are cleaned in an ultrasonic bath, rinsed w
deionized water, and dried with flowing laboratory-grade nitrog
gas prior to use.

Fluid dynamics is an important element of fouling. In th
present experiments, the volumetric flow rate was varied to sh
the effects of flow velocity on the observed surface depositi
Volumetric flow rates of 8 and 16 mL/min were used. The ext
of fuel oxidation depends on both the residence time and the t
perature field. As the fuel passes through several heated co
nents in an aircraft, not all of the dissolved O2 may be consumed
because of large flow rates. Since dissolved O2 is more readily
consumed under conditions of high temperature and long r
dence times, the rate of O2 consumption was increased by increa
ing the fuel temperature for a constant flow rate. The experime
with a flow rate of 16 mL/min were conducted for six-hour pe
ods, and those with a flow rate of 8 mL/min were conducted
12-h periods.

At the termination of an experiment, the tubes were rinsed w
hexane, cut into 50-mm segments, and heated in a vacuum ov
120°C for 1 h to removefuel trapped in the deposits. A Lec

Table 5 Characteristics of F2827 and F3119 Jet A fuels
Journal of Energy Resources Technology 12
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~RC-412! multiphase carbon analyzer determined the mass of c
bon on the tube segments. All tests were performed within
same week using neat fuel from the same batch.

Results and Discussion

Temperature Simulations. Fluid dynamics and heat transfe
strongly influence jet fuel oxidation which, in turn, affect the pr
duction of insoluble and soluble products. Thus, a numeri
simulation must capture the flow and thermal physics with so
fidelity in order to provide reasonable predictions of deposit a
cumulation. For this reason, computations were performed to
sess the accuracy of the model by comparing predicted and m
sured temperatures at the exit of the heated tube. It has b
observed @21# that temperature variations in a fluid flowin
through a horizontal tube of small internal diameter can produ
vortices that are superimposed on the main flow, and these v
ces can significantly enhance the heat transfer. The surface d
sition experiments are performed using inlet flow rates of 8 and
mL/min and, thus, the flow is anticipated to be laminar becau
the Reynolds numbers for these conditions are well below 23
However, using axisymmetric finite difference simulations of t
current flow conditions in a horizontal tube, Katta et al.@22#
found that turbulent solutions~buoyancy forces acting radially
were not included! for temperatures at the exit of the heated tu
better approximated the measured temperatures than did lam
solutions. Moreover, they concluded that this flow regime was o
of mixed natural and forced convection. In the present work, h
transfer correlations are used to represent multi-dimensional tr
port effects. The convective heat transfer coefficients used
flow rates below 40 mL/min come from the mixed convectio
heat transfer correlation of Oliver@23# for laminar flow in heated
horizontal tubes

Nu51.75S m

mint
D0.14

@Gz10.0083~GrPr)0.75] 1/3 (12)

In Eq. ~12!, Nu is the Nusselt number, Gz is the Graetz numb
Gr is the Grashoff number, and Pr is the Prandtl number. In
present computations which used correlations, the transport p
erties were calculated using the latest bulk temperature at a g
axial location along the tube.

Figure 3 shows measured and predicted outlet fuel temperat
of the present model together with the finite difference calcu
tions of the enthalpy and Navier-Stokes equations@22#. Figure 3
shows that the current predictions for flow rates below 40 mL/m
which incorporate buoyancy effects by means of Eq.~12! agree
well with the measurements and, thus, support the assertio
Katta et al.@22# of the formation of streamwise vortices. The tu
bulent finite difference solution agrees with the measurements
cause buoyancy forces provide an early transition to turbul
flow. In Fig. 3, between 40 and 80 mL/min, neither Eq.~12! nor
the finite difference turbulent calculations yield adequate pred
tions because the flow is believed to become fully thre
dimensional. Between 40 and 80 mL/min, this complex flow tra

Fig. 2 Dissolved O 2 and fuel temperature measured at loca-
tions A and B
DECEMBER 2000, Vol. 122 Õ 2331
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sitions to laminarlike flow because the measured temperat
begin to approach both the laminar finite difference prediction
Katta et al.@22# and the present computations which employed
laminar heat transfer correlation of Sieder and Tate@24#

Nu51.86S Re PrD

L D 1/3S m

m int
D 0.14

(13)

If desired, an alternative and more accurate heat transfer c
lation could be developed for this flow regime. However, in t
deposition experiments, the maximum flow rate was limited to
mL/min. As the flow rate increases beyond 80 mL/min, the R
nolds number approaches 2300, and the main flow transition
turbulent flow.~In Fig. 3, 172 mL/min corresponds to Re;3900.!
With mixed convection in small-diameter tubes, buoyanc
induced vortices are significant when the flow rate is low; th
become less dominant as the main flow increases@21#. For
laminar-turbulent transition and for fully turbulent flow, the he
transfer correlation of Gnielinski@25# has been used with reason
able success@21#, and, thus, was used for simulations of the mix
laminar-turbulent and turbulent conditions.

Nu5
~F/8!~Re21000!Pr

1112.7~F/8!1/2~Pr2/321!
(14)

In the Gnielinski correlation of Eq.~14!, F is the friction factor
within the tube and is given by Eq.~9!. Figure 3 shows that the
heat transfer correlations used in the present one-dimens
analysis provide reasonable solutions for the temperature of
fuel at the tube exit for flow rates between 80 and 175 mL/m

Simulations of Dissolved O2 Consumption. The consump-
tion of dissolved O2 is intimately tied to the formation of surfac
deposits, but the involved chemical and physical relationships
not well understood. Figure 4 shows predicted and measured
solved O2 fractions at the exit of a heated tube for fuel F28
flowing at 0.125 mL/min ~laminar flow-NIFTR conditions!
through stainless-steel tubes@13# and for different imposed wal
temperatures using the global chemical kinetic mechanism
Table 2. At a constant mass flow rate, any position along the t
may be directly related to the residence time through the ave
velocity which, in turn, can be found from the known inner tu
diameter, mass flow rate, and fuel density. Thus, Fig. 4 shows
dissolved O2 fraction as a function of residence time. In additio
Fig. 4 shows that as the tube wall temperature is increased f
155°C to 205°C, the residence time required for O2 depletion
decreases. Figure 5 shows measurements and predictions o
solved O2 consumption for conditions of the present experime
in which the imposed wall temperatures vary along the entire t

Fig. 3 Measured and predicted fuel temperatures at tube exit;
300°C block temperature
234 Õ Vol. 122, DECEMBER 2000 12
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length. The predictions use the global chemical kinetic mec
nism of Table 2 which was calibrated using fuel F2827 under
NIFTR conditions of Fig. 4. Figure 5 shows that the on
dimensional model predicts reasonably well the dissolved O2 con-
sumption of fuel F2827 under conditions that are very differe
from those used for model calibration.

To demonstrate that a more complex chemical kinetic mec
nism may be used with the current one-dimensional model,
pseudo-detailed chemical kinetic mechanism for dissolved2
consumption of Table 3 was used. Concentrations for each spe
at the tube entrance were input to the numerical code along
species concentrations~O2 , AH, SH, RH, and I!, tube wall tem-
perature profile, and the grid resolution. With the activation en
gies and pre-exponential factors of Table 3, it is then possible

Fig. 4 Measured and predicted dissolved O 2 fractions for dif-
ferent tube wall temperatures. The curve is the current model
prediction, and the symbols represent measurements obtained
from NIFTR experiments †13‡ at a flow rate of 0.125 mL Õmin.

Fig. 5 Measured and predicted dissolved O 2 fractions for cur-
rent experiments. The curve is the prediction of the current
model, and the symbols represent measurements obtained
from the current experiments at a flow rate of 16 mL Õmin using
fuel F2827.
Transactions of the ASME2



n
o

2
t

o

d
i

o

e

u

e

o

a

t

m,

s the
uc-
m-

is-

the
b-
h-
val-
long

be-
n the
nd
ted
ual

e

ion
ted
the
r the
for
rs
tis-
tes
O
be
of

the
nal
lo-

ions
tion
ted
define different fuels in terms of their initial AH and SH conce
trations. To provide the range of oxidation that a fuel may p
sess, the antioxidant AH, and the hydroperoxide decomposer,
can be modified for individual fuel samples. For the fuel F28
AH and SH concentrations were chosen to match experimen
determined oxidation rates and hydroperoxide concentrations.
initial AH concentration was assumed to be 1.6231023 mol/L,
which is a reasonable value for jet fuels, and the initial SH c
centration was assumed to be 1.2131023 mol/L. For the same
flow conditions as in Fig. 4~0.125 mL/min!, Fig. 6 shows mea-
sured and predicted dissolved O2 fractions at the exit of a heate
stainless-steel tube for fuel F2827 as a function of residence t
The initial AH and SH concentrations were adjusted to give an2
consumption history which followed the O2 consumption at
185°C. O2 consumption histories of F2827 at the other tempe
tures were predicted reasonably well using these initial concen
tions of AH and SH.~It is mentioned in passing that difference
between the dissolved O2 fractions of Figs. 4 and 6 are due t
substantial differences in the kinetic mechanisms.! Ultimately,
this pseudo-detailed chemistry mechanism will be most usefu
an analytical chemistry test could be used to determine ‘‘eff
tive’’ AH and SH concentrations for individual jet fuel samples

Simulations of Surface Deposition. It is important to vary
the fuel temperature and residence time~flow rate! to demonstrate
that the current global kinetics and transport models have a de
of generality in simulating surface deposition. For fuel F282
Fig. 7 shows measured and predicted values of surface depos
rate along the heated tube length arising from block temperat
of 270°C and 300°C and a flow rate of 16 mL/min. In additio
Fig. 7 shows surface deposition rates for a higher block temp
ture of 335°C and a flow rate of 8 mL/min. A block temperatu
of 270°C ~16 mL/min! produces an outlet fuel temperature
241°C. Under this condition, the dissolved O2 is not fully con-
sumed and, as a consequence, the measured and predicted
sition rates essentially rise along the tube length, as does the
temperature. For a higher block temperature of 300°C~16 mL/
min!, the deposition rate increases over much of the tube
attains a maximum near 0.28 m. Measurements show that
dissolved O2 is completely consumed at the tube exit. There
bulk fuel temperature is 275°C. For a block temperature of 300
the model predicts that the dissolved O2 is depleted~not shown in

Fig. 6 Predicted and measured †13‡ dissolved O 2 removal for
NIFTR experiments at a flow rate of 0.125 mL Õmin and fuel
F2827. The curves are predicted values, and the symbols rep-
resent measurements.
Journal of Energy Resources Technology 12
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Fig. 7! near the location where the deposition rate is a maximu
and this has been observed experimentally elsewhere@12#. In
terms of the model, the surface deposition rate decreases a
dissolved O2 concentration is depleted because the rate of prod
tion of precursor species is diminished. For a greater block te
perature of 335°C~outlet fuel temperature of 310°C! and flow rate
of 8 mL/min, Fig. 7 shows that the model predicts that the d
solved O2 is entirely consumed early within the tube~near 0.1 m!.
Moreover, measurements indicate that the dissolved O2 is de-
pleted at the tube exit. In addition, the deposition rates along
tube prior to O2 depletion are significantly greater than those o
served for the other conditions. For this relatively hig
temperature condition and long residence time, the predicted
ues of the deposition rate are lower than the measured rates a
much of the tube length. However, the differences existing
tween the measurements and predictions are reasonable give
approximations involved in the global chemistry mechanism a
the transport model. In further support of the model, the predic
location of the maximum deposition rate coincides with the act
location.

Under significantly different flow~0.125 and 0.5 mL/min! and
temperature~185°C! conditions that are characteristic of th
NIFTR, Fig. 8 shows measured@13,26# and predicted surface
deposition rates for fuel F2827. In Fig. 8, the predicted deposit
rates follow the measured values reasonably well. The predic
shapes of the deposition rate curves are similar to those of
measurements, and the peaks of the predicted curves lie nea
locations of the peaks of the measured deposition rate curves
both flow rates. Thus, Fig. 8 shows that the Arrhenius multiplie
determined from the current experiments using fuel F2827 sa
factorily predict surface deposition rates at much lower flow ra
and temperatures. Under the conditions of Fig. 8, the dissolved2
is depleted before the fuel exits the heated tube. As might
expected from the behavior observed in Fig. 7, the locations
dissolved O2 depletion are predicted to occur near the peaks in
deposition rates. It is interesting to note that a two-dimensio
fluid dynamics computational model which incorporates the g
bal mechanism of Table 1@3# identical conditions and fuel pre-
dicts peaks in the surface deposition rates to occur at locat
much further upstream of the maximum measured deposi
rates. The global chemical kinetic and transport model presen

Fig. 7 Measured and predicted deposition rates along heated
tube for fuel F2827 and copper block temperatures of 335°C „8
mL Õmin …, 300°C „16 mL Õmin …, and 270°C „16 mL Õmin …. Predicted
deposition rates are represented by the solid curves. In addi-
tion, the predicted fraction of dissolved O 2 remaining for con-
ditions of a 335°C block temperature and flow rate of 8 mL Õmin
is indicated by a dashed curve.
DECEMBER 2000, Vol. 122 Õ 2353



r

ies
us
9
of

f
of

osi-

nd
ther

tion
not
ck

s
of

e-
y-
by a

n a
are
sfer

s ac-
mal
here appears to more accurately predict the location of the m
mum surface deposition rate for these conditions.

In another test of the model, a different fuel, F3119, was us
Figure 9 shows measured and predicted surface deposition
along the heated tube for a flow rate of 16 mL/min and a blo
temperature of 270°C~outlet fuel temperature of 241°C! for fuel
F3119. In order for the current method to satisfactorily pred
surface deposition rates for fuel F3119, the pre-exponential m

Fig. 8 Measured †13,26‡ and predicted surface deposition
rates for NIFTR experiments
236 Õ Vol. 122, DECEMBER 2000 12
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tiplier of the oxidation reaction and the concentration of spec
Fs were determined by calibration with experiment. Previo
measurements of dissolved O2 consumption show that fuel F311
oxidizes more rapidly than fuel F2827, and a value
231011 mole m23 s21 for the pre-exponential multiplier of the
oxidation reaction~Table 2! sufficiently represents oxidation o
F3119 over a range of temperatures. In the original calibration
the global mechanism of Table 2 using fuel F2827,Fs was taken
as unity. In order for the measured and predicted surface dep
tion rates to agree for fuel F3119,Fs was adjusted to be 0.4
mol/L. Although not shown here, the simulations of oxidation a
deposition for fuel F3119 agree well with measurements at o
conditions. For similar flow and thermal conditions~block tem-
perature of 270°C and flow rate of 16 mL/min!, it is interesting to
compare deposition rates for fuels F2827~Fig. 7! and F3119~Fig.
9!. Figure 9 shows that the dissolved O2 is depleted at the tube
exit for fuel F3119, and there is a peak in the surface deposi
rate. In contrast, a maximum in the surface deposition rate is
reached within the heated tube using fuel F2827 with this blo
temperature and flow rate~Fig. 7!.

Limitations of the Model. Although the present model ha
many advantages, particularly in the modeling of the dynamics
an entire fuel system, the model has limitations:

1 For complex flow geometries in which two or thre
dimensional effects are significant, the multidimensional fluid d
namics and heat transfer may not be adequately represented
one-dimensional model.

2 Some understanding of the fluid dynamics must be know
priori such that the appropriate heat transfer correlations
chosen to provide realistic convective heat and mass tran
coefficients.

3 As the fuel passes through the heated tube, the deposit
cumulate at the internal tube surface. With time, the axial ther
Fig. 9 Deposition rate along heated tube for fuel F3119, 270°C block temperature, and 16
mL Õmin flow rate
Transactions of the ASME4
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conduction through the deposit may become significant, and
assumption of radial conduction alone through the deposit
comes invalid.

Conclusions
In this study, a one-dimensional computational model of

fluid dynamics and thermal-oxidative chemistry for flowing j
fuel was developed. Because the model is one-dimensional
numerical algorithm is simple and computationally inexpensi
Experiments were performed using a heat exchanger which s
lated a complex thermal and flow environment. Dissolved O2 con-
sumption and surface deposition were measured for relati
slow oxidizing straight-run jet fuels. The predictions of the on
dimensional model compared well with the measurements.
cause of the accuracy and simplicity of this model, it can assis
the simultaneous simulation of all fuel system components a
thus, will benefit aircraft designers.
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Nomenclature

A 5 pre-exponential multiplier, units vary
Ac 5 cross-sectional area within tube, m2

AH 5 hindered phenol-like species
c 5 dimensionally correct constant in Eq.~5!

cp 5 specific heat, J/kg K
D 5 hydraulic diameter, m

Dbulk 5 bulk insolubles
Di 5 diffusion coefficient forith species, L/~ms!

D int 5 surface deposit
e 5 absolute surface roughness, m
E 5 activation energy, kcal/mole
f i 5 mass fraction ofith species, dimensionless

f i
int 5 mass fraction ofith species at deposit-fuel interface,

dimensionless
F 5 friction factor, dimensionless

Fs 5 trace species required for formation of deposit pre-
cursor

g 5 gravitational acceleration, m/s2

Gr 5 Grashoff no., (gb(Tint2T)D3r2)/m2, dimensionless
Gz 5 Graetz no., (Re PrD)/L, dimensionless

h 5 fuel enthalpy, J/kg
hconv 5 convection heat transfer coefficient, W/~m2K!

hm 5 mass transfer coefficient, m/s
I 5 initiator species
k 5 fuel thermal conductivity, W/~mK!; rate constant,

units vary
L 5 tube length, characteristic length, m
M 5 mass flow rate, kg/s

MP 5 molecular weight of precursor species, g/mole
MO2 5 molecular weight of O2 , g/mole

n 5 reaction order Eq.~4!; constant in Eq.~5!, dimen-
sionless

Nu 5 Nusselt no., (hconD)/k, dimensionless
P 5 tube internal perimeter; deposit-forming precursor,
Pr 5 Prandtl no.,cpm/k, dimensionless
P 5 pressure, kPa
r 5 radius of deposit-fuel interface, m

r o 5 radius of deposit-fuel interface at previous time ste
m

R 5 universal gas constant, kcal/~mole K!
Re 5 Reynolds no.; Re54m/pmD, dimensionless

RH 5 fuel
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ROO* 5 alkyl peroxy radical
SH 5 hydroperoxide-decomposing species

t 5 time, s
T 5 fuel temperature, K

Tint 5 deposit-fuel interface temperature, K
u 5 flow velocity, m/s
x 5 axial location within tube, m
r 5 fuel density, kg/m3

rdep 5 deposit density, kg/m3

m 5 dynamic viscosity, Ns/m2

t int 5 shear stress at deposit-fuel interface, kPa
v i 5 rate of production or removal ofith species, kg/~m3s!
V 5 deposition rate, kg/~m2s!

Subscripts

int 5 deposit-fuel interface
dep 5 deposit

i 5 ith species
bulk 5 bulk fuel property

Superscript

int 5 deposit-fuel interface
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Differential scanning calorimetry (DSC) was used to study the freezing of jet fuel and the effect
of cold flow improving additives. We find that the cooling (freezing) exotherm is a more useful
diagnostic tool for this purpose than the heating (melting) endotherm. Jet fuels (Jet A, JP-8, and
Jet A-1) display a strong exotherm upon cooling between -45 and -60 °C. By the study of mixtures
composed of classes of jet fuel components (normal paraffins, isoparaffins, and aromatics), we
find that the cooling exotherm is primarily due to the liquid-solid phase transition of the normal
paraffins. Cold flow improving additives (e.g., pour point depressants) show only small effects on
the DSC exotherm despite larger effects observed in cold flow devices. This indicates that these
additives work primarily by affecting the habit of the n-alkane crystals. This change in crystal
habit is supported by low-temperature microscopy studies.

Introduction

The operation of aircraft at high altitudes for long
periods of time can subject jet fuel to extremely low
temperatures. Such conditions result in greatly in-
creased fuel viscosity and, at the most extreme condi-
tions, partial solidification of the fuel. The U.S. Air Force
uses the specialty fuel JPTS for the high altitude
mission of the U-2 aircraft. JPTS exhibits a low freeze
point and excellent high temperature thermal stability,
but unfortunately is relatively expensive. Replacement
of JPTS with the less expensive JP-8 fuel would be
attractive for both economic and logistical reasons. This
work is part of a program in which the Air Force is
investigating the use of additives to improve both the
cold flow and high temperature thermal stability prop-
erties of JP-8 fuel.1

Differential scanning calorimetry (DSC) is a well-
known thermal analysis technique that can yield infor-
mation on phase transitions such as transition temper-
atures and enthalpies.2 It has been successfully employed
to study wax formation in lubricating oils, crude oils,
and diesel fuels.3-6 To date, very little work has been
performed using DSC to investigate the freezing of jet
fuels. In this work, we investigate the use of DSC to
study the liquid-solid phase transitions of jet fuels and

the effect of various component mixtures on the DSC
response. One objective is to study the utility of DSC in
providing a rapid, low-cost technique for evaluation of
cold flow improving additives for jet fuel. A second
objective is to use DSC for fundamental studies of fuel
crystallization and wax formation, and to provide fun-
damental parameters of fuel thermodynamics that are
needed for the modeling of the fuel crystallization
process.

Experimental Section

DSC data were acquired using a TA Instruments DSC 2920
equipped with a Liquid Nitrogen Cooling Accessory (LNCA).
The LNCA directs a mixture of gaseous and liquid nitrogen
to the sample chamber that permits thermal analysis data to
be acquired at subambient temperatures. Typically, 20 µL of
liquid fuel is sampled using a chromatographic syringe,
injected into an open aluminum sample pan, and subsequently
weighed. An empty aluminum pan is used for the reference.
Most data were acquired at a cooling rate of 1 °C/min over
the temperature range -45 to -65 °C.

Cloud point, pour point, and freeze point data were acquired
using a Phase Technology PSA-70V Petroleum Analyzer, via
ASTM D5773-95, D5949-96, and D5972-96, respectively. The
pour point analyses were conducted at 1 °C intervals.

The jet fuels were obtained from the Fuels Branch (PRTG)
of the Turbine Engine Division of the Propulsion Directorate
of the Air Force Research Laboratory at Wright-Patterson
AFB, Ohio. Cloud point, pour point, and freeze point data for
the fuels studied are listed in Table 1. Norpar 13, Isopar M,

* Author to whom correspondence should be addressed. Phone/
voice: (937) 255-3549. Fax: (937) 252-9917. E-mail: zabarnick@
udri.udayton.edu.
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(2) Wendlandt, W. W. Thermal Analysis; Wiley: New York, 1986.
(3) Noel, F. Thermochim. Acta 1972, 4, 377-392.
(4) Letoffe, J. M.; Claudy, P.; Garcin, M.; Volle, J. L. Fuel 1995,

74, 92-95.
(5) Aboul-Gheit, A. K.; Abd-el-Moghny, T.; Al-Eseimi, M. M.

Thermochim. Acta 1997, 306, 127-130.
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Table 1. Select Properties of Fuels Studied

fuel
designation

fuel
type

wt %
aromatics

wt %
n-alkanes

freeze
point
(°C)

cloud
point
(°C)

pour
point
(°C)

POSF-3219 Jet A 18.3 22.1 -46.3 -50.9 -56.0
POSF-2827 Jet A 17.4 23.0 -43.4 -48.0 -52.5
POSF-3657 JPTS NA 30.0 -53.8 -57.8 -64.5
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and Aromatic 200 were obtained from ExxonMobil. Select
properties data for these solvents are shown in Table 2 in
comparison with Jet A and JP-8 fuels. Dodecane (99+%)
was obtained from Sigma-Aldrich and used without further
purification.

Results and Discussion

Understanding Jet Fuel DSC Exotherms. Initial
DSC scans on heating and cooling of jet fuel revealed
liquid-solid phase transitions in the temperature range
-45 to -60 °C. A typical cooling exotherm and heating
endotherm are shown in Figure 1 for a Jet A fuel (POSF-
3219). The figure shows that upon cooling from -45 to
-65 °C a significant exothermic feature is observed near
-55 °C. This is due to crystallization of at least some
components which constitute the complex fuel mixture.
Upon subsequent heating over the same temperature
range, a broad, endothermic feature is noted, centered
near -50 °C (see inset of Figure 1), which corresponds
to the melting of the fuel components. It is apparent
from the figure that the cooling exotherm is a more
attractive feature to study due to its larger intensity
and greater signal-to-noise ratio. Also, fuel cooling is
more relevant to the processes of interest in aircraft fuel
systems and for the study of additives. All subsequent
work will concentrate on this exothermic feature ob-
tained upon cooling.

If during the entire heating and cooling process
thermal equilibrium could be assured, the heating and
cooling DSC curves would look like mirror images. The
observed narrow lower temperature cooling curve (ob-
tained during freezing) and broad higher temperature
heating curve (obtained during melting) are indications
that supercooling of the fuel occurs during the cooling
process.7 Runs performed over a range of cooling rates
also indicate that supercooling is present.8 In these

studies DSC curves were obtained at three cooling rates
with and without an added pour-point depressing ad-
ditive. The neat fuel displayed differences in location
of the beginning of freezing exotherm, indicative of
supercooling. The presence of the additive, which in-
creases nucleation, greatly reduces this effect, which
supports the presence of supercooling. Thermal lag
between the fuel sample and the calorimeter heating
block can also account for some of the temperature
difference observed. Often, supercooling results in ir-
reproducible freezing behavior due to the variations in
availability of nucleation sites. In the present study of
jet fuels and hydrocarbons, this irreproducibility was
not observed. All DSC freezing curves could be repro-
duced within (0.2 °C.

Figure 2 shows a comparison of the DSC exotherms
for three different fuels: two Jet A fuels (POSF-3219
and POSF-2827) and a JPTS fuel (POSF-3657). Also
shown in the figure are the measured freeze points,
cloud points, and pour points for the three fuels. The
figure shows that the main exotherm varies by almost
10 °C for these fuels. The cloud and pour points of
each of the fuels bracket the DSC exotherm. The
measured cloud points are found on the rising edge of
the high temperature “shoulder” of each exotherm. The
measured pour points are located on the low-tempera-
ture side of the exotherm, near where the exotherm
returns to baseline. Presumably, this return to baseline
indicates complete crystallization of the fuel compo-
nents. The measured freeze points are 4-5 °C higher
in temperature than the cloud points for each of the
fuels studied.

(7) Moynihan, C. T.; Shahriari, M. R.; Bardakci, T. Thermochim.
Acta 1982, 52, 131-141.

(8) Widmor, N.; Ervin, J. S.; Vangsness, M.; Zabarnick, S. Studies
of Jet Fuel Freezing by Differential Scanning Calorimetry and Cold-
Stage Microscopy. Presented at the ASME Turbo Expo 2001, New
Orleans, 2001.

Figure 1. DSC curve for a Jet A fuel (POSF-3219) with
cooling and heating rates of 1 °C/min. The inset shows the
dotted area expanded to reveal the melting endotherm.

Figure 2. DSC cooling curves for three fuels. Also shown are
pour (lowest temperature), cloud (intermediate temperature),
and freeze points (highest temperature) for each fuel (POSF-
2827 black circles, POSF-3219 open circles, and POSF-3657
{JPTS} gray circles). Also shown are vertical lines at -53 °C
and -47 °C to represent the JPTS and JP-8/Jet A-1 freeze
point specifications, respectively.
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The exotherm of the highest freezing fuel, POSF-2827,
is centered near -50 °C with a freeze point near -43
°C. The POSF-3219 exotherm is centered near -55 °C
and has a freeze point near -47 °C, which is just at the
JP-8 specification limit. Thus, POSF-3219 is a “worst
case” fuel for low-temperature JP-8 behavior, and it has
been selected for subsequent additive studies. The JPTS
fuel (POSF-3657) has an exotherm centered near -60
°C with a freeze point near -54 °C. This is a JPTS fuel
that has a freeze point close to the JPTS freeze point
specification (-53 °C) and, thus, is a relevant fuel to
use as a goal of the additive program.

Figure 2 also shows that the freeze point tempera-
tures are always several degrees higher than the main
cooling exotherm. This is expected as the ASTM freeze
point specification is actually a melting point measure-
ment (measured as the temperature at which solid
crystals completely disappear upon heating). Also, the
cloud point measurements are near the initial part of
the exotherm peak. This is also expected, as the cloud
point is an indication of the beginning of the crystal-
lization process upon cooling. The figure shows that to
change a fuel which meets the minimum JP-8 freeze
point specification to a JPTS fuel would require a
decrease in the freezing exotherm of about 5 °C.
Fortunately, changes in the location of the exotherm are
not necessarily required because an additive that affects
the crystal habit or structure could enable fuel to flow
at low temperatures without changing the exotherm
location.7,9,10 Thus, a change in the temperature of the
freezing exotherm and/or a change in the crystal prop-
erties are required.

Previous work on diesel fuels has shown that the long-
chain normal alkanes are the species that crystallize
at relatively high temperatures and form a flow resis-
tant matrix with the liquid portions of fuel.9 In diesel
fuels, these n-alkanes are typically in the range C24 to
C28. Moynihan et al.11 and Van Winkle et al.12,13 showed
that n-alkanes were significantly concentrated in solids
separated from partially frozen JP-5 fuels. These work-
ers also observed that the crystalline solids entrapped
large amounts of liquid fuel. These studies suggest, that
for the jet fuels studied here, the large normal alkanes
are the first species to crystallize (i.e., n-C15 to n-C17).

To employ the measured DSC curves for the study
of jet fuel crystallization, we need to identify the

species that cause the resulting exotherm. Jet fuels are
primarily composed of the following species: normal
alkanes, branched alkanes (i.e., isoalkanes), cyclo-
alkanes (i.e., naphthenes), and aromatics. Table 3 lists
heat of fusion values for selected compounds for each
of these classes. The table shows that relatively large
normal alkanes have heat of fusion values that are
significantly larger than the other classes of species.
Thus, one would expect that most of the exothermic
response we have noted is due to normal alkane crystal-
lization. To confirm this hypothesis, we have selected
commercially available mixtures of three of these chemi-
cal classes for study in the DSC. ExxonMobil Norpar
13 was used to represent the normal alkanes, Exxon-
Mobil Isopar M was used for the isoalkanes, and
ExxonMobil Aromatic 200 was used for the aromatics.
A suitable mixture of cycloalkanes could not be located.
Each of these three mixtures has a distillation range
whose midpoint is near that of jet fuel and thus should
contain species that are representative of those found
in jet fuel (Table 2).

Figures 3-5 show DSC cooling curves for each of
these mixtures. The Isopar M curve in Figure 3 shows
no significant exotherm down to -65 °C. Experiments
down below -100 °C showed a very small exotherm near
-105 °C (not shown). Branched alkanes, such as con-
tained in Isopar M, tend to have a more spherical
molecular geometry than n-alkanes that minimizes the
intermolecular attractive forces and thus minimizes the
energy that is released upon formation of crystals at low
temperature. This is also apparent from the heat of
fusion values shown in Table 3. Figure 4 shows the DSC
curve for the Aromatic 200 mixture. Aromatic 200
displays a somewhat narrow exotherm near -15 °C,
with a broad baseline shift out to -50 °C. This curve
appears to be the superposition of two types of transi-
tions: a narrow crystallization transition and a broad
glass transition. Aromatics are commonly found to
display glass transitions in which an amorphous solid
structure is formed, as opposed to a crystalline struc-
ture. This type of behavior is not observed in our jet

(9) Lewtas, K.; Tack, R. D.; Beiny, D. H. M.; Mullin, J. W. In
Advances in Industrial Crystallization; Garside, J., Davey, R. J. , Jones,
A. G., Eds.; Butterworth Heinemann: Oxford, 1991; pp 166-179.

(10) Dunn, R. O.; Schockley, M. W.; Bagby, M. O. J. Am. Oil Chem.
Soc. 1996, 73, 1719-1728.

(11) Moynihan, C. T.; Mossadegh, R.; Bruce, A. J. Fuel 1984, 63,
378-384.

(12) Van Winkle, T. L.; Affens, W. A.; Beal, E. J.; Mushrush, G. W.;
Hazlett, R. N.; DeGuzman, J. Fuel 1987, 66, 890-896.

(13) Van Winkle, T. L.; Affens, W. A.; Beal, E. J.; Mushrush, G. W.;
Hazlett, R. N.; DeGuzman, J. Fuel 1987, 66, 947-953.

Table 2. Select Properties of Solvents Studied

solvent or fuel
designation composition

initial boiling point
(°C)

dry point
(°C)

flash point
(°C)

Norpar 13 97 vol % min paraffins, primarily
n-C12, n-C13, and n-C14

221 min 248 max 93 min

Isopar M 0.05 wt % max aromatics 218 min 257 max 80.5 min
Aromatic 200 98.0 % min aromatics 230 min 293 max 95 min
Jet A 22 vol % max aromatics 205 max 10% recovered temperature 300 max 38 min
JP-8 25 vol % max aromatics 205 max 10% recovered temperature 300 max 38 min

Table 3. Enthalpy of Fusion Values for Fuel
Compound Types16

chemical class species
heat of fusion

(kJ/mol)

normal alkanes n-dodecane 36.6
n-octadecane 61.4

branched alkanes 2,2,4,4-tetramethylpentane 9.8
cycloalkanes methylcyclohexane 6.8

ethylcyclohexane 8.3
butylcyclohexane 14.2
cyclooctane 2.4

aromatics benzene 6.9
o-xylene 13.6
propylbenzene 9.3
naphthalene 19.1
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fuel data. Also, the magnitude of the transition seen in
Aromatic 200 is not large enough to account for the
observed transition in jet fuel when one takes into
account the approximate 15-20% aromatic composition
of jet fuels (see Table 1). Figure 5 shows the DSC curve
obtained for Norpar 13. Norpar 13 displays two very
large transitions near -10 and -40 °C. It is well-known
that odd carbon number normal alkanes display a
solid-solid transition in addition to a liquid-solid
transition.14 Norpar 13, which consists mainly of n-C12,
n-C-13, and n-C14, displays a solid-solid transition
feature (near -40 °C) due to the large concentration of
n-C13. The main transition near -10 °C is the liquid-
solid transition. It is apparent from comparison with
the jet fuel exotherm that the Norpar 13 mixture yields
an exotherm that is large enough to account for the
feature observed in the jet fuel when considering the

concentration of normal alkanes expected. Thus we
conclude that the exothermic feature observed upon
cooling of jet fuel is mainly due to the crystallization of
the large normal alkanes present.

Studies of Mixtures of Fuel Components. To
further our understanding of the DSC curves of jet fuel
and to better understand the importance of the indi-
vidual compound classes in the freezing process, we
prepared a series of mixtures of fuel, the commercially
available mixtures studied above, and pure compounds.

The primary feature observed via DSC upon the
freezing of jet fuel is due to the crystallization of normal
alkanes. By adding additional normal alkanes, we can
study the effect of concentration and the interaction
between the various normal alkanes present. In Figure
6 we show DSC curves obtained on mixtures of POSF-
3219 jet fuel with 10% added n-dodecane, n-tetradecane,

(14) Turner, W. R. Ind. Eng. Chem. Prod. Res. Dev. 1971, 10, 238-
260.

Figure 3. DSC cooling curves for Isopar M and a jet fuel.

Figure 4. DSC curves of Aromatic 200 and a jet fuel.

Figure 5. DSC curves for Norpar 13 and a jet fuel.

Figure 6. DSC curves for a Jet A fuel (POSF-3219) with 10%
added alkane: neat fuel (solid line), with n-dodecane (dashed
line), with n-tetradecane (dot-dashed line), and with n-
hexadecane (dotted line).

1450 Energy & Fuels, Vol. 15, No. 6, 2001 Zabarnick and Widmor
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and n-hexadecane. The chromatogram of Figure 7 shows
that n-hexadecane is the largest normal alkane present
in this fuel with a significant concentration. Thus,
n-hexadecane is likely to be one of the major species
involved in crystallization of this fuel. Figure 6 shows
two significant changes that occur when 10% n-hexa-
decane is added to the fuel. In the first, a large
exothermic feature is observed near -25 °C. Addition-
ally, the exotherm near -55 °C, which was observed for
the neat fuel, has been nearly completely eliminated.
Interestingly, the elimination of the peak near -55 °C
indicates that the species that were crystallizing at this
temperature in the neat fuel are no longer freezing out
at this temperature. These species now appear to be co-
crystallizing with the n-hexadecane near -25 °C (the
melting point of pure n-hexadecane is 18.2 °C). In binary
systems, it is well-known that normal alkane species
that are similar in carbon number form solid solutions,
while those that are significantly different in size
display eutectic behavior.14 Figure 6 suggests the for-
mation of a solid solution between the added n-hexa-
decane and the normal alkanes present in the fuel. The
chromatogram of Figure 7 shows that the fuel contains
normal alkanes over the range C9 to C16.

Figure 6 shows similar solid-solution behavior for
n-tetradecane, which displays a large exotherm near
-38 °C. In contrast, the behavior of n-dodecane is more
indicative of a eutectic system (near complete insolubil-
ity of solids). Upon addition of n-dodecane, two exo-
therms are observed near -50 and -57 °C. Apparently,
a portion of the n-dodecane crystallizes in this mixture
at -50 °C with some of the larger n-alkanes. The
remaining n-alkanes present crystallize separately,
which results in a freezing exotherm that is slightly
reduced (ca. 2 °C) from that of the neat fuel. The
different behavior observed for n-dodecane, relative to
the larger species n-tetradecane and n-hexadecane, is
due to the relative size differences between these species
and the normal alkanes present in the fuel. The figure
indicates that the larger normal alkanes (gC14) are

more important in the freezing process that the smaller
alkanes present in the fuel. These studies of adding
normal alkanes have provided us insight into the
behavior of these species in the complex fuel mixture.

To understand the role that the various chemical
classes present in the fuel have on freezing, we have
prepared and studied mixtures of the commercially
available chemical class solvents. These results are
shown in Figures 8 and 9. Figure 8 shows the DSC
curves for the freezing of a 50/50 mixture of Aromatic
200 and Norpar 13. By comparison with the neat Norpar
13 shown in Figure 5, we see that the presence of
Aromatic 200 lowers the temperature of the solid-liquid
transition of Norpar 13 from -9 to -23 °C. The
temperature of the Norpar 13 solid-solid transition does
not change from its location at -41 °C. The observation
that the solid-solid transition does not move indicates
that the odd normal alkane, n-tridecane, does not co-
crystallize with Aromatic 200 components. That is, the

Figure 7. Chromatogram of fuel POSF-3219 showing normal
alkane constituents.

Figure 8. DSC curves for a mixture of 50% Aromatic 200 and
50% Norpar 13 compared with a jet fuel.

Figure 9. DSC curves for a mixtures of 50% Isopar M to 50%
Norpar 13 and 50% Isopar to 50% Aromatic 200.
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observation that the solid-solid transition temperature
remains constant in the mixture shows that the solid
n-tridecane molecules (and likely the other normal
alkanes present) are present in the same microenviron-
ment. The third peak observed in the figure near -25
°C is due to the freezing of the components in the
Aromatic 200 fraction. This peak is shifted from its
location at -13 °C in the neat solvent.

The results for 50/50 mixtures of Isopar M with
Norpar 13 and Aromatic 200 are shown in Figure 9. As
shown in Figure 3, Isopar M displays no crystallization
behavior over the temperature range studied here. But,
the presence of Isopar M in these other mixtures can
modify their freezing and/or crystallization behavior. In
the Isopar/Aromatic mixture, the exotherm due to
Aromatic 200 is shifted from -13 °C in the neat solvent
to -25 °C. Notice that this is the identical shift observed
above in Norpar 13. In the Norpar/Isopar mixture, the
liquid-solid transition moves from -9 °C in the neat
solvent to -22 °C in the mixture, while the solid-solid
transition remains near -41 °C. Again notice that these
observations in the Norpar/Isopar mixture are the same
as observed in Norpar/Aromatic mixture. Figures 8 and
9 show that the presence of Aromatic 200 or Isopar M
have similar effects on the crystallization of Norpar 13
components, reducing their exotherm to near -23 °C.
Also, the figures show that the presence of Isopar M or
Norpar 13 have similar effects on the crystallization of
Aromatic 200 components, reducing their exotherm to
near -25 °C. These observations support the conclusion
that there is little interaction between the components
present in these mixtures, other than a dilution effect.
This is in marked contrast to the strong interactions
observed in Figure 6 when adding normal alkanes to
jet fuel.

This observation of similar changes in exotherm
temperatures upon dilution in these Norpar/Isopar/
Aromatic mixtures appears to indicate that these changes
are due to colligative freezing point depression. To
further investigate these observations, we have added
various amounts of Isopar M to jet fuel as shown in
Figure 10. The figure shows that adding 10, 25, and 50%

Isopar M to fuel POSF-3219 reduces the freezing exo-
therm by 2.7, 4.7, and 8.5 °C, respectively. We can use
average values for hydrocarbon freezing point depres-
sion cryoscopic constants listed in ASTM D1016-99 to
estimate the expected colligative freezing point depres-
sion. For addition of 10% impurity to a hydrocarbon,
the test method shows an expected freezing point
depression of 2.8 °C. This value is very close to that
measured for the addition of 10% Isopar. The cryoscopic
constants listed in the test method are only good for
hydrocarbons purities above 95%, so we have not used
the greater dilution values.

The data indicate that addition of a noninteracting
species to a fuel results in a colligative depression of
the freeze point (Figure 10), while addition of a species
that interacts with the n-alkane freezing process (such
as additional more n-alkanes) can increase the freezing
temperature of the mixture (Figure 6). These observa-
tions have important implications for the design of low
freezing fuels. In particular, the data show that fuels
with higher concentrations of branched alkanes relative
to normal alkanes will exhibit better low-temperature
properties. It is also important to reduce the size and
concentration of the large normal alkanes as much as
is feasible. The aromatic content appears to be less
important in determining the freezing characteristics
of a fuel than these other factors.

An obvious question now arises: if we mix the Norpar
13, Isopar M, and Aromatic 200, are we able to generate
a mixture which displays low temperature behavior
which is similar to jet fuel? The results are shown in
Figure 11 for three mixtures in varying proportions. The
mixture with the highest Isopar concentration displays
the lowest freezing exotherm, as expected from the data
above. The 33/33/33 mixture looks qualitatively very
much like the 50/50 Aromatic/Norpar mixture shown
in Figure 8, with the main exothermic feature being
shifted to lower temperatures due to the presence of
Isopar. The 25/25/50 mixture is further shifted to lower
temperatures as a result of the higher concentration of
Isopar. This mixture no longer displays a separate odd

Figure 10. DSC curves for a Jet A fuel (POSF-3219) with
various amounts of added Isopar M.

Figure 11. DSC curves for three mixtures of Aromatic 200/
Norpar 13/Isopar M; solid line 25/25/50; dotted line 33/33/33;
dashed line, 12.5/12.5/75.
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n-alkane solid-solid transition as the main transition
overlaps where it would occur (near -41 °C). The 12.5/
12.5/75 mixture displays the lowest temperature freez-
ing exotherm, which is near the feature of the POSF-
2827 fuel (Figure 2). The exotherm displayed by this
mixture is broader than that of the jet fuels and appears
to consist of two overlapped peaks.

Unfortunately, the mixtures studied here lack the
cycloalkanes that make a significant fraction of most
jet fuels. Cycloalkane molecules tend to be much more
spherical in geometry than normal alkanes, and thus
likely behave more like the branched alkanes during
the freezing process. The similar heats of fusion for
these two classes of compounds, as shown in Figure 2,
support this hypothesis. Thus, the inclusion of cyclo-
alkanes to these mixtures would likely lower the tem-
perature of freezing if the isoalkane concentration were
not lowered also. To further elucidate the effect of
cycloalkanes on fuel crystallization we performed a set
of experiments in which we added three different
cycloalkane species (methylcyclohexane, cyclooctane,
and cyclodecane) to fuel 3219 and to a mixture of Norpar
13, Isopar M, and Aromatic 200. These results (not
shown) indicate the methylcyclohexane behaves very
much like the isoalkane mixture, lowering the temper-
ature of the freezing exothermic feature. Cyclooctane
and cyclodecane perturb the exotherms to a much
greater extent. These larger cycloalkanes, with ring size
greater than six carbons, are not likely present in jet
fuels. Most cycloalkanes detected in jet fuels
are alkyl substituted cyclohexanes, so the behavior of
methylcyclohexane is likely more representative of the
species present in real fuels.

Additive Studies. Now that we better understand
the DSC response for jet fuel we can more readily use
the instrument for assessing fuels and additives. Figure
12 shows the DSC curves obtained for two different cold
flow additives in POSF-3219 fuel at 250 mg/L. The first
additive, POSF-3607, showed excellent improvement in
large scale cold flow testing, reducing fuel hold-up and
increasing flow rate significantly at low temperatures.1

On the other hand, the second additive, POSF-3741, was
less satisfactory in the flow tests. These are both
proprietary additives obtained from a major petroleum
additive supplier. Both additives produce changes in the
DSC exotherm, as shown in the figure. The changes
observed in the DSC exotherms (1 to 2 °C shifts in the
location of the exotherm peak) are quite small relative
to the difference between the neat fuel and a JPTS
(Figure 2). The excellent performance of additive POSF-
3607 in the flow testing, and small changes in the DSC
exotherm noted here, indicate that the additive works
primarily by affecting the crystal morphology rather
than by significantly changing the temperature at
which crystallization occurs. Indeed, the DSC gives
information on the latter process and cannot supply
information on the former. To supplement the ther-
mal analysis information supplied by DSC we have
also used low temperature microscopy to supply infor-
mation on crystal structure during fuel cooling.15 These
microscopy studies show that additive POSF-3607 does
indeed affect the crystal habit. The presence of the
additive results in more numerous and smaller crystals,
which is the type of behavior expected of “pour point”
type additives. These additives, which often consist of
ethylene vinyl acetate copolymers, act by co-crystallizing
with the normal alkanes. They contain a hydrocarbon
backbone with protruding moieties. The protruding
functional groups interfere with the alkane crystalliza-
tion resulting in smaller crystals. The smaller crystals
are more likely to allow flow through filters and small
passageways in fuel systems.

Conclusions

We have shown that differential scanning calorimetry
is a useful technique for the study of the freezing
behavior of jet fuels. Upon cooling, the crystallization
of large normal alkanes yields an exotherm due to the
heat of fusion generated. Other fuel species, such as
isoparaffins, naphthenes, and aromatics, do not con-
tribute significantly to the signal. The addition of “pour
point” additives results in only small changes in the
measured exotherms despite large changes observed in
cold flow devices. This observation indicates that the
additives primarily act by altering the crystal structure
and/or size.
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Greater ease of use and higher density make energetic hydrocarbon fuels an attractive alternative to cryogenic
fuels. The use of high-energy hydrocarbons in rocket and combined-cycle propulsion systems is being explored.
In addition to its obvious use for propulsive purposes, fuel is used to cool system structures regeneratively to
temperatures commensurate with presently availablematerials. Fuel thermal stability unfortunately limits the use
ofhydrocarbonfuels. In the present contribution, the thermal stabilityofRP-1, JP-10,and quadricyclaneis assessed
using a system for thermal diagnostic studies. It is found that, whereas JP-10 and RP-1 exhibit reasonable thermal
stability, the highly strained quadricyclanerapidlydegrades under high-pressure, condensed-phase thermal stress.

Introduction

C RYOGENIC propellants offer attractive performance advan-
tages for launch vehicles.1¡4¤¤ Liquid hydrogen (LH2 ) and

liquid oxygen (LO2) are used in the high-ef� ciency main engines
of the space shuttle, which has a high speci� c impulse Isp rating of
455 s. Speci� c impulse is a measure of the thrust per mass � ow rate
of propellant at the nozzle; even small increases in speci� c impulse
can have large potential bene� ts in the payload weight able to be
placed into orbit. LH2 and LO2 also powered the upper stages of
the Saturn lB and Saturn V rockets as well as the second stage of
the Atlas/Centaur launch vehicle, the � rst U.S. LH2/LO2 rocket.¤¤

The RL-10 engines on the Centaur, a � rst-stage LH2/LO2 rocket,
have an Isp of 444 s. Isp ratings for hydrocarbon rockets can be
30% less than Isp values for cryogenicpropellants.For example, the
RP-1-fueled/LO2 Atlas G/Centaur rockethas an Isp of 257 s (Ref. 4).

Regrettably, signi� cant operational disadvantages are also asso-
ciated with the use of LH2: its low density (71 kg/m3) translatesinto
large storage tanks, increasingthe dry (unfueled) mass of the launch
vehicle. Also, cryogenic propellants require considerable thermal
insulation, thus further increasing the potential weight of the struc-
ture used to carry the propellant. Moreover, the additional logistics
and safety concerns of cryogenic propellants and the high cost of
LH2 (70 times that of JP-8 on a volume basis) limit its use.1 Despite
these drawbacks, the high ef� ciency of LH2/LO2 makes these prob-
lems worth considerationwhen reaction time and storabilityare not
critical.

Hydrocarbons, however, remain the fuel of choice for rapid re-
sponse,storablesystems.The advantagesof energetichydrocarbons
over conventional JP-8 (aircraft) and RP-1 (rocket) fuels as well as
cryogenic propellants are considerable and have been reviewed.1¡4
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htm.

The higher density of liquid hydrocarbons,such as JP-8 (0.80 g/ml)
and RP-1 (0.81g/ml), over LH2 (0.071 g/ml) provide a real incen-
tive to consider the high-energy density materials. The higher en-
ergy densities of energetic hydrocarbons can overcome the lower
Isp values as compared to LH2 .

The higherenergycontentof high-energyhydrocarbonsis a result
of the high anglestrainof the bonds in energeticcompounds.Table 1
shows an example of how energy content (heat of combustion) for
similar hydrocarbonsincreases with increased bond strain, normal-
ized for carbon number. Cyclopropane, for example, with 60-deg
bond angles, has a higher heat of combustion per CH2 group than
a straight chain alkane. High-energy density hydrocarbons such as
quadricyclane (Fig. 1) feature total heats of combustion exceeding
not only those of conventional rocket fuel (RP-1) (Fig. 2) but even
moderately strained missile fuel (JP-10).

There exist a variety of other hydrocarbonsthat derive their high-
energydensitydue to a compactmolecularstructure,such as aromat-
ics or cycloalkanes,for example, cis–decalin, densityD 0.897 g/ml.
Other compounds such as cubane (C8H8 ), � rst synthesized in 1964,
is both dense and strained.5 Highly strained compounds were the
only materials considered in this work because of their perceived
thermal instability.

High-energy fuels may be used to cool system structures regen-
eratively to temperatures commensurate with presently available
materials in combined-cycle engines. Thermal stability unfortu-
nately limits the use of hydrocarbons as coolants.1;6 Liquid-phase
pyrolysis reactions have been shown to be indicative of a fuel’s
propensityto form undesirabledepositsunder thermal stress at high
temperatures.7;8 Whereas detailed gas-phase pyrolysis of energetic
materials has enabled an understanding of strained-ring hydrocar-
bons decomposition pathways under combustion conditions,9¡12

study of the liquid-phasepyrolysisof these fuels has not been under-
taken to date. Strained-ringhydrocarbonfuels have shown a propen-
sity to soot,3 and soot formation pathways have been shown to be
analogous to pyrolytic deposition mechanisms in fuels systems.8

Thus, the development of liquid-phasepyrolysis experiments is the
logical foundation for beginning to assess the potential use of ener-
getic hydrocarbonsas coolants.

Table 2 shows some selectedpropertiesof hydrocarbons(also see
Refs. 13 and 14).

Description of Experiment
The thermal stability of fuel is often characterizedby the mass of

deposits that a particular fuel forms under thermal stress. However,
1258
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such measurements do not provide insight into the initiation chem-
istry of the depositionprocess.An understandingof depositionpre-
cursor processes is crucial to devising deposition mitigation tech-
niques, as well as evaluating a candidate fuel’s thermal stability.

In the presentwork, thermal decompositionis studied in a system
for thermal diagnostic studies (STDS).15 The STDS is a versatile
system for investigatingthermal degradation in the gaseous or con-
densed phase (Fig. 3). It requires only small volumes of reactants
(»5 ml) and, therefore, is an ideal tool for evaluating synthesized,
strained hydrocarbons.The STDS is capable of accurately control-
ling experimental variables such as residence time, temperature,
reactive atmosphere, and pressure (supercritical conditions).

A membrane-diffusionsolvent degasser was used to remove dis-
solvedoxygenfrom the liquid reactant.Removingdissolvedoxygen
mitigated thermal-oxidativereactions, so that pyrolytic degradation
could be examined without concern for oxygenatedproductsacting
as pyrolysis initiators or suppressors. A high-performance liquid
chromatography (HPLC) pump delivered the liquid-phase mate-
rial to the high-temperature reactor, with a backpressure regulator
(500 psig) used downstream of the reactor to keep the material
in the condensed phase, even at high temperature. Reactors were
made using stainless-steelHPLC tubingwith an internaldiameterof
0.0254 cm, making exposures closer to near-isothermal conditions.
Experiments consistedof exposing the reactant to high-temperature
conditions and examining the decomposition of the reactant and
products to determine reactant stability and speculate on the de-
composition mechanism.

The thermalreactioncompartmentof theSTDS is a gaschromato-
graph (GC) (Hewlett-Packard-5890A) with a separately controlled,
high-temperature furnace inside. The high-temperature reactor is
controlled isothermally at temperaturesof between 200 and 650±C,

Table 1 Hydrocarbon structure and stored energy

Heat of combustion
Molecular (per CH2 group)

Hydrocarbon type structure Bond angle kcal/mol

Open chain 109.5 157.4
Cyclohexane 109.5 157.4
Cyclopentane 108 158.7
Cyclobutane 90 164.0
Cyclopropane 60 166.6

Fig. 1 Chemical structure of pure hydrocarbons considered.

Fig. 2 RP-1 gas chromatogram.

with the GC oven around it held constant at 200±C for quantitative
transport of reactants and products. Each experiment is completed
at near-isothermalconditions,due to the small reactor and low � ow
rate of the reactants. High-pressureargon � ows through the reactor
while liquid � ow is established and oxygen is removed by solvent
degassing.When dissolvedoxygenis fullyremoved,a high-pressure
HPLC sampling valve switches the degassed liquid stream into the
reactor leg, replacing the high-pressureargon gas. All experiments
were conducted with a constant � ow rate of 0.5 ml/min (laminar
� ow), giving a residence time of 1.8 s at 200±C. Backpressure reg-
ulators keep the system pressure at 34 atm. After the � ow through,
the high-temperaturereactor is stabilizedfor 1 min, the decomposed
reactant stream is sampled using a high-temperature,high-pressure
sampling valve connected to a GC system (HP-5890). The GC is
operatedto separateand identifythe thermal reactionproductsusing
a � ame ionizationdetector.A 0.32-mm-i.d.Gas Pro column (Astec,
Inc.) was used to separate the C1 –C8 components of the sampled
stream. A parallel 0.25-mm-i.d. DB-5 (J and W Scienti� c) capil-
lary column was used in conjunctionwith a mass selective detector
(HP-5970B) to help identify compounds of interest online.

Additional of� ine analyses were performed by GC–mass spec-
trometry (GC–MS). Once chromatographic samples are taken,
valves are used to restore argon � ow back through the reactor to
reduce pyrolytic deposition and tube plugging.

Results and Discussion
The decomposition pro� les of the three reactants are shown in

Fig. 4. Decomposition pro� les are de� ned by percent of reactant
remaining vs temperature as measured on the GC–MS. Clearly,
quadricyclane degrades at much lower temperatures than either
JP-10 or RP-1. JP-10 is more stable than quadricyclane,but appears
to be less stable than RP-1. From the perspective of regenerative
coolingusing these hydrocarbons,it is important to consider parent

Fig. 3 STDS schematic: 1) check valve/� lter, 2) restrictor, 3) HPLC
pump, 4) solvent degasser, 5) backpressure regulator (500 psig), 6) sam-
ple collection, 7) sampling valve, and 8) furnace.
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Table 2 Selected properties of hydrocarbons13;14

Physical and chemical
properties JP-8 RP-1 JP-10 Quadricyclane LH2

Molecular weight 152 170.7 136 92 2.02
Molecular formula C10:9H20:9 C12:1H23:42 C10H16 C7H8 H2
Density, g/ml 0.80 0.81 0.95 0.98 0.071
Heat of combustion

Btu/lb 18,494 18,600 18,130 19,061 49,900
kJ/mol 6,538 7,385 5,735 4,114 234

Boiling point, K (±F) 448–543 453–543 455 (360) 381 (226) 20 (¡423)
(347–518) (354–518)

Flash point, K (±F) 311 (100) 343 (158) 327 (130) 284 (52) ——

Fig. 4 RP-1, JP-10, and quadricyclane decomposition pro� les.

Fig. 5 RP-1 thermal decomposition products as determined by
GC–MS.

compound stability. If quadricyclanewere used as a coolant and ex-
perienced temperatures above 200–300±C, some or all of the strain
energy of the molecule would be lost because the quadricyclane
woulddecomposebeforethecombustor.Fuel systemdesignersmust
consider the implications with regard to energy loss for a material
to be used as a coolant and propellant.

The parent compound stability provides an indication of how
much thermal stress a molecule may undergo before it degrades.
After the molecule degrades, the products that form may indicate
its propensity to form deposits12 as well as to provide a possible

Fig. 6 Aromatic formation in RP-1 based on parent reponse to
GC–MS detection at 200±C.

decomposition mechanism as a function of temperature. Decom-
position products for RP-1 are shown in Fig. 5, as determined by
GC–MS results. The RP-1 parent material is composed of a wide
rangeof compoundscomprisingprimarily cycloparaf�ns and paraf-
� ns. A small amount of fragmentation is evident initially at 500±C.
The RP-1 componentsexperiencemore severefragmentationat tem-
peratures above 600±C. Product formation at 650±C appears from
Fig. 4 to decrease (»95%) parent compound stability, but this re-
sponse was dif� cult to determine accurately due to the complex
nature of the RP-1. Cyclics and unsaturates dominate light prod-
uct formation. Although RP-1 pyrolysis does not plug the reac-
tor, the ef� uent turned yellow at 600±C and became even darker at
650±C. Higher temperature tests were not completed to avoid plug-
ging the reactor. Benzene, toluene, and naphthalene formation oc-
curred and became detectablebetween 600 and 650±C, as shown in
Fig. 6. Single-ring and polycyclic aromatic hydrocarbon formation
may be indicative of substantial parent compound degradation and
subsequent molecular growth reactions to larger, more stable aro-
matic hydrocarbons.However, it must be noted that the RP-1 parent
compounds may include small quantities (<3%) of aromatic com-
pounds. As seen in Fig. 6, a small amount of naphthaleneis already
present in RP-1. No benzene or toluene were originally present in
RP-1.

Decomposition products observed in JP-10 exposure are shown
in Fig. 7, as determined by GC–MS. Because JP-10 is essentially
a pure compound, its product distribution is more straightforward
than is RP-1. JP-10 starts to fragment slightly at 450±C and de-
composes readily by 600±C. The major decomposition products
observed are cyclopentene and cyclopentadiene. Minor products
include substituted cyclopentene and substituted cyclopentadiene.
Tetrahydrodicyclo–pentadiene is also formed, possibly via JP-10
isomerization. Benzene, toluene, and naphthalene formation is ob-
served between 550 and 600±C, as shown in Fig. 8. None of these
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Fig. 7 JP-10 thermal decomposition products.

Fig. 8 Aromatic formation in JP-10 based on parent reponse to
GC–MS detection at 200±C.

compounds were present in the original JP-10. Because of the
slightly lower temperatures at which initial fragmentation is ob-
served for JP-10 when compared to RP-1, the former is considered
slightly less stable. However, aromatic formation was more preva-
lent in RP-1 than observed for JP-10, probably due to the initial
concentrationof aromaticcomponents in the RP-1. These aromatics
may have acted as seed components to form the aromatic decompo-
sition products. JP-10 degradationproductsdid not plug the reactor,
but the fuel became discolored at 600–650±C.

Because of its higher strain energy, quadricyclane was (pre-
dictably) more thermally unstable than either RP-1 or JP-10. More-
over, quadricyclanepolymerized rapidly at 450±C, plugging the re-
actor tube.Quadricyclaneisomerizedto norbornadiene,even at tem-
peraturesbelow300±C. The norbornadienedecompositionproducts
indicate the eventual formation of aromatics, as shown in Fig. 9.
Benzene and toluene formation is shown in Fig.10; no naphtha-
lene formation was observed at these lower (<450±C) tempera-
tures. A small amount of toluene formation is observed at 200±C.
The isomerization of quadricyclane to norbornadiene is consistent
with observations in gas-phase studies.10;11 Similar decomposition
products are seen in both the gas-phase and condensed-phasestud-
ies. Because the reactor was plugged at such a low temperature,

Fig. 9 Quadricyclane thermal decomposition pathways.

Fig. 10 Aromatic formation from quadricyclane based on parent
reponse to GC–MS detection at 200±C.

samples stressed to higher temperatures could not be collected.
Polymerization-inhibiting additives may retard the decomposition
process and will be studied in future work.

Conclusions
The thermal decompositionbehavior of high-energy density hy-

drocarbons under condensed-phase high-temperature conditions
was examined. These experiments examine conditions more typ-
ical of fuel systems for combined-cycleengines than do gas-phase
experiments previously conducted.

Stability measurements performed in this study indicated that
RP-1 was the most stable at the conditions investigated, followed
closely by JP-10. Quadricyclaneis the least stable, degradingat rel-
atively low temperatures compared to JP-10 and RP-1. Once sub-
stantial pyrolysis is observed, aromatic formation increases are ob-
served for all three reactants. JP-10 degradation leads to the forma-
tion of small amounts of benzeneand toluenewhereasRP-1 yielded
higher formation of benzene and toluene, along with naphthalene.
Quadricyclanefeatures slight formationof benzeneand toluene,but
substantial polymerization,which leads to reactor plugging even at
low temperatures. Apparently, quadricyclanewould not be capable
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of providing signi� cant fuel system cooling (due to its thermal in-
stability) if reaction times or temperatures were excessive. Product
formation from the degradationof these reactants is helpful in spec-
ulating about the mechanism of decomposition and the propensity
for deposition. The mitigation of undesirable pyrolytic deposition
processes is predicated on the understandingof the inherent forma-
tion chemistry. Work to address pyrolytic deposition for strained
hydrocarbonsunder condensed-phasehigh-temperature conditions
is ongoing in our laboratory.
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JPTS, kerosene, Jet A, and additized Jet A samples were cooled below their freeze point
temperatures in a rectangular, optical cell. Images and temperature data recorded during the
solidification process provided information on crystal habit, crystallization behavior, and the
influence of the buoyancy-driven flow on freezing. n-Alkane composition of the samples was
determined. The Jet A sample contained the least n-alkane mass. The cooling of JPTS resulted
in the least wax formation, while the cooling of kerosene yielded the greatest wax formation.
The JPTS and kerosene samples exhibited similar crystallization behavior and crystal habits
during cooling. Low-temperature additives modified the crystal habit of the Jet A fuel. Crystal
shapes and sizes were recorded for use in future computational modeling.

Introduction

Aircraft operation in arctic regions or at high altitudes
can expose jet fuel to temperatures below its freeze point
temperature specification. Frozen fuel can be trapped
within tanks or obstruct flow by blocking filters. Fuel
freezing limits aircraft operational capabilities and, if
unchecked, may result in the loss of aircraft and crew.
The U. S. Air Force has previously developed a specialty
jet fuel, JPTS, for low temperature use. Unfortunately,
specialty fuels increase cost and logistical complexity,
reducing their potential for both military and com-
mercial applications. Commercial applications for jet
fuel with improved low-temperature properties include
high-altitude long-duration aircraft, which provide high-
speed broadband Internet and cellular communication
services1 and trans-polar flights. Shorter trans-polar
routes reduce flight time and save fuel but require
increased artic ground operations. Therefore, there is a
need to better understand the freezing of jet fuels for
the safe and economical operation of aircraft at extreme
low temperatures.

The solidification of jet fuel due to freezing involves
complex molecular and continuum-level phenomena.
The purpose of the present work is to gain an improved
continuum-level understanding of the process of jet fuel
freezing in a buoyancy-driven flow. Buoyancy-domi-
nated flow is expected in aircraft fuel tanks. The
freezing process is affected by fuel composition, fuel
temperature and flow velocity. Jet fuel is a mixture of
numerous hydrocarbons consisting primarily of n-al-
kanes, branched alkanes, cycloparaffins, olefins, and
aromatics that vary with refinery source. Frozen jet fuel
consists primarily of crystals composed of solid solutions
of n-alkanes.2 The crystal size and shape (habit) affects

the freezing process and is influenced by several factors.
Studies of diesel fuel have shown that additives can
influence crystal habit.3 The cooling rate can affect
phase change kinetics and crystal habit. Phase change
for a mixture takes place over a temperature range as
species precipitate out of solution, altering the proper-
ties of the remaining liquid mixture. Also, because jet
fuel freezing is not isothermal, crystalline structures
may be porous and offer resistance to flow. Moreover,
flow resistance depends on crystal shape and size.

Crystalline structures formed when jet fuel freezes
are interlaced with liquid (as great as 80% by mass4),
and similar structures have been referred to as mushy
regions in studies involving the solidification of metal
alloys.5 Flow in mushy regions is analogous to flow in
porous materials. The resistance to flow through the
mushy region can be expressed in terms of an effective
permeability. The permeability (K) represents the ease
with which a fluid flows through the porous material.
Darcy’s law6 relates permeability to the geometry of the
porous structure, and different representations of the
permeability have been used. The isotropic Koseny-
Carman representation of permeability has been applied
extensively in the study of metal alloy mushy regions
and can be represented as:

where ds is the characteristic diameter of the solid
crystals, εs is the solid volume fraction, and c is the
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Kozeny coefficient.7 The Kozeny coefficient depends on
crystal shape and may be determined from optical
experiments using jet fuel. In addition, the character-
istic diameter and solid volume fraction for jet fuel can
be determined from images of fuel crystallization.
Measurements of ds, εs, and c of eq 1 may then be
incorporated in the development of computational mod-
els for the simulation of the freezing of jet fuel.

Unfortunately, the extent of fundamental research on
fuel freezing in a buoyancy-driven flow is limited. Jet
fuel availability concerns spurred low-temperature fuel
research in the late 1970s and early 1980s.8 This led to
the relaxation of the freeze point specification for Jet
A-1 from 223.2 to 226.2 K and prompted further applied
research related to operational issues. The applied
studies did not provide the information needed to
accurately model freezing fuel. For example, recorded
images were not of sufficient resolution to distinguish
between regions of liquid or solid fuel. In addition,
complexities, such as structural members and free
surfaces, obscured the understanding of the freezing
process. Fundamental studies of freezing and solidifica-
tion have generally been limited to single-compound or
binary mixtures. For example, in a study involving a
simple geometry, measurements of the solid area and
temperatures were obtained for the melting and re-
solidification of pure n-octadecane about two cylinders.9
In contrast, jet fuel is a complex hydrocarbon mixture
for which simple phase relationships do not exist.
Clearly, more fundamental research is needed to better
understand the freezing of jet fuel.

The objective of this study is to gain insight into the
freezing process by obtaining detailed images and
temperature measurements of neat and additized jet
fuel freezing within a two-dimensional, buoyancy-
induced flow with imposed surface temperatures for a
simple rectangular geometry. Recorded images assist
in the understanding of how fluid dynamics influence
phase change and how additives modify crystal habit.
Moreover, images can provide information concerning
the relative porosity of solidifying structures, charac-
teristic dimensions of wax crystals, and relative areas
of liquid and solid phases. These quantities may be used
in the development of computational fluid dynamics
models to better design aircraft fuel systems and predict
the freezing behavior of jet fuel.

Experimental Section

A test apparatus was fabricated to view and record images
of jet fuel freezing within a vessel with imposed surface
temperatures. This optical freezing cell is shown in Figure 1.
In aircraft, jet fuel is stored in various tank geometries;
however, a rectangular geometry was chosen for convenience.
The cell (88.9 mm × 38.1 mm × 44.5 mm) was fabricated from
commercially available aluminum (6061) tubing that has a
wall thickness of 6.4 mm. Aluminum was chosen due to its
use in aircraft fuel tanks and its high thermal conductivity.
The cell surface was sand blasted with glass beads (60-120
micron) to obtain a uniform finish. A cell depth of 44.5 mm

was sufficient to establish a two-dimensional flow by minimiz-
ing heat transfer end effects. Copper block heat exchangers
are clamped to opposite vertical sides of the cell to impose the
desired surface temperatures, and the resulting density dif-
ferences drive the flow within the cell. The copper blocks (88.9
mm × 50.4 mm × 44.5 mm) were cut from bar stock, and two
flow passages (12.7 mm diameter) were drilled through each
block for the flow of liquid nitrogen. A mixing vane within each
passage enhances heat transfer between the liquid nitrogen
and copper surfaces.

Temperature control (within (0.5 K) is accomplished by the
use of cryogenic solenoid valves, which meter the flow of liquid
nitrogen into the copper blocks. Calibrated (type T) thermo-
couples measure temperatures on the internal surfaces of the
aluminum cell. Wells for thermocouples (5.6 mm deep) were
drilled into the exterior aluminum walls. The thermocouples
were calibrated (in the range 293.3-203.3 K) using a platinum
resistance device as a standard. The estimated uncertainty
in the temperature measurements is (0.5 K. Figure 1 shows
the locations of the nine thermocouples used to verify isother-
mal surface conditions and to control the experiment. In Figure
1, TH represents the average of the three thermocouples located
along the higher-temperature surface, midway from front to
back. Likewise, TL represents the average of the three ther-
mocouples located along the lower-temperature surface. Sur-
face temperatures were determined to be isothermal to within
1 K standard deviation. The temperature of the top and bottom
surfaces is measured by a thermocouple placed at the center
of each surface. In addition, a single thermocouple is located
in the fuel sample at the center (TC) of the optical cell. A digital
data acquisition and control system records thermocouple
readings at a rate of 1 Hz. Components of the system include
a network interface (National Instruments, Fieldpoint FP-
1001), thermocouple input module (National Instruments,
Field Point FP-AI-100), an electronic relay module (National
Instruments, Fieldpoint FP-FLY-420), and software (National
Instruments, Lookout 4.0).

Quartz is used on the front and rear of the cell to allow for
illumination and image collection. Figure 2 shows the cell with
polycarbonate and quartz vacuum chambers located at the
front and rear of the cell. The use of vacuum chambers
eliminates frost accumulation (from ambient water vapor) on
the quartz and minimizes heat transfer end effects. Heat
transfer through the front and rear quartz was evaluated by
measuring the liquid fuel temperature from front to back,
along the bottom of the cell. The heat transfer through the
front and rear viewing windows was assumed to be negligible
since the temperature variation was always less than 0.5 K.
Quartz was chosen for its strength and optical clarity, while
polycarbonate plastic was chosen for its strength and low
thermal conductivity. Figure 2 also shows the optical arrange-
ment. An illumination source is placed at one end of the cell,
while a camera is located at the other. Opal glass is used to
uniformly diffuse the light source. Polarizing filters are placed
immediately in front of each quartz vacuum chamber to

(7) Ni, J.; Incropera, F. P. Int. J. Heat Mass Transfer. 1995, 38,
1271-1284.

(8) Low-Temperature Behavior of Fuels in Simulated Aircraft Tanks,
CRC Report No. 532, CRC Project No. CA-58-78.

(9) Sasaguchi, K.; Viskanta, R. J. Energy Resources Technol. 1989,
111, 43-49.

Figure 1. Schematic of low-temperature optical cell.
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improve contrast between the liquid and solid fuel. Cross
polarization eliminates light transmittance through the liquid
fuel. As the fuel solidifies, crystals rotate the polarization
plane, allowing light to pass through the front polarization
analyzer. Two camera systems are used to obtain images. A
high-resolution digital camera (Sony DKC-ST5, 4 mega-pixel)
equipped with a zoom lens (Sony VCL1205B) captures images
from the direction normal to the viewing window. A video
camera (Panasonic WV-CL352) equipped with a macro lens
records magnified (10X) images of the crystal morphology.

The cell is gravity fed from an elevated reservoir until
completely filled with fuel. A makeup fuel supply is maintained
in the reservoir to allow for changes in fuel density (contrac-
tion) during cooling. The jet fuels were obtained from the Fuels
Branch (PRTG) of the Turbine Engine Division of the Propul-
sion Directorate of the Air Force Research Laboratory at
Wright-Patterson AFB, Ohio. Bottled kerosene was obtained
from Fisher Scientific.

JPTS (F3775), a kerosene sample, Jet A (F3219), and Jet A
samples additized with two proprietary low-temperature ad-
ditives (F3607 and F3741) were selected for study. The
kerosene was included since jet fuels are kerosene based, and
it is readily available. Table 1 lists select low-temperature
properties of the fuels and fuel-additive combinations studied.
A single concentration of 2000 mg/L of each additive was
studied. Before freezing, the samples were analyzed using gas
chromatography to determine the n-alkane (weight) distribu-
tion (Figure 3). The JPTS sample consists of 33% n-alkanes
ranging from C9 to C14 and centered about C11. The kerosene
sample contains 32% n-alkanes, primarily from C10 to C13. The
Jet A sample has 24% n-alkanes in the range C9 to C16 and
centered about C12. The kerosene possesses the narrowest
n-alkane distribution while Jet A has the widest distribution.
The Jet A sample has fewer total n-alkanes than the other
fuels, but it has the greatest mass of long-chain n-alkanes
(C15-C17). The JPTS sample does not contain C16 or C17 and
has only trace amounts of C15.

Each fuel was subjected to the surface temperatures shown
in Figure 4. The cooling experiment was divided into three
periods. For convenience, during the first period (Figure 4,A-
B), the lower-temperature surface (TL) was cooled rapidly from
room temperature (293.2 K) at a rate of 5.0 K/min. This rate
was used to provide a rapid cool to a temperature well above

the highest freeze point temperature of the fuels studied (Table
1). Cooling rate has an affect on crystal habit, and thus, during
the second period (Figure 4,B-C), the lower-temperature
surface (TL) was cooled from 243.2 to 208.2 K at a rate of 1.0
K/min. The actual cooling rate of fuel in aircraft fuel tanks is
typically less than 1.0 K/min. To ensure freezing TL was set
at 208.2 K, which is less than the lowest pour point temper-
ature of the fuels studied (Table 1), a 15 K temperature
difference between the opposite vertical surfaces was main-
tained throughout the experiment to induce flow. Actual
aircraft fuel tanks may experience surface temperature dif-
ferences due to solar heating or other heat transfer mecha-
nisms. The vertical surfaces were then maintained at constant
temperatures (Figure 4,C-F) for a period of 15 min to allow
for adequate fuel solidification. Top and bottom surface tem-

Table 1. Select Low-Temperature Properties of Fuels Studied and Comparison of Onset of Phase Change

fuel
freeze

point (K)
cloud

point (K)
pour

point (K)
cell onset

TL (K)
DSC onset

(K)

JPTS (F3775) 218.7 215.9 212.2 214.0 214.6
Kerosene (Fisher) 231.1 227.2 218.2 226.5 226.0
Jet A (F3219) 227.2 222.2 217.2 220.5 222.2
Jet A (F3219 additized

with F3607)
227.2 222.3 208.3 218.5 221.2

Jet A (F3219 additized
with F3741)

228.4 221.2 211.2 221.0 219.0

Figure 2. Side view of optical cell.

Figure 3. Distribution of n-Alkanes for neat fuels before
freezing.

Figure 4. Optical cell surface temperatures.
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peratures of the cell were not actively controlled, but were
measured. Figure 4 shows that top and bottom surface
temperatures are similar and fall between the imposed vertical
surface temperatures. The top surface temperature deviates
from that of the bottom starting at 240 K during cooling. It is
believed that the deviation arises due to conduction heat
transfer through supports located on the bottom of the cell.

Results and Discussion

Temperatures and images recorded during the freez-
ing process provide information on crystal microstruc-
ture, crystallization behavior, liquid-solid volume
fraction, and the influence of buoyancy-driven flow on
phase change. Surface temperatures and the tempera-
ture at the center of the optical cell are presented for
each fuel sample. In addition, images (Figures 6-15)
were obtained for each fuel sample at the times and
surface temperatures indicated in Figure 4 (times C, D,
E and F).

Temperature Measurements. Figure 5 shows tem-
perature readings at the center of the optical cell as well
as the temperatures imposed on the vertical surfaces
of the optical cell for all the fuel samples. The center
temperature differs between samples due to the fact
that the fuel samples possess different thermal and
transport properties. Figure 5 shows the temperatures
at which phase change was visually observed to begin
on the lower-temperature surface for the JPTS, kero-
sene, and Jet A (neat and additized) samples. Figure 5
also shows that after phase change begins, the center
temperatures begin to deviate from each other due to
surface freezing and concomitant heat release due to
crystallization. The kerosene sample deviates the great-
est due to an earlier onset of phase change and higher
heats of fusion (Figure 16) for the precipitating n-
alkanes. In addition, Figure 5 indicates that during
initial rapid cooling of the vertical surfaces (Figure 4,A-
B), the cooling rate at the center of the cell is less than
the imposed vertical surface cooling rate (5.0 K/min).
Buoyancy-driven flow in the cell is complex, and time
is required before the effects of the imposed surface
condition fully penetrate to the cell center during rapid
cooling. During the reduced cooling rate period (Figure
4,B-C), the temperature at the center of the optical cell
begins to decrease at the same rate as the imposed rate
well before phase change begins.

Optical Cell Images. Two-dimensional images ob-
tained from the direction normal to the viewing window
provide details of crystallization behavior, the relative
areas of liquid and solid, the effect of flow, and crystal
habit. For each sample, the amount of solidification is
estimated from recorded images (magnification 10X)
along with crystal size, shape, and spacing.

Figure 6 shows images of the JPTS sample freezing.
In Figure 6, the right side of each image is the lower-
temperature surface, and the left side is the higher-
temperature surface. The surface temperatures for each
image of the figure correspond to times C, D, E, and F
shown in Figure 4. Figure 6a shows fuel that has begun
to solidify after 45 min of cooling (Figure 4,A-C). The
light region of Figure 6a is fuel that has solidified on
the lower-temperature vertical surface and the top and
bottom surfaces. The remaining area is liquid that
appears dark due to the cross-polarization used. Figures
6a-d show that with increasing time, the crystallization
front advances along the bottom and top of the cell from
the lower-temperature vertical surface toward the higher-
temperature vertical surface. After 60 min of cooling,
the solidifying structure has advanced to the center of
the top and bottom surfaces, and a profile of the
solidified structure is visible. The profile extends uni-
formly from the front to the rear of the cell, indicating
that heat transfer end effects are negligible and the
buoyancy-driven flow field is fully two-dimensional. The
images in Figure 6 suggest that the solidifying structure
is comprised of long, thin crystals, adhered to the cell
surfaces. The thickest portion of the solidifying structure
is located at the bottom of the lower-temperature surface
(Figure 6d).

Figure 7a shows the JPTS sample in the optical cell
after 60 min of cooling with a (6.4 mm) uniform grid
superimposed. The profile area of the stationary solidi-
fied fuel attached to the cell surfaces is estimated from
this image to be 594 mm2. From this area, it can be
estimated that the solidifying structure occupies 18%
of the optical cell volume. Figure 7b (10X magnification)
reveals a porous structure of needlelike crystals, gener-
ally growing in the opposite direction of the heat
transfer (normal to the cell surfaces). The needlelike
crystals visible in Figure 7b have a characteristic width
of 0.1 mm and reach lengths equivalent to the thickness
of the solidifying structure (6 mm). Crystal spacing
varies, but distances as great as 1 mm can be measured
between crystals.

Figure 5. Temperature (TC) at center of cell for all fuels.

Figure 6. Freezing JPTS after (a) 45, (b) 50, (c) 55, and (d)
60 min of cooling in the optical cell. Times refer to those of
Figure 4.

1236 Energy & Fuels, Vol. 15, No. 5, 2001 Atkins and Ervin

145



Figure 8 shows images of freezing kerosene for the
same period as the JPTS sample (Figure 4,C-F). Figure
8a shows that by the beginning of the constant wall
temperature period (45 min of cooling), a significant
amount of fuel has crystallized, and crystals cover all
surfaces of the optical cell. After 60 min, the crystalline
structure nearly fills the cell. The thickest part of the
wax structure exceeds 20 mm, beyond the center of the
cell. Figure 8d shows that near the vertical lower-
temperature and bottom surfaces, much of the solidify-
ing structure is dark and indiscernible from the liquid
region. This implies that the crystal spacing of the
solidifying structure is not uniform. The images in
Figure 8 clearly show the solidifying structure is made
up of long, thin crystals, similar to the JPTS sample.
Additional crystallization behavior similar to the JPTS
sample is the greater accumulation of solidified fuel at
the bottom of the cell.

Figure 9a shows kerosene in the optical cell after 60
min of cooling (Figure 4,F) with a (6.4 mm) uniform grid
superimposed. The solidifying structure occupies 93%
of the optical cell volume, which is over 5 times greater
than that of the JPTS sample. Figure 9b (10X magni-
fication) shows solidified fuel after 45 min of cooling
(Figure 4,C) and reveals long needlelike crystals similar
to those observed for the JPTS sample. Figure 9 shows
crystallization behavior that is similar to that of the
JPTS sample: crystals attached to the cell surfaces,
growing in the direction opposite that of heat transfer.
The crystals shown in Figure 9b have a characteristic
width of 1 mm and reach lengths equivalent to the

thickness of the solidifying structure (22 mm). Where
discernible, crystal spacing is consistent with the spac-
ing found in the JPTS sample. In the dark, indiscernible
regions of the solidifying structure crystal spacing
cannot be determined.

Figure 10 shows images of Jet A freezing while
holding surface temperatures constant (Figure 4,C-F).
Figure 10a shows that after 45 min, a crystalline
structure covers the vertical lower-temperature surface
and the top and bottom surfaces. It is obvious that Jet
A crystal morphology is very different from either that
of the kerosene or JPTS samples. Figure 10 shows that
components of the fuel solidify and attach to the surfaces
of the optical cell. In addition, crystals nucleate and drift
within the liquid. As time progresses, the liquid fuel
temperature falls below the cloud point throughout the
cell, and the suspended crystals continue to grow. The
crystals move with convective currents, becoming en-
tangled with the surface-adhered crystalline structures.
There, they pack and contribute to the growth of the
adhered, larger structures. Thus, the buoyancy-induced
flow creates a mechanism for growth of stationary
crystalline structures. After 60 min, Figure 10d shows
that all surfaces have adhering crystals with the great-
est accumulation of solids at the bottom of the cell, as
observed with the JPTS and kerosene samples. The
thickness of the crystalline structure exceeds 12 mm
along portions of the vertical lower-temperature and
bottom surfaces. Areas of solidification adjacent to the
cell surfaces are dark, similar to those of the kerosene
sample.

Figure 7. Frozen JPTS (a) 594 mm2 of solidified fuel and (b)
crystal habit after 60 min of cooling.

Figure 8. Freezing Kerosene after (a) 45, (b) 50, (c) 55, and
(d) 60 min of cooling in the optical cell. Times refer to those of
Figure 4.

Figure 9. Frozen Kerosene (a) 3161 mm2 of solidified fuel
after 60 min of cooling and (b) crystal habit after 45 min of
cooling.

Figure 10. Freezing Jet A after (a) 45, (b) 50, (c) 55, and (d)
60 min of cooling in the optical cell. Times refer to those of
Figure 4.
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Panels a and e of Figure 11 (10X magnification) reveal
the neat Jet A sample crystal habit and the growth
mechanism of the larger structures. Figure 11a shows
migrating crystals becoming entangled with surface
adhered structures. Figure 11c shows densely packed
crystals that have adhered to the lower-temperature
vertical surface with no identifiable spacing between
crystals. Closer inspection of Figure 11c shows that the
crystals are randomly oriented. Figure 11b shows Jet
A in the optical cell after 60 min with a (6.4 mm)
uniform grid superimposed. The area of wax solidifica-
tion is more difficult to estimate than that for the other
fuels since numerous suspended crystals are present in
the liquid region. However, it is estimated from Figure
11b that the solidified fuel attached to the cell surfaces
occupies 47% of the cell volume. Figure 11c shows the
stationary crystalline structures to be made up of short,
uniform platelike crystals, packed together randomly,
accumulating in a direction opposite that of the heat
transfer. As the solid fraction increases in the cell, the
crystal interaction increases, causing packing and for-
mation of larger, stationary solid structures. Figure 11a
shows these crystals to be 0.1 mm thick and 1 mm in
length. Figure 11c shows densely packed crystals in the
dark region adjacent to the lower-temperature surface.
It is believed that the dark regions in both the Jet A
and kerosene samples are relatively nonporous solid
structures.

Similarities in the growth of the stationary crystalline
structures were observed for the fuel samples studied.
The motion of the liquid fuel influences the local liquid
temperature, which, in turn, affects the crystal growth
rate and habit. The buoyancy-induced flow driven by
the imposed surface temperatures affects the growth of
solidifying structures. Large-scale liquid motion flows
downward along the lower-temperature vertical surface
(fuel density increases) and upward along the higher-
temperature vertical surface (fuel density decreases) in
a clockwise rotation. Thus, the minimum temperature
of the flowing liquid is located near the bottom of the
vertical lower-temperature surface. As observed in the
present experiments, this region would be expected to
have the greatest accumulation of solidified fuel.

Analysis of the fuel n-alkane compositions before
freezing assists the understanding of crystallization
behavior. JPTS is the present preferred low-tempera-
ture jet fuel. Yet, its crystallization behavior is similar
to that of kerosene, which exhibited the greatest solidi-

fication volume. Figure 3 shows that the JPTS and
kerosene samples have similar total masses of n-alkanes
(32-33%). Compared with those in the kerosene sample,
the n-alkanes in the JPTS sample are more widely
distributed with a larger concentration of C10 and below,
which may account for its lower freeze point tempera-
ture. The total n-alkane composition of the Jet A sample
(24%) is significantly lower than the other two fuels.
However, the freeze point of the Jet A sample is higher
than that of the JPTS sample. Figure 3 reveals that the
Jet A sample contains a greater mass of larger n-alkane
species (C15-C16) than the JPTS sample, which may
account for the higher freeze point temperature of the
Jet A sample.

The crystallization behavior of the JPTS and kerosene
samples (long, needlelike crystals, attached to the cell
walls and growing in the direction opposite that of heat
transfer) has been observed in metal alloy solidification
and is referred to as columnar (constrained) dendritic
solidification.5 The nucleation of crystals in the liquid
region, migration of crystals along convective currents,
and crystal interaction and packing exhibited in the
present study by Jet A freezing has also been observed
in alloy solidification and is referred to equiaxed (un-
constrained) crystallization.5 Thus, the crystallization
behavior of JPTS, kerosene, and Jet A is similar to that
observed in metal alloy solidification. It is believed that
numerical models used in the simulation of alloy
solidification may also be extended to simulate the
freezing of jet fuel. For modeling the freezing of jet fuel,
the optical cell images provide estimates of ds, εs, and
c. As a first-order approximation, the Koseny-Carman
model can be used to simulate flow through the porous,
solid structures present in freezing jet fuel.

Additive Studies. The flow visualization studies
described here are part of a larger research effort to
develop additives which improve the low-temperature
behavior of jet fuel. Additives modify freezing behavior
by increasing n-alkane solubility, increasing nucleation,
or limiting crystal size. Previous research involved the
evaluation of the effectiveness of cold flow additives to
reduce the amount of fuel trapped by the solidifying wax
structure.10 Proprietary additive F3607 was found to be
effective, while additive F3741 was ineffective.

Figure 12 shows images of freezing Jet A additized
with (2000 mg/L) F3607 in the period from 45 to 60 min
(Figure 4,C-F). Figure 12d shows that there are a
greater number of smaller crystals than were present

Figure 11. Frozen Jet A (a) crystal habit, (b) 1594 mm2 of
solidified fuel area, and (c) densely packed crystals after 60
min of cooling.

Figure 12. Freezing Jet A additized with F3607 after (a) 45,
(b) 50, (c) 55, and (d) 60 min of cooling in the optical cell. Times
refer to those of Figure 4.
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in the neat Jet A sample (Figure 10d) for otherwise
identical conditions. When compared to the neat Jet A
sample (Figure 10), the crystals in the solidifying
structure are neither as densely packed nor constrained
to the cell surfaces. Figure 12 shows that the additive
has significantly altered the crystal habit of Jet A,
revealing why the additive was effective. The migrating
equiaxed crystals do not densely pack, but flow to the
bottom of the cell. Spacing between these crystals is
difficult to determine from the images, however, the
accumulated crystals are visually observed to shift with
liquid fuel flow. Panels a and c of Figure 13 (10X
magnification) reveal small, irregularly shaped crystals
that do not densely pack. Also, the magnified images
show the crystals are needlelike in shape as opposed to
the platelike crystals observed in the solidifying neat
Jet A. The length of these needlelike crystals (0.5 mm)
is roughly half the length of the platelike neat Jet A
crystals (1 mm), while the crystal thickness is similar
(<0.1 mm). Figure 13b shows the optical cell at 60 min,
and as with neat Jet A, the total area of wax solidifica-
tion is difficult to estimate since numerous equiaxed
crystals are present. The volume of the optical cell that
the accumulated solidified fuel occupies is approxi-
mately 40%.

Figure 14 shows images of the Jet A sample additized
with (2000 mg/L) F3741 freezing in the final period of
cooling (Figure 4,C-F). The additive has altered the
crystal habit of the neat Jet A sample, and there are

fewer equiaxed crystals when compared to either the
neat Jet A sample or the Jet A sample additized with
F3607. Figure 14d shows that the solidifying structure
is similar to that of the neat Jet A sample (Figure 10d).
Panels a and c of Figure 15 (10X magnification) show
solidification on the cell walls and reveals a crystal size
(0.5 mm) smaller than that of the neat Jet A sample (1
mm) and of a more uniform size and shape. With
additive F3741, the overall shape of the crystals is
spherical. Figure 15b shows that the volume of the
stationary solidifying structure (37%) is less than that
of the neat Jet A sample.

The irregular shape of the crystals in the Jet A sample
additized with the effective additive (F3607) may ex-
plain why the equiaxed crystals do not form larger,
adhered structures. The crystals present in the Jet A
sample additized with the ineffective additive (F3741)
are similar to the noneutectic crystal shapes present in
metal alloy solidification and have been referred to as
equiaxed dendritic in studies of alloy solidification.5

Related Experiments. In related work using dif-
ferential scanning calorimetry (DSC),11 the onset of
phase change was determined (Table 1) at a 1.0 K/min
cooling rate for the fuels of the present work. Under the
thermal conditions of the optical cell, the wall temper-
ature at which crystallization initially becomes visible
corresponds coincides well with the DSC measurements
and with the measured cloud-point temperatures pre-
sented. This agreement among different studies sup-
ports the experimental method of the present work.

Figure 16 shows the DSC cooling curve measurements
for the fuel samples of the present work. Additive F3607
has shifted the exothermic peak of Jet A to a lower
temperature, but more importantly, the peak is nar-
rower and greater in magnitude than the peak of the
neat the Jet A fuel sample. This observation agrees with
the optical cell images that show larger numbers of
smaller crystals (Figure 12d), demonstrating that an
effective habit-modifying additive increases nucleation
rate. In addition, small, irregular shaped crystals are
less likely to remain trapped in the fuel tank and more
likely to form porous structures that allow flow. The
improved flowability is evident by the significant reduc-
tion in pour point temperature shown in Table 1.
Additive F3741 has shifted the exothermic peak of Jet

(10) Ervin, J. S.; Zabarnick, S.; Binns, E.; Dieterle, G.; Davis, D.;
Obringer, C. Energy Fuels 1999, 13, 1246-1251.

(11) Ervin, J. S.; Widmor, N.; Zabarnick, S. Studies of Jet Fuel
Freezing by Differential Scanning Calorimetry and Cold-Stage Micros-
copy; ASME Turbo Exposition, New Orleans, June 2001.

Figure 13. Frozen Jet A additized with F3607 (a) crystal
habit, (b) 1361 mm2 of solidified fuel and (c) migrating crystals
after 60 min of cooling.

Figure 14. Freezing Jet A additized with F3741 after (a) 45,
(b) 50, (c) 55, and (d) 60 min of cooling in the optical cell. Times
refer to those of Figure 4.

Figure 15. Frozen Jet A additized with F3741 (a) densely
packing, (b) 1239 mm2 of solidified fuel and (c) migrating
crystals after 60 min of cooling.
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A to an even lower temperature than that produced by
additive F3607, but the DSC exothermic peak is wider
at the base and lower in magnitude than the neat Jet
A peak. Also, the optical cell images show fewer
numbers of crystals (Figure 14d) as compared to those
of the neat Jet A sample (Figure 10d). Fewer crystals
imply that the additive has not increased the nucleation
rate. Interestingly, the ineffective additive did reduce
the volume of the stationary solidifying structure, which
may be the result of the onset of solidification occurring
at a lower temperature. The optical cell in conjunction
with the DSC indicates that the F3607 additive is
effective at altering the crystal habit by producing small,
irregularly shaped, loosely packed crystals, as opposed
to reducing the temperature at which crystallization
occurs.

Conclusions

Images of JPTS, kerosene, Jet A, and additized Jet A
jet fuels freezing within a buoyancy-induced, two-
dimensional flow, under well-defined thermal condi-
tions, were obtained using an optical cell. Buoyancy-

induced flow controlled the growth of the wax structures
on the cell surfaces. In addition, the flow enhanced the
growth of wax structures on cell surfaces for the Jet A
sample by increasing crystal interaction. The effective
additive did not substantially change the amount of wax
formation, but changed crystal shape, size, and the
packing density of crystals. Additives that create ir-
regularly shaped, needlelike, smaller crystals are effec-
tive cold flow additives. Crystal structures resulting
from effective cold flow additives, trapped in fuel tanks
or filters in the fuel system, are permeable. The images
captured provide sufficient resolution to estimate solid
volume fractions and characteristic crystal sizes and
shapes of the solidifying structures for future modeling
of the freezing process in a buoyancy-driven flow. Jet
fuel solidification due to freezing is similar to metal alloy
solidification. Modeling the freezing of neat and ad-
ditized jet fuel can be accomplished by the modification
of the governing equations to include a permeability
term.

The optical cell experiments suggest that jet fuels
with a wide distribution of small n-alkane species (<C14)
may have desirable low temperature properties. In
addition, additives that lower the temperature at which
crystallization occurs may not necessarily reduce the
mass of solidified fuel or reduce crystal size to enable
flow through filters.
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Figure 16. DSC heat of fusion measurements at 1.0 K/min
cooling rate.
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A Time Scale Approach to Understanding Jet Fuel Combustion and
Participate Formation and Growth

Dilip R. Ballaf
University of Dayton

Dayton, OH

Abstract

Airborne participates and aerosols are
produced during combustion in a turbine
engine. Particulates affect engine
durability since particulate impingement
causes pitting of turbine blades and
carbon deposits can clog fuel injectors.
Particulates cause respiratory aliments,
haze that impairs visual range, serve as
nucleation sites for condensation trails,
and sites for chemical reactions that can
lead to ozone depletion at high altitudes.
For these reasons, the Fuels Branch of
the Air Force Research Laboratory
(AFRL/PRTG) at Wright-Patterson AFB
Ohio is conducting research on fuel
additives that would significantly
decrease particulate emissions. To
understand how fuel additives reduce
particulate emissions, a fundamental
understanding of particulate formation
and growth is needed.

In this investigation, time scales of fuel
combustion were calculated for a gas
turbine combustor burning JP-8 fuel.
The time scales ranged between 4.5 (as
(elementary chemical reactions) to 10
ms (jet fuel thermal stressed oxidation
time). Between these two extremes can
be found time scales of ignition (60 (is)
and microscale turbulent mixing (67 jas).
These time scales were used in the
fundamental analysis of particulate
formation and growth.__________
This paper is declared a work of the U.S. Government
and is not subject to copyright protection in the U.S.
Tellow AIAA

by
William E. Harrison III

Air Force Research Lab. (AFRL/PRTG)
Wright-Patterson AFB, OH 45433

An embryonic stage of particle formation
is nuclei formation. The theory of
homogeneous nucleation predicted the
formation of stable nuclei in the size
range 1.6 to 3 nm dia. containing 30 to
140 molecules respectively. As stable
nuclei concentration increases, they
collide and coalesce to form larger
primary particles. Calculations predicted
a primary particle size of 71 nm. Primary
particles grow as a result of two key
processes: heterogeneous chemical
reaction condensation and turbulent
coagulation. For the turbulent
Kolmogoroff micro scale convection time
of 67 ILIS in a typical gas turbine
combustor, the rate of heterogeneous
chemical reactions increased the
primary particle size 13 percent to 80
nm diameter and turbulent coagulation
grew it further 17 percent to a 94 nm
diameter particle. In a combustion
process, soot oxidation decreases
particle size. Garo et al (1990) and
Howard (1996) have measured
particulates down to 50 nm in diameter.
Thus, it remains to relate the predicted
particulate formation and growth to the
measured particulate size and
emissions index (g/kg of fuel) from gas
turbine engines and also to determine
how jet fuel additives work to decrease
the particulate size and number density.
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x,y,z

Nomenclature

particle radius
surface area per unit
volume of fluid, reactants
particle or drop diameter
diffusion coefficient
fractal dimension
nucleation rate
Boltzmann constant,
reaction rate coefficient
mean free path
mass of particle or
molecule
molecular weight
concentration
number of primary
particles in agglomerate
pressure
reaction rate
vapor saturation ratio,
(ST = turbulent burning
velocity)
time
absolute temperature
turbulent fluctuating
velocity
particle volume
molecular volume,
(M/Nav pp)
direction coordinates

Greek alphabet

a thermal diffusivity
collision frequency
function
turbulent eddy dissipation
equivalence ratio, aerosol
volumetric concentration
Kolmogoroff micro scale
evaporation coefficient
dynamic viscosity
kinematic viscosity,
stoichiometric coefficient

p density, (pp = particle
density)

a surface tension
T characteristic time

Introduction

The United States military uses between
1 5 - 2 0 billion liters ( 4 - 5 billion
gallons) of jet fuel (JP-8 and JP-5) per
year (Edwards et al. 2001), about 10
percent of the total jet fuel consumed in
the U.S. The fleet average emission
index for soot particulates has been
estimated by the International Civil
Aviation Organization (ICAO) to be
approximately 0.04 g/kg of fuel burned,
thus military aircraft produce
approximately 600,000 kilograms of
particulate emissions per year (Landau
et al., 1994; Thompson, 1996) for a total
of approximately 2.3x1030 particulates.
The average size of the particulate is 50
nm and average density is 2 g/cm3

(Howard 1996). Although there is some
uncertainty in these estimates, they are
consistent with the magnitude being
used to estimate global emission from
aircraft (Niedzwieki, 1998). Airborne
particles pose both health and
environmental risks. The National
Ambient Air Quality Standards have a
health based regulation (PM10) for
particulate matter with dp < 10 jam and
there is growing evidence that this
regulation is insufficient. The EPA is
evaluating regulations for particulates
« 2.5 jam (EPA Fact Sheet dated July
16, 1997). Since solid particulates in
aircraft exhaust are sub-micron in size
(Lefebvre 1999), aircraft emissions may
be included in the enforcement
legislation. Also, it is unclear at this point
how the new legislation will affect the
military aircraft. However, the total
particulate emissions emitted by aircraft

177



(c)2001 American Institute of Aeronautics & Astronautics or Published with Permission of Author(s) and/or Author(s)' Sponsoring Organization.

at a base can lead to non-attainment of
the overall air quality standards for the
region where the base is located.

The specifications for military jet fuels
were developed approximately 50 years
ago and the sulfur level allowed in jet
fuel then, as is now, is 0.3 weight
percent, significantly higher than levels
currently allowed in diesel fuel or
gasoline. Jet fuels produced with 0.3
weight percent sulfur are extremely rare,
however Henz and Robinson (1998)
state that the median sulfur level for jet
fuels is approximately 0.06 weight
percent. As a result, military aircraft emit
over 8.9 x 109 kilograms per year of
sulfur oxides. Sulfur compounds have
been linked to the generation of
particulates in internal combustion
engines and may play a role in the
particulate emissions generated by
turbine engines. Eliminating sulfur from
jet fuels will decrease particulate and
aerosol levels, but it will not entirely
eliminate the particulate formation as
research has shown that soot particles
can form via other mechanisms.

Research conducted by the Fuels
Branch of the Air Force Research
Laboratory (AFRL/PRTG) at WPAFB,
Ohio has found that additives can be
blended with jet fuel to reduce the level
of particulate emissions. The first
evidence of this was found during the
demonstration of the thermal stability
improving additive "JP-8+100" in fighter
aircraft. One could walk along the flight
line and clearly identify those aircraft
that had been using JP-8+100 for
approximately 100 flight hours or more
by the reduction of soot in the exhaust
area (Fig. 1) (see Maurice et al 1999).

Boeing, in collaboration with the Air
Force and the University of Missouri at
Rolla, was first to measure the reduction
of particulates with JP-8+100 (Toepke
1999). These findings led to a series of
initial experiments by AFRL researchers
in a generic swirl stabilized single cup
atmospheric combustion rig.
Experiments confirmed the Boeing
results for the "JP-8+100" additive and
proved that other more highly tailored
additives could reduce the particulate
emissions by as much as 50 percent
(Maurice et al. 1999). With careful
development, new additives may be
able to reduce particulate emissions by
as much as 70 percent. During these
experiments, it was realized that to
understand how these additives were
mitigating particulate formation,
characteristic time scales of fuel
combustion must be identified and
fundamental mechanisms of particulate
formation and growth analyzed.

Particulates are produced during the
combustion process and grow in size in
the combustor and the exhaust. The
process of fuel delivery and combustion
in most practical systems is dynamic in
nature. As such, the competition
between various processes as
expressed by their rates or
characteristic time scales dictate the
outcome of fuel oxidation, combustion,
particulate formation, and particulate
oxidation in a practical combustion
system.
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Fig. 1: Demonstration of reduced
participate emissions with JP-8+100
jet fuel additive.

In this paper, the time scales of fuel
combustion processes are calculated for
a typical gas turbine combustor
operating condition. Next, analysis of
particulate formation is presented and
time scale-particulate formation
relationship is discussed. Finally, initial
theories of fuel additive interactions to
reduce particulates are discussed.

Time Scale Estimation

In this investigation, time scales of fuel
oxidation and combustion were
calculated for a gas turbine combustor,
20 cm long, 15 cm diameter, and
supplied with JP-8 liquid fuel. The
following combustor operating
conditions were used (Lefebvre 1999)
unless otherwise specified: P = 20 atm,
inlet T = 750K, mean velocity = 50 m/s,
turbulence level = 30 percent,
Kolmogoroff eddy size = 1 mm, integral
scale = 15 mm, flame temp. = 2200K. In
this combustor the flow residence time
is 4-8 ms corresponding to a mean

reference velocity range of 25-50 m/s.
Table 1 summarizes the results of our
calculations.

The time scales of fluid mechanics and
combustion processes cover a very
wide range. At one extreme is the slow
oxidation of aviation jet fuel as it serves
the function of a heat sink for engine
components. In the engine fuel injector
where jet fuel is heated to 435K at 100
atmospheres prior to combustion, the
time scale is of the order of 10 ms. At
the other extreme are elementary
chemical reaction time scales as short
as 4.5 jas. Between these two extremes
can be found time scales of ignition (60
ILIS), microscale turbulent mixing and
transport (67 îs), and combustor
residence time (4 ms). Thus, a
challenge lies in relating this large time
span to mechanism of particulate
formation.

Table 1 : Typical Time Scales for Jet
Fuel Oxidation and Combustion

A. Chemical Reactions
• CH4 elementary reaction: 4.5 ̂ is
• NO formation: 4.4 ms to 16 ms
• Global chemical reaction: 300 (is
• Soot formation: 2.5 ms

B. Turbulent Mixing
• Kolmogoroff scale convection: 67 (is
• Integral scale convection: 1 ms

C. Liquid Fuel Evaporation
• Spray evaporation: 3.3 ms (SMD =

D. Spark Ignition
• Optimum spark duration: 60
• Flame kernel growth: 400 |as
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E. GTCombustor
• Maximum convection time: 4 ms (50

m/s); 8 ms (25 m/s)

F. Jet Fuel Oxidation
• Jet fuel oxidation: 10.14 ms
• Soot oxidation in flame: 25 jus (1 jam

dia.), 2.5 ms (10 ^m dia.)
• CO oxidation: 31 |us (elementary);

170 jas (global)

Jet Fuel Oxidation Time

Jet fuel is used as a primary heat sink to
cool aircraft subsystems and engines.
As the fuel cools, it is thermally stressed
causing gums, varnish and coke to form.
(Heneghan et al. 1996.) A typical
military engine with 13,600 kgf of thrust
has a specific fuel consumption of 0.79
kg/hr/kgf thrust. Each of its 32 fuel
injectors delivers 0.2 kg/s of JP-8 fuel to
the combustor. The fuel line exposed to
high temperature is 15.2 cm long and
0.46 cm i.d. Thus, the fuel residence
time in the nozzle is 10.14 ms. Over this
time, the jet fuel is at a temperature of
480 K (400F) or higher. Tests conducted
at AFRL/PRTG demonstrate that over a
10 ms time interval, approximately 1
ppm of carbon deposition is produced in
the JP-8 fuel. This thermally stressed
fuel provides particulate precursors that
may increase particulate formation and
growth.

Fuel Evaporation Time

As the fuel injector atomizes the liquid
fuel into fine droplets and injects them
into the hot combustor surroundings, the
droplets evaporate rapidly. By definition,
the evaporation time is given by the
relationship:

evap / Aeff.

The effective evaporation coefficient, A,efr
takes into account both convective and
transient heat-up effects at high
pressure and temperature found in gas
turbine combustors (Lefebvre, 1989).
Thus, for a pressure of 20 atm., reaction
temperature of 2200K, and spray-air
relative velocity of 25 m/s, the droplet
evaporation time is 13.3 ms and 3.32
ms for fuel spray SMD of 100 jam and 50
|nm respectively. Thus, this time may be
available for particulate formation within
the droplet before it evaporates
completely.

Fuel-Air Mixing Time

Large (integral) eddies in the turbulent
flow convectively transport fuel-air
mixture to different parts of the
combustor and small (Kolmogoroff)
eddies cause local molecular-level
mixing of fuel and air. Thus, for a typical
combustor, the integral convective
mixing time scale Ly/u'. = 1 ms and the
micro-mixing time scale TIR/U' = 67 îs.
These mixing times are over an order of
magnitude lower than fuel evaporation
time.

Ignition Time

To ignite the fuel-air mixture in the most
efficient manner, the spark energy is
released into the mixture in as short a
time as possible. Ballal and Lefebvre
(1975) discovered that for turbulent
flowing mixtures, the optimum spark
duration for minimum ignition energy
was 60 jas. The firing of spark into the
combustible mixture initiates local
ignition and formation of a spherical
flame kernel. This flame kernel has to
grow above a certain critical size so that
the rate of heat released from the
combustion of fresh mixture in its
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spherical volume exceeds the rate of
heat loss from its surface. Using the
Ballal and Lefebvre (1977) formulation,
the duration required to grow the
spherical flame kernel to its critical size
(or quench diameter) is called the
quench time. For the pressure,
temperature, and turbulent flow
conditions within the combustor, the
quench time is calculated to be 400 p,s.
Thus, the total ignition time scale is 460

Chemical Reaction Time

The combustion process can be
analyzed at two levels: elementary and
global. A characteristic chemical time,
Tchem may be defined as time required
for the concentration of a reactant to
decrease from its initial value to a value
equal to (1/e) times the initial value. For
a bimolecular reaction:

= ln[e - [A]0)kbimole

An important elementary bimolecular
reaction in the oxidation of methane is:

CH4 + OH -> CH3 + H2O

with a rate coefficient:

k (cm/gmol-s) = 1.0 10 T(K)16 exp [-1570/7 (K)]

For the pressure and temperature
conditions in the combustor, the
chemical reaction time for this reaction
is calculated to be 4.5 |j,s. For methane-
air global chemical reaction, Ballal and
Lefebvre (1981) define:

= 15.6 a/[u' (ST -0.63 u')].

This formula yields a global chemical
reaction time = 300 jus.

Gaseous Pollutant Formation and
Oxidation Time

CO Oxidation

Hydrocarbon combustion can be
characterized as a two-step process: the
first step involves the breakdown of fuel
to CO and the second step is the
oxidation of CO to CO2. It is well known
(Glassman 1996) that CO formation
time is much shorter than the CO
oxidation time. Thus, all efforts in
controlling CO emissions are directed
towards the enhancement of CO
oxidation rather than attempting to
inhibit its formation. The key reaction in
the CO oxidation is:

CO + OH -> CO2 + H

with the rate coefficient:

k (cm3/gmol-s) = 4.76 107 T (K)123 exp [-35.2/7 (K)]

For the pressure and temperature
conditions in the combustor, the CO
oxidation reaction time is calculated to
be 31 ILIS. In practical combustors, using
global kinetics, Vranos (1974) has
calculated the CO oxidation time of 170
(is corresponding to a primary zone
equivalence ratio of 0.8.

NOx Formation

The formation of species such as NO
and NO2 is a complex function of
temperature, residence time,
equivalence ratio and detailed chemical
kinetic pathways, such as thermal,
prompt, or N2O-intermediate
mechanism.

The thermal mechanism dominates at
high-temperature (T> 1800K) over a
range of equivalence ratios close to
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stoichiometric, while the prompt
mechanism is important in rich
combustion. For very lean, low-
temperature combustion process, the
N2O-intermediate mechanism plays an
important role in the production of NO.
This last mechanism is important in NO
control strategies that involve lean
premixed combustion, which are
currently being explored by gas turbine
designers for power generation. In the
atmosphere, nitric oxide ultimately
oxidizes to form nitrogen dioxide, which
is important to the production of
particulates, acid rain, and
photochemical smog. The NO formation
rate may be calculated as follows:

(i) The reaction:

CH + N2-»HCN + N

with the rate coefficient:

k (cm3/gmol-s) = 2.86 108 7(K)11 exp [-10,267/7 (K)]

is the rate-limiting step in the formation
of N atom. For a fuel lean, low-
temperature (T «1350K) condition, the N
atom formation time is 410 |as and for
high-temperature (T « 2200K) condition,
it is 20 (as.

(ii) Calculation of NO formation using
the reactions:

N2 + O->NO + N

N + 02 -> NO + O

can be made by using the rate
expression:

d[NO]/dt = 2k1[0]equi,[N2]

where ki is the forward rate coefficient
for the rate-limiting reaction:

N2 + O -» NO + N

This calculation yields NO formation rate
of 16 ms at 2200K and 4.4 ms at 2300K
respectively.

(iii) The elementary reaction step that
is responsible for forming NO2 is:

NO + HO2 -> NO2 + OH

where the HO2 radicals are formed in
the relatively low-temperature regions.
Thus, NO molecules from the high-
temperature regions are transported by
fluid mixing into the low-temperature
HO2-rich regions. Particulate nitrates
may be formed by this gas phase
oxidation of NO to NO2. Also, nitric acid
forms in the atmosphere by the reaction
between NO2 and hydroxyl radicals:

NO2 + OH -> HN03.

Soot Formation

The formation and destruction of soot is
an important feature of non-premixed
and rich premixed combustion. Carbon
particulate matter is a major constituent
of the total particulate count and its
emission is known to be a health
hazard. Both the carbon particulate size
and number density can aggravate pre-
existing respiratory ailments and may
contain adsorbed carcinogens. Soot is
formed in flames over a limited range of
temperatures (1300-1600K). The soot
formation region is very narrow. It is
generally agreed that soot formation is a
four-step process: formation of
precursor species, particulate inception,
surface growth and agglomeration, and
soot particle oxidation.

182



(c)2001 American Institute of Aeronautics & Astronautics or Published with Permission of Author(s) and/or Author(s)' Sponsoring Organization.

In the first step, polycyclic aromatic
hydrocarbons (PAH) are thought to be
important intermediates between the
fuel molecule and the primary soot
particle (Glassman, 1996). These PAHs
have size range between 10 nm to 100
nm. The formation of ring structures and
their growth via reactions with acetylene
(C2H2) have been identified as important
processes. Second, particulate inception
involves the formation of very small
particles of certain critical size (3K-10K
atomic mass units) from growth by both
chemical means (i.e. 2CO-»CC>2 + C)
and coagulation. This process
transforms large molecules into
particulates. Third, this primary soot
particle exposed to pyrolyzing fuel vapor
experiences surface growth and
agglomeration. Fourth, and finally, soot
particles are partially oxidized as they
pass through excess (dilution) air zone
in the combustor.

It is difficult to calculate and separate
the time evolution of steps 1 to 3.
Therefore, experimental data of Garo et
al. (1990), as .shown in Fig. 2, was used
to estimate soot formation time of 2.5
ms in a laminar cylindrical methane-air
diffusion flame. For the soot oxidation
step four; it is assumed that the soot
particle is spherical, above a
temperature of 1830K and composed of
pure carbon that oxidizes to CO via the
most likely reaction:

2C + O2-» 2CO

For this reaction, the burning rate
constant and time required to oxidize a
soot particle (Glassman 1996) is
calculated as 25 us (1 nm dia.) to 2.5
ms(10nmdia.).
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11 -
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45 50 55
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Fig. 2: Axial profiles of soot number
density and mean particle size for a
cylindrical methane/air diffusion
flame (Garo et al. 1990)

Analysis of Particulate Formation

Combustion-generated particulates are
formed by disintegration of suspended
solid particles (called foreign nuclei) in
liquid fuel and/or by the conversion of
clean fuel vapor-air mixture to
particulate matter (no foreign nuclei) and
/or by initial precursors generated by
thermally stressing fuel. Conversion of
clean fuel produces sub-micron
particles. In a flowing combustible
mixture, competition between various
fluid dynamic, thermodynamics, and
chemical kinetic processes dictates the
net rate of particulate formation, growth,
and emissions. Particulates range in 10
nm-500 nm size (Niedzwieki, 1999) and
those formed within the combustor are
soot, SOa, radicals, and HCs.
Particulates that are found in engine
exhaust are H2SO4, HNO3, and NOX and
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these are formed during the expansion
of gases and post combustion reactions
through the turbine and the exhaust
nozzle. In practical combustion systems,
particulate emission can be controlled
by fuel-lean burning, high combustion
efficiency, high temperature, and staged
combustor geometry. Fig. 3 illustrates
the key fundamental processes taking
part in particulate formation and growth;
each process is analyzed below.

Diffusion

Gas
flow

Particle growth

Fig. 3: Key processes in particulate
formation and growth.

Nuclei Formation

An embryonic stage to particle formation
is the formation of nuclei. Nuclei are
molecular clusters that provide sites for
the growth of matter into a particle and
are formed by the process of
condensation called homogeneous
nucleation. The condensation nuclei are
generated by the vapor itself.

Molecular clusters are always present
even in an unsaturated gas. Because
gas solubility decreases with increasing
temperature, heating of liquid jet fuel
causes (especially) the lighter fuel vapor
fraction and oxygen to come out of
solution. The vapor pressure of the gas
is given by the fundamental
thermodynamic expression:

In ps = -AH/RT + const

where AH is molar heat of vaporization
and T is critical temperature. When the
system becomes supersaturated, these
clusters increase in concentration^ and
pass through a critical size dp* by
attachment of single molecules. The
formation of stable nuclei relieves the
super saturation in the gas. Because
condensation nuclei are generated by
vapor itself, this process is also known
as self-nucleation.

Condensation of the product vapor to
solid phase may also occur by rapid
quenching due to sudden adiabatic
expansion and/or mixing with cooler
gases at a lower vapor concentration.
This process produces the solid nuclei
and is accompanied by the release of
the latent heat of vaporization of the
condensate. If only a single
condensable species is formed by
chemical reaction between fuel vapor
and oxygen, it may condense by
homogeneous nucleation in the absence
of existing particles. Nuclei formed in
this manner mix with fresh saturated
and supersaturated gas and may serve
as foreign nuclei.

Hirth and Pound (1963) and Friedlander
(1978) describe the theory of
condensation and nucleation. Stable
nuclei grow due to condensation and
disappear due to evaporation. Thus, the
nucleation growth rate ln (particies/cm3 s) is:

ln = condensation growth - evaporation loss

and is given as:

|n = 2 [Pl/(27imkT)1/2] (m Vm273) A (1)
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where:

A = [avm
2/3f2 expH67ia3vm

2/3(kT)3(lnS)2]

Equation (1) shows the strong
dependence of nucleation rate on
saturation ratio S. The first term in this
equation represents the monomer flux
(molecules per unit area per unit time)
and the second term is proportional to
monomer surface area per unit volume
of gas. Stable nudei are not formed
unless the saturation ratio S > Sent-
Using equation (1), characteristics of
stable nuclei may be calculated for
various organic vapors. Table 2 lists
these values. The properties for toluene
were obtained from Katz et al. (1975).

Table 2: Prediction of Stable Nuclei
Size Using Homogeneous Nucleation
Theory of Hirth and Pound (1963)

(*current calculations)

Vapor
Methanol
Ethanol
Toluene

Scrit
1.8
2.3
5

dn (nm)
1.58
2.84
3.2

Nmol
32
128
140

It is observed that stable nuclei range
between 1.6 nm to 3 nm dia. and
contain 30 to 140 molecules
respectively. (Note: When a large
concentration of foreign nuclei is present
and the super saturation is low,
condensation takes place on the
existing nuclei without the formation of
new nuclei. This is called the
heterogeneous condensation process
resembling cloud formation in the
atmosphere. Its effect on the growth of
the nuclei is described later.)

Primary Particulate Formation

As stable nuclei concentration
increases, they collide and initially
coalesce to form large particles. These
particles may be liquid or solid during
the coalescence period. Coalescence
ceases or slows significantly as particle
size increases and/or the gases cool.
These, so called individual (primary)
particles, are much larger than the
original condensation nuclei. If the
average collision time between two
particles is TC and coalescence time is Tf,
then as shown in Fig. 4, at high
temperature, primary particles grow in
size because particle coalescence
occurs almost on contact, resulting in
agglomerates of large particle number
and small surface area. On the contrary,
at low temperature, coalescence is
slower than collisions, producing fractal-
like agglomerates with high specific
surface area.

Rapid
coalescence

Primary participate
Formation

Slow
coalescence

Fig. 4: Sketch illustrating competition
between collision and coalescence
processes and the emergence of
primary particulate structure

In a combustion process that contains
high concentration of ultra fine particles,
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initially, Tf « TC and particles coalesce
as fast as they collide. As coagulation
proceeds and gas cools, both Tf and TC
increase. However, and depending upon
the time-temperature history of the
combustion process, at some point, Tf >
TO i.e. collisions take place more rapidly
than coalescence. When if = TC, an
optimum size of primary particle is
reached. Ulrich (1971) states that the
primary particle size is determined by
the relative rates of particle collision and
coalescence and this corresponds with
the condition TC = Tf. Now, Friedlander
and Wu (1994) have shown that:

Tf = 3 kTv/64 7i D a v.m (2)

and

(3/Tc) = 0.5 a (6kT/pp)1/2 (3/4 7i)1/6 iV5'6 (3)

Equating (2) and (3) and solving for
average particle volume v = (71/6) dp3

yields the value of primary soot particle
size as 71 nm. Because practical jet
fuels such as JP-8 have highly complex
molecular structure, physical and
chemical properties of pure heptane
were used in the above calculations.
Also, the above analysis is based upon
the use of a linear approximation for the
decay with time of the area of a doublet:

da/dt = - (a-asph)/ tf

Also, equation (3) for TC is based on
assuming a free molecular regime.

Growth of Primary Particle

When high concentrations of particles
are present in the flow, particles grow in
size due to many mechanisms. In a
highly turbulent practical combustion
system, two key growth processes are

heterogeneous condensation and
turbulent coagulation.

Heterogeneous Condensation

In this mechanism, condensation of gas-
phase chemical reactions takes place
on the particle surface and it grows in
size. The rate of heterogeneous
condensation depends upon the
exchange of mass and heat between
the particle and the continuous phase.
In the continuum range (dp » lp) the
condensation rate will be limited by gas-
phase transport. In contrast, in the free
molecular regime (dp « lp), the growth
will be based upon molecular transport.
Chemical reactions on the particle
surface may also lead to particle growth
if products of reaction accumulate on its
surface. This mechanism is likely to be
valid only if the particle surface is fresh
and its catalytic activity high.

In a practical combustor burning fuel
droplet spray, the most relevant gas-to-
particle-conversion process is the
droplet-phase chemical reaction. The
same reaction takes place in all
droplets, leading to the conversion of
gas to particle phase. As fast as
material is consumed by reaction in the
droplet phase, it is replenished by
transport from the gas. As shown below,
the particle growth can be calculated by
combining equations (4 to 6) to yield
equation (7) and then, by integration to
equation (8).

Rate of chemical reaction:

r = dnj/vivdt (4)

Change in the droplet mass:

dm/dt = pp dv/dt = L dm,/dt (5)
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Rate of mass conversion by chemical
reaction:

Zidmj/dt = (Z,MWjV,)vr (6)

Hence,

dv/dt = vr(I,MWjV,)/Pp (7)

From equation (7), we can write:

d(dp)/dt = kvdp

where

Integrating this equation from dp = dpo at
t = 0 gives:

(dp/ dpo) = exp (kv t) (8)

Equation (8) was used to calculate the
primary soot particle growth for JP-8
droplets with a molecular weight MW =
152, droplet density pp = 0.81 g/cc,
stoichiometric coefficient vi = 1.33
(unimolecular conversion to CO), and
the measured value of the reaction rate:

r = 20.4 exp (-79,800/RT) g/s.cm3 atm

from Howard and Essenhigh (1967).
Fig. 5 shows the results of our
calculations. For the turbulent
Kolmogoroff microscale convection time
of 67 us, chemical reactions will grow
the primary particle size by 13 percent
to a value of 1.13x71 nm = 80 nm.

Turbulent Coagulation

In industrial aerosol reactors, turbulent
combustion systems, and atmosphere,
turbulent coagulation almost always
takes place. For particles large than a

few microns, turbulent coagulation is
important, especially at high turbulence
levels. Coagulation can occur due to
turbulent shear and turbulent inertial
effects. Particle concentration in the flow
N should be high so that the distances
between colliding particles N"1/3 «
Kolmogoroff scale, r|k. Thus, for ̂  = 1
mm, N » 103 particles/cm3.

po

0 25 50 75 100

Fig. 5: Growth of primary particle
with time due to heterogeneous
condensation of gas-phase chemical
reactions.

Smoluchowski (1917) developed the
theory of Brownian coagulation and
laminar shear. For particles smaller than
1 |im, Brownian collision is important
and for larger particles, turbulent
coagulation is dominant. When two
particles collide, they coalesce
instantaneously to form a third particle
whose volume is equal to sum of the
original two. In the Smoluchowski (1917)
theory, a collision frequency function
p(Vjf Vj) represents the particle volume
growth (cm3/sec) per unit time. The
collision frequency function (3(Vj, Vj)
depends upon sizes of the colliding
particles and flow properties such as
temperature, pressure, and velocity.
Equations for coagulation and their
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solutions are reviewed by Williams and
Loyalka (1991). Landgrebe and
Pratsinis (1990) have developed
numerical solutions. For turbulent shear
coagulation:

P(VJ, Vj) = A (di)3 (9)

In equation (9), dL represents the
average inter-particle distance. Saffman
and Turner (1956) recommend the value
for the constant A = 1 .3.

We performed sample calculations
using equation (9). For highly turbulent
pipe flow, we used a value for 8d = 2 x
104 cm2/sec3 given by Laufer (1954).
Also, we assumed a minimum particle
concentration of N = 103 particles/cm3.
This calculation yielded value of:

= 3.8x10-10cm3/sec

Thus, turbulent coagulation results in
the growth of each particle volume by
3.8 x 10"10 cm3/sec. Fig. 6 shows a plot
of particle diameter growth as a function
of residence time in and downstream of
the combustor. It is observed that during

\ dp j
Eq

t(ms)

Fig. 6. Growth of primary particle with
time due to turbulent coagulation.

the combustor residence time of 8 ms,
the process of turbulent coagulation will

cause a 80 nm diameter particle to grow
by 17 percent in diameter (or 62% by
volume) to a 94 nm diameter particle.

Agglomerate Formation

In the discussions presented above, it
was assumed that particles are
spherical, and colliding spherical
particles coalesce instantaneously to
form larger spherical particles. In
practice, photographs of particulate
emission samples and soot morphology
show that particulates are clustered
together as agglomerates that are non-
spherical, non-rigid chain-like clusters.
Fig. 7 shows different types of
agglomerate structures that may be
found in the scanning electron
microphotographs of agglomerates.

An agglomerate may be composed of Np
primary particles, each with a radius ap0.
The characteristic radius of such an
agglomerate structure is R. Agglomerate
formation and computer simulation have
been discussed by Meakin (1986). It
was experimentally found that Np cc RD

f,
where Df is called the fractal dimension
and its value depends upon the details
of the agglomerate formation process.
For example, Fig. 7 shows that a
reaction-limited aggregation (Df = 3.0),
involves repeated collisions and sticking
between particles; as a result it
produces the most compact particle-
cluster agglomerate structure. In a
diffusion-limited aggregation (Df = 2.5),
a primary particle serves as a well-
defined center around which chain-like
structures evolve. Finally, a cluster-
cluster aggregate (Df = 1.8) develops
because of collision among
agglomerates and it results in the most
chain-like long structures without a well-
defined center.
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Reaction-limited

0^=3.00

Diffusion-limited

Df=2.50

(a) Particle - Cluster
Aggregation

=1.80

(b) Cluster - Cluster
Aggregation

Fig. 7: Sketches illustrating different
agglomerate structures observed in
various modes and their
corresponding fractal dimension.

For most practical applications, Wu and
Friedlander (1993) recommend the
following power law relationship for
agglomerate size calculations:

Np = A (R/ ap0)D
f (10)

In equation (10), value of the
proportionality constant A = 1.43 for
continuum regime and the fractal
dimension Df = 3.0 is most appropriate
for agglomerate formation dominated by
chemical reactions. As an example, for
a 3 nm nuclei that grows to a 94 nm
agglomerate, equation (10) yields a
value of Np = 43,990 particles per
agglomerate.

Fig. 8 is a plot of time scales of different
processes related to jet fuel combustion
and particulate formation and growth
that occur Within an available combustor
residence time of 8 ms. As shown, many
of these processes occur in parallel and
some in series. This illustrates the
importance of time scales in the study of
particulate formation and growth.

In summary, our fundamental work has
provided insights into the mechanism of
particulate formation and growth. Our
estimates for the primary particulate size
of 71 nm dia. and its growth to a size of
94 nm dia. compare favorably with the
experimentally observed soot emissions
of Garo et al (1990) and Howard (1996).
Thus, four key factors appear to be
responsible for the formation and growth
of particulates.

Future Work

A long-term objective of this research is
to formulate procedures for predicting
the particulate emissions index (g/kg of
fuel) from gas turbine engines and to
determine how fuel additives reduce
particulate emissions. To this end, the
next step is to calculate particulate
agglomerate concentration and
oxidation in the post-combustor flow
field.

Two other important products of gas-to-
particle conversion are nitrates
(discussed earlier) and sulfate
particulates. Their formation and growth
should be analyzed in the future. Sulfate
particulates result from the atmospheric
oxidation of SO2 either by homogeneous
gas phase reactions («100 nm dia. small
particles) or by droplet-phase reactions
(«1 ^m dia. large particles). Reaction
with hydroxyl radical OH is thought to be
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Fig 8: Summary of time scales of combustion, participate formation and growth

the major gas-phase mechanism.
Sulfates contribute heavily to visibility
degradation and to the production of
sulfuric acid.

Fuel additives have been shown to
reduce particulate emissions level by
50% (Maurice et al. 1999). Additives
may modify the critical saturation vapor
pressure ratio S cnt of the fuel vapor and
affect self-nucleation. Since the
coalescence time tf oc (D a)"1 and
collision time TC oc v/(dv/dt), additives
that alter values of diffusion coefficient,
surface tension, or agglomerate
structure will certainly affect primary
particulate size and concentration.
Finally, additives that affect the chemical
reaction rate r and the fractal dimension
D

f
 will significantly alter particle growth

rate because of the strong (exponential
and power law) dependence on these
parameters. More data on particulate
size, size distribution, and concentration
density, with and without additives, are
required to ascertain just how additives
affect particle emissions.

Summary

1. Time scales of fuel oxidation and
combustion cover a wide range. At one
end are elementary chemical reaction
time scales as short as 4.5 us and at the
other end are jet fuel oxidation times as
long as 10 ms. Between these two
extremes can be found time scales of
ignition (60 jis), microscale turbulent
mixing (67 îs), and combustor
residence time (8 ms).

2. Four key processes are identified in
the formation and growth of particles:
nuclei formation, primary particulate
formation, growth by heterogeneous
condensation of chemical reactions, and
growth by turbulent coagulation. Also,
particle agglomeration is discussed.

3. An embryonic stage of particle
formation is the formation of nuclei. A
theory of homogeneous nucleation is
discussed and stable nuclei size
containing 30 to 140 molecules was
estimated to be between 1.6 nm to 3 nm
dia. respectively. The nuclei grow by
collision and coalescence. An analysis
shows that when Tf = TC, an optimum
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primary particle size is reached and this
was estimated to be 71 nm.

4. The primary particle size grows 13
percent by the heterogeneous
condensation of chemical reactions and
an additional 17 percent in diameter by
turbulent coagulation to a final size of 94
nm dia. within the available turbulent
microscale time in the combustor.

5. A reaction-limited agglomerate (Df =
3.0), involves repeated collisions and
sticking between particles; as a result it
produces the most compact particle-
cluster agglomerate structure.

Our estimates of primary particulate size
= 71 nm dia. are close to experimentally
observed soot emissions of Garo et al.
(1990) and Howard (1996).

Fuel additives may modify the key
chemical reaction rates within the
turbulent eddies to affect particulate
emissions. Also, particulate oxidation
significantly decreases size and number
density. Thus, more data on particulate
size, size distribution, and concentration
density, with and without additives, are
required to ascertain just how additives
affect particle emissions and how
procedures for predicting the particulate
emissions index (g/kg of fuel) from gas
turbine engines can be formulated.
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At temperatures above 400 °C and at fuel system pressures, JP-8 and Jet A jet fuels exist as
supercritical fluids. Fuel nozzles operating under conventional aircraft (subcritical) conditions
atomize liquid fuel streams into droplets. The physical injection and mixing mechanisms
associated with a nozzle operating under supercritical conditions are very different from those
occurring under subcritical conditions. The current research examines the flow of fuel at
supercritical conditions through a simple nozzle into a region that is also at supercritical
conditions. Schlieren images of supercritical jet fuel exiting a simple nozzle into an optical
chamber are presented. Computational fluid dynamics simulations of the flow were performed
using n-decane as a surrogate fuel because it has a critical temperature and pressure similar to
the pseudo critical temperature and pressure of the jet fuel sample used in the experiments.
The results of the computational fluid dynamics simulations and the measurements obtained
from the recorded images show that n-decane is a reasonable surrogate for Jet A fuel for
predictions of the spreading angle and jet penetration length. Measurements and computation
show that jet penetration and spreading angle are dependent on the fuel exit temperature and
mass flow rate. In addition, it was found that the penetration depth of a supercritical jet into
the optical chamber is less than that for a subcritical jet with the same fuel mass flow rate and
pressure conditions.

Introduction

Fuel is the primary cooling medium in high-perfor-
mance aircraft. Advanced aircraft are expected to have
cooling demands which require jet fuel to exist at
temperatures above the critical temperature before
injection into the combustor. Thus, future gas turbine
engines will require the injection of fuel existing at a
supercritical thermodynamic state into an environment
that is also above the critical point of the fuel. At
temperatures above approximately 400 °C and at fuel
system pressures, the primary fuel of the U.S. Air Force,
JP-8, or jet fuels such as Jet A-1 and Jet A exist as a
supercritical fluid with gaslike diffusivity and viscosity.1
Under supercritical temperature conditions, pyrolytic
reactions within heated jet fuel become dominant.
Chemical changes, such as fuel pyrolysis, are controlled
by physical characteristics of the fuel and the fuel
system. The involved fluid dynamics and heat transfer
vary during flight and change the location of maximum
thermal gradients and maximum chemistry. Thus, it is
important to understand the fundamental physical and
chemical processes which occur for hydrocarbon fuels
existing under supercritical conditions.

For purposes of combustion, fuel nozzles operating
under conventional aircraft (subcritical) conditions at-
omize liquid fuel streams into small, uniformly sized
droplets with the desired spray angle. Under supercriti-
cal conditions, the fuel exits the nozzle as a gaslike fluid
rather than as a multitude of droplets, and there can
be large variations in fuel density, specific heat, speed
of sound, viscosity, and thermal conductivity.2 Thus, the
physical injection and mixing mechanisms associated
with a nozzle operating under supercritical conditions
are very different from those occurring under subcritical

conditions. Previous research considered the injection
of ethylene which was initially at supercritical condi-
tions into a large chamber filled with nitrogen at
constant temperature and subcritical pressures.3,4 The
goal was to examine the effects of transport properties
near the critical point on shock structure, jet appear-
ance, and flow choking. Others have studied the injec-
tion of liquid jets injected into supercritical conditions.2,5-8

It is also desirable to conduct experiments in which a
supercritical fluid is injected into surroundings under
supercritical conditions. Knowledge of injection pro-
cesses into surroundings at supercritical conditions is
important because supercritical conditions will exist in
the combustion chamber of advanced aircraft.1 In some
of their experiments, Chehroudi et al.2 and Chen and
Sui8 injected fluids initially at supercritical conditions
into surroundings that were also at supercritical pres-
sures and temperatures (relative to the injected fluid).
Chehroudi et al.2 injected pure N2, He, and O2 into a
high-pressure chamber containing either N2, He, or
mixtures of CO and N2. Chen and Sui8 studied the
injection of SF6 injected into a chamber filled with
stagnant N2 or CO2 at high pressure. Much of their work
focused on subcritical injection very near the critical
point of SF6. Unfortunately, there is little available in
the literature concerning the injection of an initially
supercritical hydrocarbon fuel into supercritical condi-
tions.9 The relatively high critical temperatures and
pressures associated with common hydrocarbon fuels
necessarily make injection studies at supercritical con-
ditions difficult. Previous studies involving supercritical
fluid injection largely consider studies of droplets and
sprays. Studies involving jets of supercritical fluids are
relatively rare and, thus, more research involving
injection of supercritical fluids is needed.2,9

In the current work, Jet A fuel initially at supercriti-
cal conditions is injected into an environment with
pressures and temperatures above the critical pressure
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and temperature of the fuel. In addition, the Jet A fuel
is in coflow with N2 gas. (In this work, supercritical
refers to the critical condition of the fuel.) To better
understand the mixing and injection processes, schlieren
imaging is used. It is believed that these are the first
images of supercritical jet fuel exiting a nozzle into a
chamber which is also at supercritical conditions.
Computational fluid dynamics simulations are per-
formed using a simple surrogate fuel for purposes of
comparison with the images of Jet A. The results of this
work can be used to assist further development of
computational models for engine designers to simulate
fuel flowing through nozzles at supercritical conditions.

Experimental Section

Jet A fuel is similar to both JP-8 and Jet A-1 jet fuels,
but Jet A has a higher freeze point temperature
specification.10 JP-8 is essentially Jet A-1 with three
additives: a lubricity improver/corrosion inhibitor, an
antistatic additive, and an icing inhibitor. In addition,
Jet A and Jet A-1 are used as commercial aviation fuels.
In this study, a Jet A fuel sample (designated as F3219
in Table 1) was additized and then injected into an
optical chamber for purposes of flow visualization.

Additives combined with the neat fuel include those
given by MIL-T-83133D (JP-8 fuel specification) and a
proprietary thermal stability additive (Betz Dearborn
8Q462) used in the JP-8+100 Program. This additive
was found to reduce thermal-oxidative surface deposi-
tion significantly below that of the neat fuel in most fuel
test devices.11 Dissolved O2 within heated jet fuel is
responsible for thermal-oxidative fuel degradation and
surface deposit formation. Because it was desired to
eliminate surface deposition, gaseous N2 was bubbled
through the fuel to reduce the dissolved O2 concentra-
tion within the fuel. A gas chromatograph verified that
the dissolved O2 concentration of the fuel before heating
was less than 1 ppm (w/w) and, thus, ensured that
minimal thermal-oxidative surface deposition would
occur.

The fuel was heated in a flow rig (Figure 1) which
uses two different types of heaters.12 The first consists
of a heated copper block. The block is comprised of two
cylindrical halves which have a 7.62-cm diameter and
a 45.7-cm length. The cylindrical pieces, when clamped
together, form a near-interference fit about the stain-
less-steel tubing through which the fuel passes. Each
half contains a 1500-W cartridge heater, and a thermo-
couple embedded within one of the halves provides a
temperature signal to the controller for the cartridge
heaters. The second kind of heater is a split-tube furnace
(7980 W) that is mounted vertically and employs radiant
heating. It has an active length of 61.0 cm and a 12.7-
cm interior diameter. In addition, the furnace employs
K-type thermocouples for control purposes. The pressure
in the copper block and furnace was held near 2.7 MPa

Figure 1. Schematic of the flow rig used to heat fuel.

Table 1. Characteristics of Jet A Fuel F3219

specific gravity at 15.6 °C 0.8109 flash point, °C 55
sulfur total, wt % 0.0321 aromatics, vol % 16.6
copper, ppb <5 ( 5 smoke point, mm 20
iron, ppb <10 ( 5 copper strip corrosion 1a
zinc, ppb <10 ( 5 JFTOT breakpoint, °C 285
freeze point, °C -46
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by the use of a pump and flow control valves such that
the fuel entered the copper blocks as a liquid and
transitioned to a supercritical fluid within the furnace.
After passing through the heated block and furnace, the
fuel flowed through a nozzle. The nozzle (Figure 2)
consists of a (316) stainless-steel tube (12.7 mm length
× 1.6 mm o.d. × 0.3 mm i.d.) welded to a larger tube.
(The 3.2 mm o.d. × 1.4 mm i.d. fuel line tube was drilled
to an i.d. of 1.6 mm and a depth of 6.35 mm to
accommodate the smaller tube.) Fuel passed from the
nozzle into the optical chamber (Figure 3) in (vertical
downward) coaxial flow with heated N2. The flowing N2
(3.6 g/s) was heated by another furnace to produce a
high nozzle wall temperature. In addition, for safety
purposes the N2 served to reduce the probability of
ignition. Moreover, injected fuel in actual aircraft is
often in coaxial flow with an air stream. The optical
chamber has quartz windows (5.08 cm × 10.16 cm) on
two sides for optical access and allows a maximum
pressure of 3.45 MPa. Feed-throughs permit insertion
of two type K thermocouples (1.5 mm diameter), and
the pressure was measured using a pressure transducer.
Thermocouples (20 gauge) welded to the outer surface
of the chamber provided outer wall temperatures with
an uncertainty of (2 °C. The fuel mass flow rate was
fixed at either 0.2 or 0.4 g/s. In these experiments, fuel
and N2 temperatures upstream of the nozzle, fuel and
N2 mixture temperatures below the nozzle, the chamber
wall temperature, and fuel and N2 flow rates were
measured. Individual experiments were run for short
times (∼15 min) to minimize surface deposition.

A water-cooled heat exchanger reduces the temper-
ature of the fuel to near ambient conditions after the
fuel exits the test section. Cooling the fuel allows safe
sample collection and extends the life of the tube
downstream of the heat exchanger. Near the exit of the
system, fuel is diverted to a gas/liquid separator.
Separation allows gas product samples to be analyzed
offline using a GC-FID/TCD system. The liquid portion
of the stressed fuel is analyzed by conventional GC-
MS techniques. Beyond the gas/liquid separator, the fuel
exits to a scrap tank. In the experiments performed
here, products of thermal cracking reactions were es-
sentially immeasurable. Thus, it can be reasonably
assumed that there was little pyrolysis of the fuel.

At supercritical conditions, fuel exiting the nozzle is
visible neither to the naked eye nor to white light
photography. For this reason, a schlieren optics ar-
rangement (Figure 4) was used for flow visualization.13

Light emanating from a xenon flash lamp passes
through a condenser and focusing lens and is then
redirected by a 45° flat mirror to a parabolic mirror
(152.4-cm focal length × 15.2-cm diameter). The para-
bolic mirror then directs the parallel light rays through
the test section. Other mirrors direct the detected light
such that a knife edge blocks a portion of the light
entering the camera. An image of the flow pattern is
recorded using a CCD camera (Panasonic GPUS502,
three interline transfer CCDs with 768 × 494 pixels)
connected to a (Mitsubishi HSU770 SVHS) VCR. An
image is captured using a frame grabber (Matrox

Figure 2. Nozzle used in flow visualization studies.
Figure 3. Optical chamber used in flow visualization experi-
ments.
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Marvel G400) connected in series with the VCR. Two
sequential images are averaged for each condition
reported.

Numerical Model

Computational fluid dynamics simulations assist the
interpretation of flow visualization studies and extend
the study of phenomena for which experimental tech-
niques are either unavailable or limited. To simulate
the injection of supercritical fuel into a supercritical
environment, the species, temperature, and velocity
distributions were obtained by the finite volume solution
of the species, enthalpy, Navier-Stokes, and turbulent
energy equations. The time-dependent governing equa-
tions written in the cylindrical (z, r) coordinate system
for axisymmetric flow are

Equation 1 is the continuity equation, and eq 2 repre-
sents the momentum, species, or energy equation de-
pending on the variable represented by Φ. Table 2 lists
the transport coefficients ΓΦ and the source terms SΦ

of the governing equations. Buoyancy forces were in-
cluded in the simulations, and the gravity vector is in
the same direction as the flow from the nozzle. The fuel
exiting the nozzle has Reynolds numbers (from 12 000
to 23 000) that are characteristic of turbulent jet flows
(Re is defined as FUD/µ). In contrast, the Reynolds
number at the fuel nozzle exit of the nitrogen in coflow
with the jet fuel was relatively low (on the order of
2000). The standard k-ε turbulence model14 has been
used previously in supercritical and transcritical studies
to provide reasonable predictions of the evolution of an

O2 jet.15 In preliminary work here, there were negligible
differences between calculations of the spreading angle,
jet length, and velocities which used the standard k-ε
turbulence model and those which employed the low
Reynolds number k-ε model of Chien.16 In addition, it
was found that calculations which used the low Rey-
nolds number k-ε turbulence model required only half
the computational time used by the standard k-ε model.
Thus, in this physical arrangement which involved
simultaneously occurring high and low Reynolds num-
ber flows, a low Reynolds number k-ε model was used
in all of the calculations presented. Because the fuel (Re
of 12 000-23 000 at the location where the fuel is
injected into the optical chamber) and N2 flows are
turbulent, the rate of turbulent mass transport is
several orders of magnitude greater than that of the
concentration-driven (molecular-diffusive) mass trans-
port. Thus, a constant Schmidt number of unity was
used for simplicity. Values of the constants used in the
model of turbulent species transport are listed in Table
2 and in the Nomenclature section.

Figure 4. Schlieren optical arrangement.
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where µt ) CµFk2/ε, C1 ) 1.47, C2 ) 1.92, Cµ ) 0.09, σk ) 1.0,
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The governing equations were solved sequentially
using the commercially available CFD-ACE computa-
tional fluid dynamics code.17 Convective terms were
represented by a second-order accurate upwind scheme,
and a version of the SIMPLEC algorithm was used in
the solution procedure.17 The grid system of Figure 5
which contains 89 cells in the radial direction and 200
cells in the axial direction is used in most simulations.
Because the nozzle i.d. (0.3 mm) is significantly smaller
than either the chamber width (50.8 mm) or length
(101.6 mm), it was assumed that the flow near the
chamber walls does not significantly affect the flow near
the nozzle outlet. Thus, the rectangular shape of the
actual chamber was (as a first-order approximation)
adequately represented by a two-dimensional axisym-
metric (structured) grid. Because the behavior of the fuel
jet near the nozzle exit is of primary interest, the length
of the computational grid is one-fourth of the chamber
length (25.4 mm). The length in the radial direction of
the computational grid is 25.4 mm. Computational cells
are clustered within the shear layer between the N2 and
fuel. In other regions, the orthogonal grid system has
expanding cell sizes in both z and r directions. Near the
walls, the first cell was located at a y+ distance of less
than 5.

Large gradients in temperature, velocity, or species
are not expected in the far field away from the fuel and
N2 jets under the present flow conditions. From the
physical arrangement, the greatest changes in the flow
variables are expected to be near the co-annular passage
(Figure 5). Thus, a grid study was performed in which
the grid density was increased in the fuel nozzle (from
6 to 12 cells), the region where the n-decane and N2 are
mixed (from 19 to 38 cells), and the N2 inlet (from 20 to
40 cells). In addition, the total number of cells in the
axial (main flow direction) direction was increased (from
200 to 300 cells). The computational grid of Figure 5
was refined differently in different regions because of
the grid nonuniformity. Solutions for species, temper-
ature, and velocities changed little (less than 2%) with
the use of the fine grid. In addition, the differences

between the calculated spreading angles and penetra-
tion depths resulting from use of the coarse and fine
grids were immeasurable. Thus, to have a more practi-
cal computational time, the coarse grid was used for the
calculations presented in this work.

With regard to boundary conditions, the flow has zero
velocity at solid surfaces. At the upper boundary of the
grid (Figure 5), the velocity profiles of the entering
nitrogen and fuel are assumed to be uniform for
simplicity. Entering fuel and nitrogen temperatures, as
well as the wall temperatures, were obtained from the
experiments and are used as boundary conditions. In
addition, the measured pressure level at the inlet was
known. Along the bottom of the grid (Figure 5), an
outflow boundary condition which employs a simple
extrapolation procedure17 is used to determine the
unknown variables there. The calculations were initi-
ated with a uniform flow of N2 everywhere, and then
the fuel flow is switched on. After the residuals were
reduced below 4 orders of magnitude from their maxi-
mum value, the solution was considered to be converged.

Jet fuel is a complex mixture of a multitude of
hydrocarbon species. For purposes of simulating the
fluid dynamics involving a jet fuel, it is reasonable to
use a simple representative fuel. Here, n-decane was
selected as a surrogate fuel because it has a critical
temperature and pressure (Tc ) 344.55 ( 0.6 °C and
Pc ) 2.11 ( 0.05 MPa)18 similar to the pseudo critical
temperature and pressure of the selected Jet A sample.
The pseudo critical temperature and pressure for this
fuel sample were estimated (Tc ) 368 °C and Pc ) 1.96
MPa) using correlations described elsewhere.19 Edwards
and Maurice suggest that a single-component surrogate
fuel that has a critical temperature near the pseudo
critical temperature of a selected jet fuel can be used to
adequately represent the actual jet fuel in simulations
of nonreacting flows (which do not have liquid-to-vapor
phase changes).10 The commercial solver was modified
to calculate supercritical thermodynamic and transport
properties of mixtures of n-decane and N2 as a function
of the local pressure and temperature within the

Figure 5. Computational grid.
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computational cells using SUPERTRAPP FORTRAN
subroutines. With SUPERTRAPP, the phase composi-
tions were calculated using the Peng-Robinson equa-
tion of state,20 and the properties were determined by
a NIST extended corresponding states model which uses
propane as a reference fluid.21 SUPERTRAPP is known
to provide well-behaved thermodynamic properties near
the critical point.21 Table 3 shows representative values
of thermodynamic and transport properties for mixtures
of N2 and n-decane for temperatures and pressures for
which n-decane is a supercritical fluid.

Results and Discussion

Effects of Varying the Nozzle Exit Temperature.
For a constant supercritical pressure, as the tempera-

ture of the fuel is increased above the effective critical
temperature, the fuel transitions from liquid to super-
critical fluid. From a fundamental perspective, it is
important to study the effects of varying the nozzle exit
temperature on the resulting flow. Figure 6 shows jet
images under conditions of a fuel mass flow rate of 0.2
g/s and a chamber pressure of 2.65 MPa. In addition,
Figure 6 shows the fuel jet in coflow with heated N2 for
three different fuel-nozzle exit temperatures. The fuel
jet appears as a dark region emanating from the fuel
tube, and the nitrogen jet is the larger structure about
the fuel jet. The dark solid object that protrudes into
the flow from the right side of each image is a thermo-
couple (1.5-mm diameter). In Figure 6a, the tempera-
ture of the fuel at the nozzle exit is 266 °C, and later it

Table 3. Properties of n-Decane/Nitrogen Mixtures for Different Temperatures, Pressures, and Mole Fractions
Calculated Using SUPERTRAPP

temperature
(K)

pressure
(MPa)

C10H22
mole fraction

N2
mole fraction

density
(kg/m3)

cp
(kJ/kg K)

µ
(×10-6 N‚s/m2)

k
(×10-2 W/m‚K)

713 3.08 1 0 107.20 3.52 16.74 5.33
725 2.65 0.75 0.25 55.10 3.14 16.34 4.30
735 2.65 0.5 0.5 37.50 2.90 18.66 3.63
745 2.65 0.25 0.75 23.90 2.47 23.16 3.49

Figure 6. Effect of different jet fuel injection temperatures (fuel mass flow rate ) 0.2 g/s and Pch ) 2.65 MPa): (a) 266 °C; (b) 325 °C;
(c) 441 °C.
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is increased to 441 °C (Figure 6c). Figure 6a shows the
injection of fuel (Re of 12 800) initially at 266 °C as it
flows into the chamber and field of view. In addition,
the N2 (Re of 2000) that heats the nozzle is at a
temperature of 500 °C. At a temperature of 266 °C and
a pressure of 2.65 MPa (Pr ) 1.35 and Tr ) 0.84), the
major components of the fuel exist as a compressed
liquid mixture (subcritical condition).22 Figure 6a shows
that the length of the fuel jet, measured from the nozzle
exit to a location where the fuel is visually indistin-
guishable from the N2, is 5.7 cm. With the nozzle exit
fuel temperature increased to 325 °C (Pr ) 1.35 and
Tr ) 0.93) and an exit N2 temperature of 502 °C (Re of
2000), Figure 6b shows the injection of subcritical fuel
into the chamber (Re of 16 400). From Figure 6b, the
length of the fuel jet measured from the nozzle exit to
a location where the fuel is visually indistinguishable
from the N2 is 3.5 cm. For the same pressure conditions
as in Figure 6a but at a greater temperature of 325 °C
(Figure 6b), both the surface tension and heat of
vaporization of the fuel are diminished below values at
266 °C. In addition, the evaporation rate increases with
decreasing surface tension and heat of vaporization.
Thus, because of greater evaporation rates and more
rapid entrainment of N2, the fuel jet of Figure 6b
(spreading angle of 4.5 ( 0.5° and nozzle exit temper-
ature of 325 °C) widens more rapidly than that of Figure
6a (spreading angle of 3.0 ( 0.5° and nozzle exit
temperature of 266 °C) for a given axial location along
the centerline of the fuel jet. Moreover, the more rapid
evaporation and enhanced mixing of the fuel in Figure
6b prevent the fuel from penetrating as far into the
chamber as in Figure 6a. The nozzle exit temperature
is 441 °C in Figure 6c, and the temperature (506 °C) of
the flowing N2 is similar to that of Figure 6a,b. At 2.65
MPa and 441 °C (Pr ) 1.35 and Tr ) 1.11), the fuel is a
supercritical fluid upon entering the nozzle and the
optical chamber.

For a given pressure, the density and viscosity of a
hydrocarbon fuel may vary strongly with temperature.
Thus, for a fixed mass flow rate and pressure, the
Reynolds numbers of the fuel in Figure 6a-c increase
rapidly with temperature. Upon comparison of images
a-c of Figure 6, it is observed that the length of the
fuel jet decreases as the injected fuel transitions from
compressed liquid to supercritical fluid. The decrease
in the jet length implies that the fuel and nitrogen are
mixed faster than under subcritical conditions. Under
supercritical conditions, the surface tension of the fuel
vanishes, and the mixing process does not involve
evaporation. Moreover, a supercritical fluid generally
has a greater diffusivity and a lower viscosity than a
liquid. Together with zero surface tension, these trans-
port characteristics contribute to the relatively more
rapid mixing of the supercritical fuel. Thus, the mixing
process between the fuel and nitrogen occurs more
rapidly for fuel at supercritical conditions and results
in less penetration into the chamber than for liquid fuel.
The observation that the penetration depth decreases
with increasing fuel temperature at supercritical condi-
tions is important for the design of future combustors.
Admittedly, the design of gas turbine combustors is
complex and depends on many factors. However, a
reduced penetration depth implies a reduced mixing
time for the fuel jet for otherwise identical circum-
stances.

Passing through the nozzle, jet fuel is heated by N2
flowing over the nozzle exterior. Upon exiting the nozzle
at supercritical conditions, the fuel expands into the
chamber, forming a gaslike turbulent jet. Within the
fuel jet, the fluctuating transverse velocity component
enhances transport of unmixed fuel from the core region
of the jet to the surrounding fluid. Understanding the
mixing dynamics of Jet A and N2 is complicated by
differences in molecular weight, velocity, and temper-
ature. Figure 7 shows a schlieren image of Jet A fuel

Figure 7. Jet fuel or n-decane at supercritical conditions in coflow with N2. Fuel mass flow rate of 0.2 g/s, inlet nozzle temperature of
441 °C, and pressure of 2.65 MPa (Tr ) 1.11 and Pr ) 1.35). (a) Schlieren image of jet fuel and N2 (scale above image for reference). (b)
Predicted density (kg/m3) of n-decane and N2 mixture. (c) Predicted mass fraction of n-decane. (d) Predicted temperature (°C).
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and N2 at supercritical conditions (Figure 7a; fuel mass
flow rate of 0.2 g/s, exit nozzle temperature of 441 °C,
and pressure of 2.65 MPa) together with plots of
predicted density (Figure 7b), mass fraction of n-decane
(Figure 7c), and temperature (Figure 7d). Figure 7a
(same as Figure 6c) shows that the fuel jet becomes
indistinguishable from the N2 at a location 7.5 mm
(Z/D ) 30, where Z is the distance along the jet
centerline below the nozzle and D is the nozzle i.d.)
below the fuel nozzle. For nonisothermal cold-into-hot
jets, similar Z/D have been observed elsewhere.2,23 In
addition, Figure 7b shows that axial and radial density
gradients have become negligible 7.5 mm below the
nozzle. Because schlieren imaging is sensitive to density
gradient, images a and b of Figure 7 support one
another in defining a value for the jet length (7.5 mm).
This agreement also shows that it is reasonable to use
a simple fuel such as n-decane in numerical simulations
of the heat transfer and transport phenomena of a more
complex Jet A fuel. At this location 7.5 mm from the
nozzle, Figure 7c shows that the mass fraction is less
than 0.2. Moreover, Figure 7d shows that the low-
temperature (blue) core region of the fuel jet persists
for 7.5 mm beyond the nozzle exit. Figure 7d also shows
that the temperature of the N2 away from the fuel jet
is nearly uniform. This uniformity indicates that heat
loss from the chamber walls to the ambient has little
effect on the temperature distribution near the fuel jet.

Effects of Varying the Mass Flow Rate. The
schlieren images of Figure 8a,b show the effects of
increasing the jet fuel mass flow rate from 0.2 to 0.4
g/s for conditions of similar reduced temperatures.
Figure 8a shows that the length of the Jet A jet which
has the lower mass flow rate of 0.2 g/s (nozzle exit
temperature of 441 °C; Tr ) 1.11) is 7.5 mm. Figure 8b

shows that, with a mass flow rate of 0.4 g/s (nozzle exit
temperature of 405 °C; Tr ) 1.06), the length of the Jet
A jet increases to 15 cm. In addition, images a and b of
Figure 8 show that the spreading angle increases from
3.5° to 5.0° when the mass flow rate increases from 0.2
to 0.4 g/s. However, understanding the influence of mass
flow rate on the penetration of the fuel jet into the
chamber is complicated by the coupled effects of fuel
temperature and velocity. The results of numerical
simulations assist the understanding of the influence
of the mass flow rate on jet penetration and jet growth
rate and are described below.

Jet Growth Rate. The fluctuating transverse veloc-
ity component of the n-decane jet enhances mixing of
fuel from the jet core region with the surrounding N2
within a mixing layer. The mixing layer grows outward
as the heated jet extends further into the chamber. The
growth of the mixing layer has been described in terms
of an initial jet spreading angle.24 In Figure 9, the jet
spreading angle is measured from the nozzle centerline
to a tangent line drawn along the outer portion of the
jet mixing layer. The spreading angle of the Jet A jet in
the schlieren image of Figure 9a is 3.5 ( 0.5°, and the
spreading angle determined from the calculated density
plot for n-decane in Figure 9b is 3.0 ( 0.5°. Here, the
calculated density field resulting from the use of n-
decane (nozzle exit temperature 441 °C and N2 temper-
ature of 506 °C) provides a reasonable prediction of the
spreading angle of the supercritical Jet A jet. In addi-
tion, Table 4 shows that the spreading angles deter-
mined from schlieren images at other conditions com-
pare well with those obtained by numerical simulation.

To confirm the numerical simulations of the coflow
of n-decane and N2 jets, predictions of the mean fuel
mass fraction along the jet centerline are compared to

Figure 8. Effect of jet fuel mass flow rate. (a) Mass flow rate of 0.2 g/s, nozzle exit temperature of 441 °C (Tr ) 1.11 and Pr ) 1.35). N2
temperature of 508 °C. (b) Mass flow rate of 0.4 g/s, nozzle exit temperature of 405 °C (Tr ) 1.06 and Pr ) 1.35). N2 temperature of
588 °C.
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values predicted by a semiempirical correlation. Time-
averaged concentration measurements along the cen-
terlines of variable-density, axisymmetric, turbulent jets
formed by the flow of a faster moving gas into a slow
coflow of a second gas have been performed by Pitts.23

Pitts found that eq 3 described his time-averaged

measurements of the jet mass fraction along the cen-
terline, Ym.23,25 In eq 3, Yo is the time-averaged mass
fraction at the nozzle exit, F∞ is the density of the
external, slow-moving gas, Fo is the density of the faster
moving jet at the nozzle exit, Z is the distance from the
nozzle exit along the jet centerline, and both K and
Kc are constants. The effective radius, rε, is defined as
rε ) ro(Fo/F∞)1/2, and ro is the radius of the jet nozzle. (In
this discussion, Yo ) 1.) Following Pitts, values of
K ) -0.5 and Kc ) 0.114 have been assumed, and values
for the global density ratio are from Figure 7b.23 If our
numerical simulations of Yo/Ym within the n-decane jet
are reasonable, they should follow the predictions of eq
3. Figure 10 shows predictions of Yo/Ym for several
different jet/coflow pairs as a function of Z/ro using eq
3 and values from Pitts.23 The use of several different

jet/coflow pairs demonstrates the wide applicability of
eq 3. In addition, Figure 10 includes predictions of Yo/
Ym for the n-decane/N2 coflow pair from both the use of
eq 3 and the present numerical simulations. The solid
circular symbols near the n-decane/N2 curve represent
Yo/Ym values derived from the current numerical simu-
lations which involve the Reynolds-averaged turbulence
equations. Figure 10 shows that there is good agreement
between the empirical correlation (eq 3) and the present
simulations.

Downstream from the flow development region (>5-
10 diameters) one dimensionless length scale will specify
time-averaged concentrations for jet coflow pairs.23 It

Figure 9. Measured (3.5°) and predicted (3.0°) spreading angle for jet fuel and surrogate fuel, n-decane.

Table 4. Predicted and Measured Spreading Angles and
Jet Lengths (Chamber Pressure of 2.65 MPa)

exit temp
(°C)

spreading angle (deg)
(uncertainty ( 0.5°)

jet length
(mm)mass flow

rate (g/s) jet fuel N2 measd pred measd pred

0.2 393 510 3.5 3.0 12.0 15.0
0.2 441 506 3.5 3.0 7.5 9.0
0.2 465 588 3.5 3.0 6.0 7.0
0.4 405 588 5.0 4.5 15.0 18.0
0.4 424 590 5.0 4.5 12.0 14.0
0.4 465 590 5.0 4.5 8.0 9.0

Yo/Ym ) (KcZ)/rε + (F∞/Fo - 1)K (3)
Figure 10. Reciprocal of the mass fraction for different gas pairs.
The lines represent the correlation given by eq 3. The solid circles
are predictions resulting from the present computational fluid
dynamics simulations.
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has been suggested that the reciprocal of the time-
averaged mass fraction along a gaseous jet centerline
scales with the following relationship: 23,25

In eq 4, Zo is the virtual origin of the jet. (This is the
point where the jet centerline intersects a line drawn
tangent to the jet exterior. Here, Yo is unity, and Zo is
negative.) Several experimental studies (isothermal and
nonisothermal) support the scaling representation of eq
4 for axisymmetric jets where the coflowing gases have
different densities but the downstream density asymp-
totically becomes constant.25 Figure 11 shows 1/Ym
plotted against (Z - Zo)/rε for the present n-decane and
N2 computational fluid dynamics calculations together
with measured values for six jet/coflow gas pairs from
Pitts.23 Figure 11 shows that the jet/coflow pairs par-
tially collapse onto a single curve, and this collapse
indicates a degree of similarity. Similarity is useful in
the fundamental understanding of the fluid dynamics
of simple flows. Moreover, the observation that the
numerical predictions for n-decane and N2 tend to fall
on a curve common to other coflow pairs provides
additional validation of the present calculations.

Conclusions

Schlieren images of supercritical jet fuel exiting from
a simple nozzle into a supercritical environment were
obtained. The jet penetration depth, spreading angle,
and phase behavior vary with fuel temperature and
mass flow rate, which, in turn, can vary considerably
during an aircraft mission. The observations that the
penetration depth decreases with increasing fuel tem-
perature at supercritical conditions and that the spread-
ing angle increases with increasing mass flow rate are
important for the design of future combustors.

Numerical simulations which used n-decane as a
surrogate fuel for purposes of calculating the jet spread-
ing angle and length agreed reasonably well with the

measurements. In addition, the numerical predictions
of the jet centerline fuel mass fraction agreed well with
established correlations. Thus, n-decane or a similar
hydrocarbon surrogate fuel can be used for calculations
of the heat transfer and fluid dynamics of nonreacting
supercritical jet fuel which has a similar critical tem-
perature and pressure.
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Nomenclature

C1 ) constant ) 1.47
C2 ) constant ) 1.92
Cµ ) constant ) 0.09
D ) tube diameter, m
Di ) diffusion coefficient of the ith species, m2/s
G ) µt[2{(∂u/∂z)2 + (∂v/∂r)2 + (v/r)2} + (∂v/∂z + ∂u/∂r)2]
g ) gravitational acceleration, m/s2

h ) enthalpy, kJ/kg
k ) thermal conductivity, W/m‚K; turbulent kinetic energy,

kJ/kg
K ) constant in eq 3
Kc ) constant in eq 4
p ) pressure, MPa
Pch ) chamber pressure, MPa
r ) radial coordinate, m
ro ) radius of the jet nozzle, m
rε ) effective radius, m
SΦ ) source term
u ) axial velocity component, m/s
uτ ) friction velocity, (τω/F)1/2, m/s
U ) mean velocity, m/s
v ) radial velocity component, m/s
ω̆ ) rate of production of the ith species, kg/m3‚s
y ) normal distance from the wall, m
Yi ) mass fraction of the ith species
Yo ) time-averaged mass fraction at the nozzle exit
Ym ) time-averaged mass fraction along the jet centerline
y+ ) dimensionless distance from the wall, Fyuτ/µ
z ) axial coordinate, m
Z ) distance from the nozzle exit along the jet centerline,

m
Zo ) virtual origin of the jet, m
Φ ) assigned variable in eqs 1 and 2
ΓΦ ) transport coefficient
ε ) dissipation rate, kJ/kg‚s
F ) density, kg/m3

F∞ ) density of external, slow-moving gas, kg/m3

Fo ) density of faster-moving fuel at the nozzle exit, kg/m3

σk ) constant ) 1.0
σε ) constant ) 1.3
σh ) constant ) 1.0
σYi ) constant ) 1.0
τw ) wall shear stress, N/m2

µ ) absolute viscosity, N‚s/m2

µt ) turbulent viscosity, CµFk2/ε, N‚s/m
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Studies were conducted to investigate the use of urea treatment for improving the low-
temperature properties of jet fuel. In particular, we utilized differential scanning calorimetry
(DSC), cold-stage microscopy, and ASTM freeze, cloud, and pour-point testing to characterize
the changes in the fuel that occur upon urea treatment. We also used gas chromatography (GC)
to study both the qualitative and quantitative changes that occur in the chemical constituents of
the fuel. These studies show that urea treatment in the presence of an activator species, such as
methanol, is quite selective and effective at removing long chain n-alkanes. The resulting fuel
shows a substantial decrease in crystal formation observed via DSC and cold-stage microscopy.
The fuel also displays a significant reduction in the measured pour and cloud points. Some of
the practical issues in using urea treatment for jet fuel are also discussed.

Introduction

The operation of aircraft at high altitudes for long
periods of time can subject jet fuel to extremely low
temperatures. Such conditions can result in greatly
increased fuel viscosity and, at the most extreme condi-
tions, partial solidification of the fuel. Fuel crystalliza-
tion makes a portion of the fuel unavailable for propul-
sion, and in the most extreme situation can result in
catastrophic fuel system failure. To prevent fuel system
problems at low temperatures, the U.S. Air Force uses
the specialty fuel JPTS (MIL-DTL-25524E) for high-
altitude reconnaissance aircraft. JPTS is specially re-
fined to exhibit a low freeze point and excellent high-
temperature thermal stability, but unfortunately is
relatively expensive. Replacement of JPTS with the less
expensive JP-8 fuel would be attractive for both eco-
nomic and logistical reasons. As a result, the U.S. Air
Force is investigating the use of additives to improve
both the cold-flow and high-temperature thermal stabil-
ity properties of JP-8 fuel. Reduction in high-tempera-
ture thermal oxidative deposition can be affected by
addition of the JP-8+100 additive package.1 Pour-point-
improving additives, such as ethylene vinyl-acetate
(EVA) copolymers, show promise in improving cold flow
properties of JP-8 to allow operation at the low tem-
peratures for which JPTS was designed.2,3 More re-
cently, other proprietary copolymer classes have shown
the ability to reduce the temperature of fuel crystal-
lization and provide even lower temperature useability.4

The resulting fuel with improved low- and high-tem-
perature properties would be called JP-8+100LT.

Alternatively, fuel-processing techniques can be em-
ployed to improve the low-temperature properties of jet
fuel. Reducing the concentration of higher molecular
weight species, which lowers the freeze point, can be
affected by changing the distillation range for these
fuels, but this option is costly and is used in the
production of JPTS. Postprocessing techniques, in which
the high molecular weight normal alkanes (i.e., wax)
are removed, offer the potential to be effective and less
expensive for the relatively small volume of fuel re-
quired to replace JPTS. More specifically, three types
of processes have been developed for the dewaxing of
petroleum products: (1) low-temperature solvent dew-
axing,5 (2) catalytic dewaxing using zeolites,6 and (3)
urea treatment.7-9 Solvent dewaxing involves dilution
in a ketone solvent, chilling of the solution, filtration of
wax crystals, and product recovery. Catalytic dewaxing
is used commercially in the dewaxing of diesel and
lubricating oil base stocks and involves the selective
cracking of high melting waxy, n-paraffinic components
in the oil.6 The urea process is a low-temperature
technique in which urea selectively reacts with long
chain normal alkanes to form solid “inclusion com-
pounds,” which are also referred to as “adducts.” These
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adducts are then easily separated from the liquid fuel.
In commercial operation, the urea can be regenerated
for reuse and the n-paraffins recovered.

Bengen10 is usually credited with discovery of the
process in which n-alkanes form adducts with urea.
Although linear unbranched alkanes readily form ad-
ducts, branched hydrocarbons may also form inclusions
compounds, provided the molecule contains a suf-
ficiently long linear chain.7 The tendency for adduct
formation and the thermal stability of the urea adducts
increase with the molecular weight of the species. Thus,
the long chain n-alkanes that have been implicated in
wax formation in petroleum products may be selectively
removed via urea treatment. Hoppe7 details the com-
mercial urea treatment processes that have been imple-
mented in the past in the U.S., the former Soviet Union,
France, and Germany for the production of low wax oils.

To date, no specific work has focused on the study of
the urea treatment process for the treatment of jet fuels
(i.e., kerosene-based aviation turbine fuels). These fuels
typically have much lower wax concentrations than the
oils produced in commercial urea dewaxing processes,7
and must remain fluid to much lower temperatures
(ASTM freeze point maximums: Jet A, -40 °C; Jet A-1
and JP-8, -47 °C; and JPTS, -53 °C). The reduced wax
concentration and reduced solid formation temperatures
may result in greater challenges in using the urea
process for jet fuels. In this work, we investigate the
use of urea treatment for improving the low-tempera-
ture properties of jet fuel. In particular, we utilize
differential scanning calorimetry (DSC), cold-stage opti-
cal microscopy, and ASTM freeze, cloud, and pour-point
testing to characterize the changes in the fuel that occur
upon urea treatment. We also use gas chromatography
(GC) to study the qualitative and quantitative changes
that occur in the chemical constituents of the fuel upon
processing. A series of tests are performed to optimize
the urea treatment process and the practical implica-
tions for the use of the technique are discussed.

Experimental Section

All urea/fuel treatments were conducted at room tempera-
ture (23 ( 2 °C). Fuel, urea, and methanol (when used) were
mixed in glass bottles and stirred, using a magnetic stirrer
for the stated reaction times. After treatment, fuel samples
were removed from the mixture via a chromatographic syringe.
The fuels (Jet A sample 3219 and JPTS sample 3657) were
acquired from the Fuels Branch, Propulsion Directorate, of the
Air Force Research Laboratory, Wright-Patterson AFB, OH.
Methanol and urea were acquired from Aldrich and used
without further purification.

DSC data was acquired using a TA Instruments DSC 2920
calorimeter equipped with a Liquid Nitrogen Cooling Accessory
(LNCA). The LNCA directs a mixture of gaseous and liquid
nitrogen to the sample chamber, which permits thermal
analysis data to be acquired at subambient temperatures.
Typically, 20 µL (approximately 16 mg) of liquid fuel is
sampled using a chromatographic syringe, injected into a
preweighed open aluminum sample pan, and subsequently
weighed. An empty aluminum pan is used for the reference.
Most data were acquired at a cooling rate of 1 °C/min over
the temperature range -45 to -65 °C.

Low-temperature microscopy information was acquired with
an Olympus BX50 optical microscope with phase contrast and

polarization optics. Most images were recorded through the
10× objective with crossed polarization optics and recorded
with a Kodak DS120 megapixel digital camera. The sample
was loaded onto a microscope slide with an elevated cover slip.
The sample size was approximately 20 µL. The slide was
placed on the cold plate of a Linkam heating/cooling stage,
which isolates it from ambient conditions with insulation and
a nitrogen purge. Using liquid nitrogen as the coolant, the
sample was brought to -45 °C at a rate of 30 °C/min and held
for 5 min. The sample was then cooled at a slower rate
(typically 0.25 °C/min) below -65 °C while the crystallization
state was recorded.

Cloud point, pour point, and freeze point data were acquired
using a Phase Technology PSA-70V Petroleum Analyzer, via
ASTM D5773-95, D5949-96, and D5972-96, respectively. The
pour point analyses were conducted at 1 °C intervals.

Results and Discussion

DSC Studies. In previous work, we have shown that
the DSC exotherm obtained upon the cooling of jet fuel
is an indication of fuel solidification that results from
the crystallization of the largest normal alkanes present.3
A recent study has shown that the formation of as little
as 0.5-1 wt % of solid n-alkanes is enough to completely
gel jet fuel.11 In the present work, we use DSC to
evaluate the effect of urea treatment on the freezing of
jet fuel. In Figure 1, we have plotted DSC curves for
two jet fuels: a Jet A fuel (3219) and a JPTS fuel (3657).
Table 1 shows the measured freeze, cloud, and pour
points of these two fuels (note: only freeze point is a
specification requirement for jet fuels). The table shows
that the Jet A fuel (3219) has a freeze point (-46.3 °C)
which is slightly outside the JP-8 freeze point specifica-
tion (-47 °C maximum). The JPTS fuel (3657) has a
freeze point (-53.8 °C) that is just within the JPTS
specification (-53 °C max), although most other JPTS
samples studied in our laboratory have lower (by 1 to 6
°C) freeze points.4 Thus, this Jet A fuel is a potential
candidate as a “worst-case fuel” for improving low-
temperature properties. The JPTS fuel is considered a

(10) Bengen, F. German Pat. 869,070, 1940, assigned to Badische
Anilin-und Soda-Fabrik, A. G.

(11) Coutinho, J. A. P.; Mirante, F.; Ribeiro, J. C.; Sansot, J. M.;
Daridon, J. L. Fuel 2002, 81, 963-967.

Figure 1. DSC cooling exotherms of two fuels: JPTS fuel
3657 and Jet A fuel 3219.

1566 Energy & Fuels, Vol. 16, No. 6, 2002 Zabarnick et al.

207



fuel that has low-temperature properties that are a
minimum goal of the program. Thus, we would like to
see a treatment process or additive treatment that
changes the low-temperature properties of the 3219 fuel
to at least as good as that of 3657 fuel. Figure 1 shows
the exotherms obtained upon cooling these fuels. The
JPTS fuel exhibits an exotherm with a peak that occurs
at a lower temperature by 5.8 °C. Also, the table shows
that the JPTS fuel has lower freeze, cloud, and pour
points by 7.5, 6.9, and 8 °C, respectively. Thus, a
successful treatment process should improve these
properties by at least 6 to 8 °C. It is important to note
that the flowability and pumpability of the fuel in the
aircraft tanks and fuel system at operational temper-
atures determines the usability of a fuel, rather than
the above listed fuel properties. In a separate study, we
examined the effect of temperature and candidate cold
flow additives on fuel viscosity;4 however, viscosity
measurements were not performed in the present study.

Figure 2 shows the DSC curves obtained before and
after urea treatment of the Jet A fuel. Ten grams of urea
was added to 20 mL of fuel, and the mixture was stirred
for 24 h. The figure shows that treatment with urea
alone resulted in a shift of the freezing exotherm to

lower temperatures by 3 °C. This outcome, while
encouraging, results from a relatively long treatment,
which would be impractical for production of significant
quantities of fuel. Previous work has shown that added
solvents can greatly accelerate the adduct formation
process in oils.7 It is believed that these so-called “urea
solvents” accelerate the “reaction” by improving the
ability of the crystalline urea to dissolve into the liquid
mixture, allowing increased contact between urea and
the adductable species present. These solvents are also
known as “activators.” Common activators include
water, low molecular weight alcohols, and various
mixtures of the two.

Methanol is one of the low molecular weight alcohols
thought to act as an activator species in the urea
process.7 The presence of methanol is thought to in-
crease the solubility of urea in the fuel, which results
in a more complete urea/alkane reaction and faster
reaction times. Also shown in Figure 2 is the DSC curve
for fuel treated with a mixture of urea and methanol.
The above procedure was repeated with the addition of
1 mL of methanol. The figure shows that the urea/
methanol treatment eliminates the freezing exotherm
out below -65 °C, providing a shift in the exotherm
peak by more than 10 °C. This shows that the urea/
methanol treatment has the potential to produce fuel
that has improved low-temperature properties beyond
that of in-specification JPTS (see Figure 1 for compari-
son).

To confirm that the improved low-temperature be-
havior is due to the removal of normal alkanes, as
expected from previous studies, and to study the selec-
tivity of the process for various size alkanes, we used
gas chromatography (GC) to measure the change in
concentration of the normal alkanes upon urea treat-
ment. Figure 3 shows a chromatogram of the 3219 fuel,
which shows that this fuel contains normal alkanes
primarily in the range C9 to C16, with only very small
amounts of C17 (<0.05 mol %). Figure 4 shows the
percent decrease in concentration of these normal

Figure 2. DSC curves for a neat fuel (Jet A 3219), after urea
treatment, and after urea/methanol treatment.

Table 1. Pour, Cloud, and Freeze Points of Urea-Treated
Fuel as a Function of the Amount of Urea, Amount of

Methanol, and Time

urea treatment conditions
pour point

(°C)
cloud point

(°C)
freeze point

(°C)

untreated Jet A Fuel (3219) -56 -50.9 -46.3
1 h, 1% methanol

1% urea -55 -50.3 -46.9
5% urea -56 -52.9 -47.9
25% urea -66 -59.3 -56.1

25% urea, 1% methanol
1 hour -66 -59.3 na
2 hours -70 -61.3 -58.1
3 hours -69 -60.8 na
4 hours -69 -62.3 na

25% urea, 3 hours
0% methanol -56 -49.4 na
1% methanol -69 -60.8 na
2% methanol -70 -59.6 na

JPTS Fuel (3657) -64 -57.8 -53.8

Figure 3. Chromatogram of fuel 3219 showing normal
alkanes.
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alkanes after the urea/methanol treatment described
above. The smaller alkanes, C9 to C13, are decreased by
10 to 25%. The larger normal alkanes (gC14) are
removed to the greatest extent, with essentially 100%
removal of n-C16. This shows that the urea/methanol
treatment process is selective toward the larger normal
alkanes present in jet fuel. This selectivity toward long-
chain n-alkanes is quite desirable, as these species have
been implicated as being the first species to crystallize
upon the cooling of these fuels.12,13 The initial crystal-
lization of these species causes fuel clouding, which at
lower temperatures and/or longer times, results in fuel
gelation and the inhibition of fuel flow. A primary
benefit of the urea adduction process is in this selectivity
toward removal of the species that form solids (relatively
large normal alkanes), while being much less likely to
react with other fuel species, such as aromatics, branched
alkanes, and cycloalkanes (naphthenes). Also, the pro-
cess significantly lowers the measured freeze, cloud, and
pour points (see below), while the use of cold-flow-
improving additives has not demonstrated significant
changes in all of these properties.2,4

Effect of Changing Urea Treatment Process
Variables. We have attempted to optimize the room
temperature urea treatment of jet fuel by varying the
amount of added urea, the treatment reaction time, and
the amount of added methanol activator species. Pour
point, cloud point, and freeze point data for fuels treated
under these varying conditions are reported in Table 1.
Corresponding DSC curves for these fuels are shown in
Figures 5-7. Initially, the amount of added urea was
varied over the range 1 to 25% for reaction times of 1 h
and 1% added methanol. Figure 5 shows that treatment
with 1% urea does not significantly change the location
of the DSC endotherm. Increasing the amount of added

urea to 5% and 25% does show substantial changes in
the peak location, with a decrease in temperature of over
9 °C for the peak location for the 25% urea case. The
measured pour, cloud, and freeze points shown in Table
1 also show that the 25% urea case yields the largest
decreases of 9 °C, 9.0 °C, and 9.2 °C, respectively, which
are in good agreement with change observed in the DSC
exotherm peak. Above 25% urea, it becomes very dif-
ficult to sample the fuel from the urea/methanol slurry
that is created, so these levels were not further inves-
tigated.

Reaction time was varied over the range 1 to 4 h for
fuel with 25% urea (optimized urea concentration) and
1% methanol. We demonstrate in Figure 6 that a 1 h
reaction time lowers the temperature of the peak of the
DSC endotherm from -52.4 °C for the untreated fuel
to -61.4 °C. Much smaller decreases in temperature for
the location of the peak are seen in increasing the
reaction time to 2 and 3 h, demonstrating that most of
the removal of normal alkanes is nearly complete in the
first hour. No additional shift in the peak is seen in
going from 3 to 4 h. The measured pour- and cloud-point

(12) Van Winkle, T. L.; Affens, W. A.; Beal, E. J.; Mushrush, G. W.;
Hazlett, R. N.; DeGuzman, J. Fuel 1987, 66, 890-896.

(13) Van Winkle, T. L.; Affens, W. A.; Beal, E. J.; Mushrush, G. W.;
Hazlett, R. N.; DeGuzman, J. Fuel 1987, 66, 947-953.

Figure 4. Plot of percent decrease of various normal alkanes
after urea/methanol treatment.

Figure 5. DSC curves for urea treatment at various levels of
urea (all treatments performed at 1% methanol for 1 h).

Figure 6. DSC curves for various urea treatment reaction
times (all performed at 25% urea and 1% methanol).
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data show that reaction times longer than 1 h are
preferred, but the scatter in the data makes choosing
the best time difficult.

Next we varied the amount of added methanol activa-
tor over the range 0 to 2% for treatment with 25% urea
(optimized urea concentration) for 3 h (optimized reac-
tion time). DSC endotherms for these treatments are
shown in Figure 7. With no methanol present there is
little change in the endotherm location. A substantial
decrease is seen at 1% methanol, but the addition of
2% methanol provides no additional benefit. The pour
and cloud point data also agree that no additional
benefit is observed at 2% methanol. This preliminary
attempt at optimizing the reaction time, urea amount,
and methanol amount shows that the optimum param-
eters are a reaction time of 3 h with 25% urea and 1%
methanol, providing a decrease in temperature of the
peak of the DSC exotherm of 12.5 °C below that of the
untreated fuel. This near-optimum treatment yields
decreases in the pour and cloud points of 13 °C and 9.9
°C, respectively.

Hoppe7 reported on a batch process used in the early
1960s for production of low wax white oil for medical
use in which the pour point was lowered from -4 °C to
-18 °C. This was the first large-scale urea dewaxing
plant with a capacity of 900 kg per day. Interestingly,
the process employed activated crystalline urea (acti-
vated with 1-2% methanol), 20% urea based on feed,
and a reaction time of 1 h at ambient temperature.
These parameters (levels of urea, methanol, and reac-
tion time) are quite similar to the optimized parameters
obtained in the present jet fuel work. The main differ-
ence is their use of shorter reaction times (1 vs 3 h). As
shown above, most of the reaction is complete in 1 h,
and therefore using this shorter reaction time can
increase the amount of fuel treated in a given facility
by a factor of 3, relative to using a 3-h reaction time.

Cold-Stage Microscopy. To further explore the
effect of urea adduction on the freezing of jet fuels, we
used a cold-stage microscope to generate images of the
crystals that form upon cooling. Images taken at various
temperatures for the neat Jet A fuel (3219) and the
urea-treated fuel are shown in Figures 8 and 9, respec-
tively. A cooling rate of 0.25 °C/min was employed.

Figure 8 shows that at -52.7 °C a few small crystals
are beginning to form, which compares well with the
measured cloud point (-50.9 °C). As the temperature
is lowered, further crystal growth is observed, as well
as the formation of additional new crystals. Two pri-
mary types of crystals are observed in the neat fuel
images: flat platelike crystals and dendritic crystals.
Flat platelike crystals have been implicated in plugging
the filters that are used in aircraft fuel systems.14

Near the measured pour point (-56 °C) the field of
view displays an intermingling mass of many crystals.
Figure 9 shows that the early crystallization is delayed

(14) Lewtas, K.; Tack, R. D.; Beiny, D. H. M.; Mullin, J. W. In
Advances in Industrial Crystallization; Garside, J., Davey, R. J., Jones,
A. G., Eds.; Butterworth Heinemann: Oxford, 1991; pp 166-179.

Figure 7. DSC curves for urea treatment at various levels of
the methanol activator (all performed at 25% urea for 3 h).

Figure 8. Cold-stage microscope images of the freezing of fuel
3219 at 0.25 °C/min. The circular aperture shown is 1.5 mm
in diameter.
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to -63.6 °C by the urea process. In addition, as the
temperature is lowered the crystal habit is affected, with
smaller crystals being produced. The dendritic crystals
are no longer observed, and the flat platelike crystals
are much smaller in size. This urea-treated fuel displays
a cloud point of -62.3 °C and a pour point of -69 °C.

The cold-stage microscope images show that near the
cloud point only a small number of very small crystals
are observed, while near the pour point a tangle of a
large number of crystals has formed. The urea treat-
ment process significantly lowers the temperature at
which the initial crystal formation is observed. It also
changes the crystal habit, resulting in smaller crystals.
Fortunately, both of these effects are desirable in a low-
temperature fuel. The lower temperature of crystal
formation will permit fuel system operation at reduced
temperatures, while the smaller crystal size will reduce
plugging of fuel system filter and close tolerance valves
and passageways.

Practical Issues. The economic viability of the urea
dewaxing process for the production of JPTS has not
been studied in this paper; however, the significant
improvement in low-temperature behavior observed

shows that the benefits that can be obtained are
substantial. The economic viability of the technique is
limited by the low production of JPTS relative to other
fuels, such as JP-8. In government fiscal year 2000, only
3.04 million gallons of JPTS were purchased in contrast
to 2.7 billion gallons of JP-8 fuel.15,16 On the other hand,
the Air Force presently pays a premium price for JPTS
(FY 2001, $3.25/gal) relative to that of JP-8 (FY 2001,
$1.01/gal), due to the economy of scale of JP-8 produc-
tion, as well as increased shipping and logistical costs
for JPTS. Thus, a margin exists where the increased
production costs of a urea treated fuel can be covered
by increased fuel costs (above that of JP-8), while still
allowing costs below that of JPTS.

Our laboratory urea treatment procedure did not
include many of the procedures which would be included
in a refinery process including: separation of the urea
adduct from the fuel, decomposition of the adduct and
regeneration of urea, and recovery of solvents and wax.
These processes further complicate an analysis of the
viability of the overall process for production of low-
freezing jet fuel. The urea process would also need to
be evaluated in comparison to the benefits of using cold
flow improving additives, as in the present path of the
JP-8+100LT program. In addition, we have not evalu-
ated the implications of dissolved urea that cannot be
removed from the fuel on other fuel properties, such as
combustion.

Conclusions

We have studied the use of urea treatment for the
production of jet fuel with improved low-temperature
characteristics. This room temperature process is able
to significantly improve the freeze, cloud, and pour
points of jet fuels with relatively short treatment times.
The addition of methanol to the treatment process
significantly shortens the reaction time required. Gas
chromatographic analyses of the normal alkanes species
present in the fuel before and after treatment show that
there is substantial removal of the largest normal
alkane species. DSC and low-temperature microscopy
measurements demonstrate that the treatment process
lowers the temperature at which fuel crystallization
begins. The microscopic studies also show that the
crystal habit of the initial crystals which form upon
cooling change substantially. Further studies need to
be performed to evaluate the economic benefits of using
the process to produce low-freezing fuel relative to the
presently used refinery processes and the additive
techniques being developed.
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Figure 9. Cold-stage microscope images of the freezing of
urea-treated fuel 3219 at 0.25 °C/min. The circular aperture
shown is 1.5 mm in diameter. The fuel was treated with 25%
urea, 1% methanol, for 4 h.
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ABSTRACT 
Combustion generated particulates can increase 

exhaust plume visibility and maintenance costs in gas 
turbine engines.  Research is being conducted to 
determine particulate formation chemical mechanisms, 
understand precursors to particulate formation, and 
identify mitigation strategies.  This paper describes a 
robust well-stirred reactor (WSR) combustion rig and 
facility that was constructed to study particulate 
formation. Preliminary experimental tests of particulate 
formation from premixed fuel-rich (2.6>φ>1.8) 
ethylene/air mixtures have been completed.  Multiple 
measurement techniques were used in the investigation 
including smoke measurement, particle counting, 
carbon burn-off and GC-MS analysis.  Information 
gained from these investigations is used to provide 
details for combustion models of pollutant formation, 
kinetics, and particle formation and destruction.  
Particulate samples were collected from the plug flow 
region downstream of the WSR and it was found that 
the smoke number results for ethylene compared well 
with previous data from the literature.  Lower particle 
counts and smoke numbers were observed as the 
reactor residence time was decreased suggesting that 
increased mixing or reduced time at elevated 
temperatures for soot formation was responsible for 
decrease in soot formation.  The effect of using the 
oxygenated fuel additive, ethanol, as an additive to the 
ethylene was also examined and it was found that 
ethanol increased soot production compared to neat 
ethylene fuel.   
1 

 
NOMENCLATURE 

EI  = emissions index (gm/kg fuel) 
CPC  = condensation particle counter 

                                                           
This paper is declared a work of the U.S. Government 
and is not subject to copyright protection in the U.S. 
 

GC-MS = gas chromatograph- mass 
spectrometry 

ma  = air mass flow rate (kg/s) 
mf  = fuel mass flow rate (kg/s) 
P  = pressure (kPa) 
PAH   = polycyclic aromatic hydrocarbon 
PFR  = plug flow reactor 
Ta  = adiabatic flame temperature (K) 
Tf  = reactor temperature (K) 
To  = inlet temperature (K) 
SN  = smoke number 
V  = reactor volume (ml) 
WSR  = well-stirred reactor 
 
Symbols 
φ  = equivalence ratio 
ρ  = density (kg/m3) 
τ  = residence time 
 

INTRODUCTION 
Due to increased infrared exhaust plume visibility 

and maintenance costs associated with combustion 
generated particulates for gas turbine powered aircraft, 
several research groups are conducting experiments to 
understand particle formation and mitigation strategies.  
Fundamental studies are underway that use simplified 
combustion rigs to study the chemistry of particulate 
formation, investigate fuel additives to reduce particle 
formation, develop detailed models to predict soot 
formation, and identify mitigation strategies1-5.  In 
addition, gas turbine engine manufacturers have 
developed empirical-type models to predict soot 
formation in their combustion chambers6-8.  The 
ultimate goal of both of these efforts is to develop a 
detailed model to predict soot formation that can 
capture the chemistry and physics involved in the soot 
generation process. 

One such facility used to investigate particulate 
formation is the Well-Stirred Reactor (WSR) facility.  
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Located at Wright-Patterson AFB, OH, the WSR 
was developed to perform fuel effect research for gas 
turbine combustor emissions and particulates, to 
investigate particulate formation mechanisms and 
identify fuel additives to mitigate particulate formation.  
A WSR provides a controlled research combustor 
configuration to study these effects.  In an effort to 
develop a sooting model, sampling techniques, 
particulate measurement and fuel additization schemes 
were explored while using the WSR to burn pre-mixed 
gaseous ethylene/air and ethylene/ethanol/air mixtures.  
Modifications were made to develop a rugged, high 
temperature reactor that operates stably at high 
equivalence ratios (1.8 < φ  < 2.6), which allows 
measurement of particulates in a range of conditions 
from soot inception to heavy sooting.  This program 
focuses on the development of an additive for JP-5 and 
JP-8 fuels that will reduce both the particulate mass 
emissions index EI(m) and particulate number density 
by 70%.  Future collaborative efforts with NIST will 
involve developing a Polycyclic Aromatic Hydrocarbon 
(PAH) injection system and to test candidate PAH 
mitigation additives for liquid fuels.     

In this paper, we describe the design of the WSR, 
experiments to calibrate the rig and to verify the   
temperatures in the reactor and stack (PFR), evaluation 
of gaseous combustion emissions (THC, O2, NOx, CO, 
CO2) within the reactor and characterization of    
particulate and soot samples as affected by the variation 
of residence time and inlet air temperatures.  During the 
initial checkout of the facility, an exploratory study of 
the rich stability limits was conducted for the WSR 
with methane fuel. 

A study of the effect of using ethanol as an 
ethylene additive to reduce particulate carbon formation 
was conducted while particulate samples were collected 
from the PFR, downstream of the WSR, on both paper 
and quartz filters.  The samples acquired on the paper 
filters were analyzed using the SAE ARP11799 
procedure to determine the smoke number based on 
reflected light from the samples.  The quartz filters 
were analyzed using carbon burn-off and a GC-MS 
system.   

As these preliminary sooting investigations were 
commencing, another reactor configuration was 
designed, using an Inconel jet ring.  This was installed 
within a silicon carbide reactor, which is more resistant 
to thermal cracking than the previous zirconia-oxide 
design.  Also, fibrous zirconia-oxide, used as ceramic 
stack insulation was found to shed particles and this 
was replaced with an Inconel stack.  The previous WSR 
was built and operated to study lean blowout and 
emissions of CO, unburned hydrocarbons, and NOX 

over a wide range of residence time and fuel-air ratios.  
The present work extends the previous research to 
cover a wider envelop of tests comprising the fuel-rich 
operation of gas turbine combustors at different 
residence times.2-3 

In this work, we present preliminary experimental 
results of a WSR operating under fuel-rich conditions 
to investigate particulate and soot emissions. 

EXPERIMENTAL APPARATUS 

Test Facility 

A facility schematic (Fig. 1) identifies 
components and instrumentation used for operation of 
the rig and analytical assessment of the WSR.  The air 
system is capable of flowing 1680g/min main air, at 
temperatures up to 433oK; it is mixed with fuel entering 
the WSR through a jet ring injector inside the reactor.  
Air and gaseous fuel flow rates are measured and 
controlled using Brooks thermal mass flow controllers.  
Afterburner air, at 600 g/min, is available for 
combustion of excess fuel when operating at Φ > 1.  
The gaseous fuel system is capable of flowing up to 50 
g/min methane, or 70 g/min ethylene.  The nitrogen 
supply can flow 580 g/min, its primary use is for 
diluting the reactants.  Emissions analyzing equipment 
is available for on-line measurement of CO, CO2, NOx, 
O2, and unburned hydrocarbons within the reactor.  A 
circulating oil heater is used to heat emissions and 
particulates probes to 420oK.  Thermocouples are 
located in the air line, WSR jet ring, inlet, reactor, 
housing and stack, and transducers are installed to 
indicate reactor pressure.  Temperatures were measured 
in the toroidal and plug flow regions using 0.2 mm-
diameter type-B thermocouples.  Control of air and 
gaseous fuel flow, temperature, pressure and emissions 
indication is accomplished using National Instruments 
hardware and Labview software.  The software also 
incorporates routines for performing exhaust gas 
emissions calculations of fuel-to-air ratios.  The 
calculations were verified by comparison with 
measured gaseous fuel and air flows under steady state 
reactor conditions.  A software programmed strip chart 
recorder facilitates assessment and analysis of the 
temperature and emissions measurements.  For additive 
studies the liquid additive is metered using ISCO 500D 
syringe pumps, before flowing into the heated cross-
stream of air.  

An automated fail-safe retractable spark ignitor is 
used to initiate combustion within the reactor.   A 
bellows seal is installed on the ignitor, sealing the 
housing holding the reactor chamber.  This enables the 
reactor to maintain a positive pressure of up to 4.2 kPa 
above atmospheric pressure while running.   
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Figure 1: WSR Facility Schematic 

 
 

Well-Stirred Reactor Design  

A 250-ml toroidal WSR (Fig. 2), as designed by 
Nenniger et al.10 and modified by Zelina11, was used 
for initial experiments burning a premixed methane-air 
mixture. A reactor cast of zirconia oxide ceramic was 
used for tests operating near stoichiometric because 
this ceramic performed better at higher temperatures 
due to its higher melting point. The WSR was placed 
inside an insulated housing that was assembled to a 
PFR stack containing fibrous zirconia-oxide ceramic 
insulation (Fig. 3).  Initial particulate measurement 
tests revealed that the stack material was shedding 
particles, and it was replaced with an Inconel stack.   
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Figure 2: Schematic of WSR Design. 
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An improved WSR design, using an Inconel jet 
ring was installed within a silicon carbide reactor with 
spring-loaded reactor sections.  This configuration, 
using the modified jet ring with 48 fuel/air jets (Fig. 
4), and silicon carbide reactor (Fig. 5), which is more 
resistant to thermal cracking than zirconia-oxide was 
successfully tested, then used for the majority of the 
sooting experiments. The improved design provides a 
separate cooling flow of nitrogen on the outside of the 
jet ring to lower the temperature to avoid autoignition 
in the jet ring. The new design allows the fast 
detection of thermal-mechanical cracking problems 
and rapid replacement and re-assembly of ceramic 
reactor parts.  

 
 

 
Figure 3: WSR Inside Housing Section, Attached to 
PFR Stack, Burning Premixed Methane-Air. 
 

 
Figure 4: Inconel Jet Ring Containing 48 Fuel-Air 
Jets. 
 

 
 
Figure 5: Jet Ring Atop Bottom Half of Silicon 
Carbide Reactor, Mounted in Housing. 

 
Experimental Sampling Techniques 

Soot samples were collected from the plug flow 
region 25 cm downstream of the WSR on paper or 
quartz filters by drawing the exhaust gas collected in 
the probe through the filters. The gas sample was first 
pulled through a 25 cm-long oil-cooled probe with an 
inside diameter of 0.47 cm. The probe was cooled to 
150°C by circulating oil through the outer jacket. The 
gas then passed through an electrically heated 
(constant surface temperature of 150°C) 2-meter long 
sample line before passing into a Roseco engine 
smoke emissions sampler. 

The volume of the sample gas collected for each 
test was 7.08 liters. Each sample required 30-60 
seconds to collect.  The samples acquired on the paper 
filters (Whatman #4) were analyzed using the SAE 
ARP1179 procedure to determine the smoke number 
based on reflected light from the samples: 

 









−=

W

s

R
RSN 1100  

where:  Rs= Reflectance of the stained filter 
Rw= Reflectance of the unstained filter 
 

The samples acquired on the quartz filters 
(Whatman type-QMA) were analyzed by measuring 
the amount of carbon burned off in a LECO carbon 
analyzer. The total carbon analyzer measures the 
carbon mass deposited on the filter by measuring the 
CO2 produced while increasing the temperature of the 
filter in an oven in the presence of excess oxygen.  An 
advantage of the carbon analyzer is that any inorganic 
deposits on the filter, caused by erosion of the reactor 
materials will be ignored in the analysis.
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In addition to the carbon burn-off analysis the 
quartz filter samples were also studied using GC-MS 
analysis to determine the PAH content.  The PAH's 
were thermally desorbed from the sample before 
passing into the GC and a targeted analysis for 12 
separate species listed in Table 1 was conducted for 
the filters.   

 
Table 1.  PAH Species Considered in the GC-MS 
Analysis 
 
Acenaphthylene 
Acenaphthene 
Fluorene 
Anthracene 
Fluoranthene 
Pyrene 
Benz [a] anthracene 
Benzo [k] fluoranthene 
Benzo [a] pyrene 
Indeno [1,2,3-cd] pyrene 
Dibenz [a,h] anthracene 
Benzo [ghi] perylene 

 
During the experiments, it was found that soot 

accumulating on the reactor thermocouple lowered the 
apparent combustion temperature by increasing the 
thermal resistance between the thermocouple and the 
flame.  Localized air injection, upon the thermocouple, 
was used to eliminate the soot accumulation and to 
obtain accurate temperature measurements in the sooty 
reactor environment. 
 
Particulate and Emissions Measurement 
Instrumentation 

The particulate instrumentation system is 
composed of a TSI 3022 condensation particle counter 
(CPC) and a sampling system using a vacuum pump to 
control sample flow through a 12g/min flow meter and 
transmitter.  This combination of Brooks flow meters 
is used to set accurate dilution air flows to the 
particulate sampling probe.  The CPC and sampling 
system are configured to adapt to the PMCMS 
(Particulate-Matter Chemical Characterization and 
Monitoring System) that can be used to evaluate 
particulate species and PAH.  The particle number 
density was determined using the CPC sampling from 
the stack of the WSR.  A short stack configuration 
was used to minimize the PFR region for obtaining 
particulate, smoke and soot measurements close to the 
reactor while the exhaust was still unmixed and hot 
(Fig. 6). 

The emissions system consists of a 150°C oil 
cooled emissions probe and a 150°C heated sampling 
line that is 6.1 m. long.  The hot sample enters an 
Alpha Laval chiller, which provides the main 
sampling pump, condenses water vapor from the gas 
sample and sets the sample flow to the emissions 
analyzers.  This dry sample is routed to a VIG model 
FID 20 total hydrocarbon analyzer and a series of 
Horiba analyzers composed of a model MPA-510 
oxygen analyzer, model VIA-510 CO, model VIA-510 
CO2 and model CLA-510 SS NOX.  The analyzers are 
calibrated before each test using 2% certified standard 
gases and often spanned for verification of ~3% 
accuracy during the tests, using several calibration gas 
mixtures to check drift and maintain linearity.   
 

 
 

Figure 6: WSR Short Stack Configuration. 
 

TEST CONDITIONS 
The air flow for the experiments ranged from 

180 to 390 g/min with an inlet temperature that ranged 
from 290 K to 420 K.  The fuel/air equivalence 
ratio,φ, ranged from 1.7-1.95 for methane/air and 1.8 
to 2.6 in the ethylene/air experiments. The gage 
pressure of the reactor increased with increasing flow 
rate and temperature and was less than 4.2 kPa above 
the ambient pressure for all of the experiments. The 
average residence time in the reactor, τ, which was 
calculated using: τ=ρV/(ma+mf), ranged between 5.0 
and 12 ms for the experiment.  
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EXPERIMENTAL RESULTS 
Initial tests were conducted with methane/air and 

ethylene/air mixtures in the zirconia reactor with an air 
flow rate of 240 g/min, which corresponds to a reactor 
residence time of 9.6 ms. The smoke number results 
for these tests are shown in Figure 7.  The soot 
inception limit, defined as the equivalence ratio at 
which the smoke number begins to increase as the 
equivalence ratio increases, was determined to be 1.7 
for methane/air. The smoke number for methane 
slowly increased linearly as φ was increased between 
the inception limit and the rich blow-off limit of 
φ=1.95. The smoke number for ethylene/air 
combustion increased non-linearly with a rapid 
increase between φ=2, and φ=2.2, and a soot inception 
point of φ=1.9.  The results for ethylene-air also 
compare well with previous data from Takahashi et 
al.12 which was acquired in a similar WSR under 
approximately the same operating conditions.  
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 Figure 7: Smoke Number vs. Equivalence Ratio 
for Methane-Air and Ethylene-Air Mixtures. 
 

The effective equivalence ratio, Ψ, which is 
defined as the equivalence ratio calculated assuming 
that the only combustion products are H2O and CO, 
was calculated at the soot inception point for the two 
fuels. Takahashi et al.12 previously examined the soot 
threshold for ethylene, propane, and toluene, at similar 
residence times to the present study and found that the 
effective equivalence ratio, Ψ, at the soot inception 
limit was approximately 1.25 for all three fuels. The 
effective equivalence ratio at the soot inception limit 
for methane/air, and ethylene/air was found to be 

1.275 and 1.26 respectively, which is in agreement 
with the results from Takahashi et al.12. 

The effect of using ethanol as an additive was 
examined by adding ethanol in mass fractions of 15 
and 30 % of the total fuel mass to the ethylene.  The 
smoke number results are plotted in Figure 8 as a 
function of the total equivalence ratio based on the 
combined fuel. The mixed fuel corresponds to mass 
fractions of ethanol fuel with 5.3% and 10.5% oxygen 
content by mass.   The ethanol-ethylene mixtures 
produced more soot than the neat ethylene-air 
mixtures.  It is thought that a major reason for the 
increase in soot production with oxygenated additive 
is because the reactor temperature is decreased by the 
lower reaction enthalpy of the ethanol.  
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Figure 8: Smoke Number vs. Equivalence Ratio for 
Ethylene-Air and Ethylene-Ethanol-Air Mixtures. 
 

A limited number of quartz filter samples were 
analyzed using a targeted GC-MS analysis to measure 
the concentration of 12 separate PAH species.  The 
results of the total PAH concentration measured on the 
filter are shown in Figure 9 plotted against the 
equivalence ratio.  The total concentration of PAH 
increased as the equivalence ratio increased. Of the 
PAH species considered, pyrene was generally the 
species present in the highest mass concentration. 

Particulate samples were obtained on Whatman 
Type-QMA Quartz filters for the determination of 
Carbon mass. During early experiments the filters 
were weighed before and after sample collection using 
a balance with a resolution of +/-0.1 g.  The same 
filters were then analyzed using the carbon burn-off 
technique. As shown in Figure 10 the filter mass gain 

219



 

 
 

6 
American Institute of Aeronautics and Astronautics 

 

compared well with the carbon mass measured during burn-off.
 
Figure 11 shows the total carbon burn-off results 

for the ethylene-air cases in the zirconia-oxide reactor 
an air flow rate of 240 g/min (residence time ≈9.6 ms). 
The carbon burn-off mass increased by a factor of 
over 1000 as the equivalence ratio increased from 1.95 
to 2.35.  The most rapid increase in carbon mass 
occurred between φ =1.95 and 2.15, with a slower 
increase in the carbon deposition with increasing φ at 
higher equivalence ratios.  
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Figure 9: Total PAH Content Measured GC-MS. 
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Figure 10: Comparison of Filter Mass Gain vs. 
Carbon Burn-Off 
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Figure 11: The Carbon Burn-off Mass for 
Ethylene-Air Combustion (Residence Time ≈ 10 
ms). 

 In addition to determining the total carbon present 
on the filter, the carbon burn-off analysis can provide 
qualitative information on chemical content of the 
filter sample. During the analysis the oven temperature 
is steadily increased while the relative carbon count is 
recorded along with the temperature. The total 
integrated area under the carbon count curve is equal 
to the total carbon mass deposited on the filter while 
the shape of the carbon burn-off curve is indicative of 
the type of carbon compounds present in the filter.  

Figure 12 shows the relative carbon count vs. 
temperature of three filters along with corresponding  
photographs of the filters before the carbon analysis 
was conducted.  The equivalence ratio of the reactor 
was 1.9, 2.0, and 2.1 for samples A, B, and C, 
respectively. As the equivalence ratio increased, the 
total carbon mass deposited on the filter, indicated by 
the integrated area under the carbon count-temperature 
curve increased dramatically between samples A and 
C.  Note that the vertical scale for the three samples 
increases as φ increases.  As the equivalence ratio was 
increased the distribution of the carbon burn-off vs. 
temperature can be seen to shift to increasing 
temperatures. The low temperature region of the 
carbon vs. temperature curve is due to the presence of 
volatile PAH while the higher temperature region of 
the curve is indicative of carbonaceous soot.  The 
three samples show the progression of soot formation 
with increasing φ from incipient soot formation at 
φ=1.9, to increasing content of less volatile PAH's at 
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φ= 2.0, to the formation of carbonaceous soot for the φ= 2.1 case.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12: Carbon Burn-off vs. Temperature and Photographs of the Corresponding Filters before Analysis.  
Residence time =11 ms. 

As shown in the photographs in Figure 12 the 
filter samples became darker as φ increased 
corresponding to the increasing carbon mass on the 
filters. In addition, the color of the filter samples was 
also observed to change as φ increased, from light 
crème for φ = 1.9, to tan-colored at φ = 2.0, and black 
at φ = 2.1.  Therefore, the filter color and shade is in 
qualitative agreement with the carbon burn-off vs. 
temperature graphs. 

Particle counting tests were conducted in the 
silicon carbide reactor equipped with either of two 
Inconel stacks in an effort to minimize false counts due 
to reactor or stack erosion.  The height of the sampling 
point was 15.8 cm above the reactor for the short stack 
configuration and 69.2 cm above the reactor for the tall 
stack configuration.  

The reactor was initially operated at lean 
equivalence ratios with higher temperatures than those 
expected in the fuel rich tests to determine if 
background particles were being generated from reactor 
erosion.  It was found that the particle number 

produced under lean and hot conditions were two 
orders of magnitude lower than the background count 
of room air. Therefore, the particles measured under 
rich conditions were all assumed to be combustion-
generated. 

Figure 13 shows the total particle number density  
measured by a condensation particle counter (CPC) for 
ethylene-air mixtures vs. the equivalence ratio. The 
upper limit of the particle count was limited to 5x108 
particles/cc by the upper saturation limit of the CPC 
(1x107

 particles/cc) and the maximum dilution ratio 
(98% dilution) used in the experiments. The results 
show that the total particulate number density increased 
exponentially at both flow rates and both stack 
locations as the equivalence ratio increased.  For cases 
with the lowest flow rate (210 g/min) the particulate 
number density increased as the stack length increased, 
while there was no significant increase in the 
particulate number density for the high flow case (330 
g/min) along the stack length.  The particle number 
density measured at the top of the tall stack 

Φ =1.90, Sample Volume = 14.2 l Φ =2.0, Sample Volume = 7.1 l Φ =2.1, Sample Volume = 7.1 l

(A) (B) (C)
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configuration was found to be over two orders of 
magnitude lower for the higher flow rate case than for 
the low flow rate case.  It is thought that the larger 
number of particles formed in the low flow rate case is 
due to the  lower turbulent mixing and the longer 
residence time in which particles can be formed. 
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Figure 13: The Particle Number Density vs. 
Equivalence Ratio for Ethylene-Air Mixtures. 

Preliminary measurements of the particle size 
distribution, made by placing a TSI 3080 electrostatic 
classifier before the CNC, showed that the median 
particle size was smaller than the 15 nm for both flow 
rates.  Further determination of the particle size 
distribution will be the subject of future research. 

The effect of residence time and temperature on 
the soot production at a single equivalence ratio was 
determined by measuring the smoke number for a series 
of tests at different inlet temperatures and flow rates at 
the same φ (φ=2). The samples were acquired from the 
side of the tall stack at a height of 15.8 cm above the 
reactor. The results in Figure 14 show that the smoke 
number drops with an increase in the inlet temperature 
and a decrease in the residence time.  It is thought that 
the decrease in particulate mass with shorter residence 
times is due a combination of the increased turbulent 
mixing associated with the higher mass flows and the 
decreased time at elevated temperatures required for the 
formation of soot. 

Figure 15 shows the smoke number vs. φ for the 
silicon carbide reactor at a fixed air flow rate (330 
g/min) over a large range of equivalence ratios.   Two 
sets of data corresponding to two different ring cooling 
nitrogen flow rates are plotted.  Recall that the ring 
cooling is necessary in the new design to reduce the 
temperature of the gas in the ring to a level low enough 

to avoid auto ignition in the jet ring and the subsequent 
destruction of the ring.  The cooling of the ring has the 
secondary effect that the outside of the reactor is also 
cooled. 
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Figure 14: The Effect of Residence Time and 
Temperature on the Smoke Number (φ=2).  

0

10

20

30

40

50

60

70

80

1.9 2 2.1 2.2 2.3 2.4 2.5 2.6 2.7
φ

Sm
ok

e 
N

um
be

r

Ring Cooling Pressure = 720 kPa
Ring Cooling Pressure = 450 kPa

Decreasing 
Temperature

 
Figure 15: Smoke Number vs. Equivalence Ratio for 
Ethylene-air (Air Flow = 330 g/min). 

Rather than continuously increasing as φ 
increased, the smoke number initially increases 
between φ = 1.9 and 2.3 and starts to decrease as φ is 
increased further. Note that the soot produced is higher 
for the case which has the lowest cooling of the injector 
ring. Although there is more un-reacted fuel available 
for the formation of soot at the higher equivalence 
ratios, it is thought that the soot produced drops 
because of the decreased temperatures, and thus slower 
chemical reaction times.  This is consistent with the 
result that the soot level is highest for the cases with the 
least cooling for equivalence ratios above 2.3. 
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The gaseous emission data measured at the same 
location in the stack where the particulate is gathered is 
shown in Figure 16.  The oxygen consumption and CO 
production is highest for the case with the lowest 
cooling of the jet ring.  
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Figure 16: Oxygen Consumption and CO 
Production for Ethylene-Air (Air flow = 330 g/min). 

The same smoke number data from Figure 15 was 
re-plotted vs. the reactor temperature and is plotted in 
Figure 17.  The peak sooting was observed to occur 
between 1560°K and 1620°K for both cooling levels.  
The results imply that at low equivalence ratios (high 
temperatures) the effects that lower the reactor 
temperature (such as lower inlet temperature or lower 
energy additives) tend to increase the soot levels, while 
the opposite may be true at higher equivalence ratios.  
These results show similar trends as found in recent 
experiments at elevated pressure conditions burning a 
variety of hydrocarbon-air mixtures13.  
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Figure 17: Smoke number vs. Temperature for 
Ethylene-Air (Air flow = 330 g/min). 

SUMMARY AND CONCLUSIONS 

A robust, multi-use WSR rig and facility was 
constructed to study particulate formation in 
hydrocarbon-air combustion systems.  Preliminary 
experimental results from tests with the WSR operating 
on fuel-rich mixtures of ethylene-air, methane-air, and 
ethylene-ethanol fuel mixtures to investigate particulate 
emissions were completed. Several measurement 
techniques were investigated, including on-line smoke 
measurement, carbon burn-off, CNC particle counter, 
and off-line GC-MS analysis of PAH.  It was found 
that: 

1. Soot inception point in the WSR tests agreed 
well with historical values, with this limit occurring at 
effective equivalence ratios of 1.25. 

2. Ethanol addition increased soot production 
compared to neat ethylene-air mixtures. 

3. High concentrations of PAH’s were found 
which increased as φ increased in the reactor.  Pyrene 
was found in the highest concentrations for the 
conditions tested. 

4. Excellent agreement in filter weight 
measurements and carbon burn-off techniques suggest 
the validity of using burn-off to determine amount of 
carbon and give qualitative indications of the types of 
carbon containing species. 

5. Lower particle counts and lower smoke 
numbers were found at lower reactor residence time, 
suggesting that mixing or lack of time at temperature is 
responsible for this trend. 

6. A maximum soot limit is reached at φ ~ 2.2 or 
T = 1600 K, with trends similar to historic data.  The 
soot production decrease at higher equivalence ratios is 
due to inadequate temperature for hydrocarbon-soot 
reactions, as indicated by the decreased O2 
consumption. 

FUTURE RESEARCH PLANS 

The present results indicate that because the 
injector ring cooling has the undesirable result of also 
decreasing the reactor temperature, it is planned to 
reduce the cooling required by using thermal barrier 
coating on inside surfaces of the jet ring to reduce the 
cooling requirements.   

It is planned to use the PMCMS (Particulate-
Matter Chemical Characterization and Monitoring 
System) to evaluate the chemical constituents of the 
soot as a function of the soot size. 
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The capability to vaporize liquid fuels will soon 
be available, so that vaporized liquid fuels such as 
heptane and JP8 can be examined.  
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Studies of Jet Fuel Freezing by
Differential Scanning Calorimetry
and Cold-Stage Microscopy
Aircraft which fly at high altitude or encounter extremely cold environments have
potential for fuel freezing and, consequently, catastrophic failure of the fuel system.
it is important to study the freezing of hydrocarbon jet fuels. In the current work
differential scanning calorimeter is used to study thermal characteristics and phase
sitions of freezing jet fuel. In addition, a cold-stage microscope is used to record im
of the resulting crystalline microstructure. A kinetic representation for the freezing o
fuel is presented. Kinetic mechanisms that describe the liquid-to-solid phase transfo
tion in fuels are necessary for the development of computational fluid dynamics m
that can be used by aircraft designers.@DOI: 10.1115/1.1492836#
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Introduction
Operation of aircraft at high altitude for long periods subje

jet fuel to low temperatures. These conditions increase the
viscosity and, thus, limit the ability of the fuel to flow. Moreove
prolonged exposure to low temperatures can cause the fue
solidify. The U.S. Air Force uses a specialty fuel, JPTS, which
only has a low freeze-point temperature, but also has exce
thermal-oxidative stability properties. Unfortunately, JPTS has
gistical disadvantages and is more costly than JP-8, the prim
jet fuel of the U.S. Air Force~@1#!. The thermal-oxidative stability
characteristics of JP-8 have been addressed by the JP-81100 ad-
ditive package. However, the low-temperature properties of J
have gone unstudied until recently~@1#!. In addition, commercial
aircraft makers and commercial airlines desire to avoid fuel fre
ing under severe environmental conditions. Thus, there is b
military and commercial interest in low-temperature jet fuel
search.

With jet fuel at low temperatures, paraffin crystallization c
cause line or filter blockage. An economical alternative to the
of specialty fuels is the employment of relatively inexpensive f
additives. Additives which enhance the low-temperature beha
of jet fuels have not been used previously in aircraft. Thus, th
is a need to increase our fundamental understanding of how n
developed additives influence the freezing of jet fuel.

There have been numerous low-temperature studies~@2–4#! of
diesel fuels, crude oils, and lubricating oils which have used
ferential scanning calorimetry~DSC! alone or in combination with
microscopy. In contrast, there have been relatively few such s
ies of the freezing of jet fuel. Moreover, it is believed that t
present work is one of the first investigations~@5#! to examine the
freezing of jet fuel using a DSC in combination with a cold-sta
microscope. The DSC measures the heat flow from~to! a material
as it is cooled~heated! and can indicate phase transition tempe
tures and determine thermodynamic properties such as spe
heat and heat of fusion. Such properties are important for num
cal simulation of the phase-change dynamics. The cold-stage
croscope cools the fuel and simultaneously provides images o
fuel microstructure that assist the interpretation of DSC meas
ments.

The understanding of the freezing of jet fuels is complicated

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Intern
tional Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, LA,
4–7, 2001; Paper 2001-GT-378. Manuscript received by IGTI, Dec. 2000, fina
vision, Mar. 2001. Associate Editor: R. Natole.
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the fact that individual jet fuel samples possess a range of free
characteristics that results from the varying source petroleum
refinery processing. In addition, jet fuels consist not of a sin
compound, but are a complex hydrocarbon mixture whose beh
ior can be further complicated by the presence of additives.
effects of changing concentrations of species that continuo
precipitate from solution during the freezing process makes
phase-change process more difficult to understand. In addition
growth of precipitating structures in hydrocarbon fuels depe
strongly on the cooling rate. The DSC has been used in prev
research~@6#! of the freezing of hydrocarbon blends to indicate t
relative degree of freezing with respect to temperature and coo
rate. A semi-empirical kinetic model for nonisothermal crysta
zation of binary, isomorphous mixtures was developed, and it
believed that this model could be extended to multicompon
mixtures. Similar techniques involving the DSC are used here
jet fuel. In the current work, the use of a semi-empirical kine
representation for the freezing of jet fuel is considered. Kine
mechanisms are necessary for the development of computat
fluid dynamics models that can be used in aircraft design. Ad
tives alter the behavior of fuels, and the DSC is also used
analyze the effects of additives on jet fuel freezing. The combi
tion of the DSC and microscope not only increase the understa
ing of hydrocarbon freezing processes but also assist the scree
of low-temperature additives.

Experimental
For the differential scanning calorimetry~DSC! studies~TA In-

struments, DSC 2920! performed here, open aluminum pans we
used for both the sample and reference. The DSC measure
temperature difference between the sample and reference pan
reports the heat flow from the sample. A syringe is used to fill
sample pan~20 ml!, and the mass is recorded. A liquid nitroge
cooling accessory~LNCA! cools the sample to a prescribed tem
perature and allows it to equilibrate above temperatures expe
for fuel freezing. The sample is then further cooled at a prescri
rate over a given temperature range.~The same process can b
conducted for melting.! At the relatively low temperatures of thi
study, the maximum cooling rate of the DSC is limited to 5
K/min. The reproducibility of the temperature measurement of
DSC is within 0.2 K.

A cold-stage microscope system is used to obtain cry
growth images during the freezing process. Here, the microsc
~Olympus BX50! incorporates phase contrast and cro
polarization optics. A 10X objective lens is used together with
digital camera~Sony DKS!. The sample~20 mL! is placed on a
microscope slide with an elevated cover slip, and the slide res

-
une
re-
2003 by ASME Transactions of the ASME6
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on the cold stage~Linkam! that cools the fuel. Using liquid nitro-
gen as the coolant, the sample is cooled at the same rate a
DSC while images of the fuel are recorded. Two Jet A fu
samples~F2827 and F3219! and one JPTS fuel sample~F3775!
are used in these experiments.

Cloud point, pour point, and freeze point temperatures w
measured using a Phase Technology Series 70V Petroleum
lyzer ~using ASTM D5773-95, D5949-96, and DD5972-96, r
spectively!. The pour point measurements were obtained at 1
intervals, and appear in Table 1. It is important to note that
ASTM freeze point temperature is the measured temperatur
which the last solid crystals vanish duringheating. Thus, the
freeze point temperature is actually amelting temperature.

Kinetics of Fuel Crystallization. Fuel freezing in aircraft
fuel systems is generally a nonisothermal process. Moreover
cooling rate is believed to strongly influence crystal growth a
the resulting microstructure of the precipitating phase. Hamm
and Mehrotra@6# performed studies of nonisothermal crystalliz
tion involving binary mixtures of even and odd-numbered norm
alkanes. In their analysis, they combined Eq.~1! from the theory
of Ozawa@7#

xr5
x~T!

x`
512expS 2x~T!

ulum D (1)

with a semi-empirical expression for the crystallization functio
x(T), defined as

x~T!5C1~Tm
0 2T!m11 expS 2C2

T~Tm
0 2T!2D . (2)

In Eq. ~1!, xr is the relative crystallinity,x` is the crystallinity at
the termination of the crystallization process,x is the crystallinity
at temperatureT ~K!, andl is the constant cooling rate~K/min!.
With regard to Eq.~2!, Hammami and Mehrotra@6# represented
C1 as a constant that is not strongly temperature dependent
C2 as a constant associated with the free energy of nucleatio
addition, Tm

0 ~K! represents the measured equilibrium melti
temperature. From preliminary work, we have foundTm

0 to be
well defined and reproducible, and this observation is suppo
by experiments conducted elsewhere~@8#! using crystalline poly-
mers. The melting point, rather than the temperature assoc
with the inception of paraffin crystals, is often assumed to b
more accurate measure of the equilibrium solid-liquid coexiste
temperature~@6#!. Equation~2! was derived~@9#! assuming homo-
geneous crystallization and one-dimensional crystal growth. H
mami and Mehrotra@6#, combined Eqs.~1! and ~2! with a set of
mixing rules to model the crystallization kinetics of a binary, is
morphous mixture. Moreover, they believed that their mo
could be extended to a multicomponent isomorphous mixture.
current work presents an extension of their model to represen
kinetics of crystallization of normal alkanes from freezing jet fu
samples.

DSC measurements provide plots of crystallization exothe
for jet fuel samples. The exotherms can be integrated~@6#! with
respect to temperature and can provide values of the relative c
tallinity, xr(T):

Table 1 Freeze point, cloud point, and pour point data

Fuel
Freeze Point

Temperature „K …

Cloud Point
Temperature „K …

Pour Point
Temperature „K …

F2827 229.8 225.2 220.2
F3219 226.9 222.3 217.2
F3775 218.7 215.9 212.2
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In Eq. ~3!, Ts ~K! is the temperature associated with the initiatio
of crystal formation andT` ~K! represents the temperature
which crystal formation is complete. Thus,xr represents the ex-
tent of completion of the crystallization process during freezin
In the current work, exotherms and values ofxr ~Eq. ~3!! were
generated using cooling rates of 0.25, 0.5, 1.0, 2.5, and 5.0 K/m

Results and Discussion

DSC Exotherms for Jet Fuels. Figure 1 shows DSC mea
surements of the rate of heat evolution together with the f
temperature from a cooled Jet A fuel sample~F3219!. Below 228
K, the jet fuel of Fig. 1 was cooled at a constant rate of 1.0 K/m
Locations along the cooling rate-temperature curve are assig
letters which correspond to the microscope images of Fig. 2. M
ing from right-to-left as the fuel cools, the exotherm begins to r
above the baseline as crystals begin to form in the fuel. Con
quently, Fig. 2~a! shows the appearance of initial fuel crystal
The crystals of Fig. 2~a! are largely in the shape of plates, and th
formation of similarly shaped wax plates have been observed
studies of the freezing of diesel fuels~@10#!. In addition to the
plates, Fig. 2~a! shows that there are a few ‘‘ribbon-shaped’’ cry
tals. Relatively large normal alkanes have heat of fusion val
that are significantly larger than other classes of fuel species~iso-
alkanes, cyclo-alkanes, and aromatics!. As a consequence, it is
believed that most of the exothermic response is due to nor
alkane crystallization, and we expect that the large normal alka
in the jet fuel will crystallize first~n-C16 to n-C18! ~@5#!. Figure 1
shows that the large peak in the exotherm is centered near 21
When the cooling curve of Fig. 1 returns to the baseline,
freezing process is considered complete. After the exotherm
turns to the baseline, Fig. 2~b! ~location B Fig. 1! shows that
crystals are generally larger than those imaged at the higher t
perature of Fig. 2~a! ~location A Fig. 1!. In addition, Fig. 2~b!
shows that the crystal population increases at the lower temp
ture ~location B Fig. 1!.

As jet fuels come from a variety of refinery sources, they m
have different low-temperature characteristics. Thus, it is imp

Fig. 1 Jet A „F3219… exotherm measured by differential scan-
ning calorimetry „DSC… at a 1.0 K Õmin cooling rate. Indicated
locations along the curve correspond to images of Fig. 2.
JANUARY 2003, Vol. 125 Õ 357
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tant to study different jet fuel samples. Figure 3 shows D
curves ~cooling rate of 1.0 K/min! for two Jet A fuel samples
~F3219 and F2827! and one sample of JPTS~F3775!. The large
JPTS peak~A3! is located at a lower temperature than that of t
Jet A peaks~A1 and A2!. JPTS fuel is designed for high altitude
low temperature flight, and its freeze point specification is 6
lower than that of Jet A. Thus, the location of the JPTS exoth
mic peak relative to the Jet A samples is expected. The ‘‘sho
ders’’ ~labeled B1–B3! at the base of the peaks correspond to
measured cloud point temperatures~temperatures where crystall
zation begins, Table 1! of the fuel samples. Beyond the clou
point temperature, the heat flow curve reaches a maximum,
the fuel sample continues to solidify. On the low-temperature s
of the exothermic peak, the measured pour points~Table 1! are
located where the exotherm returns to the baseline. The heat
curve of fuel F2827 is centered near 223 K with a freeze po
near 230 K. For fuel F3219, the large exothermic peak is loca
near 218 K and has a freeze point temperature near 226 K, w
is just at the JP-8 specification limit. Thus, F3219 is a ‘‘wo
case’’ fuel for JP-8 low-temperature behavior and is being use
the fuel additive studies. Figure 3 shows three symbols on

Fig. 2 Images of fuel crystals forming using cold-stage mi-
croscopy with a cooling rate of 1.0 K Õmin. „a… and „b… corre-
spond to points on the curve of Fig. 1 „magnification 40 Ã….
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F3219 curve to further clarify the concepts of freeze point~circle!,
cloud point~rectangle!, and pour point~triangle!.

Kinetics of Liquid-Solid Phase Transformation. Figure 4
shows calculated and measured values of the relative free
fraction for the JPTS~F3775! fuel sample for cooling rates be
tween 0.5 K/min and 5.0 K/min. A more satisfactory fit of th
kinetic expression of Eqs.~1! and~2! was obtained by introducing
another variable,n, to replace the exponent,m11, on term (Tm

0

2T) of Eq. ~2!. The added complexity of replacingm11 in Eq.
~2! with n is reasonable because Eqs.~1! and ~2! were originally
intended for use in relatively simple binary n-alkane mixtur
rather than in more complex mixtures like jet fuel.~The variable
m was otherwise retained in Eq.~1!.! The new variablen was used
in all nonlinear regression analyses that were performed us
commercially available software~Table Curve 3D, Jandel Scien
tific! that employs the Levenburg-Marquardt procedure~@11#!.

Fig. 3 Differential scanning calorimetry „DSC… measurements
for three fuel samples at a cooling rate of 1 K Õmin

Fig. 4 Predicted and measured relative freezing fraction for
JPTS „F3775… with different cooling rates
Transactions of the ASME8
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Figure 4 shows that the nonlinear fit~Table 2! of Eqs.~2! and~3!
provides a reasonable description of the freezing process of J
for cooling rates between 0.5 and 5.0 K/min.

Locations along the temperature axis (xr50) of Fig. 4 essen-
tially represent the initiation of fuel crystallization. Figure
shows that as the cooling rate is increased from 0.5 K/min to
K/min, the measured temperature at which freezing begin
shifted to lower temperatures. The kinetic model overpredicts
temperature of freezing, and the overprediction is greatest for
cooling rate of 5.0 K/min. However, the model does reflect
downward shift in freezing initiation temperatures as the cool
rate is increased. The shift in freezing initiation to lower tempe
tures is believed to be a consequence of supercooling of the
Hydrocarbon mixtures which contain larger n-alkane spec
(C25– C50) and are supercooled show a similar shift in temperat
as the cooling rate is increased~@6#!. In a different experiment
~@12#!, detailed images of this JPTS jet fuel~F3775! freezing un-
der conditions of a two-dimensional buoyancy-induced flow w
imposed surface temperatures were obtained. Freezing began
cooled aluminum test surface~cooling rate of 1 K/min! at 215.1 K
~60.5 K!. Moreover, Fig. 4 shows that at a cooling rate of 1
K/min that the JPTS fuel begins to freeze in the DSC experim
at 214.6 K. Thus, with the same cooling rate, the temperatur
which the freezing of JPTS begins is essentially the same in
different experiments. The agreement of initial crystallization te
peratures between essentially nonflowing~DSC! and flowing ex-
periments illustrates the potential for using DSC measuremen
develop correlations that can be used in numerical simulation
predict phase-change behavior over a range of flow conditions
computational fluid dynamics simulations of the freezing of
fuel, it is desirable to incorporate the effects of supercooling. T
values given in Table 2 correspond to the constants of Eqs.~1! and
~2!, which can be incorporated within future computational sim
lations in whichxr is a progress variable and supercooling beh
ior can be represented. Numerical simulations will assist in
interpretation of experiments and the design of fuel systems
have a wide range of flow and cooling conditions.

Figure 5 shows the calculated and measured relative free
fraction for the Jet A~F3219! fuel sample. As with Fig. 4~JPTS
fuel! for each cooling rate, the fit of Eq.~1! is better nearxr51
than that near crystal initiation (xr50). With the values listed in
Table 2 for this fuel, Eq.~1! overpredicts the temperature of th
onset of freezing, and the difference between measurement
prediction increases with increasing cooling rate. Although
present kinetic model overpredicts the temperature of crystal
tiation, the discrepancy is not fatal. This kinetic representation
provides a reasonable representation forxr beyond crystal initia-
tion and can be used in numerical simulations of fuel freezing
the experiment~@12#! used for the visualization of the freezing o
flowing Jet A fuel~F3219!, freezing begins on the aluminum te
surface ~cooling rate of 1 K/min! at 220.5 K ~60.5 K!. At a
cooling rate of 1.0 K/min, Fig. 5 shows that the Jet A fuel~F3219!
initially freezes in the DSC experiment at 221.6 K. As in the ca
of the JPTS fuel~Fig. 4!, two different experiments indicate tha
the onset of crystallization for this Jet A fuel~cooling rate of 1
K/min! occurs near 221 K. The measurement of similar tempe
tures occurring at the initiation of crystal formation corrobora
each experimental technique. Moreover, Fig. 4 and 5 together
derscore the importance of supercooling in the freezing of
fuels.

Table 2 Parameters obtained by nonlinear regression and
used in Eqs. „1… and „2…

Fuel C1 C2 m n

JPTS 1.67904310-6 22870.4 1.20197 6.35765
Jet A ~F3219! 2.24352310-4 10.8435 0.834486 4.28286
Journal of Engineering for Gas Turbines and Power 22
PTS

4
5.0

is
the
the
he
ng
ra-
uel.
ies
re

ith
on a

.0
ent

at
two
m-

s to
s to
. In
et
he

u-
v-

the
that

ing

e
and
he
ini-
till

In
f
t

se
t

ra-
es
un-
jet

Additive Studies. The rate at which a hydrocarbon mixture
cooled affects the nucleation rate of normal alkanes from solut
In addition, the rate of change in local concentrations of spec
precipitating from solution can influence the local transport pro
erties and crystal growth. Additives have been used to mod
nucleation and growth processes of freezing diesel fuel. Flow
prover additives such as ethylene vinyl acetate copolymers
crystallize with normal alkanes and have protruding functio
groups that interfere with incorporation of free normal alkan
found in diesel fuels. Consequently, smaller crystals result. I
desirable to form numerous small crystals that do not block f
system filters or flow passages. In addition, flow improver ad
tives are often designed to create multitudes of nuclei to wh
precipitating wax molecules attach and form crystals. The coo
rate has an important influence on crystal formation in hydroc
bon fuels and, thus, could have an effect on the behavior of l
temperature additives. As a consequence, DSC studies were
formed in which the cooling rates of both neat fuel and fu
containing an additive were varied. In large-scale experime
~@1#!, the proprietary additive 3607 greatly improved the low
temperature characteristics of fuel F3219 and was selected for
study.

Figure 6 shows values of an effective specific heat for a nea
A fuel ~F3219! which includes heat of fusion contributions fo
cooling rates of 1.0 K/min, 2.5 K/min, and 5.0 K/min. Figure
shows that as the cooling rate is increased from 1.0 K/min to
K/min, the large peak in the neat fuel trace shifts from 218.5 K
217.2 K. In contrast, Fig. 7 shows that the large peak associ
with the fuel containing additive 3607 shifts less than 1 K~from
218.3 K to 217.6 K! as the cooling rate is increased from 1
K/min to 5.0 K/min. In addition, Fig. 7 shows that there is a mo
rapid rise and narrower width in the large peaks when contra
with those of Fig. 6. The more rapid rise in the specific heat val
of Fig. 7 implies a faster nucleation rate at a given temperature
the additized fuel. When contrasted with Fig. 6 at the lowest co
ing rate, Fig. 7 shows that the additive acts to slightly depress
temperature at which crystallization begins. As the cooling r
increases, Fig. 7 shows that the additive reduces the level of
percooling that can be achieved before crystal nucleation beg
Presumably, the additive becomes a source for heterogen
crystal nucleation. Figure 7 shows that the behavior of cold fl
additives varies with cooling rate in a manner that is not w
understood.

The small changes in the DSC exotherms shown here indi
that the additive works primarily by altering crystal morpholog

Fig. 5 Predicted and measured relative freezing fraction for
Jet A „F3219… with different cooling rates
JANUARY 2003, Vol. 125 Õ 379
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C.,
rather than by significantly changing the temperature at wh
crystallization begins. To supplement the thermal analysis p
vided by DSC measurements, we have also used low-temper
microscopy to observe changes in crystal structure during coo
Figure 8 shows images of the fuel~near 219 K! containing addi-
tive 3607 and cooled at a rate of 1.0 K/min. The presence of
additive results in numerous ‘‘long and narrow’’ crystals rath
than the plate-like crystals of the neat fuel of Fig. 2. The form
tion of numerous, narrow crystals is the type of behavior expec
from ‘‘pour point’’ type additives.

Conclusions
In the current work, the DSC was used to detect phase tra

tions in the cooling of jet fuels. In addition, the DSC demonstra
differences in the low-temperature characteristics of two Jet A
samples and a JPTS fuel. By varying the cooling rate over a la

Fig. 6 Measured specific heats for neat Jet A fuel „F3219… and
different cooling rates

Fig. 7 Measured specific heats for additized Jet A fuel „F3219…
and different cooling rates
38 Õ Vol. 125, JANUARY 2003 23
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range, the effect of supercooling on crystallization within jet fu
was shown to be important. In addition, correlations for liquid-
solid phase-change kinetics were developed.

The DSC is a useful instrument in the study of the freezing
jet fuel. The DSC can be used to develop kinetic models of f
crystal formation and growth and can provide specific heat m
surements. Both kinetic growth models and specific heat meas
ments are important for the development of engineering com
tational fluid dynamics models. The cold-stage microsco
provides information concerning crystal morphology that var
with cooling rate and can also be used in future numerical sim
lations that involve multiphase flows.

Acknowledgments
This work was supported by the U.S. Air Force, Warner Rob

Air Logistic Command, U-2 Special Programs Office, Robins A
Force Base, Warner Robins, Georgia, under Project No.
~Project Manager: Capt. Bernard Frank! and the U.S. Air Force
Research Laboratory, Propulsion Directorate, Propulsion Scie
and Advanced Concepts Division, Wright-Patterson Air For
Base, Ohio, under Contract No. F33615-97-C-2719.

Nomenclature

C1 5 constant in Eq.~2!
C2 5 constant in Eq.~1!

dQ/dT 5 differential heat transfer rate~W!
m 5 exponent used in Eq.~1! and ~2!
n 5 exponent used in nonlinear regression
T 5 temperature~K!

Tm
0 5 measured equilibrium melting temperature~K!

TS 5 crystal formation initiation temperature~K!
xr 5 relative crystallinity~dimensionless!

x(T) 5 crystallization as function of temperature~dimension-
less!

x` 5 crystallinity at termination of crystallization process
~dimensionless!

l 5 cooling rate~K/min.!
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Flow experiments using heated Jet-A fuel and additives were performed to study the effects of
treated surfaces on surface deposition. The experimental apparatus was designed to view
deposition due to both thermal oxidative and pyrolytic degradation of the fuel. Carbon burnoff
and scanning electron microscopy were used to examine the deposits. To understand the effect
of fuel temperature on surface deposition, computational fluid dynamics was used to calculate
the two-dimensional temperature profile within the tube. Three kinds of experiments were
performed. In the first kind, the dissolved O2 consumption of heated fuel is measured on different
surface types over a range of temperatures. It is found that use of treated tubes significantly
delays oxidation of the fuel. In the second kind, the treated length of tubing is progressively
increased which varies the characteristics of the thermal-oxidative deposits formed. In the third
type of experiment, pyrolytic surface deposition in either fully treated or untreated tubes is studied.
It is found that the treated surface significantly reduced the formation of surface deposits for
both thermal oxidative and pyrolytic degradation mechanisms. Moreover, it was found that the
chemical reactions resulting in pyrolytic deposition on the untreated surface are more sensitive
to pressure level than those causing pyrolytic deposition on the treated surface.

Introduction

Jet fuel is used in military aircraft for purposes of
cooling before it is burned in the combustor. As fuel
flows through the fuel system, trace species within the
heated fuel react with dissolved O2 to form surface
deposits. At relatively higher fuel temperatures, the
dissolved O2 is depleted, and pyrolytic chemistry be-
comes dominant (at temperatures greater than ∼450
°C). Pyrolytic reactions change the composition of the
major fuel species and, like thermal-oxidative reactions,
produce surface deposits and other undesirable prod-
ucts. Under conditions of either thermal-oxidative or
pyrolytic reactions, surface deposits collect on surfaces
within valves and impede flow through metal passages.
Since surface deposits have the potential to cause
catastrophic failure of an aircraft fuel system, it is
important to study the influence of the surface on
deposition occurring under conditions of both thermal-
oxidative and pyrolytic fuel degradation.

It has been observed that the surface material over
which heated fuel flows can strongly influence thermal-
oxidative chemistry.1 For example, in flowing experi-
ments with Jet-A fuels, Jones2 found that the rate of
fuel oxidation within treated stainless steel tubes was
slower than that within untreated stainless steel tubes.
The surface treatment involved the chemical vapor

deposition of a proprietary silica-based layer (Sil-
costeel3). A passivating layer, which prevents active
sites on a stainless steel surface from contacting fuel,
would be expected to result in a slower rate of dissolved
O2 consumption. Moreover, reduction of the consump-
tion of dissolved O2 decreases the potential for surface
deposition. In a high-temperature study (pyrolytic con-
ditions) involving the flow of heated jet fuel over a range
of surface materials (nickel, SS 316, SS 304, Silcosteel,
and glass), it was found, using temperature-pro-
grammed oxidation analysis and scanning electron
microscopy on the deposits, that different surface ma-
terials resulted in deposits of varying character.4 Sil-
costeel-treated surfaces, which are presumed to be less
active than stainless steel surfaces containing nickel,
were observed to reduce carbon deposition.

Although past research has suggested that surface
treatment may be used to reduce surface deposition, the
influence of the surface material on deposition in
thermal-oxidative and pyrolytic fuel degradation is not
well understood. One theory for thermal oxidative
degradation is that particles form in the bulk of the fuel,
migrate to heated walls, and then adhere there to form
surface deposits. Other possibilities for surface deposit
formation are that deposits are initiated at the heated
surface with little contribution from particles in the bulk
flow or that surface deposition results from contribu-
tions from both adhering bulk particles and deposits
formed only at the wall. A further complication in

* Corresponding author. E-mail: jervin@engr.udayton.edu.
(1) Hazlett, R. N. Thermal Oxidation Stability of Aviation Turbine

Fuels; American Society for Testing and Materials: Philadelphia, 1991;
pp 116-120.

(2) Jones, E. G.; Balster, W. J.; Pickard J. M. Trans. ASME, J. Eng.
Gas Turbines Power 1996, 118, 286-291.

(3) Silcosteel tubing, Restek Corporation, Bellefonte, PA.
(4) Altin, O.; Eser, S. Ind. Eng. Chem. Res. 2001, 40, 596-603.
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understanding how the wall influences fuel degradation
is that the composition of the surface contacting the fuel
changes as deposits accumulate. Moreover, the influence
of pressure (particularly high pressures) on pyrolytic
deposition for surfaces of different composition has gone
relatively unexplored. The understanding of how pres-
sure influences deposition is especially important for
fuel nozzles where the pressure may change substan-
tially.

To assist the understanding of the influence of a
stainless steel surface (316) and a passivated surface
(Silcosteel) on thermal-oxidative and pyrolytic deposi-
tion, three kinds of flowing, heated tube experiments
(Table 1) are carried out using jet fuel. In the first kind,
the heated surface is either stainless steel (316) or is
treated. The goal is to measure the dissolved O2
consumption of heated fuel on different surface types
over a range of temperatures. In the second kind of
experiment, the length of treated tubing relative to
stainless steel tubing is progressively increased with the
intention of affecting the measured O2 consumption and,
in turn, thermal-oxidative surface deposition. In the
third type of experiment, the entire flow path consists
of either stainless steel or treated tube, and surface
deposits formed by fuel pyrolysis is the objective. In
addition, the influence of pressure on surface deposition
is studied. Carbon burnoff analysis provides a relative
measure of the deposit mass, and scanning electron
microscopy (SEM) provides visual characteristics of the
surface deposits. Understanding the behavior of fuel
degradation in the presence of different surfaces is
important because the U.S. Air Force is exploring
different methods of increasing the thermal stability
temperature limit of JP-8 jet fuel by 225 °F (JP-8+225)
and greater (JP-900).

Experimental Section

Table 2 lists characteristics of the Jet-A fuel sample (Air
Force designation F3219) used. Fuel F3219 produces relatively
low hydroperoxide concentrations and oxidizes relatively
slowly when heated. Samples of neat F3219 fuel (fuel A) and

F3219 fuel with additives (fuel B) were used. The additives in
fuel B include those given by MIL-T-83133D and a proprietary
thermal stability additive (Betz Dearborn 8Q462) used in the
JP-8+100 Program.

Since the surface material influences the rate of fuel
oxidation, it is important to study fuel oxidation using tubes
that have different interior surfaces. In the current experi-
ments, the fuel flows through either untreated tubing (316
stainless steel, 2.16-mm i.d. × 3.18-mm o.d., ASTM grade
A269/A213, surface roughness of 8-15 micro inches) or tubing
with a surface treatment. The surface treatment involves the
chemical vapor deposition of a proprietary silica-based layer
(Silcosteel) that has a thickness of approximately 10 000 Å The
layer was suspected to be inert relative to stainless steel tubing
and, thus, was selected to reduce the catalytic influence of the
stainless steel tube surfaces on dissolved O2 consumption.
Thermocouples (20 gage) are welded to the outer surface of
the tubing to provide the tube wall temperatures with an
uncertainty of ( 2 °C. The bulk fuel temperature at the exit
of the heated tube was also measured (uncertainty of ( 5 °C).
After each test, the tubing was cut into 5 cm sections, rinsed
with hexane, vacuum-dried at 120 °C for 2 h, and analyzed
by carbon burnoff. The uncertainty in the surface deposition
measurement is estimated to be (3% from replicate experi-
ments. In addition, some sections were analyzed using an
Amray AMR 1600 SEM.

Each experiment was conducted using a flow rig (Figure 1)
that simulates a complex thermal and flow environment. The
two furnaces of Figure 1 are mounted vertically in series. With
this arrangement, there is buoyancy-assisted flow that reduces
the probability of secondary flow patterns and, thus, makes
the flow well-defined and easier to understand. The first
furnace (12.7 cm i.d. and 11.5 kW) has a total heated length
of 91.4 cm, and the second furnace (12.7 cm i.d. and 8 kW)
has a total heated length of 61 cm. The tubing passes through
the center of the ovens and is secured to the oven base plate

Table 1. Description of Experiments

experiment

1 2 3

dissolved O2 consumption
for different surfaces

thermal-oxidative
surface deposition

pyrolytic surface
deposition

interior tube surface fully treated or
untreated

varying starting lengths
of treated tube

fully treated or
untreated

duration of experiment (h) 24 24 4 & 8
flow rate (mL/min) 20 20 32
pressure (MPa) 4.5 4.5 3.89, 5.27 or 6.31
Reynolds number range 120-3,730 120-3,730 193-27,200
residence time (s) 11-1st furnace 11-1st furnace 5-1st furnace

7-2nd furnace 7-2nd furnace 2-2nd furnace

Table 2. Characteristics of Neat Jet-A Fuel F3219

characteristic value

JFTOT breakpoint, °C (°F) 285 (545)
sulfur, total, wt % 0.0321
aromatics, vol % 16.6
hydrogen content, mass % 13.6
copper <5 ( 5 ppb
iron <10 ( 5 ppb
zinc <10 ( 5 ppb
specific gravity @ 60 °F 0.8109

Figure 1. Flow apparatus for thermal-oxidative fuel degrada-
tion experiments. Carbon measurements from tubing in
Furnace 1 & 2.
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and thermally isolated with a ceramic standoff. To compensate
for thermal expansion, a constant 5-pound tensile load is
applied by means of a thermally insulated spring to the top
end of the tube. The section between the furnaces (30 cm long)
is insulated. Table 1 shows additional experimental details for
the three kinds of experiments performed. Bulk dissolved O2

levels were measured on-line at locations indicated in Figure
1 by means of a modified gas chromatograph5 (uncertainty less
than (1% of the measured value). The dissolved O2 concentra-
tion at the flow inlet was 70 ppm w/w (air saturated value).
For all deposition experiments, the measurable dissolved O2

was entirely consumed in the first furnace.

Numerical Simulations

To understand the effect of fuel temperature on
surface deposition, computational fluid dynamics (CFD)
was used to simulate the turbulent flow and calculate
the temperature profile within the tube. A method
employing the Navier-Stokes, turbulent energy, and
enthalpy equations was used.6 A turbulent model was
used because there is a rapid transition from laminar
to turbulent flow as the fuel is heated (Table 1).
Therefore, the flow is turbulent for most of the length
of the reactor. The fluid motion inside the tube was
assumed to be axisymmetric and steady. The governing
equations written in the cylindrical (z, r) coordinate
system for axisymmetric flow are the following:

Equation 1 is the continuity equation, and eq 2 repre-
sents the momentum or energy equation depending on
the variable, Φ. Here F is the mixture density and u
and v are the axial and radial velocity components,
respectively. Table 4 lists the transport coefficients ΓΦ

and the source terms SΦ of the governing equations. The
governing equations are discretized utilizing a second-
order central-differencing scheme everywhere, except
where the local Peclet number becomes greater than two
in which case a first-order upwind scheme is used. Wall
functions were used to determine the flow variables near

the wall.7 Buoyancy forces are included in the simula-
tions, with the gravity vector in the opposite direction
of the flow. The flow was set to zero velocity at the tube
wall. Since surface deposition here is thin, it was
assumed to have a negligible effect on heat transfer and
was not modeled. Wall temperatures were represented
by curve fits of the thermocouple measurements. Ad-
ditionally, the inlet velocity and temperature profile of
the fuel were assumed to be uniform for simplicity. The
inlet temperature was 20 °C and the measured pressure
(Table 1) was used. When the velocity, pressure, tur-
bulent kinetic energy, turbulent dissipation, and en-
thalpy global error residuals were all reduced below 4
orders of magnitude from their maximum values, the
solution was considered to be converged.

Figures 2a and 2b, show the grid structure used in
the simulations. The grid of Figure 2b has a nonuniform
spacing between the two furnaces in order to decrease
the computational run time while maintaining a finer
grid spacing representing the second furnace (pyrolysis
region), which was of primary interest in the third set
of experiments. Simulations of the flow and tempera-
tures were performed using different grid densities (z
× r): 80 × 12, 160 × 15, 160 × 20, and 200 × 25. The
maximum difference in calculated bulk fuel temperature
between the 160 × 15 and 200 × 25 grid densities was
only 3%, which occurred over a small distance (0.2 m)
near the tube inlet. For the remainder of the tube, the
difference in calculated bulk temperatures was less than
1%. Thus, only small improvements in accuracy can be
gained by increasing the grid density beyond 200 × 25.
The execution time on a 2.2 GHz Pentium 4 computer
for the 200 × 25 grid was one week. Further increasing
the grid density beyond 200 × 25 has a high computa-
tional cost for a nearly negligible gain in accuracy.
Figures 3 and 4 show the simulated bulk fuel temper-
atures along the heated tube using a 200 × 25 grid for
the three sets of experiments. In addition, Figures 3 and
4 show that the calculated bulk temperature at the exit
of each furnace agrees reasonably well with the mea-
sured fuel temperature.

The thermodynamic and transport properties of the
fuel were calculated at every grid point (Figures 2a and(5) Rubey, W. A.; Striebich, R. C.; Tissandier, M. D.; Tirey, D. A.;

Anderson, S. D. J. Chromatogr. Sci. 1995, 33, 433-437.
(6) Katta, V. R.; Roquemore, W. M. J. Thermophys. Heat Transfer

1993, 7, 651-660.
(7) Launder, B. E.; Spalding, D. B. Comput. Methods Appl. Mech.

Eng. 1974, 3, 269-289.

Table 3. Complex Jet-A Surrogate Composition Used in
CFD Simulation10

compound
chemical
formula

chemical
group

mole
fraction

dodecane C12H26 paraffins 0.154
tetradecane C14H30 paraffins 0.101
decane C10H22 paraffins 0.134
hexane C6H14 paraffins 0.132
n-octane C8H18 paraffins 0.053
methylcyclohexane C7H14 naphthenes 0.067
ethylcyclohexane C8H16 naphthenes 0.060
m-xylene C8H10 aromatics 0.070
butylbenzene C10H14 aromatics 0.167
1-methylnaphthalene C11H14 naphthalenes 0.062

∂Fu
∂z

+ ∂Fv
∂r

+ Fv
r

) 0 (1)

∂FuΦ
∂z

+ ∂FvΦ
∂r

) ∂

∂z(ΓΦ∂Φ
∂z ) + ∂

∂r(ΓΦ∂Φ
∂r ) - FvΦ

r
+

ΓΦ

r
∂Φ
∂r

+ SΦ (2)

Table 4. Source Terms and Transport Coefficients
Appearing in Equations 1,2
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2b) by incorporating SUPERTRAPP subroutines.8 SU-
PERTRAPP performs phase equilibrium calculations
with the Peng-Robinson equation of state,9 and trans-
port properties are calculated with an extended corre-
sponding states model. SUPERTRAPP provides well-
behaved thermodynamic properties near the critical
point and in the supercritical regime. Since jet fuel is a
complex mixture of hydrocarbons, surrogate fuels were
examined to simplify the CFD simulations. Simple
surrogates allow quicker computer run times but do not
exactly have the same properties of a real jet fuel. To
determine a reasonable surrogate, simulations were
performed using n-decane, n-dodecane, and a multicom-
ponent mixture (Table 3).10 All three surrogates have

critical temperatures and pressures similar to the
pseudo-critical temperature and pressure (Tc ≈ 410 °C,
Pc ≈ 2.34 MPa) of the selected Jet-A sample.

Figure 3 shows the calculated temperature profile of
Experiments 1 and 2; and Figure 4 shows the calculated
temperature profile of Experiment 3. In Figures 3 and
4, the calculated bulk fuel temperatures among the sur-
rogate fuels span a maximum difference of 10% (located
along 0.2-0.35 m in the first furnace). At locations
beyond 0.6 m, the maximum difference in calculated
temperatures is less than 3%. All simulations predict
furnace-outlet bulk temperatures within the experimen-
tal error ((5%) of the measured values. It has been
observed previously that single-component n-alkanes
can correctly represent the single-phase heat transfer
behavior of jet fuels.11 Provided the critical temperature
and pressures are similar, the calculations of Figures 3

(8) Ely, J. F.; Huber, M. L. NIST Standard Reference Database 4s
NIST Thermophysical Properties of Hydrocarbon Mixtures Database
(SUPERTRAPP), Version 3.0; U.S. Department of Commerce, Gaith-
ersburg, MD, 1999.

(9) Peng, D.; Robinson, D. B. Ind. Eng. Chem. Fundam. 1976, 15,
59-64.

(10) Schulz, W. D. Prepr. Pap.-Am. Chem. Soc., Div. Pet. Chem.
1991, 37, 303-392.

Figure 2. CFD grids used in flow simulations.
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and 4 support the observation that a single-component
n-alkane can reasonably approximate the heat transfer

for a jet fuel for smooth property transitions between a
compressed liquid and supercritical fluid.

Results and Discussion

Fuel Oxidation Studies. Studies of fuel oxidation
are necessary for the understanding of surface deposi-
tion. In this particular experiment, only the phenom-
enon occurring in the first furnace was of interest
(Figure 2a). To characterize how dissolved O2 is con-
sumed for the fuel sample used here, the wall temper-
ature of the first furnace was increased while the flow
rate was held at 20 mL/min. As the wall temperature
was increased, the bulk temperature of the flowing fuel
at the outlet of the heated tube rose. Figure 5 shows
the fraction of dissolved O2 remaining for both fuels A
and B for different surface materials. Figure 5 shows
that the dissolved O2 in fuel A, which flows through a
treated tube, is completely consumed at an outlet bulk
temperature of 224 °C. Complete conversion of the
dissolved O2 in fuel B, also flowing through a treated
tube, does not occur until 233 °C. This delay in oxidation
is not surprising as the additive package in fuel B
contains an antioxidant that is believed to reduce the
rate of fuel oxidation by reacting with alkyl-peroxy free
radicals. In addition, MDA is included in the additive
package, which is believed to chelate dissolved metals
and act to reduce the rate of oxidation. For the un-
treated tube, Figure 5 shows that the consumption of
dissolved O2 within fuel A appears to be delayed longer
than that for fuel B in the stainless steel tube. (However
differences between these two O2 consumption curves
are insignificant because of the uncertainty in the outlet
bulk fuel temperature measurements and the sensitivity
of the dissolved O2 measurement.) Although not proven
here, a plausible explanation for the accelerated dis-
solved O2 consumption with the stainless steel surface

(11) Edwards, T.; Maurice, L. Q. J. Propul. Power 2001, 17, 461-
466.

Figure 3. Simulated bulk fuel temperature profiles (Experi-
ments 1 and 2, Table 1).

Figure 4. Simulated bulk fuel temperature profiles (Experi-
ment 3, Table 1).

Figure 5. Fraction of dissolved O2 remaining at the end of
the heated tube for treated and untreated tubes and for fuel
A (neat Jet-A) and fuel B (Jet-A with additives) (for 20 mL/
min flow rate).
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(relative to that of the treated surface) is that the
stainless steel surface has numerous active sites that
take part in the catalyzed thermal dissociation of alkyl-
hydroperoxides. The free radicals, RO• and •OH, result-
ing from alkyl-hydroperoxide dissociation reactions
contribute to the propagation and acceleration of the
oxidation chain.12 Walling13 has described such metal-
catalyzed dissociation reactions of hydroperoxides. In
contrast, similar active sites are not available on the
treated tube and, thus, the oxidation rate would be
expected to be slower for treated tubes, as shown in
Figure 5.

Figure 5 shows that the treated tube in combination
with the additive package is more effective in delaying
fuel oxidation than the stainless steel surface in the
presence of either fuel A or B. In addition, it is known
that the presence of metal surfaces inhibits the reaction
of fuel antioxidants with alkyl-peroxy free radicals.14

Thus, the delayed oxidation occurring with the combi-
nation of treated tube and additive package relative to
that of the stainless steel tube might be expected.

Deposition Studies in Which the Length of the
Treated Tube Is Varied. To better understand the
influence of the wall material on thermal-oxidative
surface deposition, the length of the heated Silcosteel
region upstream from the untreated tube was progres-
sively increased in a series of experiments. In the final
experiment the entire heated section within the first
furnace was treated (91 cm). Figure 6 shows measured
surface deposition along the heated tube (of Furnace 1)
with a flow rate of 20 mL/min for a period of 24 h for
each successive test. For each 5 cm section, the carbon
measurement is divided by the interior surface area for
that section. Figure 6 shows that significant deposition
in the untreated tube begins near 35 cm and peaks near
61 cm. At the location where surface deposition begins
to rise (35 cm), the wall temperature is ∼245 °C and
the calculated bulk temperature is ∼200 °C. Figure 5
shows that under these conditions the bulk fuel is

rapidly oxidizing. The numerical simulations show that
the temperature near the wall is greater than the bulk
temperature. Thus, the dissolved O2 fraction near the
wall is less than the measured bulk dissolved O2 fraction
of Figure 5. At locations beyond 43 cm (Figure 5), the
bulk fuel temperature is greater than 225 °C and the
dissolved O2 is fully consumed. Once the dissolved O2
is depleted, deposit-forming species essentially no longer
form and the deposit precursor species are depleted from
the liquid phase. Thus, all of the deposition peaks in
Figure 6 occur downstream from the location where
dissolved O2 is fully consumed. Figure 6 also shows that
as more length of tube is treated, the surface deposition
is delayed beyond the treated length of the tube. When
the heated length of the tube is fully treated (91 cm),
there is a significant reduction in the total deposit
(∼500 µg/cm2). Figure 6 shows that treating the tube
surface inhibits surface reactions and possible physical
attachment mechanisms responsible for deposit forma-
tion otherwise occurring on the stainless steel. These
results show that the inhibition of chemical reactions
at the tube surface (by treating it with an inert surface)
significantly reduces thermo-oxidative surface deposits.

A similar set of experiments was also performed with
fuel B. As with the experiments using fuel A (Figure
6), the length of heated treated tube upstream of the
untreated tube was progressively increased until the
entire tube within the first furnace was treated. A
comparison of the deposition on the untreated surfaces
in Figures 6 and 7 shows that the proprietary additive
package (containing detergent-dispersants) in fuel B
significantly reduces surface deposition relative to that
of fuel A. Figure 7 shows that, for fuel B flowing through
an untreated tube, there is a reduction of the deposition
peak (to approximately 700 µg/cm2) and a shift of the
peak downstream relative to that of fuel A (Figure 6).
Figure 7 shows that the rise in deposition on the
untreated tube begins near 43 cm and peaks near 56
cm. Figure 5 shows that, under these conditions, the
bulk fuel B is rapidly oxidizing and most of the dissolved
O2 is gone (similarly observed with fuel A flowing
through the untreated tube). Figure 7 (as in Figure 6)
shows that as more length of tube is treated, the surface
deposition is delayed beyond the treated length of the

(12) Zabarnick, S. Energy Fuels 1998, 12, 547-553.
(13) Walling, C. Free Radicals in Solution; John Wiley and Sons:

New York, 1957; p 427.
(14) Downing, F. B.; Clarkson, R. G.; Pedersen, C. J. Oil Gas J. 1939,

38, 97-101.

Figure 6. Surface deposition along the heated tube after 24
h (flow rate of 20 mL/min, reaching a maximum fuel temper-
ature of 350 °C). Varying treated lengths of interior surface
using fuel A (neat Jet-A).

Figure 7. Surface deposition along the heated tube after 24
h (flow rate of 20 mL/min, reaching a maximum fuel temper-
ature of 350 °C). Varying treated lengths of interior surface
using fuel B (Jet-A with additives).
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tube. When the heated length of the tube is fully treated
(91 cm), the deposition nearly vanishes. Figure 7 shows
that the use of the surface treatment together with the
additive decreases the surface deposition below that of
what either method acting alone is capable of doing.
Thus, there is synergistic reduction in surface deposition
when both additives and surface treatment are used.

The microstructure of thermal-oxidative deposits was
studied by examining SEM images of the surface
deposits. Knowledge of the surface deposit microstruc-
ture assists the understanding of how deposits are
formed. Figure 8 shows the location where tubes were
sectioned for SEM analysis. Both of these 12.7 cm
sections come from locations of maximum thermal-
oxidative deposition following 24 h of exposure to
heated, flowing neat Jet-A fuel. Figures 9 and 10 are
digitized images of the inner surface of the sections. (For
reference, the white bar at the bottom of the figures
represents a length of 100 µm.) For reference, Figures
9a and 10a show the microstructure of the treated and
untreated surfaces before testing. The untreated surface
has larger nonuniform surface structures than those of
the treated surface. Figure 9b shows that, after heated
jet fuel flows over the untreated surface for 24 h, the
original underlying wall microstructure is no longer
visible after the experiment. In addition, Figure 9b
shows that some of the structures composed of micro-
spheres are as large as 70 µm in diameter. Similar large
microsphere structures have been observed in previous
flowing studies16-18 of thermal-oxidative deposition on

stainless steel surfaces. The large microspheres are
formed from smaller nearly spherical particles which
accumulate on the surface in randomly packed struc-
tures, which become fused together near the heated
surface. Schirmer18 reported the appearance of similar
spherical particles in the same size range in a variety
of Air Force and commercial flow rigs for fuels heated
near 175-205 °C. It has been observed that initial small
particles may form on a thin incipient polymolecular
film attached to the stainless steel surface. This film
has been analyzed using Auger spectroscopy in a study17

in which the stainless steel surface was exposed for
different periods of time to heated flowing jet fuel. It
has been proposed that the large porous structures

(15) Jones, E. G.; Balster, W. J.; Rubey, W. A. Prepr. Pap.sAm.
Chem. Soc., Div. Pet. Chem. 1995, 40, 655-659.

(16) Ervin, J. S.; Williams, T. F. Ind. Eng. Chem. Res. 1996, 35,
899-904.

(17) Ervin, J. S.; Heneghan, S. P.; Martel, C. R.; Williams, T. F.
Trans. ASME, J. Eng. Gas Turbines Power 1996, 118, 278-285.

(18) Schirmer, R. M. Morphology of Deposits in Aircraft and Fuel
Systems. Presented at the SAE National Air Transportation Confer-
ence, New York, April 1970. Paper 700258.

Figure 8. SEM analysis tube sample sections.

Figure 9. SEM micrograph of interior of untreated, stainless
steel tubing for varying times at the peak deposition loca-
tion. (The white bar length at the bottom of the image equals
100 µm.)
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(observed in Figure 9) grow by trapping fuel.17 Thick
deposits have been observed to reduce the rate of fuel
oxidation.15 However, the deposits formed under the
conditions of the present experiments are thin and
nonuniform, and a decrease in the over-all oxidation
rate was not measured. Thus, the influence of the
surface treatment (especially with fuel additives) is
more dominant than a reduction in surface activity due
to surface deposition. For the increasing lengths of
treated tube (Figures 6 and 7), the dissolved O2 was
always depleted, and the deposition peak shifted down-
stream and to lower values.

In Figure 10b, the topography of the underlying tube
surface can still be distinguished and numerous spheri-
cal particles attached to the silica surface are also
observable. The aggregate carbon structures are much
smaller (less than 10 µm in diameter) than those
observed on the stainless steel surface. The structure
of the surface deposit on the treated tube (Figure 10b)
consists of spherical particles, but the particles on the
treated surface are less numerous than those observed
on the more active stainless steel surface. Figure 10b

shows that the surface treatment changes the large-
scale structure of the deposit relative to the deposit
formed on stainless steel. Moreover, Figure 10b shows
that the treated surface inhibits deposition resulting in
less accumulation of microspheres as supported by
Figures 6 and 7.

In a related work (which used a Jet-A fuel) Jones15

also found that the deposition rate on (Silcosteel) treated
surfaces was generally lower and occurred at longer
residence times than deposition rates associated with
stainless steel surfaces. Jones assumed that the use of
detergent-dispersant additives affected particle size,
solubility, and (together with the treated surface)
adherence of insolubles to the heated surfaces. Both
Jones15 and this work show that the combination of
using treated tubing and fuel B (with the proprietary
additives) act synergistically to decrease the deposition
rate.

As fuel flows through an aircraft fuel system, it
encounters different wall temperatures. Previously,
using a complex flowing system with initially clean
tubes, we found that surface deposition on stainless steel
tubes rapidly decreases with a reduction in wall tem-
perature although the bulk fuel temperature may be
greater than the (upstream) wall temperature associ-
ated with significant surface deposition.16 Thus, a
deposition profile along the tube that follows the wall
temperature suggests the relative importance of the
surface reactions in the formation of surface deposits.
We believe that surface reactions play a strong role in
both oxidation and surface deposition reactions. In the
current work, Figures 6 and 7 show that the deposition
preferentially occurs on the stainless steel surface which
contains relatively active constituents such as chro-
mium, iron, and nickel rather than on the less active
silica surface.

Pyrolytic Deposition Studies. Because of the rela-
tively low temperatures in the first furnace, thermal-
oxidative surface deposition occurs there. As the fuel
flows through the second furnace, pyrolytic reactions
become dominant at greater wall temperatures (∼650
°C), and deposition due to pyrolysis reactions begins.
Pyrolytic surface deposition will be an important con-
cern for future flow passages that may be heated to
temperatures beyond the pseudocritical point of a jet
fuel. Thus, another goal of this research is to study the
effects of pressure and surface material on pyrolytic
surface deposition.

Figure 11a shows measured surface deposition (after
a 4-h period) along the untreated tube for pressures that
are above the pseudocritical pressure of the fuel. (For
reference, Figure 4 shows the measured wall tempera-
ture along the heated tube in the second furnace.)
Figure 11a shows that there is a peak in surface
deposition at an axial location of 1.75 m. Figure 11b
shows measured surface deposition along the treated
tube which peaks at 1.88 m. A comparison of Figures
11a and 11b shows that surface deposition resulting
from pyrolysis is greater for the untreated surfaces than
for the treated surfaces for otherwise identical condi-
tions. Altin and Eser4 have likewise observed catalytic
activity associated with stainless steel surfaces and the
acceleration of surface deposition relative to that of
tubes treated with Silcosteel using temperature-pro-

Figure 10. SEM micrograph of the interior of treated tubing
for varying times at the peak deposition location. (The white
bar length at the bottom of the image equals 100 µm.)
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grammed oxidation analysis and SEM for JP-8 flowing
in heated 316 stainless steel tubes (1 mL/min for 5 h,
temperatures up to 813 K, and 500 psi).

For four and 8-h periods, Figure 12 shows total
surface deposition for both treated and untreated tubes
in the first and second furnaces. For pressure levels of
3.89, 5.27, and 6.31 MPa, Figure 12 shows that pressure

essentially does not influence thermal-oxidative deposi-
tion for either untreated or treated tubes. For elemen-
tary reactions occurring in a liquid solvent, the liquid
is essentially incompressible, and pressure changes on
the order of several kilobars are required to significantly
affect the rate constant. Thus, pressure is not expected
to influence surface deposition resulting from thermal-
oxidative chemistry that occurs within a liquid solution.
Figure 12 shows that surface deposition in the pyrolytic
regime increases with increasing pressure level for both
treated and untreated tubes. Within the higher tem-
perature furnace, the fuel transitions to a supercritical
fluid. In general, the molecular collision frequency is
higher in a supercritical fluid than in a liquid. Therefore
the reaction rate of a supercritical fluid will be greater
than that of a liquid.

Figure 12 shows that treated tubes generally have
lower rates of surface deposition than do the stainless
steel tubes for both thermal-oxidative and pyrolytic
forms of surface deposition. Moreover, as the system
pressure is increased from 3.89 to 6.31 MPa, Figures
11 and 12 show that the total pyrolytic surface deposi-
tion within the stainless steel tubes is several times
greater than that of the treated tubes. Thus, Figures
11 and 12 show that the chemical reactions, which
result in pyrolytic deposition on the stainless steel
surface, are much more sensitive to pressure level than
those causing pyrolytic deposition on a relatively inert
surface. The sensitivity to pressure of pyrolytic reactions
on stainless steel is important to the designers of future
aircraft who have to consider the use of valves and
nozzles which necessarily involve large pressure changes.

Conclusions

The three kinds of flow experiments presented here
yielded promising results on the use of treated surfaces
alone or in combination with fuel additive packages to
reduce thermal-oxidative and pyrolytic surface deposi-
tion. In the first kind of experiment, it was shown that
fuel additives could be used to reduce the rate of fuel
oxidation, thereby delaying and reducing the formation
of thermal-oxidative deposits. When used in combina-
tion with tube surface treatment the oxidation rate is
further delayed. In the second kind of experiment, as
the treated portion of the heated tube is progressively
increased, the surface deposition peak progressively
moves downstream and is reduced. These effects are
most pronounced when the additive package is also
added. These results indicate that chemical reactions
occurring at the tube surface are important in the
formation of surface deposits. In the third type of
experiment, the effects of surface treatment and pres-
sure on pyrolytic surface deposition are studied. Experi-
ments with the inert surface treatment had much less
surface deposition than untreated tubes. Also the for-
mation of pyrolytic deposition was less sensitive to
pressure on treated tubes relative to untreated stainless
steel tubes. Furthermore, the combination of using fuel
with additives in treated tubes appears to have a
synergistic effect in reducing thermal-oxidative surface
deposition. The combination of additives and surface
treatment shows great potential in significantly reduc-
ing the formation of surface deposition in the fuel flow
pathways of advanced aircraft.

Figure 11. Pyrolytic surface deposition for different pres-
sures.

Figure 12. Influence of pressure on total thermal-oxidative
and pyrolytic deposition.
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Nomenclature

ASTM American Society for Testing and Materials
C1 constant ) 1.47
C2 constant ) 1.92
Cµ constant ) 0.09
CFD computational fluid dynamics
D tube diameter, m
Di diffusion coefficient of ith species
G µt[2{(∂u

∂z)2
+ (∂v

∂r)2
+ (vr)2} + (∂v

∂z
+ ∂u

∂r)2]
g gravitational acceleration, m/s2

h enthalpy, kJ/kg
k turbulent kinetic energy, kJ/kg
JFTOT jet fuel thermal oxidation tester
MDA metal deactivator additive
Ρ pressure, MPa
r radial coordinate
SEM scanning electron microscope
SΦ source term
u axial velocity component, m/s
uτ friction velocity, (τω/F)1/2, m/s
v radial velocity component, m/s

z axial coordinate
Φ assigned variable in eqs 1,2
ΓΦ transport coefficient
ε dissipation rate
κ thermal conductivity, W/m-K
F density, kg/m3

σk constant ) 1.0
σε constant ) 1.3
σh constant ) 1.0
τw µ absolute viscosity

wall shear stress, N/m2

µt turbulent viscosity, CµFk2/ε
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ABSTRACT

Combustion generated particulates from gas 
turbine combustors can cause adverse effects on 
engine maintenance costs, plume visibility and the 
environment.  Research is being conducted to provide 
understanding of the mechanisms of soot formation 
and identify mitigation strategies.  A cooled well-
stirred reactor (WSR), which simulates the primary 
zone of a gas turbine combustor, is used in the current 
study.  Experiments have been completed with 
premixed, fuel-rich (1.9 < φ < 2.6) ethylene-air and
ethylene-ethanol-air mixtures.  Multiple physical 
characteristics, including particle number density, 
particle size distribution, total carbon mass, and 
(polycyclic aromatic hydrocarbon) PAH content, 
were used to quantify the soot.  A unique instrument, 
the Particulate Matter Characterization and 
Monitoring System (PMCMS), was used for the 
determination of the particle size distribution, and the 
chemical characterization of the soot and gaseous 
emissions.  The results of the study showed that the 
benzene concentration in the gas phase increased 
monotonically with equivalence ratio while the 
pyrene was shown to correlate with the soot content.  
The results suggest that pyrene and other PAH 
species can be used to predict the soot formation for 
more complex combustion systems. For the 
conditions of the present study, the addition of 
ethanol to ethylene was shown to lower soot 
production compared to pure ethylene.

NOMENCLATURE

CNC = condensation nuclei counter
GC/MS = gas chromatograph/mass 

spectrometer
ICP-MS = inductively coupled plasma mass 

spectrometer
RDMA = radial differential mobility 

analyzer
ma = air mass flow rate (kg/s)
mf = fuel mass flow rate (kg/s)
MSVI = multi-stage virtual impactor
PAH = polycyclic aromatic hydrocarbon
PFR = plug flow reactor
PM = particulate matter
PMCMS = Particulate Matter 

Characterization and Monitoring 
System

Rs = reflectance of the stained filter
Rw = reflectance of the unstained filter
SN = smoke number
Ta = adiabatic flame temperature (K)
Tf = reactor temperature (K)
To = inlet temperature (K)
THC = total hydrocarbons
UNICORN = UNsteady Ignition and 

COmbustion with ReactioNs
V = reactor volume (mL)
WSR = well-stirred reactor

Symbols
φ = equivalence ratio
ρ = density (kg/m3)
τ = residence time (ms)
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INTRODUCTION

The accepted process of soot formation (Figure 1) 
demonstrates the reaction path to soot by which a 
portion of fuel is broken into unsaturated radicals and 
intermediates during combustion.  These are known 
as soot precursors, which then react to form small 
polycyclic aromatic hydrocarbons (PAH).  The 
growth of PAH continues through further reactions 
and by collisions and nucleation with each other 
forming larger PAH, becoming incipient soot 
particles.  These particles continue to grow by 
processes of surface growth, condensation and 
coalescence, and through reactions with acetylene and 
smaller PAH, forming particulate matter (PM) < 50 
nm in aerodynamic diameter, referred to as primary 
soot particles.  Primary particles collide and 
coagulate forming PM ranging in size from hundreds 
of nanometers to microns.  Oxidation continues 
throughout the combustion process, concurrently and 
within all stages of PM formation, consuming PAH, 
the growth species and soot particles comprising PM.  
Oxidation reactions occur by highly reactive radical 
species containing OH and oxygen atoms, forming 
primary combustion products, CO2, H2O, CO, NOx,
unburned total hydrocarbons (THC) and smoke, an 
aerosol containing soot.

Figure 1:  PM Formation Process

To investigate the reduction of PAH and PM due 
to oxygenates, ethylene fuel (C2H4) and ethanol 
(C2H5OH), as an additive, were burned in the Air 
Force Research Laboratory’s Well-Stirred Reactor 
(WSR)1-3, while samples were collected from the 
effluent and analyzed using the Particulate Matter 
Characterization and Monitoring System (PMCMS)4.  
This study was particularly well-suited for the WSR, 
which simulates the combustion process in the 
primary zone of a gas turbine combustor, while 
eliminating the effects of fuel atomization, 
evaporation, and mixing processes, and continues the 
work that was presented in Stouffer et al.5.

The determination of the PAH and PM generated 
by the WSR is significant because fundamental 
information can be evaluated using the PMCMS, 
before particle inception occurs and after primary 
particle coagulation into PM.  The PMCMS analyses 
were compared with a predictive model of PAH using 
UNsteady Ignition and COmbustion using ReactioNs 
(UNICORN)6 code which provides quantification and 
identification of single and multi- ring aromatic 
hydrocarbons generated in a perfectly stirred reactor. 

PM quantification is compared to analyses 
determined from captured soot and smoke stains, 
providing further verification of this useful approach 
and methodology for assessing the validity of 
experimental and computational results.  These 
results are important for further investigations to 
determine particulate formation mechanisms, to 
develop combustion models of pollutant formation 
and to identify fuel additives to reduce particulate 
formation.  

EXPERIMENTAL APPARATUS

Well-Stirred Reactor 
A toroidal-shaped WSR research combustor with a 

volume of 250 mL was used for the study.  A cross 
section of the reactor and jet ring is shown in Figure 
2.  The design is a modification of an earlier WSR 
design by Nenniger1 and Zelina2 and features an 
Inconel jet ring with 48 fuel/air jets.  The upper and 
lower halves of the toroidal reactor are cast from
silicon carbide. Silicon carbide was used because of 
its resistance to thermal cracking. The ceramic 
reactor is contained inside a steel housing, and has a 
2-inch diameter stack connected to the exhaust port 
which forms the plug flow reactor (PFR) section.  
The jet ring is cooled by nitrogen impingement 
cooling to avoid autoignition of the fuel-air mixture 
within the jet ring manifold.

The two fuels used in the current study were neat 
ethylene and an ethylene-ethanol mixture with 5% of 
the fuel mass from the oxygen in the ethanol (14.4% 
ethanol by mass).  With these fuels the WSR operates 
stably at high equivalence ratios (1.8 < φ < 2.6), 
which allows measurement of PAH, particulates and 
smoke in a range of conditions from soot inception 
through the formation of carbonaceous soot.

PAH ......Inception

Surface growth
& coagulation

Agglomeration

Oxidation 

Pyrolysis

Competing oxidation reactions

CxHy

H H2

C2H2

C2H2

CO2  H2O  CO  
NOx  THC  Smoke

245



3
American Institute of Aeronautics and Astronautics

Fuel-Air Tube

WSR

Jet Ring Manifold

Exhaust Port

Upper Half

Lower Half

Flow Straightener

Fuel-Air Tube

WSR

Jet Ring Manifold

Exhaust Port

Upper Half

Lower Half

Flow Straightener

Figure 2:  Schematic of WSR Design

Figure 3 is a photograph of the WSR rig during 
operation which also shows a sampling probe 
penetrating the exhaust stack, entering the plug flow 
region above the reactor. Gaseous emissions and 
smoke were drawn from the PFR section.  A port at 
the bottom of the housing permits probe access to the 
reactor for obtaining emissions and smoke samples. 

Figure 3:  WSR Test Rig Burning Ethylene

Experimental Sampling Techniques
Soot samples were collected on filters from both 

the plug flow region 16 cm downstream of the WSR
and from the inside of the toroidal WSR volume on 
paper or quartz filters by drawing the exhaust gas 
collected in the probe through the filters.  The gas 
sample was first pulled through a 25 cm-long oil-
cooled probe with an inside diameter of 0.47 cm. The 
probe was cooled to 150°C by circulating oil through 
the outer jacket. The gas then passed through an 
electrically heated (constant surface temperature of 
150°C) 2-meter long sample line before passing into a 
Roseco engine smoke emissions sampler.

The volume of the sample gas collected for each 
test was 7.08 liters. Each sample required 30-60 
seconds to collect.  The samples acquired on the 
paper filters (Whatman #4) were analyzed using the 
SAE ARP1179 procedure7 to determine the smoke 
number based on reflected light from the samples:





 −=

W

s

R

R
SN 1100

where: Rs= Reflectance of the stained filter
Rw= Reflectance of the unstained filter

The samples acquired on the quartz filters 
(Whatman type-QMA) were analyzed to determine 
carbon burn-off in a LECO carbon analyzer.  The 
total carbon analyzer measures the carbon mass 
deposited on the filter by measuring the CO2

produced while increasing the temperature of the 
filter in an oven in the presence of excess oxygen.  An 
advantage of the carbon analyzer is that any inorganic 
deposits on the filter, caused by erosion of the reactor 
materials will be ignored in the analysis.  

In addition to the carbon burn-off analysis, the 
quartz filter samples were also analyzed using gas 
chromatograph/mass spectrometry (GC/MS)
Chromatoprobe8 (Figure 4) analysis to determine the 
PAH content of the soot.  This was performed by 
placing a 2-mg sample cut from the soot stained 
quartz filter into the sample vial inside the 
Chromatoprobe shown in Figure 5.  The 
Chromatoprobe was then inserted into the 
temperature programmable injector (Figure 6) of the 
GC/MS, which was rapidly ramped in temperature 
(150oC/min) from 40 to 320oC.  This resulted in the 
PAH’s being thermally desorbed from the quartz 
filter paper and sequentially injected into the GC/MS 
for separation and detection.
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Figure 4:  Varian Chromatoprobe

Figure 5:  Chromatoprobe Sample

Figure 6:  Chromatoprobe in GC/MS

Seventeen different PAH’s identified during the 
Chromatoprobe analysis are listed in Table 1.  Also 
listed are the target ions for each PAH, which are the 
most abundant ions from the mass spectrum of each 
PAH used for detection, along with the retention 
time, which is the time that the PAH is retained on the 
GC column before detected by the mass spectrometer.
The retention time can be used to distinguish between 
PAH’s with the same target ion.

Table 1.  PAH Species Identified in the GC/MS 
Chromatoprobe Analysis

PAH Target 
Ion (m/z)

Retention 
Time (min)

Naphthalene 128 5.367
Acenaphthylene 152 8.191
Acenaphthene 153 8.460
Fluorene 166 9.262
Phenanthrene 178 10.733
Anthracene 178 10.811
1,4-Diphenylbutadiyne 202 12.350
Fluoranthene 202 12.600
Pyrene 202 12.921
Benz [a] anthracene 228 14.899
Chrysene 228 14.951
Benzo [b] fluoranthene 252 16.809
Benzo [k] fluoranthene 252 16.846
Benzo [a] pyrene 252 17.344
Indeno [1,2,3-cd] pyrene 276 19.237
Dibenz [a,h] anthracene 278 19.653
Benzo [g,h,i] perylene 276 19.817

Emissions from the reactor section of the WSR 
were passed through a quartz filter to remove 
particulates and then trapped in a 250-mL gas 
sampling bulb.  Gas samples were directly injected 
into the GC/MS for qualitative and quantitative 
analysis of combustion gas species.  Seven trace 
combustion gas species were targeted for analysis and 
are shown in Table 2 along with their corresponding 
target ions and retention times.
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Table 2.  Combustion Gas Species Considered in 
the GC/MS Gas Analysis

Gas Species Target 
Ion (m/z)

Retention 
Time (min)

1,3-Cyclopentadiene 66 0.400
Benzene 78 0.604
Toluene 91 1.094
Ethylbenzene 91 2.164
Phenylacetylene 102 2.485
Styrene 104 2.769
Naphthalene 128 7.980

Particulate and Emissions Measurement 
Instrumentation

The particulate instrumentation system is 
composed of a TSI 3022 condensation nuclei counter 
(CNC) and a sampling system using a vacuum pump 
to control sample flow through a 10 L/min flow meter 
and transmitter.  This combination of Brooks flow 
meters is used to set accurate dilution air flows to the 
particulate sampling probe.  The CNC and sampling 
system are configured to adapt to the PMCMS, shown 
in Figure 7, used to evaluate particulate species and 
PAH. 
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Figure 7:  PMCMS and Schematic

Particle size below 250 nm was characterized using 
the Radial Differential Mobility Analyzer (RDMA)9

within the PMCMS, shown in Figure 8.

Figure 8:  RDMA

Particle sizing is achieved by charging a polydisperse 
stream of aerosols and passing the stream through a 
well defined electric field.  Charged particles within 
the aerosol will follow predetermined trajectories.  
The RDMA is designed to extract aerosols that follow 
one predetermined trajectory, while discarding all 
others.  The particle number density was determined 
using the CNC sampling from the PFR in the WSR.  
A short stack configuration was used to minimize the 
PFR region for obtaining particulate, smoke and soot 
measurements close to the reactor. The sample from
the PFR was extracted from a region 7 cm upstream 
of the PFR exit to capture the rich exhaust products 
before they could react with the ambient air.

The emissions system consists of a 150°C oil-
cooled emissions probe and a 150°C heated sampling
line that is 6.1 m long.  The sample stream is then 
split into two streams.  The first stream directly enters 
a flame ionization detector total hydrocarbon 
analyzer, while the second stream enters an Alpha 
Laval chiller, which provides the main sampling 
pump, condenses water vapor from the gas sample 
and sets the sample flow for the CO, CO2, O2 and 
NOx analyzers. The analyzers are calibrated before 
each test using 2% certified standard gases and often 
spanned for verification of ~3% accuracy during the 
tests, using several calibration gas mixtures to check 
drift and maintain linearity.  

TEST CONDITIONS

The air flow for the experiments was set at a 
constant 240 g/min with an inlet temperature set at
392 +/- 5K.  The fuel/air equivalence ratio, φ, ranged 
from 1.9 to 2.6 for both fuels.  The pressure inside the 
reactor section ranged from 1.1 to 1.7 kPa above the 
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ambient pressure for all of the experiments.  The 
average residence time in the reactor, τ, which was 
calculated using: τ=ρV/(ma+mf), was 9.7 +/- 0.3 ms 
for the experiment. 

The gas temperature inside the reactor 
(uncorrected for the effects of radiation) ranged from 
1480 to 1725 K.  The temperatures are significantly 
lower than the adiabatic flame temperatures because 
of heat loss through the high-conductivity silicon 
carbide reactor walls to the nitrogen flow that is used 
to cool the jet ring.   

EXPERIMENTAL RESULTS

The particle size distributions sampled from the 
plug flow region of the reactor are shown in Figure 9
for both the neat ethylene and the ethylene-ethanol 
mixtures over a range of φ from 2.0 to 2.6.  The 
ethylene-ethanol mixture was shown to reduce
particle concentration at all φ compared to the neat 
ethylene fuel.  The highest particle concentrations for 
ethylene and the ethylene-ethanol were measured at φ
= 2.4 and φ = 2.3, respectively.
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Figure 9:  Particle Size Distribution

The diameter of the peak particle concentration for 
the size distributions is shown in Figure 10.  The peak 
particle size increases as φ is increased from 1.9 to 
2.3 for both fuels.  As φ is further increased the peak 
particle size decreases.  The ethylene-ethanol fuel 
resulted in smaller peak particle sizes compared to the 
ethylene fuel over the entire range of test conditions.
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Figure 10:  Peak Particle Size

The total particle concentration was calculated by 
integrating the area under the particle distribution 
curves for each φ, shown in Figure 11.  The addition 
of ethanol resulted in a reduction in the total particle 
concentration measured over the entire range of φ
tested.  The bottom half of Figure 11 shows the 
stained quartz filters after the samples were acquired 
for both the neat ethylene fuel (top row) and ethylene-
ethanol mixtures (bottom row) in order of increasing 
φ from left to right. The filter stains for both fuels are 
darker as φ is increased from 1.9 to 2.2 and then 
lightens as φ is further increased.  For all φ the stains 
are darker for the ethylene fuel than they are for the 
ethylene-ethanol fuel.
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Figure 11:  Total Particle Count (Top) and 
Corresponding Images of Filters from the Plug 

Flow Region (Bottom)

The GC/MS chromatogram resulting from direct 
injection of 500 µL of gas sampled from the WSR for
a typical test is shown in Figure 12. Benzene was the 
most concentrated gaseous species detected followed 
by 1,3-cyclopentadiene and a series of other soot 
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precursors, whose structures are shown in the figure.
These results were similar to those found by Lam et 
al.10, where benzene was measured in highest 
concentration, followed by phenylacetylene, 
naphthalene, toluene and styrene. The mass 
chromatogram was magnified 100 times from 10.0-
14.0 minutes to show the presence of trace PAH’s in 
this range.
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Figure 12:  GC/MS Gas Analysis from WSR 

A calibration curve was prepared for benzene by 
injecting 500 µL aliquots of benzene vapor at varying 
concentrations from a static dilution bottle.  The mass 
of benzene per 500 µL sampled from the WSR is 
plotted for each φ, shown in Figure 13.  The 
concentration of benzene increases linearly with 
increasing φ.  The addition of ethanol resulted in no
change in benzene content.  All other gaseous soot 
precursors detected indicated a similar trend as 
benzene.
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Figure 14 shows the smoke number measured 
from filter samples extracted from both the reactor 

and the plug flow section.  For both fuels, the smoke 
number initially increases between φ = 1.9 and 2.2-
2.3, and starts to decrease as φ is increased further.  
Although there is more fuel available for the 
formation of soot at higher φ, it is thought that the 
soot production is reduced due to decreasing 
temperatures and thus slower chemical reaction times.
Note that the smoke number measured in both the 
reactor section and the plug flow regions are 
approximately equal for the same fuel at the same 
reactor conditions for φ < 2.4.  As the fuel flow is 
further increased, the smoke number is seen to be 
lower in the reactor section than it is in the PFR. 

The addition of ethanol results in a reduced smoke 
number for all φ measured, with the greatest reduction 
shown at φ = 2.2 and 2.3.  This trend is different from 
the one observed previously in the study by Stouffer 
et al.5 where the addition of ethanol was seen to 
slightly increase the soot production. However, it 
should be noted that the temperature inside the 
reactor in the previous study was higher (by 
approximately 110°C) than the reactor temperature in 
the current study because lower thermal conductivity 
ceramics were used for the wall materials in the 
previous study.  It is thought that the combustion 
temperatures significantly affect the soot production 
mechanism.
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Figure 14: Smoke Number Results 

Figure 15 shows total carbon analysis of the quartz 
filter samples extracted from both the reactor section 
and the plug flow sections of the WSR.  The overall 
shape of the integrated carbon mass plot shown in 
Figure 15 shows trends similar to those shown for the 
smoke number plots in Figure 14. A significant 
difference is that there was an increase in the total 
carbon mass between the reactor and the plug flow 
section.  The addition of ethanol decreases the 
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amount of carbon deposited on the quartz filters for 
all φ measured.  
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Figure 15:  Total Carbon Mass

The relative carbon count plotted with increasing 
temperature for three equivalence ratios (φ = 2.1, φ = 
2.3, and φ = 2.6) are shown in Figures 16A, 16B, and 
16C, respectively, along with corresponding 
photographs of the filters before the carbon analysis 
was conducted.  These figures show two distinct 
peaks, a low temperature peak located between 120 
and 160°C, and a high temperature peak located 
between 450 and 560°C.   The sample for the highest 
equivalence ratio (φ = 2.6 in Figure 16C) has the 
highest carbon content in the low temperature region 
and the filter stain is beige-colored while the high 
temperature carbon peak is highest for the φ = 2.3 
case, shown in Figure 16B, which shows a much 
darker filter stain. It is thought that the low 
temperature peak is due to the presence of PAH’s 
while the high temperature peak is due to the 
presence of carbonaceous soot.
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Figure 16: Carbon Vs. Filter Temperature, 
A (φφφφ = 2.1), B (φφφφ = 2.3), and C (φφφφ = 2.6)

The chromatogram in Figure 17 was obtained
from the GC/MS Chromatoprobe analysis of the 
particulate matter deposited on the quartz filters.  
Pyrene which is a known soot precursor was shown to 
be the most concentrated PAH detected and correlates 
well with total PAH content.  Similar results were 
found by Lam et al.10, where they saw large 
concentrations of acenaphthene, pyrene, and 
phenanthrene in the WSR plug-flow section.
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Figure 17:  GC/MS Chromatogram of Species 
Thermally-Desorbed from Filter Samples
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Pyrene concentration was determined from 
Chromatoprobe GC/MS analysis of quartz filters 
sampled at equivalence ratios (φ = 2.0 to 2.6). The 
concentration curve, Figure 18, follows a similar 
trend as the curve for total particle counts in Figure 
11, indicating a relationship between pyrene and soot 
production - worthy of further examination.  The 
addition of ethanol reduces the amount of pyrene 
deposited on the filters for φ > 2.2.
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Figure 18:  Pyrene Concentration

MODELING OF WSR FLOW

A time-dependent, axisymmetric mathematical 
model known as UNICORN6,11 is developed to 
simulate the PAH’s growth in unsteady flames.  It 
solves for u- and v-momentum equations, continuity, 
and enthalpy- and species-conservation equations on 
a staggered-grid system.  A detailed chemical-kinetics 
model of Wang and Frenklach12 is incorporated in 
UNICORN for the investigation of PAH formation in 
acetylene and ethylene flames.  It consists of 99 
species and 1066 elementary-reaction steps.  Thermo-
physical properties such as enthalpy, viscosity, 
thermal conductivity, and binary molecular diffusion 
of all the species are calculated from the polynomial 
curve fits developed for the temperature range 300 –
5000 K.  Molecular diffusion is assumed to be of the 
binary-diffusion type, and the diffusion velocity of a 
species is calculated using Fick’s law and the 
effective-diffusion coefficient of that species in the 
mixture.  A simple radiation model based on optically 
thin-media assumption was incorporated into the 
energy equation.  Only radiation from CH4, CO, CO2, 
and H2O was considered in the present study13.

The finite-difference forms of the momentum 
equations are obtained using an implicit QUICKEST 
scheme, and those of the species and energy 

equations are obtained using a hybrid scheme of 
upwind and central differencing11.  At every time-
step, the pressure field is accurately calculated by 
solving all the pressure Poisson equations 
simultaneously and utilizing the LU (Lower and 
Upper diagonal) matrix-decomposition technique.

The WSR flow was modeled by assuming it as 
uniformly (in cross section) reacting gas flowing 
through a tube having a diameter and length of 51 and 
150 mm, respectively.  The formation of flame in the 
swirl section is highly three-dimensional and is not 
modeled in the present study, even though, it is 
believed to have significant influence on the 
generation of certain PAH species.  These
assumptions forced the model to make use of the 
prescribed temperature profile as input condition.  
The temperature distribution for each case along the 
length of the straight section of the WSR is 
constructed from the measurements made in the swirl 
section.  A temperature drop of 100 K was assumed 
between the swirl and probe (150 mm) locations.  
Steady state calculations are performed for each case 
and the results are compared with the measurements 
in Figure 19.

The model predicts the CO concentration well, 
and over predicts the concentrations of stable species
such as CO2 (Figure 19A).  As the model proved to 
predict CO2 reasonably well in other systems such as 
burner-stabilized flames14, the discrepancy noted in 
the present work could be attributed to the 
assumptions made in for the WSR flow.  A good 
comparison between the predictions and 
measurements is obtained for benzene and 
acenaphthylene (Figure 19B).  Note, samples of 
benzene were extracted from the reactor in gas phase 
while that of acenaphthylene were obtained in solid 
phase.  On the other hand, the model seems to under 
predict the concentrations of heavier PAH species 
(Figure 19C).  It is known that the inception of PAH 
species starts in the low temperature (~1200 K) 
region on the fuel side.  Since the present model for 
WSR completely ignores the flame formation in the 
swirl section, prediction of lower amounts of PAH’s 
should be expected.
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Figure 19:  Predicted and Measured Species
concentrations for Ethylene-Air Mixtures (A) Major
species, (B) Benzene and Acenaphthylene, (C) 
Phenanthrene and Pyrene.

SUMMARY AND CONCLUSIONS

Experimental results from fuel-rich ethylene-air 
and ethylene-ethanol-air mixtures, where ethanol (5% 
of mixture) was used as a particulate reducing 
additive, were obtained using a WSR research 
combustor.

It was found that:

1. The PMCMS is capable of measuring 
particle size, particle distribution, and 
detailed chemical analysis of combustion 
products.

2. Particle count was reduced by 60% and peak 
particle size was reduced by 30% with 
ethanol addition to ethylene-air mixtures.

3. Large concentrations of benzene were found 
in the WSR, which increased linearly with 
increasing equivalence ratio.  The benzene 
concentration was independent of additive 
addition.

4. A maximum 40% decrease in smoke number 
was observed with ethanol addition, with the 
maximum reduction occuring at 2.3 < φ < 
2.6.

5. Carbon analysis of filter samples indicated
two distinct carbon burn-off peaks attributed 
to PAH and carbonaceous soot deposits.
These peaks shift in magnitude and 
temperature depending on the stoichiometry.

6. Pyrene was found to be a major PAH 
species, which correlates well with soot 
production.

7. These results suggest that pyrene, benzene 
and other PAH’s can be used to predict soot 
formation in modeling and simulation 
routines for more complex practical 
combustion systems.

FUTURE RESEARCH PLANS

The WSR has been modified with the capability to 
vaporize heavier-hydrocarbon fuels such as heptane, 
toluene and JP-8 jet fuel.  These pure compounds and 
practical fuels will be tested with various fuel 
additives to investigate soot mitigation processes.  
Long-term plans include the ability to predict soot 
formation in practical combustion systems by using 
detailed chemistry of soot precursors and the analysis 
of particle chemical content as a function of particle 
size. 
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Methods have been described for separating the sulfur content of aviation fuels into chemical
classes for identification and quantitation. These separation methods simplified the fuel matrix,
which allowed non-element-specific detection methods, such as mass spectrometry (MS), to be
used for sulfur detection. These matrix simplification methods also enhanced the ability of
element-specific detection methods, such as atomic emission detection (AED), to identify sulfur
species that are present in the fuel. Separation of a model fuel mixture, as well as several
representative aviation fuels, was performed using several different methods, including class-
specific chemical oxidation methods that used iodine and another that used hydrogen peroxide,
and a polarity-based separation that used a polar high-pressure liquid chromatography (HPLC)
column. Following separation, sulfur concentration was quantified into “reactive” and “non-
reactive” classes, on the basis of the ease of transformation of the species, using chemical oxidation
procedures, which also relates to the tendency for the species to undergo typical hydrodesul-
furization reactions with hydrogen. These two classes were broken down further, with sulfur
compounds being classified as thiol, sulfides and disulfides, thiophenes, benzothiophenes, or
dibenzothiophenes. The separation and identification methods proved to be robust and transfer-
able; the results from two independent laboratories were in good agreement. Sulfur in the jet
fuels tested in this study appeared mainly as thiols, sulfides, and disulfides, as determined by
gas chromotography-atomic emission detection (GC-AED), following the chemical oxidation
procedures. Of the refractory sulfur compounds, benzothiophenes comprised the majority, as
determined by GC-MS following the (HPLC) fractionations. Thiophenes and dibenzothiophenes
contributed minor amounts to the total concentration of refractory sulfur compounds. Two main
components of the benzothiophene class were identified to be 2,3-dimethyl benzothiophene and
2,3,7-trimethyl benzothiophene.

Introduction

The sulfur content of distillate fuels continues to come
under more stringent regulation by the U. S. Environ-
mental Protection Agency (EPA) and other environmen-
tal regulatory agencies worldwide. Of primary concern
is the sulfur poisoning of advanced automotive catalysts
that are used to reduce emissions of pollutant hydro-

carbons, carbon monoxide, and nitrogen oxides from
gasoline- and diesel-fueled vehicles. Sulfur emissions
from the combustion of a wide range of distillate fuels
also present environmental concerns, because they
contribute to acid rain.1-8 Tier II sulfur regulations

* Author to whom correspondence should be addressed. E-mail:
dlink@netl.doe.gov.
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mandate that sulfur levels in gasoline be reduced from
the current level of 300 ppm to 30 ppm by 2004, whereas
sulfur levels in on-road diesel fuel must be reduced from
500 ppm to 15 ppm by 2006.9-11

The next transportation fuel that may likely be
subjected to more-stringent sulfur regulations is avia-
tion fuel, which currently has a total sulfur limit of 3000
ppm. Anticipation of lower limits for sulfur in aviation
fuels has raised several concerns, with respect to how
the fuel will behave under the high stresses that the
fuel typically encounters, as well as the performance of
engines that are powered by this fuel. In advanced
aircraft that are used in military applications, jet fuel
is used as a heat-exchange fluid to cool the airframe,
engines, and avionics. Under the stress of high temper-
ature, jet fuel can form oxidative deposits as the fuel
thermally degrades. These carbonaceous deposits can
decrease fuel flow, which, in turn, can lead to severe
degradation of aircraft performance, loss of airframe
subsystems, and even catastrophic failure of jet engines.
Previous research has shown that the formation of
thermal deposits is greatly affected by the sulfur
concentration of the fuel.12-14 Other fuel characteristics,
such as lubricity and storage stability, are also dramati-
cally affected by the amount of sulfur in the fuel, in both
positive and negative ways.15

Simultaneous with jet engine development, the chemi-
cal composition of petroleum-derived jet fuels has been
studied in an attempt to understand how the chemical
composition of the fuel affects engine performance. As
a result of those studies, the formation of deposits in
jet fuels under thermal stress has been associated with
the presence of reactive sulfur species such as thiols,
sulfides, and disulfides. Just as deposit formation can
be attributed to certain classes of sulfur compounds, the
ease of removal of sulfur compounds from distillate fuels
is also class dependent. For example, under certain
conditions for hydrodesulfurization, the most reactive
and easiest-to-remove classes of sulfur compounds are
thiols, sulfides, and disulfides; compounds such as
substituted benzothiophenes and dibenzothiophenes are
more difficult to remove.1,3,6,16-18 Therefore, it may be
practical to alter fuel performance by targeting the
removal of certain classes of sulfur compounds.

Before conducting additional studies to link the
structure and reactivity of sulfur compounds in jet fuel,
methods must be developed for determining the con-
centrations of individual classes of sulfur compounds,

along with further identification of the individual
components that comprise these classes. The methods
must be robust enough to determine trace levels of
sulfur components within a large hydrocarbon matrix.
Although methods currently exist for measuring the
total sulfur and thiol/mercaptan sulfur concentration of
distillate fuels, routine methods for measuring the total
nonreactive and reactive sulfur species in those fuels
may be more informative. Although regulatory require-
ments only necessitate quantification of the total amount
of sulfur present, it is clear that speciated sulfur
information is necessary for a better understanding of
the fuel properties and performance characteristics.

The analysis of sulfur in aviation fuel and other
transportation fuels has been performed with both
specific and universal detectors. The use of gas chro-
matography (GC) with sulfur-specific detectors, such as
atomic emission detection (AED) and flame photometric
detection (FPD), as well as the Hall detector, is well
documented for isolation of individual sulfur compo-
nents in distillate fuels.1,7,19-23 Sulfur-specific detection
allows for simplification of the fuel chromatogram by
detection of only the hydrocarbons that contain sulfur.
However, assignment of the peaks in the sulfur chro-
matogram to individual sulfur-containing species is still
complicated and laborious, because it necessitates a
comparison of the retention times of hundreds of sulfur
compound peaks with those of known standards of
appropriate purity. If the matrix effects from the
hydrocarbon sample can be eliminated by other means,
it may be more convenient to use a universal detection
method, such as mass spectrometry (MS), to identify
unknown sample components.24,25 Separating the target
analytes from the matrix also may enhance the capa-
bilities of the other detectors.

Giddings26 and others involved in multidimensional
separations recognized that separation power need not
be limited to one technique. Liquid chromatography-
gas chromatography (LC-GC), supercritical fluid ex-
traction-gas chromatography (SFE-GC), and other
sample preparation techniques that are combined with
GC are appropriate and powerful applications of mul-
tidimensional separations.27 The work described herein
includes a preseparation procedure that uses high-
pressure liquid chromatography (HPLC) to isolate some
of the important sulfur-containing species in jet fuels
for mass spectral interpretation. The work also includes
other wet chemical methods for class-specific separation
and quantitation of sulfur species in jet fuels. The
recovery of sulfur compounds from these wet chemical(4) Ma, X.; Sakanishi, K.; Isoda, T.; Mochida, I. Fuel 1997, 76, 329-
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methods was explored, and potential losses of target
species during the oxidation steps were identified. In
addition, standards bracketing and the retention times
of standard sulfur compounds are used to identify the
major components of jet fuels, as measured by GC-
AED. The standards bracketing method allows a higher
degree of accuracy for class determinations than a
simple subtraction of “before and after” sulfur chro-
matograms. Simple subtraction of full chromatograms
would introduce significant errors in sulfur determina-
tions, because oxidized sulfur species that are not
completely removed by the chemical process would
appear in the chromatogram, which would bias the
results.

The advantages of these methods include the ability
to separate the sulfur components in a jet fuel (JP-8)
on the basis of structural class and/or ring number,
allowing both sulfur-specific and universal detection
methods to be used. The methods also allow the iden-
tification of several of the major individual sulfur
compounds within these classes. This work provides a
more comprehensive collection of methods for initially
elucidating the identity and concentration of sulfur
compounds that are present in jet fuel, to enable future
studies that will link the sulfur-compound structure to
fuel properties and reactivity.

Experimental Section

Samples. The samples used in this study were various Jet
A and Jet A-1 fuels that have undergone different degrees of
hydrotreatment. Therefore, the fuels are representative of jet
fuels that may be encountered under actual scenarios, with
sulfur concentrations ranging from high sulfur concentrations
(>1300 ppm) to lower sulfur concentrations (<400 ppm). A
standard reference materialsSRM 1616a, sulfur in kerosene
(NIST, Gaithersburg, MD)swas used to verify calibration.

A model mixture of sulfur compounds in fuel was prepared
by spiking known amounts of several pure sulfur-containing
compounds into a zero-sulfur kerosene. The mixture contained
thiols, sulfides, disulfides, thiophenes, and benzothiophenes
at a relatively low total sulfur level of ∼165 µg/mL (see Table
4, presented later in this work). A portion of this mixture was
diluted in zero-sulfur kerosene to yield a second standard that
had a total sulfur content of ∼83 µg/mL. These standard
mixtures were used to evaluate the completeness of removal
of the target species by the class-selective oxidation procedures.

Wet Chemical Class Separations. To characterize specific
classes of sulfur compounds in the fuel samples, a procedure
by Stumpf et al. was utilized.18 The method was slightly
modified to include retention indices, to distinguish the sulfur
classes. In this procedure, sulfur class type is determined by
oxidizing the reactive sulfur species, thiols, sulfides, and
disulfides, followed by analysis of the sulfur-containing com-
pounds by GC-AED. Thiols in the fuel are selectively oxidized
with iodine, and subsequent phase separation leaves the
original sulfides and thiophenic compounds untouched. Hy-
drogen peroxide selectively oxidizes the thiols, sulfides, and
disulfides to form sulfonic acids and sulfones, which are

removed by phase separation, leaving the thiophenic com-
pounds unreacted.

Briefly, for the iodine oxidation, 3 mL of each fuel was mixed
with 3 mL of iodine solution (0.32 g of I2 in 8 mL of acetone).
After periodic shaking for 10 min at room temperature, 2 mL
of sodium thiosulfate solution (0.8 g of Na2S2O3 in 10 mL of
0.05 M NaOH) was added. Phases were separated, and the
fuel layer was washed four times with 2-mL portions of 18
MΩ‚cm water. For the peroxide oxidation, 3 mL of 30% H2O2

was added to 3 mL of the fuel, along with 1 mL of acetic acid
and 1 mL of acetone. The mixture was maintained at 60 °C
for 1 h and was vigorously shaken periodically. Phases were
separated, and the fuel layer was washed four times with 2-mL
portions of 18 MΩ‚cm water. More specific procedural details
are available in the literature.18

Sulfur analyses of raw fuels and oxidized fractions were
conducted in two different laboratories. One laboratory used
a Hewlett-Packard model HP-5890 gas chromatograph that
was equipped with an auto-sampler (Agilent, model 7673 ALS)
that was coupled to an atomic emission detector (Agilent,
model 2350A). The other laboratory used an Agilent model
6890A gas chromatograph with an Agilent model 7683 ALS
auto-sampler, coupled to an Agilent model 2350A atomic
emission detector. The details for chromatographic separation
and emission detection are given in Table 1.

For instrument calibration, a three-component standard
mixture was prepared by dissolving three different sulfur
compounds, each at different concentrations, in sulfur-free
kerosene (Fisher Scientific). Portions of this three-component
mixture were further diluted with sulfur-free kerosene to
create two additional calibration mixtures. Each mixture was
injected, thus performing external calibration for a range of
nine different sulfur concentrations using only three injections.
This technique has been previously described and verified.28

All calibration mixtures, standard reference materials, and fuel
samples were injected and analyzed according to the details
given in Table 1.

Standards Bracketing Method. The retention informa-
tion gained from hydrocarbon standards was used to segment
the different sulfur-containing classes that are present in the
fuels. To determine their retention times, the following
bracketing standard compounds were injected into the GC-
AED system: benzene, naphthalene, phenanthrene, and chry-
sene. Conditions were as given in Table 1, except that, unlike
the sulfur analyses, the carbon 179 emission line was moni-
tored by AED to detect the elution of these standards.

HPLC Fractionation. The HPLC system (Agilent, model
1100) used a normal-phase cyano-column (Zorbax-CN, Agilent
Technologies), along with detectors for diode-array detection
(DAD) and refractive index detection (RID) used in series.
Experimental details for the HPLC fractionation procedure are
described in Table 2. Aviation fuels were first diluted to 100:1
in hexane and injected into the chromatographic system. Using
a mobile phase of n-hexane (Fisher Scientific), the complex
mixtures were separated into compound classes on the basis
of polarity. These compound classes were detected by DAD and
RID measurement at low concentrations for chromatographic
resolution. After retention times for the classes had been
established, subsequent separations were conducted by manual

(28) Link, D. D.; Baltrus, J. P.; Rothenberger, K. S.; Zandhuis, P.;
Striebich, R. C.; Minus, D. M. J. Chromatogr. Sci. 2002, 40, 500-504.

Table 1. Conditions Used for Sulfur-Specific Analysis of Class-Separated Samples by GC-AED

laboratory 1 laboratory 2

column DB-1701 (Supelco); 30 m, 0.32 mm i.d., 1.0 µm df;
14% cyanopropylphenyl, 86% dimethylpolysiloxane

Rtx-1 (Restek); 30 m, 0.32 mm i.d., 4.0 µm df;
100% dimethylpolysiloxane

inlet helium carrier, 17 psi head pressure (constant), 280 °C inlet temperature;1 µL injection volume, 20:1 split ratio
oven 40 °C for 1 min, 40 °C to 250 °C @ 2.0 °C/min

detector sulfur emission, 181 nm; transfer line, 280 °C
makeup gas, 100 mL/min; cavity temperature, 280 °C
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collection of fractions from more-concentrated samples (20:1
dilution) without using the RI detector, which had high dead
volume and caused significant peak dispersion.

The success of the fractionation was evaluated using the
raw collected samples in n-hexane. Samples were not concen-
trated by evaporation, because of the potential to lose a high
concentration of volatile alkyl benzenes in the aromatic
fraction of the sample. To determine which fractions contained
a majority of the sulfur compounds, portions of each of the
collected fractions were analyzed for sulfur content by GC-
AED. The “diaromatics” fraction (i.e., the fraction that con-
tained primarily substituted naphthalenes) was found to
contain the majority of sulfur compounds. A concentrated
sample of this fraction was subsequently prepared by perform-
ing 10 injections on the HPLC separation system, accumulat-
ing each target fraction, and finally concentrating the fraction
by solvent evaporation. Finally, a high-resolution GC-MS
system (Agilent Technologies, model 6890-5973) was used to
analyze concentrated collections of the “diaromatics” fraction
to determine structural information about the individual sulfur
compounds that were contained in the fuel. Conditions for the
high-resolution GC-MS analysis are shown in Table 2.

Identification by Comparison with Known Samples.
Raw jet fuel samples were analyzed by GC-AED (using the
Agilent Technologies model 6890 gas chromatograph, with the
Agilent Technologies model 7683 autosampler, coupled to an
Agilent Technologies model 2350A atomic emission detector)
and by GC-MS (using the Agilent Technologies model 6890
gas chromatograph and the Agilent Technologies model 5973
mass spectrometer). The study had, at its disposal, a supply
of more than 250 individual sulfur compounds. After a
preliminary evaluation of the class-separation results, it was
determined that the major individual sulfur-containing con-
stituents were benzothiophenes. Therefore, individual samples
of various benzothiophenes, covering many of the one-carbon-
(C1), two-carbon- (C2), and three-carbon-(C3) substituted
benzothiophenes, were chosen for comparison to the chromato-
grams of the jet fuel. In addition, several other compounds
within the thiophene and dibenzothiophene classes were
injected. A listing of many of the sulfur compounds injected

as part of this identification study is given in Table 3. These
standards were typically dissolved in a solvent such as
isooctane or toluene, at concentration levels in the range of
5-200 µg/mL. The retention times and detector response for
the pure compounds were compared to the retention times of
the sulfur components in the jet fuel chromatograms.

Analysis of Total Sulfur in Fuels. In addition to the
aforementioned methods for determining class-specific sulfur
concentrations, the total sulfur concentrations in selected fuels
were determined. Several analytical methods were used for
total sulfur determinations, including traditional analysis by
GC-AED, as well as “fast” GC-AED,28,29 and UV fluorescence
(using ASTM Method D5453) by an independent laboratory.30

Results and Discussion

Class Separation of Sulfur Compounds in Jet
Fuels. The sulfur components were placed in classes
based on a combination of their response to oxidation
reactions and a chromatographic peak bracketing rou-
tine. All the sulfur components that were oxidized by
iodine were classified as thiols. The components that
were not oxidized by iodine but were oxidized by
hydrogen peroxide were classified as sulfides or disul-
fides. This combined group of oxidizable components
was broadly designated as being “reactive” sulfur spe-
cies. The sulfur components that were not oxidized by
either iodine or hydrogen peroxide were classified as
either thiophenes, benzothiophenes, or dibenzothio-
phenes, and, as a group, these components were broadly
designated as being “nonreactive” sulfur species. Figure
1 compares the GC-AED sulfur chromatograms of a

(29) Link, D. D.; Baltrus, J. P.; Rothenberger, K. S.; Minus, D. K.;
Striebich, R. C. Presented at the Pittsburgh Conference on Analytical
Chemistry and Applied Spectroscopy, New Orleans, LA, 2002.

(30) Dahnke, K. F.; Maholland, L. S. Analysis of Fuels by ASTM
D5453, Report to DOE/NETL; Phillips Petroleum Co., Analytical
Sciences Group: Bartlesville, OK, 2002; p 2.

Table 2. Instrumental Conditions for HPLC Fractionations and GC-MS Analysis

HPLC separation conditions GC-MS analysis conditions

mobile phase n-hexane carrier gas He
column Zorbax-CN (Agilent), 4.6 mm × 15 cm column HP-1 (Agilent), 30 m × 0.25 mm i.d.
flow rate 0.5 mL/min film thickness 0.25 µm
temperature 25 °C injector 280 °C, splitless
fraction collection manual solvent delay 5.0 min
injection volume 40 µL oven 40 °C (2 min) to 280 °C (3 min) at 5 °C/min

Table 3. List of Organo-sulfur Compounds Injected as Part of the Study to Identify Sulfur Compounds by Matching
Retention Timesa

compound class thiophene benzothiophene dibenzothiophene

parent compound thiophene benzothiophene dibenzothiophene
alkyl constituent 3-methyl 2-methyl 3-methyl

3-methyl 2,4,6-trimethyl
2,3-dimethyl 1,2,3,4-tetrahydro
2,5-dimethyl 1,2,3,4,4a,4b-hexahydro
3,7-dimethyl
3,5-dimethyl
7-ethyl
2-ethyl
2,3,7-trimethyl
2,5,7-trimethyl
2-ethyl-7-methyl
2-ethyl-5-methyl
2-propyl
2,3,4,7-tetramethyl
2-ethyl-5,7-dimethyl
2-propyl-7-ethyl
2,7-diethyl

a Identified compounds are shown in italics.
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representative jet fuel sample with those of the iodine-
oxidized and hydrogen peroxide-oxidized fuel samples.

For quantification of individual classes of sulfur
species, the sulfur species were separated using seg-
mented regions of the AED chromatograms that were
based on the retention time of aromatic standards.
Benzene was defined as having a retention index of RI
) 1, naphthalene had a RI value of 2, phenanthrene
had a RI value of 3, and chrysene had a RI value of 4.
The concentration of thiols was determined by measur-
ing the concentration of sulfur species with RI values
of <1.88 units in the unreacted fuel, then subtracting
from that the concentration of sulfur species with
retention indices of <1.88 units in the iodine-oxidized
fuel sample. An RI value of 1.88 was chosen because
experimental results showed extraneous peaks in the

sulfur chromatogram of the iodine-oxidized samples that
eluted after this RI value. Prior studies showed that
thiols are the only species that were oxidized by iodine;
therefore, the reduction in sulfur species observed in the
iodine-oxidized fuel sample is attributed exclusively to
the loss of thiol species. Figure 2 shows the AED
chromatograms of the unreacted fuel and iodine-
oxidized fuel sample, expanded about the region of RI
) 1.88 units, to highlight the loss of thiol species. For
the jet fuels tested in this study, the concentrations of
thiols present were expected to be low; thus, the
differences between the sulfur response for the un-
treated fuel and that of the iodine-oxidized fraction are
slight.

Because thiols, sulfides, and disulfides are all oxidized
by hydrogen peroxide, subtracting the concentration of

Figure 1. GC-AED sulfur chromatograms of an untreated sample of a representative jet fuel, an iodine-oxidized sample of the
jet fuel, and a peroxide-oxidized sample of the jet fuel.

Figure 2. GC-AED sulfur chromatograms of the unreacted sample of jet fuel and the iodine-oxidized sample.
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sulfur species with an RI value of <2.54 units in the
hydrogen peroxide-oxidized fuel sample from the con-
centration of sulfur species within the same RI range
in the unreacted fuel gave the combined concentration
of the “reactive” sulfur species. To determine the
concentration of the sulfide and disulfide fraction, the
concentration of thiols, which was determined by the
iodine oxidation, was subtracted from the concentration
of “reactive” sulfur. The resulting concentration was
classified as that of the sulfide and disulfide species.
Figure 3 shows the AED chromatograms of the un-
reacted fuel and the hydrogen peroxide-oxidized fuel
sample, expanded about the region of RI ) 2.54 units,
to highlight the loss of thiol, sulfide, and disulfide
species. The large difference in sulfur response il-
lustrates the large concentration of “reactive” sulfur
compounds contained in this fuel.

The concentration of thiophenes was determined by
measuring the combined concentration of sulfur species
in the hydrogen peroxide-oxidized fuels with an RI value
of <2.00 units, because thiophenes were the only sulfur
species in this RI range that remained following hydro-
gen peroxide oxidation. The concentration of ben-
zothiophenes was determined by measuring the com-
bined concentration of sulfur species in the hydrogen
peroxide-oxidized fuels with RI values of >2.00 units
and <2.66 units. The concentration of dibenzothiophenes
was determined by measuring the combined concentra-
tion of sulfur species in the unreacted fuel with RI
values of >2.66 units and <3.54 units. The unreacted
fuel chromatogram was used for dibenzothiophene
quantitation, because the oxidized samples contain
transformed sulfur species, such as sulfoxides and
sulfones, which elute later in the chromatogram of
oxidized fuels and could produce artificially high results
for the dibenzothiophene concentration. Although oxi-
dized sulfur species may be present in fuel, this peak
bracketing routine may not be appropriate for their
trace-level determination. These polar species would
likely be partially removed by partitioning into the

aqueous oxidation solutions. Any remaining oxidized
sulfur species would elute at retention times that
correspond to benzothiophenes and dibenzothiophenes;
however, their emission would be masked by the emis-
sion from the benzothiophenes and dibenzothiophenes,
which would likely be present at much-higher concen-
trations.

To determine the transferability of the oxidation and
peak grouping routine, the method was tested by a
second laboratory using a different column for GC
separation (as shown in Table 1). Because the separa-
tion was altered, retention times that correspond to the
chosen RI values needed to be determined for the
different column. To transfer the RI values to different
separation conditions, retention times that corresponded
to the specified RI values were determined. The bracket
time was calculated according to the following equation:

where rtbracket is the desired retention time being
calculated, rtprevRI the retention time for the aromatic
bracket standard that elutes prior to the desired reten-
tion index, rtnextRI the retention time for the aromatic
bracket standard that elutes after the desired retention
index, RIbracket the desired retention index, and RIprev
the retention index for the aromatic bracket standard
that elutes prior to the desired retention index. For the
model DB-1701 column, benzene eluted at 4.0 min,
whereas naphthalene eluted at 40.1 min; therefore, a
bracket RI value of 1.88 corresponded to a retention
time of 35.8 min. For the model Rtx-1 column, benzene
and naphthalene eluted at 9.7 and 53.1 min, respec-
tively; therefore, a retention time of 47.9 min cor-
responded to a bracket RI value of 1.88.

Spiked Sulfur Mixture Study. Jet fuels typically
contain low levels of thiol species; thus, it was difficult
to establish the effectiveness of the method for removal
of this particular species. Therefore, a model fuel

Figure 3. GC-AED sulfur chromatograms of the unreacted sample of jet fuel and the hydrogen peroxide-oxidized sample.

rtbracket - rtprevRI

rtnextRI - rtprevRI
) RIbracket - RIprev
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mixture was prepared to test the ability of the method
to selectively remove target classes of sulfur species at
two different sulfur concentration levels. Using this
model mixture, analytical parameters such as efficiency
of removal, selectivity of oxidation, and sensitivity of
the determination could be evaluated. Table 4 contains
data regarding the removal and recovery of certain
target fractions. Note the complete removal of thiols
following the iodine oxidation procedure, as well as the
complete removal of thiols, sulfides, and disulfides by
the hydrogen peroxide oxidation procedure.

In addition to quantitative data, chromatographic
evidence for the effectiveness of the oxidation procedure
is shown in Figure 4. This figure shows the sulfur
chromatogram for the original model fuel mixture, as
well as those of the iodine-oxidized fuel mixture and the
peroxide-oxidized fuel mixture. Complete removal of the
three thiols was demonstrated by the iodine oxidation
procedure, whereas other species remained in the
mixture. For the peroxide-oxidized fraction, complete
removal of thiols, sulfides, and disulfides was achieved,
without the removal of thiophenes or benzothiophenes.
It is important to note that the spiked thiol species
appear at much shorter retention times than the region

where a response to sulfur emission is observed for
samples of jet fuel that have been tested (shown in
Figure 1). This observation indicates that these jet fuels
do not contain significant quantities of thiols. Moreover,
the overlay shows the rationale for choosing the end-
point for thiol elution at a RI value of 1.88. The iodine
oxidation procedure converts thiols to more-polar sulfur
compounds that elute after a RI value of 1.88. These
compounds apparently are not completely removed via
phase separation and washing. To minimize the intro-
duction of positive bias, these extraneous peaks that
result from the iodine oxidation procedure are excluded
from the region of thiol quantification.

There were slight losses of thiophenes and ben-
zothiophenes, as a result of the oxidation procedures.
Although the magnitude of the losses is relatively small,
they are repeatable. These losses may occur as a result
of the processing of solutions during the oxidation
procedure, because thiophenes and benzothiophenes are
adsorptive and could be lost at each sample transfer
step.31 Loss of these species because of volatilization is

(31) Striebich, R. C.; Rubey, W. A.; Anderson, S. D. Prepr.sAm.
Chem. Soc., Div. Pet. Chem. 1994, 39, 64-66.

Table 4. Recovery of Spiked Analytes from the Selective Oxidation of a Model Jet-Fuel Mixture

compound class
original

concentrationa
I2-oxidized

concentration
percent
recovery

H2O2-oxidized
concentration

percent
recovery

Fuel Containing 165.7 µg Total Sulfur/mL
thiol 52.7 ( 0.32 ndb ndb

sulfide/disulfide 69.1 ( 0.41 60.6 ( 0.26 87.7 ( 0.65 ndb

thiophene 17.1 ( 0.11 15.9 ( 0.09 93.5 ( 0.81 15.5 ( 0.12 90.6 ( 0.91
benzothiophene 26.8 ( 0.44 31.0 ( 0.12 115 ( 1.9 23.8 ( 0.08 89.0 ( 1.5

Fuel Containing 83.6 µg Total Sulfur/mL
thiol 26.4 ( 0.25 ndb ndb

sulfide/disulfide 34.4 ( 0.31 29.6 ( 0.12 85.9 ( 0.85 ndb

thiophene 8.69 ( 0.103 8.05 ( 0.012 92.7 ( 1.1 7.73 ( 0.039 88.9 ( 1.1
benzothiophene 14.1 ( 0.04 16.0 ( 0.05 113 ( 0.5 11.8 ( 0.10 83.6 ( 0.75

a Concentrations expressed as µg sulfur/mL ( standard deviation; n g 2. b nd indicates that the species concentration was not detected,
because of complete removal of the chromatographic peak of the target species.

Figure 4. Sulfur chromatograms for the analysis of a model compound mixture, an iodine-oxidized sample, and a peroxide-
oxidized sample, illustrating the removal of target classes by each oxidation procedure. Peak identities are as follows: 1, 1-propane
thiol; 2, ethyl methyl sulfide; 3, 2-methyl-1-propane thiol; 4, diethyl sulfide; 5, 1-butane thiol; 6, methyl disulfide; 7, 3-methyl
thiophene; 8, benzothiophene; and 9, 5-methyl benzothiophene.
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also possible, especially when working with solutions
at elevated temperatures, as in the hydrogen peroxide
oxidation procedure. Further evidence that the losses
are physical in nature is the absence of additional peaks
in the target region of the sulfur chromatogram of the
peroxide-oxidized mixture, indicating that additional
sulfur species are not created during the oxidation
procedure. The evaluation of the spiked mixture allowed
us to conclude that the published method quantitatively
removes the target species but may be susceptible to a
slight loss of supposedly unreacted species. To our
knowledge, this is the first time that the occurrence of
losses using the published procedure18 have been identi-
fied and quantified.

Table 5a shows a listing of the results for sulfur class
separation and quantification for several representative
fuels using the method that has been described. Table
5b compares the results obtained for total sulfur con-
centration by summing the fractions, as well as results
of direct analysis of the untreated fuel by alternative
methods. As the tables show, the summed results for
the class-selective determinations are in agreement with
the results for total sulfur concentration as determined
by several different analytical techniques, showing good
performance for the class-selective determinations. As
mentioned previously, concentrations of thiols in hy-
drotreated fuels are expected to be low, so determina-
tions using this method are more difficult as the level
of thiols decreases. Regardless, note that consistent
results are achieved for class determinations for inde-
pendent laboratories using different chromatographic
equipment, demonstrating that the selective oxidation
and peak bracketing routine is transferable to different
laboratories, using different chromatographic separation
procedures.

Some interesting trends can be observed from the
class-specific determinations. In all the fuels tested, the
thiols, sulfides, and disulfides contribute more than 50%
of the total sulfur concentration. This contribution

seems to be independent of the total sulfur concentra-
tion of the fuel, because the fuel with the lowest sulfur
concentration (sample 2926, with a total sulfur concen-
tration of ∼400 ppm) and the fuel with the highest
sulfur concentration (sample 2959, with a total sulfur
concentration of ∼1300 ppm) both were composed of
more than 60% thiols, sulfides, and disulfides. For the
refractory sulfur compounds, the benzothiophene frac-
tion was the majority, followed by dibenzothiophene,
with thiophenes contributing less than 5% of the total
sulfur in each jet fuel that was tested.

HPLC Class Fractionation. For additional specia-
tion of the sulfur content in the fuel, the HPLC
fractionation procedure isolated the fuel sample into the
following different structural classes: saturates, single-
ring compounds, double-ring compounds, and triple-ring
compounds.32 Ordinarily, the fuel matrix is too complex
to use a nonselective detector, such as a mass spectrom-
eter, to obtain good spectra for sulfur compounds.
However, fractionation of the fuel into structural classes
simplifies the matrix and allows GC-MS to be used as
an effective tool for the detection and identification of
various sulfur compounds in each fraction of the fuel.

The response of a refractive index detector was used
to monitor the polarity separation of the compound
classes in a typical kerosene-cut aviation fuel. The
normal-phase HPLC separation proved to be a fast (<10
min) and convenient way to fractionate the sample of
interest primarily into saturates, aromatics, and diaro-
matics fractions. GC-MS was used to confirm the initial
measurements of the RID value and to evaluate the
ability of the fractionation procedure to separate the
desired fractions from each other accurately. The chro-
matogram for the neat fuel and the chromatograms for
the saturates, aromatics, and diaromatics fractions are
shown in Figure 5a, b, c, and d, respectively. Note that

(32) Striebich, R. C.; Rubey, W. A.; Klosterman, J. R.; Balster, L.
M. T. Presented at the 23rd International Symposium on Capillary
Chromatography and Electrophoresis, Las Vegas, NV, 2001.

Table 5a. Concentration of Sulfur,a As Determined by Sulfur Class-Separation Procedure by Independent Laboratories
for Several Representative Jet Fuels

sample thiols
thiols, sulfides,
and disulfides thiophenes benzothiophenes dibenzothiophenes

2827 Lab 1 19.2 ( 22.4 382 ( 46 6.4 ( 0.1 123 ( 26 56.8 ( 19.2
Lab 2 2.0 ( 4.0 320 ( 12 12.8 ( 4.0 110 ( 5 118 ( 5

2926 Lab 1 3.2 ( 13 300 ( 28 ndb 46.4 ( 3.2 33.6 ( 6.4
Lab 2 2.4 ( 2.1 236 ( 7 6.3 ( 2.1 58.9 ( 4.6 84.1 ( 2.9

2959 Lab 1 6.4 ( 14.4 832 ( 64 21.6 ( 4.8 422 ( 46 37.6 ( 1.6
Lab 2 7.6 ( 10.0 793 ( 31 23.9 ( 1.0 513 ( 2.0 74.0 ( 2.2

3084 Lab 1 0.1 ( 9.6 343 ( 27 4.8 ( 1.6 114 ( 16 57.6 ( 4.0
Lab 2 1.34 ( 5.84 323 ( 15 10.4 ( 2.5 124 ( 4 98.6 ( 2.1

3166 Lab 1 ndb 402 ( 34 8.0 ( 1.6 163 ( 2 55.2 ( 5.6
Lab 2 1.14 ( 3.40 360 ( 8 14.2 ( 0.1 178 ( 2 97.4 ( 1.5

a Concentrations expressed as µg sulfur/mL ( standard deviation; n g 2. b nd indicates that the presence of this analyte was not
detected using this method.

Table 5b. Total Concentrationa of Sulfur in Fuels, Determined by Summation of Class Fractions, GC-AED Analysis of
Untreated Fuel, and UV Fluorescence

Sum of Fractions GC-AED of Untreated Fuel
sample Lab 1 Lab 2 Lab 1 Lab 2

UV fluorescence
of untreated fuel

2827 588 ( 60 560 ( 14 514 ( 6 667 ( 18 640 ( 10
2926 383 ( 32 385 ( 9 425 ( 28 465 ( 9 392 ( 8
2959 1319 ( 81 1404 ( 32 1307 ( 62 1428 ( 38 1307 ( 7
3084 519 ( 33 556 ( 16 559 ( 15 598 ( 17 543 ( 1
3166 626 ( 38 651 ( 8 673 ( 27 703 ( 10 652 ( 5

a Concentrations expressed as µg sulfur/mL ( standard deviation; n g 2.
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the figures are presented on dramatically different
scales. Had identical scales been used, the chromato-
grams for the aromatic and diaromatic fractions would
be obscured, because the saturates fraction comprises
more than 75% of the fuel.

Carryover among the fractions was not observed, even
between the saturates fraction and the aromatics frac-
tion, even though the saturates fraction comprises more
than 75% of the fuel matrix. Additional evidence for the
robustness of the fractionation method is provided by
the appearance of saturated dicycloalkanes (decalins)
in the saturates fraction, whereas the unsaturated
cycloalkanes (tetralins) were identified in the aromatics
fraction. Further characterization of the fractions showed
that the aromatic fraction consisted of C2- through C7-
substituted benzenes primarily, whereas the diaromat-
ics fraction contained naphthalene and C1- through C3-
substituted naphthalenes. The polarity-sensitive normal

phase fractionation procedure was determined to have
separated the classes of compounds in the fuel correctly.

To determine which of the fuel fractions contained the
highest concentration of sulfur compounds, each fraction
from a high-sulfur jet fuel was analyzed for sulfur via
GC-AED. This sulfur-specific detector responds only to
the sulfur compounds in the fuels, thus allowing deter-
mination of the distribution of sulfur-containing com-
pounds among the HPLC-fractionated samples. The
sulfur-specific chromatograms for each of these fractions
are shown in Figure 6.

GC-MS scans were performed on the fractionated
fuels, and then extracted ion chromatographs were
obtained from the scans. Even though hydrocarbon
species still comprised a majority of the fractionated
matrixes, the fractionation procedure simplified the
matrix enough to identify sulfur-containing species. A
majority of the sulfur-containing compounds were present

Figure 5. GC-MS chromatograms of (a) the raw fuel, (b) the HPLC fractionated saturates, (c) mono-aromatics, and (d) di-
aromatics.
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in the diaromatics fraction, as shown in Figure 6. Using
masses that are indicative of specific groups of sulfur-
containing compounds, group-specific identifications

were made within each fractionated sample. This is
shown in Figure 7, which identifies most of these sulfur
compounds in the diaromatics fraction as alkyl-substi-

Figure 6. GC-AED sulfur chromatograms of the saturates, the aromatics, and the diaromatics following fractionation of the jet
fuel by HPLC. All the extracted chromatograms are on the same scale.

Figure 7. GC-MS analysis and identification of the sulfur components of the two-ring fraction of the jet fuel, as isolated by the
HPLC fractionation procedure.
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tuted benzothiophenes. The fractionation step has the
advantage of cleaning up the matrix prior to analysis,
which allows for more-definitive identification of the
trace amounts of sulfur-containing compounds in the
bulk hydrocarbon matrix by mass spectrometric detec-
tion.

Identification of Individual Sulfur Constituents.
Following the intensive separation of classes of sulfur
compounds in the fuels, it was our goal to identify the
individual compounds that comprised a majority of the
classes. To do this, GC-AED sulfur chromatograms for
jet fuels were compared to the results for solutions that
contained a single sulfur compound. Identifications
using this method were based on retention time match-
ing. The major constituents of the alkyl-benzothiophene
structures (C1, C2, and C3), and the major diben-
zothiophene, were identified. Figure 8 shows the sulfur
chromatogram of a representative jet fuel sample, as
well as those of several components that were identified
in the fuel: 2,3-dimethylbenzothiophene, 2,3,7-trimeth-
ylbenzothiophene, and dibenzothiophene. These iden-
tifications agree with other reports of sulfur compounds
that are present in other fractions of hydrotreated
fuels.4,5,22,33

Conclusions

This work has demonstrated effective techniques for
separating aviation fuels into class-specific fractions to
simplify the analysis of sulfur in the fuel and to quantify
the reactive and nonreactive sulfur species in the fuel.
Using these methods, fuels have been separated on the
basis of the reactivity of the sulfur class, and on the
basis of polarity and ring structure. The separation
methods allowed a non-element-specific detection tech-

nique to be used, despite a large amount of matrix
interference from the fuel. In addition, the separation
methods increased the effectiveness of sulfur-specific
methods such as gas chromatography-atomic emission
detection (GC-AED).

Of the suite of sulfur-containing compounds in fuels,
the thiols, sulfides, and disulfides are most reactive and
were quantified by oxidation with either iodine or
hydrogen peroxide, followed by the subtraction of brack-
eted regions of sulfur-specific chromatograms of the
original fuel and the oxidized fuel. The least-reactive
compoundssthe thiophenes, benzothiophenes, and
dibenzothiophenesswere also quantified by this brack-
eting and subtraction technique. However, the potential
for losses of these compounds has been identified. The
fuels tested in this study showed that reactive sulfur
accounts for more than half of the sulfur concentration,
which suggests that even a simple oxidation with
hydrogen peroxide may greatly improve the fuel char-
acteristics.

Using a high-pressure liquid chromatography frac-
tionation technique, non-element-specific detection was
used to establish that the class of fuel that contains the
majority of sulfur is the diaromatics portion. Within this
portion, sulfur exists primarily as alkyl-benzothiophenes,
as determined by gas chromatography-mass spectros-
copy, with individual contributors that are identified by
GC-AED as being 2,3-dimethylbenzothiophene, 2,3,7-
trimethylbenzothiophene, and dibenzothiophene.

Acknowledgment. Reference in this paper to any
specific commercial product, process, or service is to
facilitate understanding and does not necessarily imply
its endorsement or favoring by the United States
Department of Energy.
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(33) Ma, X.; Sakanishi, K.; Mochida, I. Ind. Eng. Chem. Res. 1996,

35, 2487-2494.

Figure 8. GC-AED sulfur chromatograms showing the identification of several sulfur-containing compounds in jet fuel by
retention time matching.

1302 Energy & Fuels, Vol. 17, No. 5, 2003 Link et al.

266



X. Thermal Decomposition of High Energy Density Materials at High Pressure and 
Temperature 

267



Thermal decomposition of high-energy density
materials at high pressure and temperature

R.C. Striebich a,*, J. Lawrence b,1

a University of Dayton Research Institute (UDRI), KL102, 300 College Park, Dayton, OH 45469-0132,

USA
b AFRL/PRTG, Propulsion and Power Directorate, Air Force Research Laboratory, 1790 Loop Road N.,

Wright-Patterson Air Force Base, OH 45433-7103, USA

Received 19 September 2002; accepted 5 November 2002

Abstract

High-energy density materials (HEDMs) are being investigated for use as propellants in

rocket, air-breathing, and combined-cycle applications. These types of materials may be

attractive alternatives to conventional propellants because of their high heat of combustion,

density, and high strain energy. Because advanced propulsion systems may operate at very

high pressure and temperature (�/25 atm and temperatures exceeding 500 8C), the thermal

decomposition of individual HEDMs is of interest to future fuel system designers. A

laboratory-scale flow reactor was used to subject small amounts (approximately 1 ml) of

deoxygenated HEDM to controlled conditions of temperature and residence-time-at-

temperature at constant pressure (34 atm) in the liquid or supercritical phase. The reactor

was 316 stainless steel HPLC tubing. Using an in-line analytical system, as well as off-line

chromatographic analysis of products, the thermal stability of the parent material, as well as

the thermal fragmentation products of each HEDM was measured. Some of the candidate

materials tested (dimethyl-2-azidoethylamine (DAMEZ), quadricyclane, and bicyclopropyli-

dene (BCP)) showed only marginal thermal stability with major decomposition occurring

before 400 8C (�/3 s residence time). Other candidate materials (JP-10, RP-1, RG-1, RJ-6,

and RJ-7) showed excellent thermal stability: little decomposition even at 600 8C. Results

show the pyrolytic stability of candidate materials relative to each other, and provided insights

to the mechanisms of thermal decomposition for specific fuel candidates.
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1. Introduction

The US Air Force recently has begun to focus more attention on operating in

space. As space missions continue to become more and more ambitious, the costs

associated with space access must decrease. One way to reduce the infrastructure and

expense needed to access space is to replace conventional rocket technology with

high-speed aircraft technology. As one form of a reusable launch vehicle (RLV),

high-speed aircraft may provide a cost-effective alternative for space missions. In this

scenario, there is great interest in developing advanced propellants to be used in

either dual-stage-to-orbit applications or combined-cycle applications of an RLV.

Aircraft propellants, still the primary coolant of choice, will be thermally stressed

like never before to cool the outer skin of the vehicle, which heats as it travels at

supersonic speeds. Avionic devices and engines also need to be cooled by the fuel as

they also generate significant amounts of heat [1]. Thus, it is important for the

propellants not to degrade as they are used in this cooling role.

As space access continues to evolve, propellant research has become an ‘‘enabling’’

technology [2]. There is significant interest in developing high-energy density

materials (HEDMs), such as strained hydrocarbon fuels, to replace conventional

hydrocarbon rocket fuels (RP-1, i.e., ‘‘rocket propulsion-1’’) and aircraft fuels (JP-8,

i.e., ‘‘jet propulsion-8’’) in order to provide improved payload mass and gross

takeoff mass [2,3]. HEDMs may include both materials that are compacted due to

their bond strain in addition to materials which are dense because of their specific

gravity. The strained hydrocarbon fuels have high heat of combustion and densities

compared with JP-10 (a current missile fuel) and can readily be incorporated into

very high-speed applications with high energy requirements. One significant hurdle

for hydrocarbon fuels in high-speed applications is that these fuels may be used to

regeneratively cool system structures; unfortunately, candidate HEDMs may or may

not be thermally stable at these temperatures and pressures. Currently, most aircraft

and hydrocarbon rocket systems such as Atlas II, Atlas III, and Delta II use

regenerative-cooled systems.

Another way to increase the performance of hydrocarbon-fueled rockets is to

increase the combustion pressure; however, increased pressure results in an increase

in the wall heat flux. The coolant, which in most cases is the fuel, must be able to

adsorb the additional heat load due to an increase in pressure. However, regenerative

cooling is only effective when the coolant temperature remains below its thermal

decomposition or ‘‘coking’’ temperature. Commonly used materials, such as stainless

steel or nickel, have wall-temperature limitations of approximately 870 8C. The

maximum wall temperature allowed with the current rocket fuel RP-1 is approxi-

mately 450 8C. Energetic materials that degrade at temperatures below 450 8C may

be less capable of effective cooling of surfaces and may also provide fuel system
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control issues upon delivery to the combustor. Lowering the combustion pressure to

accommodate materials with a low coking temperature will lower the efficiency and

performance of the craft. Also, future high-speed rockets and aircraft have higher

performance and temperature goals than current systems and may need an

alternative coolant.

This contribution describes a laboratory study to investigate the thermal

degradation of HEDMs under controlled conditions of temperature, pressure, and
residence time. In addition, product formation from the decomposition of HEDMs

was investigated to provide insight as to the mechanism of decomposition, as well as

to understand the composition of the ultimate fuel to be delivered to the combustor

for propulsion.

2. Experimental

2.1. Materials investigated

In this work, several HEDMs were examined including current high-density

missile fuels, thermally stable aircraft fuels, conventional rocket fuels, and candidate

materials not currently in use. The chemical structures of the pure compounds and

complex mixtures are provided (see Table 1), as well as their corresponding densities

and specific impulse (Isp) values. Isp is defined as the thrust per mass flow rate of

Table 1

HEDMs: structure and properties
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propellant at the nozzle. Small increases in Isp value correspond to increases in the

amount of payload a vehicle will be able to deliver to orbit.

2.2. Experimental apparatus

The system for thermal diagnostic studies (STDS) is a well-characterized flow

system for studying the thermal degradation of materials in the gaseous or
condensed phases [4,5]. Only small amounts of reactants are required, making this

technique ideal for screening the thermal stability of novel, synthesized, toxic, or

expensive fuel candidates. A schematic view of the system is shown in Fig. 1. An 83.8

cm length of stainless steel liquid chromatography tubing (Alltech Associates, 0.254

mm ID) is enclosed in an independently controlled high-temperature furnace. This

furnace is surrounded by a gas chromatograph (Hewlett Packard 5890A), which acts

as a preheater and effluent transfer line heater. The system operates at 500 psig in

order to maintain liquid phase or supercritical (single phase) conditions. Removal of

Fig. 1. Schematic view of the reactor system used for thermal decomposition studies of rocket fuel

candidates.
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dissolved oxygen suppresses thermal�/oxidative reactions in favor of strictly

pyrolytic degradation. A solvent degasser (Uniflows DG3310) removes any dissolved

oxygen (B/1 ppm) from the reactant liquid stream. A high-pressure pump (SSI, Inc.)

is used to deliver the liquid reactant at 0.5 ml min�1 through the HPLC tubing

reactor. While the liquid flow is deoxygenated, high-pressure argon flows through

the reactor. A high-pressure switching valve injects the liquid into the reactor and

diverts the argon flow to vent. Once steady-state liquid flow is established, a liquid

effluent sample is collected and analyzed off-line. Another high-pressure sampling

valve injects the liquid directly into a GC via a sample loop and heated transfer line

for online analysis. A 0.32 mm ID GasPro GSC (Astec Separation Technologies,

Inc.) ‘‘Porous-Layer Open Tubular’’ (PLOT) column was used to perform the

separation of C1�/C8 components of the liquid stream using a flame ionization

detector. A 0.25 mm ID DB-5 (J & W Scientific) capillary column in conjunction

with a mass selective detector (Hewlett Packard 5970B) was used to identify heavier

components than C8.

Off-line effluent analysis was performed in addition to the on-line analysis so that

more directed and specific analyses were possible (e.g., trace analysis of products). A

gas chromatography�/mass spectrometry (GC�/MS) method (Hewlett Packard 5971)

was used to evaluate the levels of thermal degradation of the reactants and the

concentration of products. In these analyses, a HP-1 (Hewlett Packard) 25 m, 0.25

mm in internal diameter, 0.5 mm in film thickness column was used in conjunction

with an autosampler. The oven temperature was held at 50 8C for 3 min followed by

a 5 8C min�1 ramp to a final temperature of 280 8C, which was held for 5 min. A

scanning rate of 1.6 scans s�1 was established to scan a mass range 12�/350 amu. A

split flow of 50 ml min�1 was used to determine the percent of the parent compound

remaining after stressing. Analysis of trace product formation was performed with

lower split flows.

Prior to thermal stressing, all HEDMs were diluted by a factor of 100:1 in normal

dodecane with the exception of bicyclopropylidene (BCP), which was diluted in

toluene due to its insolubility in dodecane. Dilution was necessary because some of

the materials were selectively synthesized and only available in small quantities.

Also, the unknown toxicity of these materials and their decomposition products

made dilution a safer alternative than reacting with pure components. Normal

dodecane, however, is a hydrocarbon found in both RP-1 and RG-1. Therefore, RP-

1 and RG-1 were diluted in octane to allow for a more accurate assessment of parent

compound decomposition.

Thermal degradation of each material was analyzed at furnace temperatures

between 100 and 600 8C. The preheater oven was held constant at 100 8C for a

furnace temperature of 100 8C, and 200 8C for furnace temperatures above 200 8C.

Near isothermal conditions were obtained for at least 67% of the reactor with reactor

residence times between 1 and 5 s. Heat transfer and fluid-mechanical modeling of

temperature and flow profiles in the reactor were conducted [6]. The flow rate of

liquid was held constant at 0.5 ml min�1 through the reactor, which resulted in the

residence time changes as a function of temperature.
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Residence times for each solvent were calculated by assuming a constant heat flux

across the tube [6]. A finite difference method was used to calculate the temperature

of the fuel at 1 in. intervals for the initial one-third of the reactor tube length. Once

the temperature of the fuel was calculated, a corresponding residence time was

obtained for each section based on the density, mass flow rate, and the cross-

sectional area of the tube. The last two-third of the tube was assumed to be

isothermal and one residence time was obtained for that section. The temperature
profile along the reactor tube was verified by computation modeling. Cumulative

residence times were calculated for each solvent at each reactor temperature and are

provided in Table 2.

3. Results and discussion

In the following sections, the thermal degradation of the parent compound BCP is

discussed as an example of this thermal decomposition methodology, followed by

inter-comparisons of all the parent compound decomposition profiles and their

respective decomposition pathways.

3.1. Thermal decomposition of BCP

The thermal decomposition results for BCP are of interest to rocket system

designers because of BCP’s high strain energy and high Isp value. BCP was subjected

to increasing temperatures to develop a thermal decomposition profile under

condensed phase pyrolysis conditions. The concentration of the parent material

was measured with effectively no change in the dodecane solvent concentration. BCP

was observed to be moderately stable with less than 20% decomposition occurring
below 300 8C. However, at 400 8C, only 3% of BCP was left remaining. Fig. 2 shows

the chromatograms associated with these experiments. As the parent material

degraded, decomposition products are formed and increased the concentration as

the parent compound decomposes and the temperature is raised. Fig. 3 shows the

thermal decomposition profile of the BCP under condensed phase pyrolysis

Table 2

Residence time calculations

Temperature ( 8C) Residence time (s)

Dodecane Toluene Octane

100 4.75 4.72 4.68

200 4.27 4.16 4.07

300 3.71 3.25 3.09

400 2.89 1.06 1.45

500 1.67 0.88 1.14

600 1.33 0.78 0.96
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conditions. There was an apparent change in the rate of decomposition of BCP after

400 8C which may be due to the formation of more stable isomers of BCP with

similar mass spectral patterns and retention times by GC�/MS. In addition, the

changing rate of decomposition may be due to the shorter residence time at higher

temperature (see Table 2) since these experiments were not operated at constant

residence time.
Although strained ring compounds may provide increases in energy content for

combustion, it may not be desirable to thermally decompose the strained rings until

the material is introduced to the combustion system. The strained energy may be lost

in heating the fuel delivery system rather than in the combustor, where the additional

energy could be harnessed to propel the vehicle. In the case of BCP, the data here

indicate that if temperatures above 300 8C and 3 s residence time are reached in the

fuel system, thermal decomposition may occur, changing significantly the physical

and chemical properties of the coolant/propellant in the fuel system. Thus, it is

Fig. 2. Chromatographic representation of pyrolytic degradation of BCP and formation of products at

increasing temperature.

Fig. 3. Thermal decomposition profile for the pyrolysis of BCP at 500 psig for temperatures between 100

and 600 8C.
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important to understand the thermal decomposition of a rocket fuel candidate with

regard to its time�/temperature history within a fuel system. It may be desirable to

know the thermal decomposition temperature accurately, so that thermal manage-

ment settings for maximum recycle temperatures and residence times may be tuned

for particular fuels and high-energy candidates.

3.2. Thermal decomposition of other HEDMs

Other HEDMs can be classified in terms of their parent stability, relative to each

other as shown in Fig. 4. Clearly, the strained ring compounds such as BCP, AFRL-

1, and quadricyclane (with or without the additive) have low decomposition

temperatures compared with some of the other more stable compounds such as

JP-10 (Fig. 4). The cycloparaffinic materials such as JP-10, RP-1, RG-1, RJ-6, and

RJ-7 (Fig. 5) have higher thermal stability than the strained hydrocarbons, with no

appreciable decomposition even at 600 8C. Complex mixtures were evaluated by
summing the major parent compounds to determine the stability. JP-10 has been

shown to be particularly stable even in the gas phase [7].

By examining the shape of the decomposition profiles, HEDMs can be ranked

according to their inherent thermal decomposition limits. AFRL-1, a proprietary

chemical, and 1,7-octadi-yne are relatively unstable as compared to the current

missile and rocket fuels. However, both thermal decomposition temperatures are

300 8C higher than quadricyclane. The Russian coolant, composed of mostly

octane, also exhibits much higher thermal stability over the strained ring
compounds. JP-10 and RP-1 exhibited the highest thermal stability of all the

materials tested. RG-1 is very similar to RP-1 but contains none of the stable short-

Fig. 4. Thermal decomposition of relatively unstable HEDMs at high pressure and temperature.
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chain alkyl-aromatics; therefore, one would suspect that RG-1 would be slightly less

stable than RP-1 which seems to be the case according to Fig. 5. RJ-6 and RJ-7 are

slightly lower in overall thermal stability than RP-1 and JP-10.

The additive used in quadricyclane does not appreciably affect the decomposition

temperature of quadricyclane under pyrolysis conditions. Perhaps this proprietary

additive is an additive for oxidation protection or a detergent additive used to

solubilize decomposition products. In any case, this method of ranking decomposi-

tion may be a reasonable way to distinguish protection from oxidation reactions

versus additives for protection from pyrolysis. Pyrolysis additives which are effective

will shift the decomposition curves to a higher temperature.

Quadricyclane is particularly unstable, with significant decomposition occurring

in this compound at 200 8C; the pyrolytic decomposition of quadricyclane is

complete at a temperature of 300 8C at these residence times. The decomposition

characteristics of substituted quadricyclane have been previously described for both

gas phase [8,9] and condensed phase [2] reactions. Quadricyclane is known to

isomerize to norbornadiene at temperatures as low as 200 8C; the norbornadiene

then continues to react to form more stable products at higher temperatures [8,9]. In

these experiments, we consider an isomerized product to be a reaction product even

though it may have many of the same physical properties as the parent compound.

Quadricyclane then continues to react to its final end products.
Dimethyl-2-azidoethylamine (DAMEZ) is slightly more stable than quadricyclane

in that the compound begins to decompose at a temperature of approximately

300 8C and is completely decomposed by 400 8C. It is not a strained ring compound

like the other materials but does contain unstable nitrogen�/nitrogen bonds which

readily fragment. The parent compound was clear in color and soluble in the

dodecane solvent but the decomposition products were not. Polar amine compounds

(brown in color) were observed on the sides of the collecting vial indicating

incompatibility with non-polar organic solvents and possible polymerization

reactions as the amines react with each other.

Fig. 5. Relative stability of stable HEDMs as a function of temperature; pressure�/500 psig.
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Thus, knowledge of the thermal decomposition in the condensed phase gives a

good indication of the ability of a fuel to accept thermal stress as it is used in a

system. In general, strained ring compounds appear more likely to fragment at lower

temperatures followed by straight chain alkanes and then cycloparaffins. One

notable exception from this trend was JP-10, which although contains a bridged

carbon structure and is strained to a degree, yet has a high degree of thermal stability

as compared with the other compounds. The mixtures containing cycloparaffins
were the most stable compounds*/RG-1, for example, is mostly cycloalkane and

therefore stable in comparison to the strained compounds.

3.3. Product formation in high-energy density candidates

Although the high-energy density candidates were examined as dilute mixtures in a

solvent, it was possible to observe compounds of decomposition of the less stable

HEDM and speculate on their mechanisms of decomposition. Some of the materials,
which are chemically similar to straight chain hydrocarbons (such as 1,7-octadi-yne),

were difficult to distinguish thermal decomposition products from the thermal

decomposition products occurring from dodecane at high temperature. Normal

dodecane was also tested at temperature in order to distinguish the solvent

decomposition products from solute decomposition products. A summary of the

product formation for HEDMs chosen is provided in Table 3.

3.3.1. Product formation from the decomposition of BCP

In this example, BCP formed a variety of products which could be identified as

shown in Fig. 6. There was an isomerization of the original BCP molecule to form

the substituted spiropentane compound. This intermediate may have further

decomposed to form the substituted cyclobutane molecule and the unsaturated

straight chain structure by cleavage and rearrangement. This mechanism seems

consistent with a mechanism for BCP decomposition described in the literature [10]

for low temperature (210 8C) and long residence time (1 h). This mechanism suggests

that the carbon�/carbon bond of one of the cyclopropane groups was broken to form
a bi-radical, which then formed a second cyclopropyl group [10]. As the temperature

increased to 500 8C and above, the spiropentane intermediate reacts to form

unsaturated non-cyclic compounds such as 2-hexen-4-yne or isomer, or alternatively,

the cyclic compound formed from two cyclopropyl groups fragmenting: 1,2-bis-

methylene-cyclobutane. Several heavier compounds (possible polymers with cyclo-

propyl or cyclobutyl fragments) were observed but could not be identified.

3.3.2. Quadricyclane

Quadricyclane has been studied under similar conditions to determine product

formation in the condensed phase [2], as well as in the gas phase [8,9]. The condensed

phase experiments described previously [2] show results for the thermal stability of

pure component quadricyclane (not diluted) similar to those for diluted quad-

ricyclane shown here. Quadricyclane readily isomerizes to norbornadiene even at

temperatures of 200�/300 8C. The norbornadiene intermediate is itself unstable at
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Table 3

Relative product formation for six of the HEDMs

Reactants Products (600 8C) Relative yield

Quadricyclane Norbornadiene XXX

Cyclopentadiene XX

Cycloheptatriene XX

Toluene X

Benzene X

BCP Methylene spiropentane XXX

2-Hexen-4-yne XX

1,2-Bis-methylene-cyclobutane XX

Other BCP isomers X

JP-10 Alkenes, alkanes XXX

Cyclohexene X

Dimethylcyclopentadiene X

DAMEZ Tetramethyl methanediamine XXX

Dimethyl methaneamine XX

Trimethyl amine XX

Dimethyl amino propane nitrile X

Unknown substituted amine X

1,7-Octadi-yne Alkanes XXX

Alkenes XXX

Cyclopentene XX

3-Penten-1-yne X

Ethenylmethylene cyclopropane X

Alkylbenzenes X

Toluene X

Methyltetralin X

X�/low, XX�/moderate, and XXX�/high.

Fig. 6. Product formation from the decomposition of BCP.
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temperatures greater than 300 8C; it fragments and rearranges to form the

cyclopentadiene, cycloheptatriene, and aromatics (benzene and toluene). This

cyclization and formation of unsaturates may be intermediates for the formation

of aromatics (benzene and toluene) at higher temperature.

3.3.3. JP-10

JP-10 was the most stable of all of the compounds tested, which was surprising
since the structure of JP-10 includes a bridged carbon atom. Since JP-10 was stable

and did not decompose, it formed only a small amount of products, which included

alkanes, alkenes, cycloalkenes, cyclopentadienes, and alkylbenzenes. JP-10 would

probably be an excellent high-energy density candidate from a pyrolytic stability

standpoint because it would not degrade until it experienced high temperatures in the

combustor.

3.3.4. DAMEZ

This unusual compound tended to degrade into nitrogen-containing species such

as amines and cyano-containing compounds. As was discussed earlier, these

compounds that formed were largely insoluble in non-polar solvents. A major

product of degradation was N ,N ,N ?,N ?-tetramethyldiaminomethane with somewhat

lesser yields of substituted amines such as trimethylamine at relatively low

temperatures (400�/500 8C). If used as a pure compound, DAMEZ would likely

be able to solubilize its own reaction products. However, as in these experiments, if

DAMEZ is used in conjunction with a non-polar solvent or fuel, mixture
incompatibility may occur. This would create extreme types of problems in fuel

systems as these materials have a propensity to foul surfaces and interfere with the

operation of valves and control devices, as well as plugging orifices and other

passages.

3.3.5. 1,7-Octadi-yne

A great deal of information exists on the pyrolysis of straight chain hydrocarbons.

Alkanes generally fragment beta to the terminal carbon atom, and so they form
radicals which react to produce a lower molecular weight 1-alkene or alkane. The

1,7-octadi-yne behaved in a similar manner, but because of its initial unsaturation,

had a tendency to form a high amount of unsaturates and aromatics indicative of

cyclization reactions. Major products included substituted cyclopentanes, substi-

tuted cyclohexenes, and toluene as an ultimate aromatic product at temperatures as

low as 600 8C.

3.3.6. RG-1 and RP-1

RG-1 was a mixture of substituted decalins and other cycloparaffins with very
little normal or branched alkane content. RP-1 also has high cycloparaffin content

but also contains small amounts of normal alkanes. Both these fuels are currently

being used for rocket applications; RG-1 is specified for Russian rocket applications

and RP-1 is specification fuel for rockets from the US. The high cycloparaffin

content of both these materials gives good thermal stability characteristics. Products
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observed were cracked alkanes and alkenes, followed by unsaturation and

cyclization to form aromatic compounds.

3.3.7. RJ-6 and RJ-7

The stability of these fuels is similar to the JP-10 in spite of the fact that there is

significant strain energy in the RJ-6 structure (see Table 1). The stability of the

material makes it difficult to determine the products of thermal decomposition that
would form, but the products that were observed were similar to those formed from

JP-10*/alkanes, alkenes, cycloalkanes, and cycloalkenes.

4. Conclusions and recommendations

Due to their low thermal stability, some HEDMs are not appropriate candidates
for some applications, as they will form significant amounts of degradation products

at elevated temperatures. As a class, cycloparaffins provide more stability at high

temperature and pressure than do strained hydrocarbons, even though the latter are

more desirable from the standpoint of energy content for propulsive purposes.

Thermal stability issues may be important considerations for HEDMs, since energy

released in the fuel delivery system (instead of in the combustor) may be potentially

undesirable. Since the candidate materials are being synthesized in small quantities,

this research provides an approach for evaluating thermal stability of very small
samples of the potential energetic material. By examining the thermal stability of the

parent material, as well as the mechanism of degradation and identity of products of

degradation, fuel system designers will obtain preliminary information as to the

suitability of the fuel in the overall system.
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