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ABSTRACT

Network Centric Warfare (NCW is a theory of war that

attenpts to nmaximze the benefit of linking together, or
net wor ki ng, operating forces. The Navy and Marine Corps
have decided to attenpt to instantiate this warfighting
concept through FORCEnet. The FORCEnet concept IS

anbitious, but nost current efforts have |ooked to ensure
the ability to connect and share data w thout addressing
the larger picture of how to nove information within a
netted force in order to nmaximze the benefit of
i nformation sharing. This thesis presents an information
t opol ogy devel oped to effectively share information across
a variety of force conpositions. In order to fully attain
the benefits of a networked force, a conplenmentary comand
and control system nust also be designed. This thesis also
outlines a command and control system that can be enpl oyed

in a network-centric force.
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. 1 NTRODUCTI ON

A AREA OF RESEARCH

The purpose of this research is to design an
i nformation topology for FORCEnet that delivers information
to a Decision Maker in order to gain a Decision Mking
Advantage. In addition, this paper will identify sone gaps
in current technol ogies and energing technol ogies that may
fill those gaps. In addition, this thesis will show how
the proposed information topology wll support Network
Centric Warfare principles and how it woul d be enpl oyed.

B. RESEARCH QUESTI ONS

How should FORCEnet be organized so that information
can flow effectively and efficiently and be delivered to
the right person at the right time in the right format?
What conmand and control structure or decision naking
organi zation w || best capitalize on the FORCEnet
i nformation structure to ensure t hat war fi ghti ng

capabilities are enhanced?

C. BACKGROUND

1. Gener al

As part of Sea Power 21, the US Navy has decided to
nove toward Network Centric Warfare as its future war
fighting concept. The concept is based on the idea of
rapid information sharing via robust conmunications, and
draws it power from the ability to link together, or
net wor k, a mlitary force.l The concept of self-

synchroni zation of forces was the major principle on howto

lpavid S. Alberts, John J. Gartska, and Frederick P. Stein, Network
Centric Warfare. (Washington: Departnent of Defense, 1999), 93-94.
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change the way a Net-Centric force would fight2, but later
wor ks have added the idea of swarmng3 which has gained
popul arity in the |ast few years.

a. Sel f - synchroni zati on

Sel f-synchroni zation is founded on the concept
that enmpowered units with the same view of the battl espace
and the sanme understanding of the commander’s intent can
|aterally coordinate and prosecute the battle with m ninal
input from higher command |evel s4. This idea is not
entirely new, and exanples include the German arny of Wrld
War Il who used a simlar concept of mssion orders and
commander’s intent to allow their wunits to quickly and

decisively fight. Also, the US Marines have adopted a
simlar concept in their Maneuver Warfare Doctrine. The
goal of self-synchronization is that small, independent

units can act together as a coherent force with “big
pi cture” guidance to achieve common goals. This allows a
faster pace of operations because forward units do not need
to wait for instructions from higher headquarters, and
faster actions on the Dbattlefield wll translate into
decisive victories. This thesis wll | ook at the
possibility of sel f-synchroni zati on, which hinges on
information sharing and the belief that given the sane
picture of the battlefield, different |eaders will conme to

a conmon sol ution

2 Arthur K. Cebrowski and John J. Gartska, “Network Centric Warfare:
Its Oigin and Future,” Proceedings of the US. Naval Institute,
January 1998

3 Bruce Berkowitz, The New Face of War. (New York: The Free Press
2003), 100-118

4David S. Al berts, John J. Gartska, and Frederick P. Stein, Network
Centric Warfare. (Washington: Department of Defense, 1999), 175-176.
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b. Swar m ng

Swarming is sinply bringing together disparate
forces at a decisive place to mass their effects, and then
wi t hdrawi ng them back to a dispersed disposition. Swarm ng
relies heavily on robust, effective communications. Small,
di sparate forces need to be able to comunicate reliably,
and often covertly, in order to affect a swarmlike attack.
Again, this is not a new concept and is encapsulated in the
Marine Maneuver Warfare doctrine in the form of nmassed
fires replacing massed forces, although to a |esser degree
than espoused in the principles of Network Centric Warfare.
The advantage of using a swarmng force is that troops and
equi pnent no |onger need to nmass for long periods of tine
in order to achieve conbat power. Instead the mass their
effects at the decisive point on the battlefield and then

di sperse so that the enenmy does not have a large center of

gravity to attack. Modern sensors, targeting, and weapons
make massing of troops a very dangerous proposition. It is
wi dely recognized that nmassed troops and equi pnent will be
targeted and destroyed. The ability to keep forces
di spersed aids in concealnent of forces, as well as
survivability of forces when attacked. Anot her advant age
of swarmng that 1is not comonly discussed is that

di spersed forces need not be of the sanme type. Forces from
different services, countries, agencies, or specialties can
be quickly brought together to achieve a specific m ssion
t hen quickly dispersed. These forces are regularly called
“ad hoc teans” and are expected to be integral to conbat in

the future.>5

S Bruce Berkowitz, The New Face of War. (New York: The Free Press,
2003), 100-118.
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2. FORCENnet

The US Navy has decided to operationalize Network
Centric Warfare through a concept known as FORCEnet.
Unfortunately, FORCEnet is a concept that is poorly defined
and often neans different things to different people. Sea
Power 21 defines FORCEnet as

the “glue” that binds together Sea Strike, Sea

Shield, and Sea Basing. It is the operational
construct and architectural franmework for naval
warfare in the information age, i ntegrating
warriors, sensors, comand and control,
pl at f or ns, and weapons into a net wor ked,

di stri buted conbat force.®6

Al though this definition is fairly clear and breaks out the
potential power of FORCEnet (as evidenced by the Arny’s
definition of LANDWARNET which is nearly identical?), it
does not spell out how FORCEnet wll be developed or
enpl oyed. Nor does it address how FORCEnet will facilitate
Network Centric Warfare. So what does FORCEnet really do
for us? How does it inprove the way we fight as naval
services? Should it be separate from the Arny and Air

Force equi val ents?

The first problem with answering the above questions
is that FORCEnet is not a thing. It is not a program
system or piece of equipnent that can be identified. It
is a concept for operationalizing Network Centric Warfare.
Much of the current work in instantiating FORCEnet at the
DOD contractor and Systens Command | evel i nvol ves
connectivity, bandw dt h, and data fusion concer ns.
Al though these are inportant elenments of building any

6 Adm Vern dark, “Sea Power 21,” Proceedings of the U S. Naval
Institute, October, 2002

7 LANDWARNET Brief, Futures Center, Training and Doctrine Conmand,
gi ven February, 2004

4



conput er network, better connectivity and formatted data do

not equal Network Centric Warfare by thensel ves.

Most work in the data integration area has had to do
with conpatible conmputing schemes and has | argel y
over |l ooked analysis problens. Modern sensors and data
m ning prograns can produce overwhel m ng volunes of data,
and analysts and comanders are in danger of Dbeing
presented with nore information than any one hunman can
process. Conputer aided analysis and integration tools can
help with the data overload problem but filtering software
and procedures may becone nore inportant. Si mply maki ng
nore information available will not aid the decision making
process. Advances in Human System Integration have hel ped
this problem but little real progress has been made. The
data overload problem will continue to get worse as nore
information is put into the system

Lastly, and nost inportantly, alnbst no work has been
put into the information topology of the network. For
exanple, a sensor field gets a hit; where does it send the
information? Why? Who decides? There are many answers to
this fundanental question, but they are all based on
opinions and not analysis. This paper wll add sone
reasoned analysis to this probl em

Fundarmentally, what is FORCEnet, and why do we need
it? FORCEnet is, in part, an information structure wth
the primary purpose of delivering tailored information to
the Decision Mker, whoever that nmay be. The structure
nmust be able to aid Decision Makers at all levels, fromthe
Strategic Commander, to the Marine on the ground who
deci des whether or not to pull the trigger. To build this

type of structure, the Navy and Marine Corps need to | ook
5



at how people handle information now, and how they want the
systemto handle information in the future.
D. ORGANI ZATI ON AND SCOPE OF THESI S

Chapter Il covers the current body of literature on
Network Centric Warfare, FORCEnet policy, and the state of
enmergi ng technol ogi es relevant to FORCEnet. It will serve

to set the background for the remaining chapters as well as
explain some concepts that exist in the DOD regarding

FORCEnet . Chapter 111 wll begin the analysis of
information and user requirenents that will drive the rest
of the thesis. This analysis will include the design of a

command and control system and information topology that
will maximze the potentials of a fully networked force.
Chapter 1V will describe how information will nove between
users in the proposed topology and how this design wll
work with existing and proposed SOP for enploying NCW
Chapter V illustrates how the enploynent of the proposed

topology will work in a conbat environment.

Building a coherent FORCEnet is an enornous task that

is far beyond the scope of any one thesis. This thesis
will Timt itself to defining an information topology,
presenting a command and control concept, identifying
t echnol ogi cal shortfalls and pot enti al ener gi ng
t echnol ogi es to sol ve t hose pr obl ens, and maki ng

recommendations for a way forward to field FORCEnet that
will enable of Network Centric Warfare. To do this, this
thesis will look at changing the way the Navy and Marine
Corps configure their command and control systens so that
FORCEnet can effectively work wth Decision Mkers to
i nprove conbat operations. Finally sonme recomendations



for simulations and warganes will be nade to ensure that

the road ahead will lead to future success.
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1. LI TERATURE REVI EW

A NETWORK CENTRI C WARFARE

1. Vi si on

The theory of Network Centric Warfare was first put
forward by VADM Cebrowski and John Gartska in a January
1998 issue of the Proceedings of the U S. Naval Institute.
They originally envisioned an information network that any
soldier, sailor, airnmen, or Marine could plug into and send
and receive relevant information. The platforns and
personnel would be interchangeable wthin the networked
force and included sensor grids, information grids, and
shooter grids. They viewed this capability as a way to
fundanmentally change how U S. forces are organized and
enpl oyed.8 This concept slowy began to take root in the
U.S. Navy, and becane official doctrine when Secretary of
Def ense Donald Runmsfeld wote it into the Defense Pl anning

Gui dance. ®

Network Centric Warfare has conme to be associated with

Ef fects Based QOperations, largely because both have roots

in network analysis. Ef fects Based Operations is a theory
of warfare that proposes that small, properly targeted
actions can have large scale effects. EBO attenpts to use

nodal analysis to determne a desired outconme and walk
backward through a conplex network to determ ne which nodes

can be targeted to achieve the desired outcone.10 Al though

8 Arthur K. Cebrowski and John J. Gartska, “Network Centric Warfare:
Its Oigin and Future,” Proceedings of the US. Naval Institute,
January 1998

9 Bruce Berkowitz, The New Face of War. (New York: The Free Press,
2003), 113.

10 Edward A Smith, Effects Based Operations: Applying Network
Centric Warfare in Peace, Crisis, and War. (Washington: The Depart nent
of Def ense).
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EBO and NCW share some common | anguage and grew out of
simlar field of study, they are fundamentally different
theories of warfare that have sone overlap but are not
dependant on each other. Both theories focus on the
rel ati onships between nodes and how parts of networks
interact, but apply these relationships in different ways.
It is inmportant to recognize that the two theories neither
rely upon each other, nor are nmutually exclusive. EBO
still has sone advocates in the DOD, but has recently
fallen out of favor wth many high ranking officers.
Wet her EBO can ever be operationalized is a subject of
anot her work, but NCWcan be enployed with or w thout EBO
2. Principl es

a. Shared Situational Awareness

One of the driving tenets of Network Centric
Warfare 1is Shared Situational Awareness. Situationa
Awareness (SA) is a detailed wunderstanding of one's
envi ronnent . On the battlefield, this includes know edge
of not only friendly and eneny dispositions, but plans,
contingencies, and Commander’s Intent. NCW asserts that if
all personnel have a shared view of the battle space, they
can achieve Shared Situational Awareness. Advocates of NCW
assert that comonly trained units with Shared Situation
Awar eness should be able to self-synchronize and cone to a
common course of action. This assertion and self-
synchroni zation are explored in nore detail bel ow

b. M gration of Control

Shared Situational Awareness allows conmanders
closest to the action to have a conplete picture and take
action in a rapid manner. To achieve and namintain a fast
tenpo of operations, it is inmportant to allow forward

commanders the freedom to take action at their discretion
10



This process is known as mgration of control or del egation
of authority. Control of forces will mgrate from the
hi gher echelons of command to units at the edge of battle.
Mgration of <control, wunlike traditional delegation of
authority, allows the control of forces to shift laterally
from units at simlar comand echelons as the battle
changes. This concept gives the comrander in the best
position to nake effective decisions the control needed to
be effective.ll The processes involved in mgration of
control have not been effectively defined, but the concept
shows sonme prom se. An exanple of a simlar situation is
the mgration of the control of fires during an air
assaul t. The Escort Flight Leader (EFL) begins wth
control of fires, at sonme point they are passed to the
Forward Air Controller (FAC), who has the discretion to
push and pull control to a Forward Air Controller
(A rborne) (FAC(A)) asset. This evolution generally runs
snoothly because it is understood and trained to by all
parties involved, and mgration of control of the |arger
battle could followa simlar pattern

C. Control of Information

Because NCW is dependant on robust and constant
conmuni cations, there is a concern that control of forces
will be tightly held by the nobst senior conmmander instead
of being distributed to the forward small unit conmanders.
Senior menbers of both the Navy and Marine Corps have
expressed concerns about this effect and hope to prevent
senior officers from m cronmanaging the battle. The Marines
have suggested preventing certain flows of information
entirely to insure that |eaders are not reaching to far

down the chain of command when they should not. The
11 pr. Alexis Levis, Private Communication, 16 March, 2004.
11




concern is that a general officer or admral nay becone
concerned with specific tactical engagenents instead of
fighting operational battles. The Marines are extrenely
concerned about keeping the “General’s out of the fighting
hol es. " 12 M cr omanagenent facilitated by r obust
conmuni cations is not the desired result of NCW in fact
NCW espouses the opposite. It will be inportant to not
only exchange the right information while conducting NCW
but also to not exchange unnecessary and detrinental
information so that junior |leaders are free to take
appropriate action in response to changing situations on
the battlefield.
3. Command and Contr ol
a. Definitions
Command and Control are difficult terns to define

and separate. JCS Pub 1 defines command as the

responsibility for effectively wusing available

resour ces, pl anni ng t he enpl oynent of ,
or gani zi ng, di recting, coor di nati ng, and
controlling mlitary forces for t he
acconplishnent of assigned m ssions. It also

includes the responsibility for health, welfare
noral e, and discipline of assigned personnel.13

Al berts and Hayes note that “this definition
subsunmes control as a part of command.”14 They go on to
di scuss problems with drawing distinction between comand
and control, concluding that “much of the discussion is
focused on a single conmander, the one in charge. In fact,
command and control in nodern warfare is a distributed

12 Futures Departnent, Marine Corps Conmbat Devel opment Comand
(MCCDC), Private Communication, 17 March, 2004.

13 JP 1-02, Departnent of Defense Dictionary of Mlitary and
Associ at ed Ter s.

14 David S. Al berts and Richard E. Hayes, Power to the Edge.
(Washi ngt on: Departnment of Defense, 2003), 14.

12



responsi bility.”15 They assert that forces fighting Network
Centric Warfare no |onger have a single commander
controlling a large force, but have the responsibility for
conducting conmand functions spread out over connected
operating forces. This view of command conflicts with the
current system where commanders have a |legal responsibility

t hat cannot be del egat ed.

Al berts, Gartska, and Stein say that “the very

essence of command and control lies in the ability of the
commander, at any level, to make the nobst of the
situation.”16 They further explain that the output of
command and control is the flow of the battle and the
successful conpletion of mlitary objectives. Whet her
command is centralized or di stributed Dbecones |ess

inmportant than the output of the command and control
process. Again, this version elimnates the requirenent
for a single commander responsible for leading forces as
long as a desirable outconme can be achieved. They assert
that a Network Centric command and control process wll

gi ve a superior output for the follow ng reasons:

1) decision entities or C2 elenents wll be
nor e know edgeabl e;
2) actor entities will be nore know edgeabl e;
3) actor and decision entities will be better
connect ed;
4) sensor entities wll be nore responsive; and
15 1 bid.

16 David S. Alberts, John J. Gartska, and Frederick P. Stein, Network
Centric Warfare. (Washington: Departnent of Defense, 1999), 157.

13



5) the footprint of all entities will be nuch
smal | er. 17

The above argunent s make t wo critical
assunptions: access to nore information wll nmake an entity
nore know edgeable, and nore know edgeable entities wll
take better action than | ess know edgeable entities. These
are reasonabl e assunptions, but are by no neans infallible.
It is easy to make an argunent that increased data does not
equate to nore knowl edge. A nman with two watches is never
sure what time it is, but a man with one watch is. Al so,
nore know edgeable entities nay not act better, especially
if decision entities and actor entities see conflicting
courses of action.

b. Sel f - Synchroni zati on

Net wor k Centric War f are attenpts to
operationalize the idea of distributed command functions
through the concept of self-synchronization, which is
defined by Cebrowski and Gartska as “the ability of a well-
informed force to organize and synchroni ze conplex warfare
activities from the bottom up.”18 The potential value of
this concept is hard to argue with as defined above, but
the definition is vague and offers no understanding as to
what exactly self-synchronization is or how it can be
achi eved. Al berts, Gartska, and Stein help narrow the
definition by explaining that “Self-Synchronization is a
node of interaction between two or nore entities,”1® and

requires

17 | pid., 158.

18 Arthur K. Cebrowski and John J. Gartska, “Network Centric \Warfare:
Its Oigin and Future,” Proceedings of the US. Naval Institute,
January 1998

19 David S. Alberts, John J. Gartska, and Frederick P. Stein, Network
Centric Warfare. (Washington: Department of Defense, 1999), 175-176.
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two or nore robustly networked entities, shared

awareness, a rule set, and a value adding
i nteraction. This conbination... enables entities
to operate in the absence of traditional

hi erarchi cal mechani sns for command and control . 20
Al berts and Hayes state that the assunptions for
sel f-synchroni zation are:

e (ear and consi st ent under st andi ng of
command i ntent;

* High qual ity i nformation and shar ed
situati onal awareness;

e Conpetence at all levels of the force; and

e Trust in the information, subor di nat es,

superiors, peers, and equi pnent.?21

They assert that with the appropriate information
and training, disparate units can self-synchronize and
conduct conplex warfare activities fromthe bottom up.

4. Pr obl ens

a. Conmand and Contr ol

Di stinctions between conmrand and control are hard
to define and are often self-referential. Sone would claim
that conmand i s what commanders do and control is what non-
comander s do. O hers may say that conmmanders are people
who comand. This problem with distinctions helps lead to
what Al berts and Hayes call “inappropriate defenses of
tradition, hero worship, and a msunderstanding of the
enduring nature of command and control ”22 Pigeau and McCann

offer the follow ng distinction:

20 | pj d.

21 pavid S. Alberts and Richard E. Hayes, Power to the Edge.
(Washi ngt on: Departnment of Defense, 2003), 27.

22 |pjd., 14.
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e Control: those structures and processes
devised by conmmand to enable it and manage
risk.

e Command: the creative expression of human

wi Il necessary to acconplish the m ssion. 23

What is lacking from the above discussion of
command and control is a sense of responsibility. Command
functions, such as planning, organizing, and controlling
forces, may be distributed, but conmand as a responsibility
shoul d not be. Command is nore than an idea of how to
enploy troops on the battlefield, it extends off of the
battlefield to peace tines and includes a responsibility
for all that those under one’s command do and fail to do.
Command al so entails a legal responsibility for personnel
equi pnent, and deci sions. Control of troops includes
enpl oynent during battle and the processes to enable
command deci si ons, but it does not include the
responsi bility associated with conmand. Al though the above
is a hardly a fornmal definition, it highlights that part of
the equation has been renmoved from nany discussions of
Net work Centric Warfare.

b. Sel f - Synchroni zati on

| f one accepts that given the required elenents
for self-synchronization units can self-synchronize, what
does it really nean? How do self-synchronizing units
determ ne what actions need to be taken and what forces
will conduct thenf The delineation of objectives and
allocation of forces is traditionally a command function
Who conducts this function in a self-synchronizing force?
Al berts and Hayes expl ai n that

23 Ross Pigeau and Carol MCann, “Re-conceptualizing Conmand and
Control ,” Canadian Mlitary Journal Vol 3, No. 1, Spring 2002, 57.

16



The command function is not absent in self-

synchroni zed forces; however, it does depend on
achi evi ng congr uent command i ntent, shar ed
si tuati onal awar eness, authoritative resource

all ocation, and appropriate rules of engagenent,
as well as simlar neasures that guide but do not
dictate details to subordinates. 24

This statement inplies that the conmmand function
(what conmmanders do) in addition to decision nmaking
authority 1is distributed anobngst the self-synchronizing
units, and that separate units can cone together to resolve
real -time disputes. It also assunes that initial guidance
is given by a higher echelon and carried through by the

sel f-synchronizing forces with no additional interaction
bet ween echel ons. Wth a distributed command function as
defined above, it is neither clear where the congruent

command intent conmes from nor who is responsible for
determining if objectives have been nmet or need to be
changed.

The above vision of self-synchronization does not
clearly explain how forces wll self-synchronize. One
problem is that the traditional comand functions are
di vorced from actual conmmanders with the assunption that
all units will be led by conpetent |eaders and wll not
require a higher commander for action. This assunption is
partially grounded in the belief that wequally trained
units, when faced with the sane information about commuand
intent, friendly disposition, and eneny disposition, wll
coll aborate to agree on a common course of action. There
continues to be nuch debate about the ability to share

information in real tinme so that separate units wll have

24 pavid S. Alberts and Richard E. Hayes, Power to the Edge.
(Washi ngt on: Departnment of Defense, 2003), 27.
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the sane information, and this wll be addressed |ater.
Assunming that the technical problem of sharing information
is solvable, even with the sane information, |eaders wll
not always cone to conmmon concl usions about their situation
(shared situational awareness) nor be able to reach
agreenent on a comon course of action. In fact,
di sagreenent about the correct action is the norm in
mlitary oper ati ons not t he exception. Sel f -
synchroni zation assunes away the responsibility for
arbitrating disagreenents between self-synchronizing units
by distributing the command function anmong nmany coequal
entities.

Al berts, Hayes and others have noted that with no
single conmander responsible for performng conmmand
functions (allocation and reallocation of resour ces,
choosing ~courses of action, determining priority of
objectives, etc.) distributed forces may lose their ability
to act as a coherent force and tip into chaos. The
argunents against forces tipping into chaos generally
involve training and shared information with the belief
that well trained units with the same information wll
always agree to take the best action.25 This argunment is
insufficient in that the real defense against tipping into
chaos is comand oversight by tactical comranders who
purposefully maintain integrity of forces. Even wth
identical training and information, two units engaged in
direct tactical action nmay not respond to real tine changes
on the battlefield in like manner and often wll have
conflicting short term priorities. Even if engaged units

are able to respond to changes in the situation, their

25 |pid., 97-127.
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actions wll be largely controlled by their Ievel of
engagenment and their |ocal perspective. It can be argued
that it is human nature to deal wth the npbst pressing
problenms first, especially when one’'s life is at risk.
Even if information about a new or different threat is nade
avai l able, a |eader engaged in conbat nay not give away
supporting assets, redistribute forces, or sacrifice his
troops to nmeet this new threat. A higher level tactica
commander nust be responsible for nmaking those decisions to
ensure that the force can continue to fight.
B. FORCENET

1. Definitions

The US Navy has stated that it wll operationalize
Network Centric Warfare through FORCEnet. The official
definition of FORCEnet, as adopted by the Comrmander, Nava
Net wor k Warfare Command, is:

FORCEnet is the operational construct and
architectural framework for naval warfare in the
i nformation age t hat i nt egrates warriors,
sensors, net wor ks, comand and control,
pl at f or ns, and weapons into a net wor ked,
distributed conbat force that is scal able across
all levels of conflict from seabed to space and

sea to | and. 26

This definition is all-enconpassing and is intended to
inmply that FORCEnet is not just a conmunications network;
it is the entire, fully networked naval force. However,
t he above definition has not been fully accepted within the
Navy, Marine Corps, Systens Commands, or DoD contractors.

The Naval Transformati on Roadmap states

FORCEnet is the operational construct and
architectural framework that wll provide the

26 chief of Naval Operations Strategic Studies Goup XX,
Accel erating FORCEnet — Wnning in the Information Age. (2002), 1-2.
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capability to del i ver per si st ent and

conpr ehensi ve surveil | ance, rapid net wor ked

command, and common, accurate battl espace picture

necessary to support decision naking at a tenpo

that overwhelnms an adversary's capability to

react and respond. 27
This definition narrows the scope of FORCEnet to an
information architecture and not a total force concept, but
it is still an anbitious, overarching view of what FORCEnet
should be. The inplied assunption in the Naval
Transformation Roadmap definition is that by building the
t echnol ogi cal architecture for nmoving and delivering
information, creating a comon battlespace picture, and
supporting decision naking at appropriate levels, a netted
force capable of conduction Network Centric Warfare wll

ener ge.

The i mport ant di stinction bet ween t he above
definitions is that the Naval Transformation Roadmap
removes the organization and enploynent of forces from the
FORCEnet picture. FORCEnet can exist separately from the
forces that use it and from their nethod of enploynent.
This view is consistent wth the Sea Power 21 concept
guoted in Chapter 1.

2. Vision versus Reality

a. Sea Power 21

FORCEnet is viewed as the glue that unites Sea
Strike, Sea Shield, and Sea Basing in the Sea Power 21
Vi si on28, The Navy Warfare Devel opnment Conmand (NWDC) has
broken the four pillars of Sea Power 21 into Mssion

27Naval Transformation Roadmap 2003: Assured Access & Power
Projection.From the Sea (Sec D.). (Washington: Departnent of the Navy,
2003), 63.

28 Adm Vern dark, “Sea Power 21,” Proceedings of the U S. Naval
Institute, Cctober, 2002
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Capabilities Packages (MCP) and further into Envisioned
Capabilities (EC).?29 Figure 1 shows how the pillars are
broken into MCPs. The three MCPs for FORCEnet are |SR
(I'ntelligence, Survei l | ance, Reconnai ssance) , COP/ CTP
(Common CQOperational Picture/Coormon Tactical Picture), and

Conmmuni cati ons and Dat a Net wor ks.

Strike

Fire Support

Sea Strike

Maneuver

Strategic Deterrence
Force Protection
Surface Warfare

SEA POWER 21 Seq Shield
:';H

Under Sea Warfare

Theater Air Missile Defense

Deploy / Employ

Integrated Joint Logistics

Seq Base

Pre-Po Joint Assets Afloat

ISR
COP/CTP

R EEEEEE

Comms and Data Networks

Concept Pillars 14 MCPs

Figure 1. Sea Power 21 MCPs30
29 FORCEnet Brief, Navy Warfare Devel opnment Command, January 2004.
30 | pj d.
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These three FORCEnet MCPs are broken into 14
Envi si oned Capabilities as shown in Figure 2. The FORCEnet
MCPs exclusively concern data collection (ISR), data
integration (COP/ CTP) and connectivity (Conmunications and
Data Networks), which are all essential to FORCEnet. The
m ssing elenents as envisioned by the Strategic Studies
Goup XXl definition are decision aids, cognitive aids,
force organizations, and command and control structures.
Sinply connecting units and sharing data will not yield the
“orders of magnitude inprovenent” that FORCEnet and NCW
prom se. New ways of organizing and enploying units are
al so necessary. Decision and cognitive aids are vital to
sifting through the potential soup of information that can
be generated in a highly connected system The MCP and EC

breakdown of Figure 2 serves to further define down

*Conduct Sensor Management and Information Processing

~ ISR
*Detect and ID Targets

*Provide Cueing and Targeting Info
*Assess Engagement Results

+ COP/CTP *Provide Mission Planning

*Provide Battle Management Synchronization
*Provide Common PNT and Environment Info
sIntegrate and Distribute Sensor Info

*Provide Communications Infrastructure
*Provide Network Protection

*Provide Network Synchronization
*Provide Information Transfer

Pillar 3 MCPs Envisioned Capabilities

Figure 2. FORCEnet MCPs and ECs31
31 | bid.
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FORCEnet to a war tine internet. This vision is attractive
because it is primarily an engineering problem that can be
funded and purchased. The problemis that w thout a |arger
vision of enploynment, the systens built may not bring any
addi tional capability to the battlefield.
b. Command Or gani zati ons
Depending on which definition is wused, self-
synchroni zation attenpts to distribute either the conmand
function or decision making authority anmong |ateral wunits.
This technique can be beneficial in short term tactical
environnents, but has the potential to present nmgmjor
probl ens at higher |evels. One inportant consideration is
that FORCEnet nust preserve the legal concept of command.
Commanders are legally responsible for all that their
subordinates do and fail to do. Commanders cannot del egate
their responsibility, but traditionally have del egated
authority to subordinate | eaders. Sonme advocates of self-
synchroni zation see a mnmlitary that does not have
commanders responsible for their subordinates in the sane
manner . When Al berts and Hayes discuss distributing the
comand function, t hey are al so di stributing t he
responsi bility of commanders.32 This is a radical departure
fromtraditional mlitary comand organi zations and nmay be
unachi evable for a large force. The Navy and Marine Corps
must be careful not to radically limt the responsibility
of commanders when attenpting to build a Network Centric
Warfare capabl e force.
3. Common Pi ctures
One key attribute that FORCEnet nust possess is the
ability to provide a comon battl espace picture. For a

32 pavid S. Alberts and Richard E. Hayes, Power to the Edge.
(Washi ngt on: Departnment of Defense, 2003), 27-31.
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common picture to be valuable it nust be able to display
desired information accurately, in real-tinme, and clearly
enough that commanders can quickly use the infornmation.
There are several recognized problens wth devel oping
comon pi ctures. The | atency problem involves the ability
to keep conmon pictures updated in real-tinme. Because any
informati on nust be sent from the reporting source, to the
common picture, and then to the user, there is a delay in
transfer of information. \When satellites are used to relay
information, this delay can be substantial. It is possible
for two users to have different pictures based solely on
their distance from the commopbn picture transmtter.
Anot her problem is that the sanme information is often
reported by multiple sources. This double reporting can
result in a single piece of data (for exanple, an eneny
unit) being duplicated mnmultiple times over. A simlar
problem is that two reporting sources may report slightly
different information wth no system for immediately
determining which is correct. For exanple, source A
reports a reinforced platoon-sized force at grid 123456 and
source B reports a conpany mnus sized force at grid
123460. Each report may refer to a separate group of eneny
troops, or they may both be reporting on the sane force at
di fferent | ocati ons. The ground truth cannot be
i medi ately determned until some form of verification is

done.

Anot her, nore fundanental, problem wth conmon
pictures is that there is little agreement on what they
shoul d cont ai n. Some common pictures are a storehouse for
all information; others give targeted pictures of only

certain pieces of information. Several varieties of conmon
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pi ctures have been proposed. The two nbst commobn types are
detailed below, and Figure 3 highlights sone inportant
di fferences.

a. Common Operational Picture

The Comon Operational Picture, or COP, is the
nost comonly di scussed comon picture and is often used to
mean a generic common picture. Not all versions of the COP
are the sanme, but the Defense Information System Agency
views the COP as a single repository of all available
information for the operational |evel conmmander. The COP
is configured in its developnent and is largely not
changeabl e by the user. This nodel has fallen out of favor
recently because of its “one size fits all” design, conmmand
push architecture, and inefficient use of bandw dth.33 The
cornerstone of the COP is that it is truly common for al
users, but it lacks flexibility in use and display that
users need.

b. User Defined Operational Picture

The User Defined Operational Picture, or UDOP, is
a nore flexible version of the COP. Many data integration
and data display engineers have abandoned the COP for the
UDOP. UDOPs are configurable and reconfigurable by the
users to present only the information that a user asks for.
They are built on a “on demand” architecture that |ooks for
the information that a user requests. They can contain any
information available to the system but the user only
receives the information that he requests. One failing of
the UDOP nodel is that it presents the user only what the

33 Rob Walker, “GG Enterprise Services Piloting,” Defense
Information Services Agency, April 20, 2004
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user asks for, and there is no way for the user to get

i nfformati on that he does not know he needs. 34
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C STATE OF TECHNOLOGY AND EMERG NG TECHNOLOA ES

1. Technol ogi cal Areas

The energing technologies presented here have been
broken down into five areas. These areas represent what a
person does with information. First, the information nust
be gat hered. This can be done through the five senses,
t hrough external sensors, from Intelligence Analysts, or
from a conputer system Once the information is gathered,
it must be processed. This can be done internally, by an
anal yst, or by an autonmated system After the information

is processed, or sonetinmes before, depending on tine
34 | bi d.
35 | bi d.
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constraints, the user nust decide or act upon the
i nformation. This decision may be to take a specific
action, take no action, gather nore information, do nore
processing, or ignore the information entirely. At sone
point the user will need to nove the information. This may
sinply be from the gathering asset (sensor) to the
processing asset (analyst), or it may be noving it to
anot her command or unit. VWhile he does all of this, the
user nust protect the information. Protection is nore than
just standard Information Assurance and Security, but also
i ncludes ensuring the tineliness of the information and its
pedi gr ee. Technol ogi cal concerns will be broken into the
above areas of gather, process, nove, decide, and protect.

2. Gat her

This thesis does not focus on gathering or sensing
assets or technologies. The state of the art in this area
is rapidly evolving and is beyond the scope of this work.
It is assuned that sensors exist that can place useful
information into the FORCEnet architecture. This thesis
addresses the information once it has left the sensor.

3. Process

a. Comput i ng Power
Conmput er processing power has obeyed More's Law

since the invention of the silicon mcroprocessor. Mbore’s
Law states that the nunber of transistors that a
m croprocessor nanufacturer can place on a chip doubles
about every two years. As a result, conputer processing
speed will go up while cost wll go down.36 Mbor e
recogni zed that this trend would slow down and eventually

level off as transistors becane so snmall that quantum

36 Dorothy E. Denning, Information Warfare and Security. (New York:
ACM Press, 1999), 294-295.
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effects and the size of atonms would interfere with the
operation of transistors. However, nodern parall el
conputing schemes are encountering a different problem
Because these conputers can use dozens, and soon hundreds,
of single processors and have reached the teraflop range in
cl ock speed, they can perform cal cul ations faster than they
can access nenory. Menory access is |limted by the speed
of light and the physical distance between the nenory
storage location and the <chip conducting calculations.
Wrk is being done by sonme I T conpanies to shorten physi cal
di stances in conputer processors, but the speed of |ight
problem will eventually limt the growh of conventional
conputi ng power 37,

b. Smart Materials

Non-silicon conputing has seen sone recent
interest thanks to new photo-reactive and el ectro-reactive

material s. These “smart” materials are used in place of
traditional conputing conponents to create wearable
conputers and power sources. Electric “nuscles” are nade

of materials that expand when a current is applied, and
when physically contracted wll produce a current. I n
| aboratory experinents, these materials have been shown to
be reliable enough to be used as a |ow current power
sour ce. Al so, these “smart” materials can be woven into
fabric to create basic analog and digital conputers that
can do basic calculations, store data, and even play nusic.
Al though far froma mature technol ogy, “smart” unifornms may

be used in the future for forward unit s38.

37 presentation, HP Labs, March, 2004.

38 Dr. Neil GCershenfeld, Director Center for Bits and Atons at MT.
Private |Interview
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C. Met adat a

Metadata is information about data and is an
inmportant elenment in building the FORCEnet network. Much
the work in fusing and integrating FORCEnet data assunes
that pieces of data can be tagged so that the system knows
how to process them There are several |anguages in use
now with this capability, such as the Extensible Markup
Language (XM.). Each | anguage has its own capabilities and
[imtations, but one consistent problemis that by tagging
data the anmount of bits needed to represent the data grows
proportionately. As a result, the use of netadata greatly
i ncreases the bandwi dth requirenent for any given piece of
dat a. For exanple, a forward unit w shes to send an eneny
grid coordinate back to a higher command echel on. The
eight digit alpha nuneric grid coordinate (i.e. AB123456)
nomnally takes up a defined nunber of bits depending on
t he encodi ng schene used. However, the data needs to be
tagged with additional information to be wuseful to the
system Some netadata tags include tine sent or sending
unit. As the data nove up through the network as explai ned
in the Chapter 1V, additional tags may be added at each
| evel . These additional tags will each increase the size

of the data packet.

The problem of increased data size is greatly
overshadowed by the utility of netadata tags. Conpeting or
conflicting pieces of information can have tags which

i dentify:
e« Time created,
e Time transmtted,

e Source,
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« VWhether or not it has been verified,
e Howit was verified and by whom

 VWhich units have used the data.

O her pieces of inportant netadata can be built
into the tagging architecture as necessary. Thi s
capability allows information to have a verifiable pedigree
so that decision makers know which pieces of information
may be nbst relevant or reliable in a given situation.39

4. Move

a. Conmmuni cati ons on the Myve

A large amount of work has been done in the DoD
to inprove bandwidth for digital communications to tactical
units. Ships and aircraft have several prom sing prograns
to greatly increase over the horizon comrunications
bandwi dth (fiber-based terrestrial bandwidth is not a
limting factor) but little progress has been made to sol ve
the “comms on the nove” problem for infantry and |[|and
vehi cl es. Prograns |ike the Joint Tactical Radio System
(JTRS) have nmade large promses that have so far been
unrealized, and nobile satellite receivers suffer from the
“pointing problem” keeping a noving vehicle in the
satellite footprint and pointing in the right direction.

These problens conme from the fact that over-the-
hori zon conmunications in the field can presently only be
acconplished through satellites. In order to achieve a
hi gh bandw dth signal, higher frequency signals are needed.
These are line of sight and cannot be used for over-the-
hori zon communications wthout sone neans to relay them

Traditional over-the-horizon communications, such as HF

39 United States Geological Survey, “Metadata in Plain Language.”
Located at http://geol ogy. usgs. gov/tool s/ net adat a
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have insufficient bandwidth for digital comrmunications.
Some work has been done in building Unmanned Aerial Vehicle
(UAY) relays in the form of BAMs and HAUAVS. O her
proposed solutions include *“TacSats” (very low orbit
satellites that can be launched by field comuanders as
needed) 40, and fiel d-expedient cell towers. These concepts
are currently very immature, but show promi se for the near
future. Any of these relay platform at |ower than orbital
al titudes of fer sone signi ficant advant ages and
di sadvant ages conpar ed to satellite comuni cati ons.
Constellations or groups of UAVs or TacSats can be quickly
put up in desired |ocations, noved as the battle noves, and
reconstituted if electronically attacked. They require
|l ess transmt power both at the surface and on board and
they are local assets that do not have to conpete wth
national requirenents although deconfliction of airspace
and frequency bands would still be required. 41

b. Bandw dt h Aggregati on

Anot her approach to the bandwidth problem
i nvol ves better managenent of the bandwi dth that is already
avai |l abl e. Prototypes have been built that can nanage
three or nore sources of bandwidth to transmt information
t hough the best available source. If a high bandw dth
connection is lost, the program automatically adjusts to
use the next best avail able option. These systenms do not
sinply use one source at a tinme, but can aggregate
bandwi dth and wutilize it all as one big “pipe.” These
concepts, when coupled with Content Shaping (below) allow a

commander to use available bandwidth for routine purpose

40 Frank Morning, Jr., “Smallsats Grow Up,” Aviation Wek & Space
Technol ogy, December 8, 2003
41 1 pid.
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(such as emails honme or internet browsing) while ensuring
t hat critical comuni cat i ons (such as orders and
intelligence reports) are transmtted 42

C. Al ways Best Connected

Al ways best connected algorithns are becom ng
common in the wreless community. They allow a system to
check for various ways to connect to a desired node and
choose the best one avail able. As conditions change, the
system continually updates to the best connection
avai lable. As these algorithns get better, they will allow
systems forming ad hoc networks to constantly stay
connected and quickly switch between pathways w thout user
i nput . 43

d. Routi ng Schedul i ng

In addition to always best connected algorithnms,
routing scheduling can help nmintain connections at the
hi ghest bandw dt hs avail abl e. Routing scheduling wll
dynamically switch between Code Division Miltiple Access
(CDMA) and Tine Division Miultiple Access (TDVA) depending
on which coding technique provides the best service to the
user. As electronic traffic changes, along wth
environnmental conditions and data types, the coding schene
for any given signal can adjust so that the best connection
wi th hi ghest possible throughput is maintained. 44

e. Cont ent Shapi ng

Content Shaping is an effort involving the
ability to automatically adjust the information that is
sent between users to the size of the bandw dth avail abl e.

42 Uc San Diego California Institute for Tel ecomunications and
I nformati on Technol ogy, Denonstration, 19 February, 2004.

43 | pid.
44 | pj d.
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Transmitting |ocations, such as websites or data nodes, can
determ ne the bandw dth available and adjust the data sent
accordingly. This is nore than changing transmtting
speeds, but includes changing the content that is sent. An
exanple is conpressing streaming video to lower quality
when a high speed connection is |ost. A |ow bandw dth
submarine can hit the same site as a high bandw dth fiber
user and get the sane critical information, but in a
different format. This concept can also be coupled to an
“always best connected” algorithm to not only ensure
connectivity but also that inportant information is
transferred. By shaping the content transmtted, a user
can also prioritize traffic so that during high traffic,
| ow bandwi dth environnments, only high priority traffic is
sent and the rest ends up being dropped or buffered. 45

5. Deci de/ Act

The field of decision aids is a very crowled and
vari ed discipline. Most “decision aids” are actually
better information aggregation systens. They do not *“aid”
the decision maker in the sense that they analyze outcones
or present alternatives, but instead present information to
the decision maker in a better format. These types of
decision aids <could be nore accurately described as
situational awareness aids in that they help users get a
clearer situational picture faster and are quickly becom ng
nore and nore user friendly. Sonme conpani es have used
di recti onal sound, 3-D i mersion, and bi o- nechani cal
techniques to inprove the information transfer process.
O her types of decision aids are designed to actually help
t he decision maker conme to a better decision. A few are

di scussed bel ow.
45 | pj d.
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a. Si mul ati ons and I nformation Pedigrees

Several conpanies have started to attenpt to use
conputer sinmulation to help decision makers reach a desired
out cone. These sinulations are currently not usable on a
tactical scale, but have begun to show prom se especially
in network nodeling. At strategic and operational |evels,
t hese nodels can help planners test a variety of plans and
see projected outcones. These sinmulations wll becone very
inportant as the pace of  battle increases. Early
sinmulations are being used in air and mssile defense
commands and may soon be nmaking tactical decisions about
which targets are friendly and hostil e.

As conput er - ai ded deci sion ai ds get nor e
advanced, it becones inportant to be able to identify the
pedi gree of pieces of information and recommended courses
of action. Algorithnms can identify which pieces of
information were used to reach a given conclusion, and
identify how the conclusion would change if certain
el enents of information change or are proven false. By
identifying critical elenents of information, decision
makers can recognize how a recommendati on was reached and
determne if a suggested course of action is still wvalid.
This concept can help prevent cascading assunptions that
| ead to decisions based on guesswork and no real data

b. Al ways Best Located

The DoD and the world at large widely recognize
that U S. reliance on dobal Positioning Satellite (GPS)
information is a potential vulnerability. As GPS signals
becone easier and easier to deny in specific geographic
| ocations, new techniques for targeting and navigation are

needed. One attenpt is the A ways Best Located algorithm
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In addition to being able to tie in multiple navigation
systens (GPS, INS, etc) this algorithm can do GPS over IP
to a surprising degree of accuracy. By using a GPS
receiver in the San Francisco Bay area, researchers at
University of California San Diego can transmt data over
an IP network and get 50 neter accuracy. This degree of
accuracy is insufficient for sone targeting algorithms, but
is definitely good for navigation. In the near future an
asset out of the theater nay be able to receive GPS data
and transmt data to an asset in a GPS denied area that is
sufficient for targeting.46

6. Pr ot ect

The field of information and network security is far
too vast to be addressed in this thesis. Many different
techniques are available for security that range from
object level security to low probability of intercept
communi cations. The triad of conputer security consists of
avai lability (sonmetimes called access), confidentiality
(sonetines called secrecy), and non-reputability. Each of
these elenents has its own problens and solutions with sone
interesting work being done. In addition to conputer
security, there is also a security concern with mlitary
i nformation. True nulti-level security systens have been
desi gned, but none have been successfully deployed for a
variety of reasons. Below are a few inportant points
concerning a huge field of work.

a. Di ssim | ar Redundancy and Reconstitution
A growing concern within the DoD is the US

mlitary’'s inability to fight in a “lost comi condition.
As smart systens beconme nore and nore reliant on networks

and communi cation, their vulnerability to attack grows as
46 | pid.
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wel | . This problem grows exponentially as the services
acquire nore and nore joint systens that use the sane
techni ques for passing information. For exanple, if al

systens rely on C band satellite communications, what
happens when the C band is denied? Likewise, as digita
comuni cations noves toward IP, how does information get

passed when the IP network is shut done? To inprove the

probability that a highly netwrked system wll stay
connect ed, a series of dissimlarly r edundant
comuni cations capabilities can be inbedded. Dissimlar

redundant communications allow at least a mninmal |evel of
connectivity in a non-perm ssive environnment and shoul d be
considered during the design of new systens. In addition
to dissimlar redundancy, reconfigurability can help to
mai ntain a networked system Bot h comruni cati on hardware
and software need to be able to be restored after an
att ack. If satellites are destroyed, there needs to be a
way to restore over-the-horizon conmmunications to ensure
access to the networks is not |ost.

b. Encryption

Modern encryption algorithns remain ahead of
nodern cracking algorithns. However, this advantage wl|
not last for long4’ as cheap conputing power continues to
becone avail abl e. Asymmetric encrypting schenes are of
i mredi at e concern because of the lack of mathematical rigor
related to them Mat hemati ci ans have been unable to
guantify how difficult a problem the RSA encrypting schene,
and all simlar schenes, is to solve. The problemis that
RSA is based on | arge nunmber factoring which has never been

proven to be a difficult or unsolvable problem If a

47 Dorothy E. Denning, Information Warfare Security. (New York: ACM
Press, 1999), 294-295.
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bright young nmathematician were to develop a very fast
al gorithm for large nunber factoring, RSA would be rendered
usel ess overnight. A potential successor is the Elliptica
Curve encryption algorithm It is transparent to the user
which algorithm is involved, but the Elliptical Curve has
t he advantage of nathematical rigor behind it. This schene
can be proven to have an appropriate level of difficulty
and can be easily adjusted as conputing power increases. 48

C. Mul ti-Level Security

In many circles of the DoD, nulti-level security
is discussed in the same tone as unicorns and elves. A
true nulti-level security system nay never be devel oped,
but there are sonme ways around the problem during a
mlitary canpaign. A proposed solution is derived fromthe
cl assification process of oper at i onal i nformation.
Qperational information is classified for one or both of
t he foll ow ng reasons: t he i nformation itself IS
classified, or the source that collected it is classified
Oten, the inportant pieces of information, eneny |ocation
and disposition, eneny activity, etc., is unclassified but
cannot be passed to the field commanders because of the
source or other ancillary infornmation. A potential
workaround is to have a classified clearing house that
identifies which pieces of information are classified and
tag themto their appropriate level. Data can then be sent
t hrough channels with classified portions stripped off the
nmessage where appropriate. This technique would allow a
corporal to receive the information that an eneny tank
colum is heading for his position without knowing that it

cane from a Cl A operative. This idea can be extended so

48 Chris Oakes, “Getting Ahead of the Elliptic Curve.” Wred News,
Wred.com January 13, 1998.
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that information sharing with coalition partners and non-
government agencies can be controlled in a simlar nanner.
The difficult part of inplenenting this concept is
identifying the rules for tagging pieces of infornmation.
| f the “business rules” can be devel oped, the technol ogi cal

application would be relatively sinple.

Anot her potential workaround is that operationa
intelligence often has a lifetinme attached to it. The
position of friendly assets from three weeks ago nay no
| onger be useful to anyone after +they have noved.
Classification standards do not account for the tine-
sensitive nature of this type of intelligence, and
information sharing could be greatly inproved if lifetines
were attached to classification |evels. An exanple would
be that the |ocation and disposition of an eneny |ogistics
point is reported by a Special Operations wunit in the
vicinity. The unit then departs, but their report remains
classified. Once the unit is gone, there may no | onger be
useful information for the eneny in the report, but
friendly commanders may not be able to access the
information because of a past classification of the
i nformati on. A lifetine attached to the classification
would help this problem Again, the difficulty lies in
establishing the “business rules” for inplenmenting this
type of system and determning when a report no |onger
requires classification.

D. PROBLEMS

1. Shortfalls in Vision

Both Network Centric Warfare and its instantiation in
FORCEnet are anbitious visions. They also both have sone
significant shortfalls. Sonme advocates of NCW attenpt to
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di vorce NCW from tactical command and control by enploying
sel f-synchronization as a replacenent for traditiona
cormand functions and attenpt to elimnate, or at |east
mar gi nal i ze, the inmportance of unity of command. These two
concepts have the potential to pronmote chaos on the
battlefield and renove the ability of a mlitary unit to

produce coherent effects.

The FORCEnet vision suffers from a |ack of agreenent
on its definition throughout the Departnent of the Navy.
This disparity has l|led to the “Big FORCEnet, Little
FORCEnet” paradigm in OPNAV and el sewhere. Bi g FORCEnet
has cone to nean the full spectrum vision put forward by
the SSG while Little FORCEnet is the physical network that
connects units. Little FORCEnet is addressed by the MCPs
in Figures 1 and 2 above and can be procured as information
syst ens. Big FORCEnet is nuch harder for the Navy to get
its hands around and is nearly inpossible to develop
t hrough the normal procurenent process. Wthout a unifying
vision for Big FORCEnet, Little FORCEnet is being built in
an ad hoc and pi eceneal fashion.
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I'11. PROPOSED TOPOLOGY

A OVERVI EW

1. FORCEnet

As referenced above, FORCEnet has nultiple definitions
that range from just a mlitary internet to the al
enconpassing vision of SSG XXI. Here, the FORCEnet
information topology refers to the design of the conputer
network and its associated communications requirenents;
however, this does not inply that FORCEnet is only the
conputer and conmmunications networks. At  sone |evel,
FORCEnet needs to have a conmunication network in place to
nove informati on between users, but FORCEnet itself can and
should be nmuch larger. The design of the network needs to
match the intended wuse of these communications and
conmputing assets. The comrunications network, or Little

FORCEnet, cannot be built without regard to its use.

By addressing the |arger or higher |evel issues of the
FORCEnet network’s  enpl oynent, a  better i nformation
novenment system can be designed. Techni cal concerns
obviously need to be addressed, but FORCEnet is not just a
techni cal undert aki ng. The organi zational structure of
units enploying FORCEnet, as well as the type of operations
in which FORCEnet will be enployed, needs to be addressed
in order to ensure that the final product can neet the
requi renents of the operating forces.

2. Common Pi ctures

Common pictures are often confused with comon views.
This may be a semantic argunent, but it is presented here
for clarity when discussing comobn pictures below. The
i npetus behind the design for the CROP and UDOP was that

41



the one-size-fits-all COP was unwieldy for commanders4°.
Too rmuch information or extraneous information cluttered
the COP, and conmanders at nultiple echelons were not able
to effectively sift through the infornation. A popul ar
solution to the information overload problem has been to

conbine a “publish and subscribe (pub-sub)” systemw th the

COP. Units that produce information wll publish products
to a common database and consunmers will subscribe to the
information that they need. The pub-sub construct is

enpl oyed in nost CROP and UDOP nodels. This solution works
well to limt the anpbunt of information presented to a user

to a manageabl e anount.

The problem with the pub-sub construct as enployed by
nost UDOP and CROP nodels is that there is no single,
conplete, integrated picture. Each wuser chooses which
pieces of information to view, but nowhere is conplete
integration done. FORCEnet needs to have a single conplete
picture within the system to maximze the benefit of
drawing information from nultiple sources. Users nmay
sel ect how they view the common picture by selecting which
aspects they need to see, but the picture exists in and of
itself. Here, when speaking of a common picture, it is
inplied that the picture is a conplete, integrated picture
of the operating environnment. Under this construct, a UDOP
would be a User Defined Operational View (UDOV) that
selects which pieces of the commopn picture need to be

di spl ayed (see Figure 4).

49 Rob Walker, "Evolution to Net-Centric Operations,” Defense
I nformati on Systenms Agency.
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UDOP vs. UDOV

Same desired Only
_ UDOP information [ UDOV user
defined
COP elements
/’ - are sent
1 Fully integrated
common picture
Information not
Data Creators selected is lost Data Creators
Data Creators Data Creators
Data Creators Data Creators
Data Creators Data Creators
Fi gure 4. UDOP vs. UDOV

B. FOUR- TI ER MODEL

The FORCEnet network, as proposed here, is a network
of networKks. Each command from the |owest practical |evel
has its own network for sharing information. These
networks are connected with each other along organizational
and functional lines. Additionally, ad hoc connections are
avai |l abl e to be established and broken as needed to conduct
m ssions. This nodel is designed to be an operational and
tactical network, but it can easily be extended in scope to

cover adm nistrative concerns as wel|.

The basic topology of the proposed FORCEnet network is
a four-tier structure. Each tier of networks perforns
simlar functions at different levels of granularity. This
design allows commanders to maintain control of their units
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while not interfering with self-synchronization of forward
units. I nformati on exchanges between |evels are governed
by business rules agreed upon by appropriate conmanders.
Information is exchanged through either standard or on-
request exchanges which are explained in greater detail in
Chapter 1V The four-tier nodel is designed to separate
types of information to aid wusers in finding inportant
pi eces of information. A tactical unit needs information
relevant to the «current tactical picture and is not
i medi ately concerned with civil unrest elsewhere in the
wor | d. A strategic commander may be interested in that
civil unrest because it wll affect the apportionnent of
his assets. These distinctions between types of valuable
information are captured in the four-tier nodel so that the
right information is delivered to the right people at the
right tinme.

1. Common Strategi ¢ Network (CSN)

The Common Strategic Network is owned by the Comrander
in Chief and is operated at the Departnment of Defense
| evel . This CSN ties together strategic information from
all national level assets and supports the Regional
Conmbat ant Commanders. The CSN is intended to support all
el enents of national power by interfacing with all relevant
government agencies (CIA, FBI, State Departnent, etc.).
Business rules for sharing information across agencies are
arbitrated and agr eed upon by t he appropriate
representatives, and these rules are designed into the
system The CSN is a mlitary network, so appropriate
| egal issues regarding sharing information have to be
accounted for when the business rules are established. The
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purpose of the CSN is to provide strategic |evel comanders
the support they need to give strategic |evel guidance to

| ower echel on commanders.

The CSN is directly linked to all active Comon
Operational Networks (CON, see below), and information is
shared as necessary (exact information sharing requirenents
will be discussed in Chapter 1V). A key feature of the CSN
is the Common Strategic Picture (CSP). The CSP contains a
real time, or near real tine, strategic view of the world
The CSP integrates all national |level strategic information
whi ch includes detailed information on civil and politica
envi ronnent s. Friendly mlitary information is updated

fromthe CONs and fromnational |evel intelligence assets.

In addition to containing all relevant strategic
information, the CSN is intended to Ilimt, but not
elimnate, direct access to lower |evel information. By

design, there is no tactical information resident in the
CSP; however, specific tactical information can be accessed
by request | f needed. Oper at i onal information is
necessarily tied into the network to keep the CSP accurate
and continually updated. Although it is desirable to keep
politicians and generals out of fighting holes, there may
be instances when direct access to tactical information has
i medi ate strategic value. As a result, designing out the
commander’s ability to access available information wthin
FORCEnet is not a desirable choice. Appropriate policies
and business rules nust be established, and followed, to
ensure that comranders remain focused on their appropriate
| evel s of war.
2. Common Operati onal Network (CON)
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Simlar to the CSN, the CON contains all operational
level information for a given theater of operations. An
i nportant distinction between the two is that there may be
multiple CONs active at any tine. Each canpaign will have
its owmn CON configured by its operational |evel commander.
Different CONs can share information laterally and do not
need to work through the CSN. Oper ational Commanders have
the discretion to determne what pieces of information
reside on the network, and who may access each type of
information. The Common QOperational Picture, the COP, also
resides on the CON The COP contains all-source
information, updated in real-time or near real-tinme, that
is relevant to the operational Ilevel of war. Thi s
information may include force location and disposition,
geogr aphy, suppl y routes, or significant cul tural
information depending on the mssion and target country.
Users may choose which pieces of the COP to be displayed at
their local termnals, but the COP exists as a distinct
obj ect on the CON.

In addition to serving as the operational |[evel
storehouse of information, the CON also serves as the
default common connection for |ower echelon tactical units
to share information and communi cate. Direct communication
between lateral and disparate units is not forbidden by
this construct, but coordination through the CON is the
st andar d.

3. Common Tactical Network (CTN)

The CIN is simlar to the CON except that it is owned
by the senior tactical conmander for conducting an
operation and contains relevant tactical i nformation.

Because levels of warfare often blur and the operational
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and tactical commander can be the sanme, the operational
commander can delegate the authority to establish and
maintain a CIN or nmultiple CINs to |ower conponent
commanders as necessary. An exanple of this is given in
Chapter V. Al so, as canpaigns progress, the senior
tactical commander nay change as new or different units
nove into the theater which requires that ownership of the
CIN will also change. The Conmmon Tactical Picture (CTP) is
contained on the CITN and contains all relevant tactical
i nformation. Specific differences between the CIP and COP
are discussed in Chapter IV. For smaller conbat operations
and non-conbat (Humanitarian Assistance, Peace Keeping,
etc.) only one tactical conmmander my be in theater
requiring a single CTN More commonly, nmultiple CINs will
be established as assigned by the Operational Conmmander to
divide responsibility and nmanage a |arge operation. CTNs
have the ability to establish direct connections, share
i nformati on, and collaborate as necessary to achieve
oper ational goals.

Like the CON, the CIN contains all tacti cal
informati on avail able and users have the ability to control
what types of information are resident on their termnals.
The CIN is fed by all Local Tactical Networks assigned to
the tactical commander, as explained below, and is the
| onest level of network responsible for integrating and
aggregating informtion. In addition to serving as an
information repository, the CIN also is the default
conmuni cations hub for tactical units.

4. Local Tactical Network (LTN)

Each tactical echelon, to the |owest |evel practical,
will have its own LTN. It is technologically feasible
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today to have LTNs all the way down to the platoon or
equi val ent | evel . In the near future, it nay be possible
to have LTNs extending down to the fire team level. These
networks serve two inportant functions. First they handle
all information sharing and conmunications requirenents
within the appropriate unit. Secondl vy, LTNs are
responsi ble for comunications between LTNs and with the
CTN as needed. LTNs do not normally feed the CON or CSN

directly, but can when required.

Each unit owns its owmn LTN which is configured to neet
the requirenents for its level of commuand. For exanple, a
platoon will nmaintain a separate network from the conpany
LTN. Both the Conpany Commander and Pl atoon Conmander can
set policies regarding the platoon LTN, especially
information sharing requirenents. Li kew se, the conpany
LTN is separate from the battalion LTN, and this layering
of LTNs continues until the next echelon owns the CIN for
its area of responsibility. This network- of - net wor ks
construct not only allows for l|local control of information
flow and information display, but it allows for LTNs to
make direct |inks across command boundari es. Units from
separate commands can connect laterally to share
information in order to acconplish assigned m ssions
wi thout needing to traverse multiple layers of command
or gani zati on. Lat er al comander s, wi thin guidelines
established by their parent commands, can share information
as necessary in order to facilitate self-synchronization

5. Sunmary

Figure 5 shows an exanple of the four-tier
connectivity. There may be multiple CONs active that are
tied into the CSN at any given tine. Li kewi se, there may
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be multiple CINs active. The default connections are
standard conmuni cations pathways that follow chain of
command | i nes. They exist under alnost all conditions to
transmt essenti al i nformation within t he command
structure, but can be broken when appropriate to a m ssion.
For exanple, if a platoon were attached to a different
conpany the original default connections would be severed.
Ad hoc connections are set up whenever units need to
col l aborate across conmand boundari es. These ad hoc
connections my be tenporary for sinple intelligence
reporting, or they may stay in place for the entire length
of conflict depending on the situation and m ssions. The
units in the figure are for illustrative purposes and are
by no neans neant to limt the scope of this structure to a
standard infantry Dbattalion. Supporting arnms, other
services, and other governnment agencies can easily be
incorporated into the framework by adding the appropriate
ad hoc connecti ons.

C. ADAPTABLE COMVAND AND CONTROL (AC2)

For any vision of FORCEnet to be nore than a mlitary
internet, it nust be coupled with a comand and control
structure designed to take advantage of it. Net wor k
Centric \Warfare was envisioned to flatten comand
organi zations and free up |ower |evel conmmanders to pursue
opportunities on the battlefield. In order to acconplish
this, a new way of defining command relationships and
responsibilities is needed. Adapt abl e Command and Contro
(AC2) is one technique to marry comand organi zations with
FORCEnet design and principles of NCW
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1. Di stributed Decision Making Authority
Sel f-synchroni zation is discussed above, as well as
some of the problens inherent in a self-synchronized force.

The key conponent of self-synchronization is that forward

Common Strategic Network

Common Operational Network

Common Tactical Network
D

/
/\

<

e I

> Default Connection

P I

< > Ad Hoc Connection

Figure 5. Four-tier Model

commanders can neke battlefield decisions and take actions
wi thout waiting for orders or approval from higher command
echel ons. 50 Enpowering |ower [evel | eaders to nmake

deci sions and take actions is not the same as distributing

SO0 Arthur K. Cebrowski and John J. Gartska, “Network Centric Warfare:
Its Oigin and Future,” Proceedings of the US. Naval Institute,
January 1998
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the command function. Commanders still retain their
i nherent responsibility, but delegate sone authority to
| oner echelons as the situation dictates. By distributing
the decision nmaking authority during a conflict, units are
free to take action while still maintaining ties to the
| ar ger command echel ons. Hi gher | evel comuander s
orchestrate the action of their subordinate comanders by
controlling their authority to act and through promul gating
their commander’s intent. The degree of authority to act
granted a subordinate commander governs his ability to
exploit battlefield opportunities, self-synchronize wth
other wunits, or take unplanned actions toward achieving
specified goals.

During planning, commanders have the discretion
to dictate which units have what |evel of authority to act.
This process is simlar to dedicating a main effort or
supporting effort in a plan. The authority granted to a
unit nust clearly spell out what types of actions require
cl earance form higher authority. The default node of
operation should always be to give lower units the highest
authority possible. Only mssions that involve sensitive
operations or high level coordination should be excluded.
By granting subordinate |eaders the authority to take
action on the battlefield, the pace of the fight is greatly
increased while still mamintaining some control over the
fight itself. The authority to nake decisions and take
actions on the battlefield can, and should, change with the
character of the conflict. Oversight by higher [evel
conmmanders is essential to ensure that forward wunits

continue to operate as a cohesive force.
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2. Multi-Level Contro

No single nmethod for controlling troops can ever work
in all conbat situations. Commanders need a way to
selectively adjust the level of control they exert over
t heir subordi nates. Actions prior to open conflict are
generally regarded as requiring tight control. Units are
often in danger of escalating conflict prematurely or
exposing friendly positions or nmovenents by taking
I nappropriate actions. Conversely, during novenent to
contact or assaults on an objective, forward units need
freedom to take actions on the battlefield. Mul ti-Ievel
control allows conmmanders to adjust the |level of authority
and responsibility for action across command echel ons.
Hi gher |evel commanders always have the option to step in
and take control or push control to subordinate units as
situations devel op. By pushing and pulling control up and
down the chain of command, commanders can ensure that their
units have both the freedom of action necessary, and the
cohesion to necessary to conduct mlitary operations.

3. Lateral Collaboration

As expl ained above, the term self-synchronization has
many definitions with slight variations in neaning. Her e,
a version of sel f-synchroni zati on call ed | atera
col l aboration is used. Lateral collaboration is a nethod
for coequal commanders or conmanders from different higher
commands to work together to decide on a course of action
to acconplish an assigned or inplied mssion. Lat er al
col l aboration also includes the tactical oversight by a
hi gher echelon tactical commander of the decisions nmade by
forward units. Small unit |eaders and |ow | evel commanders
will have the freedom to coll aborate across organi zati onal

boundaries to take actions, while a higher echel on oversees
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them to ensure that actions taken are in accordance and in
support of larger tactical objectives. Each echel on of
command is responsible for overseeing the action taken at
| ower levels and has the authority to override decisions
made by |ower |evel comranders. This version of self-
synchroni zati on does not distribute the function of comuand
as Al berts and Hayes suggest, but provides a nmechani sm for
commanders to exert their responsibility for subordinates
t hrough command oversight. In addition to oversight,
commanders are responsible for arbitrating disagreenents
and conflicts that |ower |evel commanders have.

a. Oper ati onal Conmmander

The operational conmmander s responsible for
operational |evel issues while conducting canpaigns. He
sets the large mssion objectives, sets the priorities of
operational targets, handles |ogistics concerns, works wth
coalition partners and other governnent agencies, and sets
high level policy for the conduct of the canpaign. Si nce
he is primarily concerned wth operational issues, he
should not be involved in tactical decisions nade during
the conflict unless decisions and actions taken have a
direct conflict with operational objectives.

b. Lower Level Operational Conmanders

Addi tional operational |evel commands may be
established by the operational commander if needed. These
addi ti onal command echelons are used for l|large or disbursed
canpaigns or whenever the operational environnent is
exceedi ngly conplex. They have the discretion to laterally
col |l aborate at their level within the guidelines set by the
oper ati onal commander.
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C. Tacti cal Commander

The tactical commuander is the senior conmander
responsible for fighting the tactical battle in a given
ar ea. There may be nultiple tactical comranders assigned
by the operational commander for any operation. He is
responsible for publishing mssion orders, conmander’s
i ntent, objective priorities, t ar get priorities and
precedence, levels of authority to act, and supported and
supporting units. In addition, he orchestrates the overal
tactical battle by overseeing |ateral collaborative efforts
of forward units. He arbitrates disagreenents in resource
allocation, courses of action, priorities of fire, and
access to supporting arnmns. As the battle evolves, he
pushes changes to objectives, targets, and courses of
action to subordinate | eaders.

d. Lower Level Tactical Commanders and Snall
Unit Leaders

Forward tactical wunits are generally the units
engaged in actual conbat. They also have the best
i medi ate situational awareness and greatest need for
freedom of action. Most |ateral collaboration is done at
the lowest levels, allowwing small unit |eaders and |ower
echelon tactical conmanders the freedom to choose courses
of action best suited to their imediate situation. During
the collaboration process, coequal |eaders will not always
arrive at a common solution for a variety of reasons. | f
one assunes that both |eaders have the sane tactical
picture by tapping into the CITP, they will not always agree
on the proper course of action for their shared picture
Shared situational awareness 1is essential for lateral
col l aboration, but shared situational awareness does not

guarantee success. Any two people wll view their
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situation from a different tinmeframe, perspective, scale
and vantage point.®l Also, coequal commanders wll often
have conpeting needs for supporting arns, non-organic
assets, and logistics requirenents. The higher echel on
tactical commanders are responsible for arbitrating these
di sagr eenent s.
D. SUMVARY

The four-tier nodel is what Barabasi called a scale
free network in that its structure is constant regardl ess
of what level of detail is viewed. Scal e free topol ogies
have sonme unique properties such as built in robustness and
| ack characteristic nodes>2 The design is built upon a
network of networks that can be assenbled into whatever
size is needed for any given operation. For this nodel to
work it requires a command and control system design to
work wth the conmunications network. AC2 is such a
command and control system

In order for AC2 to be an effective neans of
controlling conbat elenents, conmanders need to change what
functions they perform and responsibilities they have.
Table 1 summarizes the different responsibilities of each

| evel of command for ensuring the success of an operation.

51 CDR Al Elkins, Private Interview, My, 2004.

52 Al bert-Laszlo Barabasi,. Linked: How Everything Is Connected to
Everything Else and What It Means for Business, Science, and Everyday
Life. (New York: Penguin G oup, 2003).
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Operational

Commander

+ Sets
operational
objective

* Defines

campaign goals

+ Determine
mission
priorities and
precedence

« Handles theater
logistics

« arbitrates
operational
lateral
collaboration

* Orchestrates

Lower Level
Op. Cmdrs

Assigned as
required

+ Laterally
collaborate
operational
issues

* Support
operational level
goals in
assigned areas

Tactical

Commanders

+ Define tactical
objectives

+ Settarget
priorities and
precedence

+ Allocate and re-
allocate
supporting
assets

* Provide
commander’s
intent and
mission orders

+ Arbitrate lateral
collaboration

* QOrchestrate

Small Unit

Leaders

« Laterally
collaborate to
achieve tactical
goals

« Execute
mission orders

* Fight the actual
battles

operational tactical battle
battle
Tabl e 1. Commander’ s Responsibilities.
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V. | NFORVATI ON FLOW

A RESI DENT | NFORMATI ON ELEMENTS

Each tier of the four-tier nodel presented in Chapter
1l is intended to be fully configurable by the owner of
t he network. However, certain elements of information or
types of information need to reside on these networks for
them to be universally useful. H gher |evel networks wll
have |arger anmobunts of archival information and processed
intelligences while |Iower |evel networks will require nore
real time and unfiltered information. The elenments covered
here are not nmeant to be exhaustive or exclusive, and
subject matter experts wll eventually need to determ ne
which pieces of information are critical and which are
ext raneous. It is inportant to renenber that the owner of
each network has the final say over what information
resides on it and how it is shared. This discretion my be
detailed in appropriate command policies so that, for
exanpl e, a conpany commander has sone say over what is on a
subor di nat e pl at oon networKk.

1. Common Strat egi ¢ Net wor k

The Comon Strategic Network is intended to be a
per manent network maintained at the Departnent of Defense
level in the continental United States. Because this
network is terrestrially nmaintained wth relatively
unlimted access to power, data storage, and conputing
power, it can maintain a vast database, a |arge nunber of
users, and fully integrate information across a spectrum of
di sci pli nes. The CSN is specifically designed to support
the Strategic Level of war which is officially defined as
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The level of war at which a nation, often as a

menber of a group of nations, determ nes nationa

or multinational (alliance or coalition) security

objectives and guidance, and develops and uses

nat i onal resour ces to acconpli sh t hese

obj ecti ves. Activities at this level establish

national and nultinational support of tactical

forces, and provide the neans by which tactical

successes are exploited to achieve strategic

obj ecti ves. 53
Because the strategic level of war deals with national
| evel objectives, the information on the CSN needs to be of
an appropriate scope to support nat i onal i nterest.
Friendly and eneny force |locations, dispositions, and
| ogistics requirenents are essential, but at the strategic
| evel , it is vital that explanatory information be
available for all force |ocations. A large view of a
multiple tactical battle pictures is useless and unw el dy
at the strategic level. For exanple, a blob of 1500 noving
blue dots off the coast of a foreign country does not tel
the strategic commander whether or not a key objective has

been sei zed.

In addition to mlitary information, |ocations and
di spositions of other governnents agencies are also
necessary. The CSN is designed to handle top |evel
integration and deconfliction of all national |evel assets,
including CIA operatives, Anbassadors, Speci al For ces
Teans, and NSA teans. In addition to integrating
i nformati on across governnment agencies, the CSN houses an
integrated intelligence picture culled from all source
intelligence across the country. Raw intelligence as well
as processed intelligence is integrated and analyzed to

provi de commanders a coherent strategic picture.

53 JP 1-02, Departnent of Defense Dictionary of Mlitary Terns.
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2. Common QOper ati onal Networ k

The Common Qperational Network is intended to be stood
up and taken down as necessary wherever potential or
existing conflicts exist. Multiple CONs may exist in any
given theater of operations if nultiple canpaigns are
active. An exanple would be that separate CONs are
necessary to support canpaigns in Iraq and Afghanistan.
The CON is designed to support the operational |evel of war
which is officially defined as

The level of war at which canpaigns and nmajor

operations are planned, conducted, and sustai ned

to acconpl i sh strategic obj ectives Wi t hin

theaters or areas of operations. Activities at

this | evel link tactics and strategy by

establishing operational objectives, sequencing

events to achieve the operational objectives,

initiating actions, and applying resources to

bring about and sustain these events. These

activities inply a broader dinmension of time or

space than do tactics; they ensure the logistic

and adm nistrative support of tactical forces,

and provide the neans by which tactical successes

are exploited to achieve strategic objectives. 5
Because the operational |evel of war bridges strategy and
tactics, the information resident on it nust do the sane.
Operational actions happen at a faster tenpo than strategic
actions (usually, al though historic counter exanples
exist), therefore information nust be collected, analyzed,

and di splayed at a faster tenpo than strategic infornmation.

The increased tenpo of operational |evel actions
coupled with the transient nature of the CON inplies that
| ess processed intelligence will be available directly on
the network. Detailed analysis of enenmy culture, politics,

and geography is resident on the CSN and can be requested

54 | pi d.
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as needed. Operational intelligence gathered, analyzed,
and integrated fromin theater assets nakes up the bul k of

eneny information resident on the network.

Friendly information is simlar to that on the CSN,

but is nore granular and restricted to the local area of

oper at i ons. Expl anatory information is equally as
inmportant at the operational l|evel as it is at the
strategic. Exact locations of individual small units are

not as inportant as the status of operational objectives
and | ogi stical support needs.

3. Common Tacti cal Network

The CIN is owned by the senior tactical commander, as
described above, in any area of responsibility. The
information resident on the network is intended to support
the tactical level of war which is officially defined as:

The level of war at which battles and engagenents

are planned and executed to acconplish mlitary

objectives assigned to tactical wunits or task

forces. Activities at this level focus on the

ordered arrangenent and nmaneuver  of combat

elenments in relation to each other and to the

eneny to achi eve conbat objectives. 5
At this level, real-tine and positional information are
much nore inportant than at other |evels. The expl anatory
information is still needed, but its inportance is
superceded by the location and disposition of units
t hroughout the Dbattl espace. Blobs of Dblue dots are
preferable to mssion status. Simlarly, intelligence is
often raw and posted before it can be properly analyzed so
t hat commander s have access to the nost current
i nformation. Standard tactical information covered in

tactical orders is also resident here such as target |ists,

S5 | bi d.
60



t ar get priorities, m ssion  objectives, fire control
neasures, etc. This information can be used to deconflict
pl anni ng and execution of tactical mssions throughout the
oper ati on.

4. Local Tactical Network

Because LTNs exist at different command echel ons and
in vastly different environments, from naval surface
escorts to squad foot patrols, the information on each
network will vary greatly. Each LTN will primarily contain
a subset of the information contained on the CTN anplified
with whatever local information is deened inportant by the
net wor ks owner.
B. | NFORMATI ON  EXCHANGES

1. St andard Exchanges

| nformati on exchanges between networks can be of two
general types: standard and on-request. Standard exchanges
are those called for by existing policy. I nformati on that
is routinely shared by wunits is done through a standard
exchange. Oten these are done automatically and follow
chain of comuand |ines. For exanple, a position report
(posrep) froma forward unit to its next higher command is
a standard exchange. This information is automatically
sent to the next higher command echelon, for exanple from
platoon to conpany, aggregated wth existing friendly
| ocations, and automatically sent to the next echelon.
These exchanges are covered by existing doctrine and unit
St andi ng Operating Procedures and include position reports,
situation reports, SALUTE reports (eneny |location and

di sposition), and any ot her standard reports.

In addition to standard reporting, certain tactical

and operational requests are considered standard exchanges.
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Calls for fire (CFF), joint tactical air requests (JTAR
assault support requests (ASR), |ogistics support requests
(LSR), naval surface fire support requests (NSFS), and any
ot her comon battlefield requests are handl ed as standard
exchanges. The information is automatically sent to the
appropriate units identified by doctrine. The i ndividual
addressees are inbedded in the request type, so that a call
for fire, for exanple, is routed to the appropriate
artillery battery, the fire direction center, the fire
support coordination center, as well as higher comand
echel ons. This information is also imediately posted to
the common tactical network so that the requesting unit,
supporting unit, nature of request, and target can all
quickly be identified and fires can be integrated and
ai rspace deconfli cted.

Standard exchanges are intended to nove along
doctrinal command lines in accordance wth established
procedures. Lateral, or coequal, units can set up standard
exchange criteria when they are brought together to conduct
a mssion or perform tasks. The intent of standard
exchanges is to streanline the conmunications process so
that all parties know what information they are expected to
send and what information they can expect to receive during
each phase of the battle. These standard exchanges al so
hel p prevent extraneous conmuni cati ons exchanges so that an
engaged unit is not receiving irrelevant information.

2. On- Request Exchanges

Wiile standard exchanges follow doctrinal conmmand
i nes, on-request exchanges are ad hoc in nature. Units at
any echelon request information by type, sending unit,
| ocation, or any other paraneter that +the appropriate
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commander deens inportant. An operational comander who
has a particular interest in a tactical sensor can make a
request to receive the raw data from that sensor.
Simlarly, a strike aircraft flight |ead can request any
information regarding RADAR detection in a certain area be
i medi ately forwarded to his aircraft for the duration of
his m ssion. Standard exchanges are designed to streanline
i nformati on exchanges and mnimze extraneous information;
conversely, on-request exchanges are neant to be flexible
and fill any gaps that the standard exchanges do not. On-
request exchanges are intended to be specific in nature and
cover limted tine scales, but they may be active for the
duration of conflict if necessary.
C. EXAMPLE

Figure 6 shows a nomnal command structure for a

sanple organization with both organic (owned) and non-

organi ¢ (supporting) assets. At the top is the Tactical
Commander (TC) who owns the Common Tactical Network (CTN)
and all assets in this exanple. For purposes of this

exanple, the CTP is maintained at the TC node. Directly
under the Common Commander is an intelligence and
operations asset (Intel) which analyzes, integrates, and
ot herwi se processes raw data. This asset updates processed
information to the CIP. Subordinate to the TC are two (or
nore) Higher Headquarters echelons (HHQ. The exact
organi zation the HHQ represents is irrelevant and could be
anything from an infantry conpany to an expeditionary
force. This nodel scales easily with command | evel s added
as appropriate. Subordinate to each HHQ are several
forward conmbat wunits (Unit). In addition to the naned
units, there are multiple sensors (Sensor) and supporting

arms (SA). Li ke the HHQ the exact nature of the sensors
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and supporting arms is irrelevant. A sensor organic to a
forward Unit has been tasked to look at a nanmed area of
interest (NAI). Atarget (Tgt) is active on the battlefield

undet ected by any sensors or units.

—» Ownership
TC
"""" > Support
Intel
HHQ |- HHQ
X \
Unit Unit Unit Unit Unit
SA SA
Sensor Sensor Sensor
Tt
Fi gure 6. Conmand Structure Exanple

The sensor <collects information from the NAl and
automatically transmts it back to its tasking unit and
directly to the Intel unit for analysis and integration.
Because this information is a standard intelligence report,
it is treated as a standard exchange and is automatically
forwarded from the Unit to its HHQ who aggregates it and
passes it back to the TC. The TC automatically aggregates
this information, updates the information to the CTP, and
forwards it with associated aggregate information to the
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Intel unit which integrates and analyzes the information,
updates the CIP with the processed information, and pushes
the update back to the HHQ units. The same information is
updated to the CITP twice. The raw data that has been
aggregated and unverified is posted imrediately so that all
units have access to it. The data is tagged (see Metadata
above) to identify that it is unprocessed. Once the Intel
unit has verified and integrated the information, the
| atest version is updated to the CIP and the tag adjusted
as necessary. The HHQ also sends the raw information to a
SA asset that is in direct support of the HHQ From the
TC, all information is forwarded to the operationa
commander to update the COP. Figure 7 shows the standard
exchanges up to the TC | evel.

— Ownership -

Data Flow
— Standard

Intel O

HHQ HHQ
v ‘#\‘ \
Unit Unit Unit Unit
SA
Sensor Sensor Sensor
Figure 7. St andard Exchanges
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In addition to the standard exchanges shown in Figure
7, on-request exchanges can be nade as needed by units in
the area of responsibility. Figure 8 shows an exanple of
possi bl e on-request exchanges. Here, lateral Units under
the same HHQ request to receive the raw intelligence
information directly from the sensor. Al so, lateral Units
under a different HHQ have requested the aggregated data
from the tasking Unit, and the lateral HHQ is receiving
aggregated information from the tasking HHQ The SA asset
in direct support of the tasking unit is also receiving raw
information fromthe sensor, as is the TC. These exchanges
are requested for a specific period of tinme, and may be
active requests throughout the conduct of operations or
only for a specific incident. Even if Units and HHQ do not
request raw data from the sensor, they wll get the
information provided by the sensor once it has been
integrated into the CTP and sent back down to these

el ement s.

Figure 9 shows an untasked sensor receiving a signal
from a pop-up target. The sensor inmmediately reports back
to its organic unit and my report raw data to other
el enents in the area. The sensor can have the ability to
process the sensed data and determ ne what units need the
i nformation. For exanple, a sensor which identifies an
eneny air defense asset wuld inmediately send the
information to all aircraft in the area. Li kewi se, a
sensor that sees vehicles noving toward a friendly Unit’s
position can send the information to that wunit. These
exchanges are simlar to on-request exchanges except that
they are pushed by the data producing elenent to units that

need the i nformati on.
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—» Ownership

TC
”””” > Support
Data Flow
— On Request
Intel
HHQ - " HHQ
¥ -, \
Unit - Unit Unit » Unit . Unit
SA SA
Sensor / Sensor Sensor
Fi gure 8. On-request Exchanges

The network nust also be able to identify when an
elenent is no longer on the network and adjust its data
flow accordingly. For exanple, the sensor above is
reporting back to its tasking Unit which suddenly drops off
of the network. The sensor recognizes that the Unit is
gone and starts reporting back to the next comrand echel on,
in this case the HHQ
D. SUMVARY

The above exanple shows one way that information can
be exchanged wthin the four-tier nodel. St andard
exchanges provide a set of default connections that mrror
standard mlitary organi zations. They all ow conmanders to
have existing links with senior and subordi nate units. On-
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TC
”””” * Support
Intel
HHQ HHQ
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Unit Unit Unit Unit Unit
SA SA

Sensor \ Sensor /
/l

e

Fi gure 9. Pop Up Tar get

Sensor

request exchanges provide flexibility to the network so
that units can get the information they need from non-
organi c assets. These exchanges facilitate conducting
Net wor k Centric War f ar e by provi di ng t he r obust
comuni cations backbone and a system for exploiting
avai l abl e information. Adaptable Command and Control takes
advantage of the network’s ability to connect co-equal and
di sparate units by providing a conmand organi zati on capabl e
of sel f-synchronizati on. Chapter V further explores these
ideas wth a hypothetical exanple involving nmultiple
tactical mssions in support of operational and strategic

goal s.
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V.  SCENARI O

A CAVEAT

The below scenario is designed to give a realistic
exanpl e of how the four-tier nodel for the FORCEnet network
coul d be enpl oyed. The political situation outlined bel ow
is only inportant in that it sets the stage for the action.
Li kew se, strategic, operational, and tactical decisions
are made to provide exanples of how the system can be used.
Specific details of force structure are uninportant;
however, current Expeditionary Strike Goup (ESG and
Carrier Strike Goup (CSG conpositions are used. Lastly,
certain t echnol ogi cal specifics are intentionally
over| ooked such as input/output devices, software tools,
and communi cation systens because their details are not
inportant to the discussion. It is assuned that
information can be put into the system exchanged between
users, and displayed in a useful manner. \What is inportant
to the scenario is how information noves between users and
how the information flow affects the way the operation is
conduct ed.
B. BACKGROUD

The coastal nation of S bordering the international
shipping lanes of the Straits of M__ has been largely
overrun by insurgents. The legitimte governnment still has
control over nost of the capital and its international
airport and shipping port, but has |lost control over all
other areas including the maor city of J _ and its
international airport. Insurgents have threatened to close
international commercial shipping lanes if the legitimte
governnment does not capitulate soon. Shutting down the
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straits, even tenporarily, will have an inmmedi ate negative

i mpact on regional countries. If the straits are closed
for any significant length of tinme, global comerce will be
greatly inpacted and nany economies will suffer. Piracy in

the straits has been a minor problem for decades, but now
that the coastal ports are under insurgent control
commercial vessels are regularly attacked and plundered.
The US governnment has determ ned that reopening the straits
to commercial traffic is a top strategic priority, followed
closely by the reestablishnment of the |egitinate governnent

within the country of S .

The closest forces to the conflict are a ful
Expeditionary Strike Goup (ESG and a Carrier Strike G oup
(CSG) . Al so, a neighbor country has offered to send a
conpany-si zed contingent of Royal Marines and a squadron of
naval patrol craft to aid in the operations. A US Arny
brigade is put on alert and can be in theater within 96
hours. The Regi onal Conbatant Commander has designated the
ESG commander as the interim Joint Force Commander for the
early phases of the operation. The CSG is designated a
supporting unit and is in direct support of the ESG for the
early phases of the operation. Al units expect a Standing
Joint Force Headquarters (SJFHQ to take over the operation
once additional assets have been brought into theater,
i ncluding the Arny brigade.

C. OPERATI ONAL ACTI ONS

The ESG Commander divides the operation into three
Operational Mssion Areas each with a separate Tactical
Commander who is ordered to stand up a Common Tacti cal
Net wor k. The division of responsibility is by mssion
ar ea. Geographical areas occupied and supporting assets
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required for each mnmission may overlap. Each Tacti cal
Commander is responsible for resolving any potential
conflicts.

1. Rei nforce the Capital

The ESG Conmmander has assigned the coalition Royal
Marines to execute an unopposed landing to reinforce the
legitimate governnent’s security in the capital. They are
reinforced with the MEU s organic HUM NT Exploitation Team
(HET), Mlitary Police wunits and any necessary public
affairs or «civil affairs assets. The Conbat Service
Support Elenment Commander 1is assigned as the Tactical
Commander and stands up the CTN The coalition Royal
Marines and the security forces of the legitimte
governnment are granted access to the CIN so that they can
share relevant tactical information. Their access 1is
restricted to types of information that the Tactical
Commander sees as relevant, and they do not have full
access to the entire FORCEnet network. The |level of access
to the CIN granted to the coalition conmanders can be
adjusted as necessary by the Tactical Comander while
access to information at the CON is controlled by the ESG
Conmander .

2. Protect Conmerci al Shi pping

The CSG Commander is given the task of protecting
commercial shipping in the straits. He establishes a CITN
and sets his tactical goals. Escort plans are established,
strikes on pirate vessels are conducted, and Theater
Ballistic Mssile Defense is set up. Many of his strike
assets and Naval Surface Fire Support (NSFS) assets wll be
tasked to support operations ashore. The CSG Commander is
responsible for deconflicting these requests with his own

needs while performng escort and anti-piracy operations.
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Because re-establishing international conmerce has been set
as a higher strategic goal than the reestablishnent of the
legitimate governnent, the CSG conmander has priority of
use for these assets.

3. Restore Legitimate Governnment Authority

The ESG Commander designated the MEU Comrander as the
Tactical Commander responsible for restoration of the
legitimate governnent. The MEU Commander stands up his CIN
and prepares to defeat the insurgency ashore. He
establishes the followng tactical goals to achieve this
m ssion: 1) neutralize insurgent ADA capability, 2) execute
an airfield seizure at the city of J_, and 3) search out
and defeat the insurgent forces in the countryside.
Al t hough his organic supporting assets have been reduced by
the other operations in the area, he is laterally tied in
to both other CINs and can quickly share information as
wel | as request assets.

4. Lateral Collaboration

Three concurrent operations are drawing assets from
the ESG and CSG The ESG commander has divided
responsibilities anong hi s subor di nat es, set hi s
priorities, and issued mssion orders. The three tactica
commanders assigned have the authority to laterally
col | aborate so that they can dynam cally share assets. The
final authority to apportion, allocate, and re-allocate
assets rests wth the ESG commander, but each tactical
commander can collaborate with his peers and agree on
appropriate courses of action wthout additional approva
from hi gher. As long as the co-equal tactical conmmanders
can agree on courses of action that neet operational
requi renents, no additional approval from the ESG comrander

i S needed.
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Figure 10 shows a graphical view of how forces
relevant to the exanple are divided and which conmander
controls each network. Default connections are shown
bet ween command echel ons and follow chain of conmmand I|i nes.
Ad hoc connections discussed in the exanple are also shown.
It is inportant to note that additional ad hoc connections
can be made when necessary and the ad hoc connections shown
shoul d not be viewed as the only possible connections. The
connection from the CON to the CSN is also not shown but
exi st s.

<«— Default ESG CO: Operational Commander

<+« = Ad Hoc Maintains CC‘?N and COP

CSSE CO: CSG CO:
Tactical Commandet Tactical Commander
Maintains : ———————————————— - Maintains
A 4
CTN and CTP ~ | MEU CO: Tactical Commander P -7 CTNand CTP

Maintains CTN and CTP

/"\

ACELTN BLT LTN CSSD LTN

ACOLTN BCOLIN &=====<= C COLTN

N SN/

3APIELTN* =®1stPItLTN 2 PItLTN| [3@ PItLTN 1tPItLTN

Fi gure 10. For ce Breakdown

D. TACTI CAL ACTI ONS
Wiile escort, anti-piracy, and security mnmissions are
bei ng executed by the other Tactical Conmmanders, the MU
Commander prepares his assault on the city of J_ . He
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depl oys his organi c reconnai ssance assets and taps into the

COP to get information from national Ilevel intelligence
sour ces. Planning begins as the CIP is populated wth
avai |l abl e dat a. Any HUM NT ogathered in the capital

concerning force disposition and position of ADA assets is
routed to the MEU CTP via on-request information exchanges
as is any relevant information gathered by other operating
forces in the area.

1. Neutralization of ADA

A limted nunber of SA-X systens are controlled by the
insurgents and are capable of prohibitively interfering
with friendly air in the vicinity of J__ . A sensor has
identified the location of one SA-X and passes the |ocation
to the COP. The raw data from the sensor is automatically
routed to the CTP via an on-request exchange. ESG anal ysts
confirm the location with other intelligence reports and
update the original report. The updated data is filtered
dowmn to the CTP via a standard exchange and is further
di ssenmi nated by the sane nethod. A reconnaissance unit in
the area receives the update and is able to nove into a

position to observe the SA-X position.

The reconnai ssance team places a call for fire which
is routed to the Supporting Arnms Coordi nati on Center aboard
the ESG and is filled wth a cruise mssile from a CSG
shoot er. The request, along with trajectory information
and intended target is imediately forwarded to each CIN to
identify potential conflicts. The flight corridor is
identified and deconflicted with friendly air assets from
all three mssion areas. Once the mssile is launched, it
notifies the reconnai ssance teamthat it is in the air and
requests a target update. The SA-X battery has not noved,
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SO nho updated location information is required. After
impact the reconnaissance team files a battle damge
assessment (BDA) report which is autonmatically dissemn nated
via standard request up the chain of conmand to the CTP and
COP. The report is integrated at the COP and the updated

air picture is automatically forwarded to all air units.

This evolution required four distinct pieces of
information: the original target location, the call for
fire, the launch of the mssile, and the BDA report. Each
of these reports was sent from the source to one other
per son. Once received, the network identified the type of
information and, using appropriate rules for standard and
on-request exchanges, dissemnated the information to all
rel evant personnel. The information was quickly shared by
all players with alnbst no need to manually transmt the
dat a.

2. Airfield Seizure

The bulk of the assault force is on the ground, and
they are successfully pushing the insurgents off the air
field. The MEU Conmander is nonitoring the CTP which shows
where all forces should be as well as where they have nost
recently reported in. The eneny picture is still fuzzy as
he and his staff wade through conflicting reports from a
variety of sources. Even with nodern sensors and conputer-
aided information analysis, the fog of war is not
conpletely lifted. However he does have a clear view of
where his forces are and how far from the plan they have
devi at ed. So far things are going relatively snoothly and

he continues to nonitor for changes.

Third Pl atoon, Al pha Conpany has just pushed a group
of insurgents out of their defense and recognizes Third
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Pl atoon can destroy or capture the unit if he imediately
pur sues. The insurgent direction of retreat takes them
across the Conpany boundary into First Platoon, Bravo
Conmpany’s zone of control. Not wanting to lose the
opportunity, Third Platoon Commander initiates an ad hoc
connection with First Platoon and begins collaboration.
First Platoon is able to readjust their position to set up
a blocking position in support of Third Platoon’s pursuit.
Third Platoon pushes the eneny into First Platoon’s sector

of fire and quickly elimnates the remaining threat.

When Third and First Platoons agreed on their course
of action, they each sent their intentions (intended
direction of novenent, new defensive positions, etc.) up
the chain of command via a standard exchange. Thi s
information was automatically distributed to conpany,
battalion, and MU headquarters, as well as the fire
direction center (FDC) and supporting arnms coordination
center (SACC) for supporting arnms deconfliction.

Al pha Conpany was initially designated the main effort
and is engaged in noderate fighting to clear airfield
bui | di ngs. The Al pha Conpany forward air controller (FAC)
has control of fires and has several sections of rotary
wing close air support (RWAS) available. Across the
airfield Bravo Conpany’'s left flank has routed an eneny
position and is giving pursuit. The Bravo Conpany
Commander pushes his Third Platoon forces forward of their
assigned zone in pursuit of the eneny. Wth his First
Pl atoon involved in cutting off the retreat of one group of
forces and his third platoon pursuing a separate group, the
Bravo Conpany Conmmander recognizes that his forces are

being stretched too thin to defend the access road he has
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been assi gned. He initiates an ad hoc connection with the
reserve conpany, Charlie, for some additional support in
his sector until he can reconsolidate. Charlie agrees to
commi t a platoon and both conmanders report their

i ntentions.

The MEU CO sees the incom ng changes and recogni zes a
potential disaster. Bravo Conpany, attenpting to exploit
their advantage, is splitting his forces too nmnuch. One
pl atoon is chasing the eneny beyond the rest of the forces’
ability to support and now the Bravo Conpany commander isS
attenpting to commt a portion of the reserve. To conpound
matters, The MEU CO just received an unconfirmed
intelligence report that vehicles have been spotted noving
dowmn the access road that Bravo is supposed to be
supporting. He decides to override the lateral
col | aboration between Bravo and Charlie and order Bravo to
reconsolidate now on his assigned position. He also
rel ocated the RWCAS assets from Al pha Conpany to Bravo to
deal wth the wupcomng conflict. He recognizes that
pulling assets away from Al pha may slow their advance, but
if the vehicles overrun Bravo, they nay |l ose the airfield.

The MEU CO s orders are imedi ately forwarded down the
chain and all units receive the update to the plan. Bravo
Conmpany pulls back Third Platoon from their pursuit and
qgui ckly readjusts First Platoon to their original position.
Wth Bravo Conpany reinforced with the RWAS, the reserve

can be held until the MEU CO needs to commt them

As each smaller unit laterally collaborates to achieve
assigned specific assigned mssions, the forces can start
to drift apart and |ose coherency. The ability of the

four-tier nodel to automatically forward information to al
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concerned players allows higher echelon tactical commanders
to see the big picture while the |ower |evel conmanders
focus on the details. If the force starts to drift so far
apart that it is in danger of |osing coherency, the higher
echel on conmanders have the ability to recognize it and
take action. By overriding lateral collaboration at the
pl atoon level, the MEU CO was able to ensure that his units
were in position to repel the eneny counterattack. Al so,
the MEU CO is able to dynamcally reallocate assets (the
RWCAS) so that the forces that need them right now can get
them Had Bravo Conpany attenpted to laterally coll aborate
with Alpha to get the RWAS, his request may have been
denied by the Al pha Conpany Commander who was actively
using the RWAS and had priority. The MEU CO was able to
readjust priorities, re-allocate assets, and ensure the
coherency of his unit during the conflict.
E. ADVANTAGES OF THE FOUR- TI ER MODEL

1. Advant ages over Current Mbdel

Showi ng the definitive advantage of a networked force
over a non-networked force is beyond the scope of this
paper . Several authors have attenpted to quantitatively
show the advantage of a networked force wth varying
results. The bibliography and reference sections contains
list of several books and papers that attenpt to back up
this claim A few qualitative advantages are |isted bel ow

a. Lateral Coll aboration
The forces presented above laterally coll aborated

at many |evels. The Tactical Comranders were able to set
up ad hoc connections between their CINs so that they could
|aterally coll aborate when necessary. Wen the request for
a cruise missile canme in from the reconnai ssance team the

MEU CO was able to laterally collaborate with the CSG CO
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for a shooting asset and for deconfliction of the flight
pat h. Pl at oons and conpanies could directly connect their
LTNs to laterally collaborate as needed. Pl at oons from
different conpanies could connect directly, agree on a
course of action, and automatically update their intentions
up the chain of comrmand. There was no requirenment for
ei ther conpany comrander or the battalion conmander to
directly get involved with the collaboration, but they each
were automatically infornmed about the new course of action
and coul d take action as necessary. Because hi gher echel on
commanders retain command oversight, the MEU CO was able to
step in and prevent Bravo Conpany’'s action from tipping
into chaos. By reigning in the authority to act by the
pl atoon conmanders, the MEU CO was able to nmaintain
coherency of his forces.

b. Speed of Command

Al berts, Gartska and Stein define speed of
command as “the tinme it takes to recogni ze and understand a
situation (or change in the situation), identify and assess
options, select an appropriate course of action, and
translate in to actionable orders.”5 The four-tier node

of fers several ways to increase speed of comrand.

The CTP is updated in real time and each user has
the option to design individual views. The CTP also
contains both raw and processed data so that users have
access to the nost recent and relevant information at all
tinmes. The MEU Commander was able to quickly recognize
that Bravo Conpany was drifting into separate units unable

to defend the access road. Li kewi se the Third Pl atoon

56 pDavid S. Alberts, John J. Gartska, and Frederick P. Stein, Network
Centric Warfare. (Washington: Departnent of Defense, 1999), 163.
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Commander could quickly see that the insurgents he routed

were retreating into another conpany’s sector.

Having access to the original plan and the
current disposition of friendly forces allowed each
commander to quickly identify potential courses of action
Since all players are operating from the sane picture,
| ateral collaboration toward a new course of action can be
made qui ckly. Al so, once orders are issued, they can be
easi |y understood and qui ckly di ssem nat ed.

2. Four - Ti er Model and NCW

The four-tier nodel for an information topology of
FORCEnet takes advantage of the potential power of NCW
Al berts, Gartska, and Stein say that the power of NCW is
achieved by “linking together — or networking — battl espace
entities.”> The four-tier nodel allows all players to have
a potential direct connection without the need for open
channel s between every node. The network of networks
structure also allows each command echelon to establish a
uni que network tailored to its needs without requiring the
har dware and software overhead of managing all users on one
system Because each local network is directly connected
to several other networks, the design has  built-in
redundancy and robustness of communication. No single node
can ever be a critical node that shuts down the network,

and users who are separated from the rest of the network

can still function with data stored at their |ocation
F. SUMVARY

The above scenario illustrates how information would
nmove through the four-tier network. The ability to

|aterally collaborate is allowed by direct ad hoc

S7 1bid., 93.
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connections between networks, and comand oversi ght
prevents the collaborating units from drifting into chaos.
Al t hough an exanple of swarmng forces was not used, the
same processes that allow lateral collaboration will also
provide a swarm ng capability. 1In Chapter |11, Al berts’ and
Hayes’ assunptions for self-synchronization were |listed as:

. Cl ear and consi st ent under st andi ng of
conmand i ntent;

. Hi gh quality i nformation and shared
si tuati onal awar eness;

. Conpetence at all levels of the force; and

. Trust in the information, subor di nat es,
superiors, peers, and equi pnent. S8
The second assunption is the only one that can be solved
with a technol ogical solution, and is met by the four-tier
nodel . Cl ear understanding of command intent can only take
place in the mnd. The best any information system can do
is to provide clear information in the proper format and
context, and this is facilitated by the four-tier nodel.
The last two assunptions can only be acconplished through

training and effective use of the system

58 pavid S. Alberts and Richard E. Hayes, Power to the Edge.
(Washi ngt on: Departnment of Defense, 2003), 27.
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VI . CONCLUSI ONS AND RECOMMENDATI ONS

A CONCLUSI ONS

The four-tier nodel presented above was designed to
define an information topology that enploys the principles
of Network Centric Warfare. The network-of-networks design
allows for an easily scalable structure built from
i nt erchangeabl e pi eces. Every layer of the network can be
viewed as a collection of nodes with each node being a
distinct network itself. This layering of networks
elimnates any critical nodes upon which the entire design
relies. This design also provides a degree of autonony for
each network by allowng the owner of each network the
authority to configure it to his needs. The four-tier
nodel also provides a set of default comrmunications
pathways wth the ability for user to nmake direct

connecti ons when necessary.

For this type of systemto work, it requires a conmand
and control philosophy designed to maxim ze the flexibility
and responsiveness of a Network Centric force. Adapt abl e
Command and Control (AC2) provides one nethod for doing
this. AC2 seeks to maximze the flexibility of mlitary
organi zations by allowing lateral collaboration at the edge
of the organization. In addition, AC2 retains the
traditional command roles that sone have attenpted to
remove from self-synchronizing units. Wth AC2, senior
commanders have the specific responsibility of overseeing
|ateral collaboration to ensure that subordinates are
acting in concert with stated goals. AC2 also provides a

set of rules and criteria that units can train to and
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understand so that forces attenpting to conduct NCW will

have a conmon foundation on which to operate.

The four-tier nodel has one other inportant property;
it is testable. This design is a specific instantiation of
a FORCEnet information topology that can be nodel ed,
sinmul ated, and tested. Future nodeling and simulation wll
aid developers in identifying and correcting shortfalls in
the design and fielding of a superior product in the end
Before this type of design can be inplenented, many
technol ogi cal concerns need to be addressed. Sonme are
addressed specifically below, and others were highlighted
in Chapter I1.

B. TECHNOLOGY CONSI DERATI ONS
1. Ad Hoc Net wor ki ng
Ad hoc networking is defined as

a collection of
wireless nobile hosts formng a tenporary network without
the aid of any centralized admnistration or standard
support services.”5 The four-tier nodel relies heavily on
ad hoc networking to connect forward wunits into the
net wor k. Many conpanies have fielded Ilocal ad hoc
net wor ki ng capabilities, but no networks have been fielded

on the scale of the FORCEnet network. Addi ti onal advances

in routing pr ot ocol s, pat hway identification, and
addressing algorithnms still need to be devel oped and tested
before the four-tier nodel can be fielded. In addition,

nore advanced conputing and data transm ssion systens are
needed to field this network.

59 pavid B. Johnson, “Routing in Ad Hoc Networks of Mbbile Hosts,”
Proceedi ngs of the | EEE Wbrkshop on Mbile Ad Hoc Computing Systens and
Appl i cations, Decenber 1994.
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a. St orage and Processing

The four-tier nodel presented in Chapter 111
assunes the availability of small, powerful conputer
processors and data storage conponents for forward units.
Units depl oyed at permanent or sem -permanent installations
or on ships will have the potential to access adequate
conputing and power sources. Some information technol ogy
conpani es and universities have nmade prom sing advances in
the area of small-scale, powerful conputing and storage
systens (see Chapter Il, Section C), but no products have
been developed to neet the needs of the four-tier nodel
Forward units need to have a man-portable system that can
receive datalink conmmunications, process data, display
information in a usable format, determne if data neets the
requirenent of a standard or on-request information
exchange, and transnit the data as appropriate. I n order
to reduce bandwi dth requirenents, nore information needs to
be stored and processed at the forward edges of the network
so that |ess raw data needs to be transmitted. The ability
to store necessary information forward, such as copies of
the CTP or mission orders, allows units to continue to
operate effectively when deni ed access to the network.

b. Transm ssi on

The amount of data exchanged between two wirel ess
hosts is limted by a nunmber of factors. The nost obvious
is bandw dth, which [imts the nunber of actual bits that

can be exchanged®9. The anmpbunt of useful bits of
information is far less than the nunber of bits
transmtted. Forward error correction, such as Hanmm ng

codes or turbo codes, sends redundant bits to conpensate

60 Bernard Sklar, Digital Conmmunication: Fundamental and Applications
(2™ Edition). (Upper Saddle River, New Jersey: Prentice Hall PTR
2001), 42-49
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for poor signal connectivity and is required whenever data
is sent over a wireless connectionfl. Stronger transmtting
power can reduce the requirenents for forward error
correction but can never elimnate it. Addi tionally,
transm ssion power is a drain on portable power sources
whi ch can be expected to be at a premium for forward units.
Data conpression algorithnms can squeeze nore usefu
information into fewer bits of data. These algorithnms vary
in their performance and useful ness,%2 and no universal
standards have been accepted although several protocols are
used commercial ly. Wrel ess bandw dt h expansi on
transm ssion power, and data conpression standards need to
be designed into the FORCEnet network in order to enable ad
hoc networking in field environnents.

2. Dat a Fusi on and Anal ysi s

The four-tier nodel rests on an assunption that all
data residing on the network is of a comonly readable
form In order for a common data format to exist, severa
probl ens need to be resolved by appropriate subject matter
experts. Many of these problenms are beyond the scope of
this work, but a few are presented here. First, the system
needs to have a nmechanism for identifying redundancies in
dat a. If two units report the sanme, or nearly sane,
information, the system needs to be able to recognize and
resolve the condition without sinply double reporting the
dat a. This is not a trivial problem because two reports
that are nearly identical nmay be reports on separate
events, the sane event, or the sane event noving in tinme.

When reports are fused, the tinme nature of the reporting as

61 | bid., 305-374.

62 sSee http://ww. Dat aConpression.info for more information on data
conpression. Last accessed Septenber 2004.
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well as the reliability of the source need to be kept
intact so that analysts can determne which reports are

rel evant and whi ch no | onger apply.

A second problemis determ ning the appropriate m x of
human and aut ononous analysts that should be involved in
anal yzing information. Sonme sensors already rely heavily
on conputer-aided analysis. For exanple, a radar system
that rejects clutter and an infrared seeker which rejects
flares both rely on algorithnse to determne what is a
potential target and what is not. It is not difficult to
conceive of advanced conputer-aided systens in the near
future that can make simlar determ nations quickly on the
battl efield. This capability has the potential to be
extrenely advantageous or catastrophic depending on the
environment in which it operates. The mx of humans and
automatic analysis aids needs to be determ ned clearly when
these aids becone available in order to ensure that the
maxi mum benefit can be gai ned.

C. RECOVMENDATI ONS FOR FUTURE WORK

1. Model i ng and Si nul ati on

Before any project of this magnitude can be devel oped,
appropriate nodels need to be built to show that the basic
design wll work. The four-tier nodel lends itself to
nodeling partially because its scale-free nature fits an
understood and developing field of network theory. Al so
t he design has well-defined rules that can be designed into
a nodel .

AC2 needs to be further explored to determne if the
| ateral collaboration and command oversight construct is
sufficient to provide flexibility and coherency of forces.
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This design could be easily warganed as a start and

eventually worked into a field exercise at a small scal e.
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