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Increasing the Efficiency, Function, and Scope of Plan Management 
Agents 

AFOSR Contract Number F49620-01-1-0066 

Project Summary 

As technology for automated plan generation has matured, there has been increased 
interest in techniques for managing plans, i.e., for tracking, updating, dispatching, and 
revising them in dynamic, uncertain environments. This project focused on extending 
computational techniques for plan management so as to 

• increase the efficiency of processing so that large sets of plans can be managed; 
• augment i\{& functionality of the plan management systems to make them more 

useful; and 
• broaden the scope of plan management algorithms so that they can be used in a 

wider set of domains. 
A particular emphasis was on managing plans with richly expressive temporal 
constraints, and thus significant attention was given to developing efficient algorithms for 
temporal constraint reasoning. 

The principal accomplishments achieved under this contract include: 
• Formulation of the problems of plan update and dispatch as one of solving 

temporal constraint problems in general, and DTPs in particular. 
• Design of an algorithm for solving Disjunctive Temporal Problems (DTPs) that is 

two orders of magnitude faster than the previous state-of-the-art; 
• Development of an algorithm for least-commitment (i.e., maximally flexible) 

dispatch of plans encoded as DTPs; 
• Construction of a new formalism, Conditional Temporal Networks (CTNs) for 

modeling conditional plans with richly expressive temporal constraints, and 
development of algorithms for reasoning with this formalism; 

• Discovery of a problem with prior approaches to conditional planning that renders 
those approaches incomplete, and proof that this problem is corrected in the CTN 
framework; 

• Proposal of approaches to finding optimal solutions to temporal networks with 
uncontrollable events (STP-Us) even when one cannot guarantee the successful 
execution of the plans represented by those networks. 

• Development of improved techniques for monitoring the execution of plans with 
rich temporal constraints under conditions of uncertainty, and for interacting 
appropriately with a human who may be performing plan execution. 

• Integration of the various algorithms for plan-management tasks in prototype 
unified plan-management assistant systems. 
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Project Results 

We briefly survey the technical results of this project. More details can be found in the 
publications listed in the next section; these publications also contain citations to the 
related literature, which we do not repeat here. 

Plan Management as Temporal Constraint Solving 

A fundamental decision in our project was to model certain central components of plan 
management—specifically, plan tracking, updating, and dispatching—as problems of 
temporal constraint solving. The basic idea is to translate a plan specified in a traditional 
planning formalism into a set of temporal constraints representing both temporal and 
causal structure.   Plan update can then be viewed as a process of checking the 
consistency of the union of the constraints representing the initial plan, the constraints 
representing the new plan, and a set of constraints representing possible ways of 
resolving conflicts between the two plans; while plan retraction involves simply deletion 
from the constraint set. Similarly, plan execution can be modeled by adding to the set of 
constraints a new constraint that represents the execution time of an activity, and 
performing propagation to identify impact on the underlying plan. Failure to execute an 
action can be handled similarly (adding a non-execution constraint and propagating). 

The cost of performing temporal reasoning depends on the type of constraints allowed. 
Fig. 1 gives our analysis of the space of temporal constraint formalisms. There are two 
classifying attributes: whether or not the constraints are allowed to include disjunctions, 
and whether or not they include conditional tags on actions and/or uncontrollable events, 
i.e., events whose time of execution is not the control of the execution agent. Some of 
the simpler formalisms were developed and investigated prior to the current project, 
including sets of constraints restricted to simple precedence relations, with or without 
disjuncts (labeled "Partial Order" and "Yang" in the diagram, respectively). Simple 
Temporal Networks (STPs), and Simple Temporal Networks with Uncertainty (STP-u). 
Others, while developed outside of the scope of the current project, were a focus of study 
in the current project, wherein we developed improved algorithms for reasoning with 
them; these include Disjunctive Temporal Problems (DTPs) and Probabilistic Simple 
Temporal Problems (PSTPs). Finally, the formalisms that allow conditional tagging, 
CSTPs and CDTPs, were developed within the scope of the current project. 
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Figure 1. Space of Temporal Constraint Formalisms 

Efficient DTP Solving 

In the context of plan management, inclusion of disjunctive constraints is extremely 
important, because it provides a way of modeling actions that cannot overlap, and of 
modeling actions that present causal threats and thus must be either temporally 
demoted to precede the producer of the threatened constraint or promoted to follow 
the consumer. Unfortunately, solving Disjunctive Temporal Problems is NP-hard, in 
contrast to solving Simple Temporal Problems, which can be done in polynomial time 
using shortest-path algorithms. We there studied the DTP formalism, and developed 
efficient heuristic approaches to solving problems cast as DTPs. Specifically, we 
designed and implemented a DTP-solving system, Epilitis, and used it to conduct a 
thorough investigation of techniques for speeding up processing, including techniques 
that had been explored in previous work on DTPs. Integration of these techniques 
was a challenging technical problem. We also added no-good learning, a pruning 
strategy that had not previously been used in DTP-solving. Experimentation showed 
that no-good learning was a particularly powerful tool for speed-up in plan-merging 
problems. As a result of this work, we were able to achieve a two order-of-magnitude 
speed-up with Epilitis as compared to the previous state-of-the-art DTP solver. An 
example of our results is shown in Figure 2. In this graph, the Y-axis represents CPU 
time in seconds and the X-axis represents the ratio of constraints to variables (denoted 
by N): this metric has been established in the previous literature as defining the 
critical region of a DTP. All CSPs have a critical region, which is where speed-up 
has the greatest effect because base time to solve increases exponentially there. As 
can be seen, Epilitis performs particularly well in this region. 
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Figure 2. PerformanceofEpilitis compared to TSAT algorithm. Note that the y- 
axis is logarithmic. 

Least-Commitment DTP Dispatch 

In addition to maintaining a consistent model of a set of plans, it is important for a 
plan-management system to be able to dispatch those plans, i.e., to decide when to 
execute each action in the plan so as to ensure that all the constraints are satisfied. The 
difficulty of dispatching a plan depends on the nature of the plan and the environment in 
which it is to be executed. The simplest case arises when (1) a plan includes a specific 
time for the performance of each of its actions, and (2) it is to be executed in a static 
setting, one in which the only changes are the direct result of the plan execution itself In 
this circumstance, plan dispatch is trivial: all that is required is for each action to be 
performed at its specified time. But most real-world planning and execution applications 
are not so simple. The evolution of the world is generally not fully known in advance, 
and thus it is difficult to give precise specifications of the times and durations of actions. 
Allowing for flexible constraints can make it possible to accommodate unanticipated 
events, but also makes dispatch more complicated, because there is no longer a unique 
point in time at which each action is to be performed. STPs and DTPs were developed to 
represent flexible quantitative temporal constraints; of the two, DTPs are more 
complicated, allowing disjunctions, and flexible dispatch of plans encoded as DTPs is 
similarly more challenging. 



We developed an algorithm for flexibly dispatching plans encoded as DTPs, and 
showed that the algorithm satisfied four properties. (1) It is correct, i.e., whenever the 
executive executes actions according to the dispatch notifications, the performance of 
those actions respects the temporal constraints of the underlying plan. (2) It is deadlock- 
free: it provides enough information so that the executive does not violate a constraint 
through inaction. (3) It is maximally flexible, i.e., it does not issue a notification that 
unnecessarily eliminates a possible execution, i.e., an execution that respects the 
constraints of the underlying plan. (4) It is useful, i.e., it produces outputs that require 
only polynomial-time reasoning on the part of the executive. These properties, which we 
identified and formalized, must be at least partially satisfied by any dispatch algorithm to 
be valuable in a plan-management system. 

The algorithm works by maintaining two pieces of information: an Execution Table, 
which specifies what actions may be performed, and a Deadline Formula, which specifies 
what actions must be performed by whatever deadline is nearest. The latter is computed 
by finding a minimal set cover for the set of consistent component STPs for the current 
DTP (i.e., the original DTP with all execution constraints up to the current time added). 
This fact suggests a way of providing the algorithm with anytime properties, at the cost of 
losing some flexibility: instead of computing the complete set of consistent component 
STPs after each change in plan status, one can limit the number computed based on 
available resources, and then finding the Deadline Formula for the (reduced) set. 

Conditional Temporal Networks 

The temporal reasoning formalisms that had been previously developed did not support 
the modeling of conditional plans, i.e., plans that are executed under conditions of 
uncertainty, where decisions about what actions to perform depend upon the outcome of 
contingent events that cannot be predicted with certainty at plan time. To enable plan- 
management systems to handle such plans, we developed the Conditional Temporal 
Problem (CTP) formalism, an extension of the temporal constraint-satisfaction processing 
models used in non-conditional temporal planning. Specifically, we augmented the 
previous models by (1) adding observation nodes, which correspond to the time-points at 
which observation actions end, and (2) attaching labels to all other nodes in the network. 
A node's label indicates the situation(s) in which the event it denotes will be executed. 
Observation actions are used to determine the value of labeled events. 

The CTN framework allows for the off-line construction of conditional plans that are 
guaranteed to satisfy complex temporal constraints. Importantly, this can be achieved 
even while allowing for the decisions about the precise timing of actions to be postponed 
until execution time, in a least-commitment manner, thereby adding flexibility and 
making it possible to adapt the plan dynamically, during execution, in response to the 
observations made. A key result was the identification of three types of consistency in 
CTNs, which parallel consistency modeling in STP-U's: strong consistency, in which 
there exists a single solution that is valid regardless of the outcome of the contingent 
events; weak consistency, in which there exists a (possible separate) solution for each 



possible set of outcomes; and dynamic consistency, in which, while there may not be a 
single always-valid solution, it is always possible to construct a solution dynamically, 
during the process of execution. That is, if a network is dynamically consistent, then 
information about the outcome of contingent events will always become available "early 
enough" to allow the plan management system to determine when to schedule any 
dependent events. Dynamic consistency is the most important property for real-world 
plan-management systems, and we showed that dynamic consistency can be determined 
by solving a disjunctive temporal problem constructed from the original CTP by adding a 
set of disjunctive constraints that model the contingencies. Thus, we can apply our 
results on efficient DTP solving to the problem of checking the consistency of CTPs. 

We also showed that, even for plans without explicit quantitative temporal constraints, 
our approach fixes a problem that we discovered in earlier approaches to conditional 
planning, one that resulted in their being incomplete. 

STP-Us that are not Dynamically Consistent 

Where the work on CTPs was directed at reasoning with plans with actions that depend 
on continent events, STP-Us were developed by other researchers to model plans with 
events whose precise timing cannot be controlled, and which are thus called 
uncontrollables. A very attractive feature of STP-u's is that one can determine in 
polynomial time whether a given STP-u is dynamically controllable, i.e., whether there is 
a guaranteed means of execution such that all the constraints are respected, regardless of 
the exact timing of the uncertain events. (Note the parallelism between this notion and 
the notion of dynamic consistency in CTPs.)  Unfortunately, if an STP-u is not 
dynamically controllable, limitations of the formalism prevent further reasoning about the 
probability of legal execution. In fact, because the STP-u formalism models only an 
interval during which an uncontrollable may occur and not a probability distribution over 
that interval, it is impossible for it to support the type of reasoning needed when dynamic 
controllability fails. We therefore adopted a related formalism that does include explicit 
distributions, the Probabilistic Simple Temporal Problems (PSTPs), and we showed that 
while it is difficult to compute the exact probability of legal execution, there are methods 
for bounding the probability both from above and below. We sketched alternative 
candidate algorithms of this purpose; work on their development is continuing in our 
follow-on AFOSR contract. Note that computing the probability of legal execution 
allows a temporal planner to decide, when uncertainty is present, whether to accept or 
reject candidate plans. In addition, lower bound computation has an important side-effect: 
it provides guidance as to how to execute an STP-u even when it is not dynamically 
controllable. 

Execution Monitoring and Effective Reminding 

While the central tasks for plan management consist of tracking, updating, and 
dispatching plans, there are other tasks that must be performed as well. These include 
monitoring plan execution, and, in the case in which the executive is a human, 



deciding whether and when to interact with him. We therefore also addressed these 
tasks in this project. 

The execution-monitoring problem is a difficult one when you allow the type of 
flexibility in plan representation that we have: rich temporal constraints and 
conditional branches.   Because execution monitoring necessarily involves 
probabilistic reasoning to relate observed actions to individual or sets of planned 
activities, a Bayesian net formalism is the approach of choice. There have been two 
main prior approaches to using Bayesian nets in dynamic settings: time nets and their 
extensions to Dynamic Object Oriented Bayes net. However, each of these 
approaches has a limitation for execution monitoring. Time Nets can model 
quantitative temporal constraints, but cannot easily model the evolution of a belief 
over time. In contrast, the dynamic Bayes net formalisms, including DBNs and 
DOOBNs, are designed specifically to model belief evolution, but since they make 
the Markov assumption, they give up the capability to model arbitrary quantitative 
temporal constraints. We therefore developed an alternative, hybrid approach.   It 
consists of three parts: a dynamic model that represents the stochastic evolution of 
beliefs over time, a model that reasons about the quantitative temporal relationship 
between events, and a mechanism that manages the flow of temporal information 
between the two. The approach was fully implemented and used in our prototype 
plan-management system, where it generally performed well. However, due to 
difficulties in formally proving its correctness, we are now exploring additional 
alternatives. 

Execution modeling produces a picture of what the user has already done and what he is 
likely to do in the near future. This information must be combined with information 
about what the user is committed to, in order to make principled decisions about what 
reminders to issue and when. We developed techniques for making just such decisions. 
To produce an appropriate reminder, it is necessary to: 

• identify which activities may require reminders based on their importance and 
their likelihood of being forgotten, which can be determined from the user 
model constructed as a result of execution monitoring, 

• determine the most effective times to issue each reminder, taking account of 
the expected user behavior, as encoded in the user model, and any explicitly 
encoded preferences, 

• balance reminder stability with dynamic rescheduling when changes to the 
plan occur; and, 

• where possible and desirable, provide justifications as to why particular 
activities warrant a reminder. 

It is relatively easy to create one reminder plan: one can simply issue a reminder at 
the earliest possible start time of every activity. However, such a reminder plan is not 
likely to be high-quality. Producing a high-quality reminder plan is more difficult, as 
user preferences, interactions among activities, and user actions taken so far should be 
considered. We thus adopted a local search/iterative refinement approach, in which 
we create the initial reminder plan as just suggested (reminders at the earliest possible 
time), and then perform local search, using a set of rewrite rules to generate 



alternative candidate reminding plans. Again, this approach has been fully 
implemented and integrated into prototype systems. 
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Transitions 

A number of the algorithms we developed, along with the prototype integrated plan- 
management system implemented in the current project, are now being extended and 
used in the DARPA CALO effort being undertaken at SRI International, on which we 
have a subcontract. Additionally, we are using this system in other research to develop 
assistive technology for people with cognitive impairment, with funding from the 
National Science Foundation. 
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