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Preface

This volume is the Final Report on the Task 1 of the Project #1994P “Formal Methods for
Information Protection Technology” that is being performed according to the agreement between
European Office of Aerospace Research and Development (EOARD), The International Science and
Technology Center (ISTC) and St. Petersburg Institute for Informatics and Automation (SPIIRAS).

Task 1 of the Project #1994P is entitled “ Formal Grammar-Based Approach and Tool for
Smulation of Attacks on Computer Network” . This report describes the results of the fifth research
phase scheduled by the Work Plan and also summarizes results of the Project research on the whole.

Formal model of distributed attacks is the subject of the research presented in this report. The goal
of the Task 1 of the Project is development of the formal model and software for simulation of broad
spectrum of network attacks, and also an investigation of their possibilities and usefulness in
analyzing of computer network assurance.

According to the Work Program, at this phase of research the following task is scheduled:

A-4. Development of the software prototype of the Attack Simulator implementing theoretical

results of research and its evaluation.

The results are presented in two chapters associated with the aforementioned tasks.

Chapter 1 “Overview of the theoretical results presented in previous reports. formal grammar-
based approach for modeling and simulation of computer network attacks’ summarizes the suggested
approach for modeling attacks against computer network, the developed technology and software tool
for design and implementation of knowledge-based multi-agent systems, and the object-oriented
project of the Attack Simulator. More detailed description of these results was given in Interim
Reports submitted to EOARD according to the Work Program ([IntRep#1], [IntRep#2], [IntRep#3]).

In Chapter 2 “Software prototype of the Attack Smulator implementing theoretical results of the
research and their evaluation’, the results of research on the task A-4 are presented. The Chapter
describes e architecture and main components of the Attack Simulator prototype, as well as its
functional capabilities and specific features of implementation. It also outlines the simulation-based
exploration of the developed Attack Simulator prototype and its benefits in use for evaluation of the
computer network system assurance.

All theoretical results and conclusions of the research are explored and validated via smulation on
the basis of the software developed by authors. The developed software can be demonstrated in
AFRL/IT aswell as software code can be submitted to the Partner on demand.

All tasks presupposed by the Work Program are solved completely.

The papers describing results of the Project have been accepted for presentation and publication in
Proceedings in severa Russian and International Conferences ([Gorodetski et al-01a], [ Gorodetski et
al-01b], [Gorodetski et al-01c], [Gorodetski et al-01d], [Gorodetski et al-02a], [ Gorodetski et al-02b],
[Gorodetski et al-02c], [Gorodetski et al-02d], [Gorodetski et al-02€], [Gorodetski et al-02f],
[Kotenko et al-02a], [Kotenko et al-02b], [Kotenko-02a], [Kotenko-02b], [Alexeev et al-02],
[Stepashkin et al-02], [Nesterov et al-02], [Kotenko et al-03], [Kotenko-03]), including Fifth
International Symposium “ Recent Advances in Intruson Detection (RAID 2002)" (Zurich,
Switzerland. October 2002) [Gorodetski et al-02c], Fourth International Workshop “ Agent-Based
Smulation 4 (ABS 4)” (Montpdlier, France. April 28-30. 2003) [Kotenko et al-03] and Third
International Central and Eastern European Conference on Multi-Agent Systems (CEEMAS 2003)
(Prague, The Czech Republic. June 16 — 18, 2003) [K otenko-03].

Two papers have been published and one has been accepted for publication in the Lecture Notesin
Computer Science and Artificial Intelligence series (Gorodetski et al-02a], [Gorodetski et al-02c],
[Kotenko-03]). One paper has been prepared for publication in IEEE Security and Privacy journal.

Project manager

Leading Scientist of the St. Petersburg Ingtitute for Informatics
and Automation of the Russian Academy of Sciences

Ph.D. Prof. Igor Kotenko



Chapter 1. Overview of theTheor etical Results Presented in Interim
Reports: Formal Grammar-based Approach for Modeling and
Simulation of Attacksagainst Computer Networks

Abstract. This chapter describes theoretical results that mostly already have been presented in
Interim Reports submitted to EOARD according to the schedule supposed by Work Programand
gives areview of recent related works. It presents abrief survey of computer network attacks,
including definitions of main concepts, a review of existing computer and network attack
taxonomies, classification and analysis of standard remote attacks. It introduces the scenario-based
specifications of computer network attacks. Specifications are based on developed conceptua
model of attacks and proposed generalized formal means for attack scenario specifications. An
important task concerning synthesis (recovery) of grammars specifying models of attacks is
analyzed and te corresponding grammar recovery algorithms are described. The developed
mathematical methods and techniques used for formal modeling of attacks are reviewed. In this
research attack model is considered as a complex process of contest of adversary entities those are
malefactor or team of malefactors, on the one hand, and network security system implementing a
security policy, on the other one. The Chapter also presents conceptua justification of the chosen
approach, specification of the basic components composing attack model and their interaction in
simulation procedure and describes examples of the network attacks specifications. The behavior
of malefactor implementing an attack is specified in terms of gate machines simulating attack
development. An important issue is forma model of the attacked computer network and its
response to attacks. This model is developed and described in the Chapter. Implementation and
deployment of the agent-based attack simulator was carried out by use of “Multi-agent System
Development Kit”, MAS DK, which is outlined. The final design result that concerns the object-
oriented project of the software prototype of the Attack Sinulator is overviewed in the end of the
Chapter.

1.1. Introduction

Efficiency of computer network security systems, including intruson detection systems,
vulnerability assessment kits, honeypots, etc., depends in a high degree on the quality and
completeness of the knowledge about strategies and implementation of computer network attacks
taken into account in the security policy.

However, modern computer network security systems use mostly “ad hoc” built security policies
aimed at defense against known types of attacks and other threats. It is undoubtedly that remarkable
increase of security systems efficiency could be achieved in case of using knowledge resulting from
generdization and formalization of the accumulated experience regarding computer system
vulnerabilities and attack cases data ([Axelsson 0Q], [Allen et al-00], [McHugh-01]).

Till now alot of such datais accumulated. There are a number of publications in which the attack
cases are systematized in the form of taxonomies ([Adam-95], [Howard et al-98], [Krsul-98],
[Ranum-97], etc.). Nevertheless, till now there are no serious attempts to generalize the accumulated
data in order to develop a formal model of computer network attacks. Such a modd could be a
powerful source of knowledge needed for security systems development and implementation. It could
help in deeper study of the essence and peculiarities of attacks (intentions of malefactors, attack
objects, structure of attacks, strategies of attack realization, etc.).

The current competition between security systems and malefactors, in which the latter are
permanently inventing new attacks, is such that malefactors have a remarkable advantage. This
advantage is becoming more noticeable if malefactors implement distributed attacks intending as a
target not only a particular host but also the whole computer network. An example of such an attack is
given in [Mukherjee-94]. It exemplifies a distributed attack that comprises 11 phases performed during
severa days. At present, it is not possible to detect such attacks automatically and particularly on-line.
However, in the modern days distributed attacks are becoming the practice of malefactors.

This is a cogent argument for the necessity of deep study and research of the essence and
peculiarities of distributed attacks. The study cannot only be restricted by generdlization of the
experience; it has also to be based on using of formal models and simulation of attacks. The intentions



and objects of attacks, strategies and ways of realization must be the prime subjects of such a study.
These formal models could be very valuable in the design of security systems capable to operate with
high-level notions like “ identification of an attack scenario” , “ forecasting of the attack development” ,
etc. Such capabilities could make feasble to break on-line an attack development before the
irreversible consequences. “We also need to know what the exploited wilnerability is, how the attack
was performed, what are its consequences, and how to react (automatically or not) in order to stop it
[Michel et al-01].”

The model of distributed attacks could be very useful in learning to cope with both known and
unknown attack detection. Therefore, artificially generated sample of attack could be used astraining
and testing data for security systemlearning, especially intrusion detection systems learning.

Finaly, a formal model of attacks and attack simulation tool if used together with vulnerability
assessment systems could play an important role in the validation of security policies. Such simulator
could be used as a test bed for security systems thus providing decrease of the cost and time of a
security policy validation.

A formal mode of computer network attacks is the subject of the research presented in the Project.
The goals of the Project are the following:

(1) development of a powerful formal framework for specification of a broad spectrum of attacks
against computer network;

(2) elaboration of formal specifications of a representative spectrum of such attacks;

(3) implementation of a software tool prototype making it possible to smulate attacks and
respective responses of the attacked computer network objects,

(4) exploration of practical utility of Attack Simulator prototype.

According to the Work Program the Project research was carrying out in several phases and results
of each stage were submitted in three Interim Reports ([IntRep#l], [IntRep#2], [IntRep#3]) and in this,
Fina report.

The Final Report is concluding one. It gives a brief summary of the results presented in the
previous reports in order to connect them with the results presented in this one, and to make available
the complete understanding of the results on the whole.

Besides the Final Report presents results, which are a natural continuation and also complement to
the previous results, that is software prototype of the Attack Simulator implementing theoretical
results of research and its evaluation.

1.2. Specification of the representative set of distributed attacks against computer
networks

1.2.1. Analysisand classification of attacks on computer networks

A review of computer network attacks was givenin the Interim Report #1 [IntRep#1] . This review
includes the following main e ements:

Definitions of the main concepts of remote attacks on computer networks;
Review of existing computer and network attack taxonomies;
Classification of standard remote attacks;

Analysis of remote attacks on computer networks.

The purpose of computer networks attacks undertaken by the malefactors (intruders) consists in
obtaining access to the necessary information and network resources, violation of their integrity and
availability. A basic feature of attacks redlized by the maefactors in open networks is a factor of
distance between a host selected as a victim and a malefactor. So a remote attack is an unauthorized
information effect on objects of the computer networks realized on data links.

Invariance of mechanisms of an attack implementation with regard to features of the concrete
system (topology, infrastructure, type of a network operating system, protocols of an interaction)
alows using a concept of a standard remote attack as a remote dfect irrespective to the type of a
computer networks. The majority of computer networks, including the Internet, were formed as
unprotected systems, which have not been intended for storage and processing of confidential
information.



On the basis of the analysis of many scientific and technical materials concerning the network
security the following taxonomies of network attacks were analyzed (Radatz et al-96], [Krsul-98],
[Landwehr et al-94], [Amoroso-94], [Howard-97], [Howard et al-98]):

(1) Ligts of attack terms ([Cohen-95], [Icove et al-95], [Cohen-97], [Howard-97], [Howard et al-

9],

(2) Ligtsof attack categories ([Cheswick et al-94], [Ranum-97]),

(3) Attack results categories ([Cohen95], [Russell et al-91]),

(4) Empirical lists of attack types ([Lackey-74], [Neumann et al-89], [Amoroso-94], [Lindqvist et

al-97)),

(5) Vulnerahilities matrices (JAmoroso-94], [Landwehr et al-94]),

(6) Action-based taxonomies [Stallings-95],

(7) Security flaws or vulnerabilities taxonomies ([Beizer-90], [Saltzer et al-75], [Hogan-88],

[Aslam-95], [Dodson-96], [Krsul-98], [Power-96]),

(8) Taxonomies of intrusions based on the signatures [Kumar-95],

(9) Incident taxonomies ([Howard-97], [Howard et al-98]).

These taxonomies are multifold but can not ensure the project objective redlization. We think that
the incident taxonomies are the most prominent for our goals, but they require a more elaboration with
emphasis on remote actions.

On the basis of generalization of the works on computer network security ([Radatz et al-96],
[Krsul-98], [Landwehr et al-94], [Amoroso-94], [Howard, 97], [Howard et al-98], [Medvedovsky et
al-99], [Cole-02], et a) classification of standard remote attacksis developed. According to this
classification, the remote attacks are structured by sevenbasic tags.

Character of an effect (passve, active);

Purpose of an effect (violation of confidentidity, integrity and service availability);

Condition of beginning of the effect realization (according to an inquiry from the attacked
object, on fulfillment of the expected event on the attacked object, unconditional attack);
Availability of feedback with the attacked object (with feedback, without feedback — one-
direction attack);

Layout of the subject of attack concerning the attacked object (intra-segmental, inter-
segmental);

Layer of standard 1SO/OS| model, on which the effect is carried out (physical, link, network,
transport, session, presentation, application);

Object on which an effect is directed to (on network services, on an infrastructure of the
network);

Attack complexity level (smple and composed).

Let us consider main classes of standard remote attacks according to af orementioned basic tags.

1. Character of an effect on the distributed computing system or network:

(1) Passiveeffect;

(2) Active effect.

The passive effect is one, which does not render immediate influence on system operation, but can
break its security policy. The active effect is one, rendering immediate influence on the system
operation (reconfiguration of a system or network, violation of a service capability, etc.) and breaking
its security policy. The example of attacks of the first type is listening of data links and interception of
information entered from the keyboard. The example of the second type of attacks is an attack “third
in the middle”’, when the malefactor can substitute data of the message exchange between two users of
the network or between the user and the network service requested by him.

2. Purpose of an effect:

(2) Violation of information confidentiality;

(2) Violation of information integrity;

(3) Violation of service capability (availability) of the system.

This classification attribute is a direct projection of three main types of threats - disclosure,
integrity and denial of service.

3. Condition of beginning of the effect realization:




(1) Attack according to an inquiry from the attacked object In this case an intruder (attacker)
expects transmission from the potentia attack object of defined inquiry, which will be the condition of
beginning of the effect realization;

(2) Attack on fulfillment of the expected event on the attacked object. In this case an intruder
realizes continuous tracing of the state of an operating system of the remote host, and starts the effect
at origin of a specific event in this system;

(3) Unconditional attack. In this case the beginning of attack redlization is unconditional with
regard to the attack purpose that is the attack is carried out immediately and regardiess to state of
attacked object.

4. Availability of feedback with the attacked object:

Feedback from attacked object is provided;
No feedback (one-direction attack).

Under remote attack, realized at presence of feedback with the attacked object, the intruder must
receive answers to some inquiries transferred to the attacked object. Therefore between the intruder
and the attacked object a feedback exists, which alows intruder to react adequately to al changes
happening on the attacked object. The remote attacks without feedback do not require reacting to any
changes happening on the attacked object.

5. Layout of the subject of attack concerning the attacked object:

(2) Intra-segmental;

(2) Inter-segmental.

Segment of the network is a physical association of hosts. For example, a segment of the network
can consist of a set of hosts connected with the server by means of the “common bus’ scheme. The
intra-segmental attack is an attack, when the subject and object of attack are situated in one segment.
The inter-segmental attack is an attack, when the subject and object of attack are situated in different
segments.

6. Layer of standard 1SO/OS model on which an effect is taken:

(2) Physical layer;

(2) Link layer;

(3) Network layer;

(4) Transport layer;

(5) Session layer;

(6) Presentation layer; and

(7) Application layer.

7. According to the object, on which an effect is taken, two classes of attacks can be discerned:

(2) Class A-— attacks on network services (effects on an application layer);

(2) Class B — attacks on an infrastructure of the network (effects on layers below the application
layer).

The attacks of class A are directed on lowering of efficiency of the computing systems operation
by means of effects on application processes. These attacks have the following purposes. degradation
of the workstations and servers performance or violation of their service capability; obtaining of an
unauthorized access to information (violation of confidentiaity, integrity and availability of
information processed by application processes); imposing of false information at an interaction of
application processes through data links.

The attacks of class B are directed on lowering of efficiency of the network operation through
effecting on the network infrastructural characteristics. The purposes of these attacks are the
followings: deterioration of dynamic characteristics of a telecommunication subsystem (reduction of
data links capacity, degradation of network devices or violation of their service capability); change of
the network structural characteristics (change or violation of logical connectivity between objects,
implantation of false objects).

8. Attack complexity level:

(2) Smple;

(2) Composed (complex).

Simple attacks consist of one or several actions. Complex attacks include a set of the smple
attacks.



The enumerated characteristics of attacks can be considered as a basis for construction of complex
attack classifications necessary for the concrete applications.

We discern eight typical classes of the remote attacks
(1) Analysisof the network traffic;
(2) Network scanning (probing);
(3) Substitution of the trusted object of the network and transmission of the messages from its
name with appropriation of its access rights;
(4) Implantation of the false object in a network;
(5 Denid of service;
(6) Unauthorized access from a remote machine by guessing password;
(7) Unauthorized access to local superuser (root) privileges,
(8) Remote initiation of applications.

The eight most frequently undertaken typical classes of the network attacks and their examples are
represented in Tab.1.2.1.

Tab.1.2.1. Classes of network attacks

Attack type Attack Examples
1. Analysis of the network traffic—sniffingor | = tostudy alogic of the network operation (to get
listening of adatalink by means of sniffers unambiguous correspondence of events happeningin

the system and commands transferred by hosts)

= to intercept a stream of data (for extraction
passwords for access to the remote hosts on the FTP
and TELNET protocols)

Means  Esniff.c, Gobler, ethdump, LanPatrol,
LanWatch, Netmon, Netwatch, ethload, Linsniffer,
BUTTSniffer, Session Wall-3, LANAlyzer, PacketBoy,
Lan Trace, Shomiti Surveyor, Sniffer Ballista/NT,
tcpdump, web_snif.c, readsmb.c, icg-spof.c, C2MyAzz,
IP-Watcher, etc.

= to study symbol sequences entering into the host
from the keypad

Means: Keytrap, Playback, Keycopy, Getit, etc.

2. Network scanning (probing) —a

transmission of inquiries to the network Means ipsweep, mscan, portsweep, satan, ping, fping,
services of hosts and analysis of the answers Pinger, WS_PingProPack, icmpquery, icmpush,
from them

strobe, udp_scan, netcut, PortPro, nmap, ident, queso,

cheops, tkined, etc.

(1) "Visible” scanning =  TCP ports scanning (TCP SY N scanning, TCP FIN
scanning, scanning based on | P fragmentation, TAP
IDENT scanning)

=  UDP ports scanning

= Scanning by DNS

= Scanning by ping sweep

(2) "Invisible” anonymous scanning = Half scan

= FTPbounce

=  Dumb host scan

=  Proxy scanning

= Scanning by ministorm of inquiries

3. Substitution of the trusted object of the
network and transmission on links of the




messages from its name with appropriation of
its access rights

(1) Substitution of the trusted object of a
network at an establishment of virtual
connection

= TCP-IP Spoofing
=  Web spoofing

(2) Substitution of the trusted object of a
network without an establishment of virtual
connection

=  DNSspoofing

4. Implantation of the false object of the
network

(1) by obtrusion of the false path using the
disadvantages of routing algorithms of the
protocols

Attacks using RIP, OSPF, LSP, ICMP, SNMP protocols

(2) by usage of disadvantages of the remote
search algorithms

Attacks using SAP, ARP, DNS, WINS protocols

5. Denial of service (DoS)

(1) DoScaused by usage of a portion of the
network resources

= directed storm of echoes - inquiries on the ICMP
protocol (Ping flooding)

= ministorm of inquiries on instalation of TCP-
connections (SY N flooding)

= stormof inquiriesto FTP server

(2) DoS caused by exhaustion of the network
resources at processing of packages
transmitted by the malefactor

= storm of
(Smurf)

= directed storm (SY N flooding)

= storm of the messages to amail server (Spam)

broadcasting ICMP- echoes-inquiries

(3) DoScaused by violation of logical
connectivity between the network objects by
transmission of control messages changing the
route data or the identification and
authentication information on behalf of
network devices

= |CMP Redirect Host,
= DNSflooding

(4) DoS caused by transmission of packages
with uncommon attributes or having length
exceeding a valid maximum size

= Land, TearDrop, Bonk, Nuke, UDP bomb
= Ping Death, attack on aftpd demon of UNIX host

6. Unauthorized access from a remote
machine by guessing password

= “brute force” method,;

= simple guessing password;

= “crypt and compare” method
= social engineering

7. Unauthorized access to local super user
(root) privileges

various “ buffer overflow” attacks

8. Remoteinitiation of applications

(1) distribution of files containing the
unauthorized executed code

I-Worm.Lovel etter

(2) remote initiation of an application by buffer
overflow of the application server

Morrisvirus

(3) remote initiation of an application by usage
of possibilities of the remote system control
provided by hidden software and hardware
beetles or used regular means

Back Orifice, Net Bus,
Landesk Management Suite, Managewise, BackOffice
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The analysis of the network traffic consists in an interception of network packets and their
analysis. This attack class alows to research the parameters of a network (protocols, topology, types
of operating systems, physical and logic addresses of objects) and to get access to the confidentia
information (for example, to the users names and passwords). The widespread type of the data
interception means is a sniffer, i.e. a network analyzer or means of dataflow inspection. Examples of
this type programs are the following: for SunOS - Esniff.c (it captures only first 300 bytes telnet, ftp
and rlogin sessions, that it is quite enough for obtaining the identifier and password), Etherfind and
Snoop; for the MS DOS - Gobler, ethdump, LanPatrol, LanWatch, Netmon, Netwatch, ethload; for
Linux - Linsniffer; for Windows - BUTTSniffer V 0.9.3, Session Wall-3, LANAlyzer, PacketBoy vl.2
for Win95/NT, Lan Trace, Shomiti Surveyor, Sniffer Ballista/NT, etc. For many operating systems,
the Unix utility tcpdump can be used.

The network scanning consists in a transmission of inquiries to the network services of hosts and
analysis of the answers from them. The purpose of the attacks of this class is detection of the used
protocols, accessible ports of network services, determination of active network services, selection of
users identifiers and passwords. The basc ways of scanning are: TCP ports scanning (for example,
TCP SYN-scanning, TCP FIN-scanning, scanning based on IP fragmentation, TAP IDENT scanning,
“Christmas treg” scanning, zero scanning), UDP ports scanning, scanning by DNS, ping sweep
scanning, “proxy”-scanning, FTP bounce scanning, etc. The nost widely used means of network
scanning are nmap, strobe, udp_scan, netcat, PortPro, Portscan, |psweep, Mscan, Portsweep, Satan,
etc.

The substitution of the trusted object of the network and transmission of the messages on its behaf
and appropriation of its access rights is effectively realized in systems, where unstable agorithms of
the identification and authentication are used.

Two varieties of the attacks of this class can be discerned:

(1) attacks using installed virtual connection;

(2) attacks without installation of a virtual connection.

The first type of atack consists in appropriation of the rights of the trusted subject of interaction
that alows intruder to perform a session with the network object on behaf of the trusted subject (for
example, attack of the rshrservice of a UNIX-host). An attack without installation of virtua
connection can take place in networks realizing an identification of the transmitted messages only
using a network address of the sender. The essence of this attack consists in transmission of service
messages concerning the change of the route data on behaf of the network control devices. An
example of such attack isimposing of the false router using of the ICMP message “Redirect Host”.

The main purpose of implantation of the false object in the network is a variation of the route data
on the attacked object so that the new path passes through the false object. This attack is carried out in
two ways.

(1) by obtrusion of the false path using disadvantages of routing algorithms. As a result, the attack
object traffic can get, for example, to the host of the malefactor, where it is possible “to open” the
attacked host by means of some tools. This way consists in unauthorized use of the routing protocols
(RIP, OSPF, LSP) and the network management protocols (ICMP, SNMP) for modification of the
route date;

(2) by use of disadvantages of the remote search agorithms. If the network objects have no
address information about each other, various protocols of the remote search are used (for example,
SAP in Novell NetWare networks, ARP, DNS, WINS in TCP/IP networks). The remote search
protocols consist in transmission to the network of address retrieval inquiries and obtaining the
answers with the required information. Thus, the intruder can intercept the address retrieva inquiry
and transmit the false answer, whose use will change the route data. Further all traffic associated with
the object-victim will pass through the false network object. This attack alows to effect on the
intercepted information as follows: to carry out selection and saving of data stream; to update
transmitted data or transmitted code; to substitute transmitted data.

“Denial of service” attack consistsin transmission by intruder on behalf of the legal objects of
many inquiries addressed to network services, or transmission of packages with unusual attributes, or
having length exceeding a vaid maximum size. Some varieties of this class of attacks can be
indicated: (1) the hidden denia of service caused by the use of a part of computer network resources
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while processing the packages transmitted by the malefactor. That can violate the requirements for the
inquiry processing time. Examples of these attacks are asfollows:.

(Ddirected storm of echoes - inquiries on the ICMP protocol (Ping flooding), mini-storm of
inquiries on ingtallation of TCP connections (SY N-flooding), storm of inquiriesto FTP server;

(2) the evident denial of service caused by exhaustion of the network resources at processing of
packages transmitted by the malefactor. Examples of these attacks are a storm of broadcasting ICMP-
echoes-inquiries (Smurf), directed storm (SYN-flooding), storm of the messages to the mail server
Spam);

(3) the evident denia of service caused by violation of logical connectivity between the network
objects by transmission of control messages changing the route data or the identification and
authentication information on behalf of network devices (for example, ICMP Redirect Host, DNS
flooding);

(4) the evident denial of service caused by transmission of packages with unconventional
attributes (Land, TearDrop, Bonk, Nuke, UDP-bomb) or having length exceeding the valid maximum
size (Ping Death, attack of a ftpd demon of UNIX-host). This attack can cause a failure of network
devices participating in the inquiry processing in presence of faults in programs realizing the network
exchange protocols.

Unauthorized access from a remote machine by guessing password can be realized in three ways:
(2) “brute force”; (2) smple guessing; (3) “crypt and compare”. Besides, socia engineering can be
used. When “brute force” method is used, an attacker, first of all, can test default passwords
installations (for example, in Unix-systems - root or bin, in VMS - system, in Windows NT -
adminigtrator, in Netware - supervisor), or guest passwords (guest, demo, visitor). When simple
guessing password is realized, the special programs automating this process are used. Some of these
programs use a list of widespread passwords with known or installed "on default™ login name, others
apply network utilities of the user’s login determination (Finger for Unix, Finger32 and WSFinger for
the Windows, FFEU for OS2 etc.), and try as passwords various permutations of symbols in these
names. Malefactors, as arule, use password guessing means based on “crypt and compare” method. It
consists in an encryption of various words via the algorithm used for encryption of the passwords, and
matching two ciphered strings. If they are equal the necessary password is determined.

Unauthorized access to local super-user (root) privileges is carried out, as arule, by start-up of
the application, which causes buffer overflow under the preset initial conditions. In some cases of the
system registers adjustment the processor can be switched after interruption caused by buffer overflow
to fulfillment of a code contained out of the buffer space and possessing higher rights. The attack of
this type was used in awell-known Morris virus.

“ Remote initiation of applications’ attacks consist in an implantation and initiation of various
beetles on the attacked host (for example, trojan programs Back Orifice, Net Bus), viruses (for
example, “VBS.LovelLetter”), or in use of a standard network control and administration means
(Landesk Management Suite, Managewise, Back Office, etc.). The main purpose is violaion of
information confidentiality, integrity, availability and complete administrative control of the host
operation. Schematically the main stages of these programs operation are as follows: installing in
memory; waiting for inquiry from the remote host, on which the head server program is initiated;
message exchange with the head server program; transmitting the intercepted information to the head
server-program or granting it control of the attacked host.

The analysis of mentioned classes of remote attacks is elaborated in detail in the Interim Report #1
[IntRep#1]. The represented results allowed developing the conceptual descriptions of representative
set of network attacks and their forma models.

1.2.2. Scenario-based specification of the representative set of distributed attacks of different
classes

The scenario-based specifications of computer network attacks were given in the Interim Report
#1 [IntRep#l].

It was shown that computer network attacks are of great concern to the class of complex systems
possessing such features as large scale, multi-connectivity of elements, diversity of their connections,
variability of structure, multiplicity of executed functions and structural redundancy.
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An attack model is understood as a formal object having a likeness in basic properties with regard
to real-life attacks, serving for investigations of their properties by means of usng known and
obtaining new information about attacks. A formal model of attacks is a collection of mathematical
dependencies specifying attacks and allowing study of them formally and via simulation.

The research focused on the conceptual model of attackswhich includes two levels: (1) macro-
level and (2) micro-level. It is supposed that available information about attacks to study them
comprises experts information and limited number of cases.

Analysis of remote attacks proved that a malefactor plans each attack on macro-level asapartialy
ordered set of steps. The partially ordered set of attack steps on the macro level is called a scenario of
attack. In any case, realization of a scenario is represented by a sequence of various lengths. Each step
aims at achieving a particular sub-goal, say, to break through a firewall, to get a non-authorized access
to some information, services, applications, to execute an operation with the object of interest, to
remove evidences of the attack steps, etc. In redization of some steps of such a scenario may not be
successful, while other ones may be successful. In principle, the total number of such steps of different
purposes is not too large, and they can be realized by malefactors in diverse orders, in a repeatable
mode, from different source hosts, etc. Availability of even a unique case of an attack scenario alows
an expert to identify and anticipate the malefactor's intentions, peculiarities of the attack
implementation and to anticipate a variety of possible scenarios aimed to the same target

To redlize each particular step of the attack scenario, the malefactor uses operations of low level.
Therefore, each such a step of a scenario may be represented as a sequence of low level commands,
system calls, etc., that specify an attack on micro-level. Although each step can be formed by the same
operations, specific character of each step can be expressed by particular probabilistic characteristics
of sequences of commands corresponding to the various steps of scenario and by particular values of
attributes (names of files, directories, services, etc.).

The developed means of the attack specification can be represented as described below.

On macro-level, each sequence of attack steps may be considered as a “word” belonging to a
formal language that, in turn, can be specified by a forma grammar ([Aho et al-72], [Fu-74],
[Gorodetski-86], [Lammel et al-00]). A description of the common attack scenario by stochastic
grammar which is the following™:

GA:<VN1 VTv S P >!

where Vy is a sat of the non-terminal symbols, which are put into the correspondence with the upper
levels of attack steps; Vr is a set of the terminal symbols, which denote the attack steps of the lower
level; Sis an initid symbol ("axiom") of attack scenario; P is a set of the productions assigned
probabilities of their use. P represents syntax of the language to be generated by grammar GA, at that
each "word" of this language represents the sequence of malefactor's activity on macro-level.

It is supposed that each terminal symbol of the "word" of the language generated by grammar GA,
in turn, can be considered as an "initial symbol" (axiom) of a grammar specifying the respective step
in more details. Formally, this more detailed elaboration of the attack specification corresponds to the
well known (within formal grammar theory) operation called "Substitution of grammar™ ([Glushkov et
al-7g)).

The developed model of attack scenario is very flexible. It is able to specify such peculiarities of
attacks as variety of orders of steps of the same attack in different its instances, repeatability of steps,
possibility to initiate different steps of an attack from different hosts (if attack is performed in
distributed way), etc. It aso takes into account that attack can be directed to different objects of the
victim computer network.

This grammar may be regenerated by formal methods inductively on the basis of cases, and later it
can serve as aformal model of such kind of attacks on the macro level. This grammar can play a dual
role, namely, it can be used as model of cases generation, and it can serve as aforma model used for
attack detection on the basis of syntactical analysis of the "words' representing scenario of the
malefactor's activity. There aso exist other options of formal approaches to modeling of attacks, e.g.,
Markov's Chains modd.

! Later in subsection 1.3.3 amore precise definition of the grammar used for attack specification is done.
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In terms of micro-level, each step of the macro level scenario consists of a sequence of events (for
example, system calls). Modeling and smulation of an attack on the micro level can aso be realized
by means of the expert analysis of the intruder's intention at each step of the attack. In some respects
this task is similar to the one considered on the macro level. But as a rule, intruder's actions on the
micro level may dightly vary from the normal actions and be more noticeable on the macro level. This
is a significant argument in favor of the necessity of the macro level attack modeling and simulation.
Mathematically the forma model on micro level can aso be specified in terms of formal grammars or
in terms of Markov's chains. Let us remind that operations of micro level are used for implementation
of each step of the macro-level attack scenario.

The scenario-based models are practically specified for the following classes of network attacks:
(1) andysis of the network traffic, (2) network scanning (probing), (3) substitution of the trusted
object of the network and transmission of the messages from "on its behaf" with appropriation of its
access rights, (4) implantation of the false object in a network, (5) denial of service, (6) unauthorized
access from a remote machine by guessing password, (7) unauthorized access to local super user (root)
privileges, and (8) remote initiation of applications.

Each scenario is described in terms of a set of admissible sequences of steps specifying attack
class on macro- and micro levels.

The models of the “analysis of the network traffic” of attacks include a sequence of the following
stages: indication of the place in the network from which it is favorably to listen the network;
determination of analyzed levels of network protocols and the protocols themselves; determination of
the running network equipment in the network and mechanisms of its operation; determination of the
software for analysis and OS under control of which this analysis will be realized; adjustment of the
software and the development of rules (patterns) on which basis information is filtered; analysis and
choice of host masking means, when an intruder analyzes the traffic; intrusion in the network and
starting up of al software (both analyzing the netwaork traffic, and masking the intruder); reception and
analysis (filtering) of the traffic passing through the intruder’ s network; disconnecting from a network;
analysis, decoding, and classification of the information received by intruder.

The most important stages, which can be presented in network scanning, are the followings:
selection of an “agent” computer and connection to it; finding computes existing in the target network;
recognition of the target network structure; recognition of the services running on the target computer;
getting additional information about the target network.

The common stages of the attack “substitution of the trusted object of the network” are:
preparatory stage concerning analysis of the attacked objects and substitution of information on the
sarver; listening of the network; sending of a query (a storm of queries); sending of a reply,
mathematical prediction of the next message number and its sending to the attacked host, rerouting the
guery on the intruder’ s host by the server; execution of commands on the attacked host; reception and
analysis of the intercepted information; influencing on intercepted information; transfer of intercepted
information (probably changed or substituted); distribution of attack on other objects.

The models of the “ implantation of the false object of the network” attacks include the following
stages: studying the attacked host network; listening of the network; sending a false message (or a
storm of messages); reception and analysis of intercepted information by the intruder or the "deceived”
server; influencing on intercepted information; transferring of intercepted information (probably
changed or substituted).

The models of the “denial of service” attacks contain a sequence of the following generalized
stages: areconnaissance of the network; an installation of master-agents and daemon-agents on the
intermediary (auxiliary) hosts; sending messages from daemon-agents to master-agents (for example,
about the status); sending information about the status of daemon-agents from master-agents to a
malefactor; a sending of commands from the malefactor's host to master-agents;, sending of
commands from master-agents to daemon-agents; sending of a specially crafted packet from the
malefactor’s host (or from the host used by the maefactor) to the intermediary host (or a set of
intermediary hosts); the intermediary host (or a set of intermediary hosts) receives the packet and
responds by sending a packet to the target host; the target host receives the packet and responds back
to the intermediary host; sending of a specially crafted packet (a sequence of the packets, fragments of
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the packet) from the malefactor’s host (from the host used by the malefactor or by daemon-agents) to
the target host.

The main stages of the “unauthorized access from a remote machine by guessing password’
attacks are: getting information about the target system and its authentication subsystem; getting
information about users of the target system; interception of ciphered (or hashed) passwords; getting
database with ciphered (hashed) passwords; single entering of the password in online mode; multiple
entering of passwords in online mode; retrieval of the passwords in offline mode; interception of
passwordsin plain text format (may be used for some other services).

The following stages are common for “unauthorized access to local super user (root) privileges’
attacks: analysis of the attack targets; preparation of the code; implantation of the code; implantation
of parameters ("parameterization” of the code); transfer of control to the code.

The “remote initiation of an application” attacks are characterized by the following stages:
reconnaissance of the target computer system; implementation of a malicious code or program text
into the target system; unauthorized access to the system resources; initiation and usage of auxiliary
software, which is legally installed in the target system; initiation of a malicious program; activation of
some specia functions, available in the implemented malicious program; sending of information from
the implemented program to the intruder; cleaning logfiles and deleting other attack evidences, self-
reproduction of a malicious program.

For representation of these models (see Interim Report #1, [IntRep#l]) the scenario-based
specification including verbal and formalized representation of attack steps was used.

1.2.3. Techniques for case-based regenerating of the formal grammar specifying models of the
attacks

Analysis of the task of sample-based synthesis (recovery) of grammars specifying models of
attacks was presented in the Interim Report #2 [IntRep#2]. The respective grammar recovery
algorithms were described. In order to demonstrate the expressive and performance capabilities of
forma grammar-based model of attacks against computer networks, several cases of computer
network attacks were conceptualy analyzed and specified. Examples of use of grammar recovery
algorithms for specification of computer network attacks were also considered.

Analysis of sample-based of synthesis (recovery) of grammars specifying models of attacks
showed that the scenario of a computer network attack can be represented in terms of formal grammar.
This grammar can be used both as a model generating the instances of attacks and as a modd for
recognition of attacks based on syntactic analysis of sequences of malefactor's steps. For practica
implementation of scenario-based attack smulation systems, it is possble to construct such grammars
on the basis of cases of attacks.

Formally, synthesis of a forma grammar consists in sample-bases recovery of an unknown
grammar productions in which the role of "sample" plays a finite set of words S of the language L(G)
to be recovered as well as possibly a finite set of words from the supplement to the language L(G)
([Fu-74], [Gorodetski-86], [Lammel et al-00], etc.).

If the task of grammar recovery solved ambiguoudly it would be advisable to use some quantitative
measure (metric) of the grammar recovery quality, the values of which could help compare different
admissble solutions. Typicaly, this measure characterizes the complexity of resulting grammar, and
its specific form should take into account the peculiarities of the specific applied task at hand and the
possible “losses’ resulting from the inaccuracy of the recovered grammear.

Three different approaches applicable to the synthesis of grammar that generates scenarios for
computer network attacks were described in the Interim Report #2 [IntRep#2]. They are briefly as
follows:

(1) through inductive recovery based on the set of cases through the use of forma methods;

(2) by an expert who possesses knowledge of the malicious party’s intentions and the possible

ways these intentions can be realized;

(3) through combining the two above methods.

Two groups of algorithms can be used for recovery of grammar specifying models of attacks:

(1) enumeration grammar recovery agorithms;

(2) induction grammar recovery agorithms.
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The inductive grammar recovery methods are deemed the most adequate for the purposes of
recovering grammars that specify computer network attacks, specifically, the inductive method for
recovering regular grammars on the basis of positive examples (the Feldman method). This method
consists in constructing a non-recursive grammar that creates precisely those strings that were
presented in the training sample, and then arriving at a simpler recursive grammar that generates all
the strings of the positive examples and an infinite amount of other strings.

In order to demonstrate the performance capabilities of algorithms for recovery of grammars that
specify different types of computer network attacks, we have looked at several cases of computer
network attacks. These cases set the basic methods for implementing attacks of the following types:
network scanning for identification of hosts, network scanning for identification of services,
identification of operating system; shared resource enumeration; users and groups enumeration;
applications and banners enumeration; actions on getting access to resources; denia of service attacks.

The examples of using grammar recovery algorithms for specification of computer network
attackswere developed ([IntRep#2]). These examples showed practical applicability of the algorithms
suggested for recovery of grammars specifying computer network attacks. The synthesized grammars
can be used for generation of versions of attacks. The grammars developed through combining a
number of productions are capable of generating the attacks that were not taken into account in the
training cases. This expands the capability of the attack simulator that is based on the utilization of
these grammars.

1.3. Mathematical methods and techniquesrealizing the attack formal modeling

Mathematical methods and techniques realizing the attack modeling were described in the Interim
Report # ([IntRep#2]) and defined more precisdy in the Interim Report #3 ([IntRep#3] ).

We consider below the model of attack realization as a complex process of contest of adversary
entities those are malefactor or team of malefactors, on the one hand, and network security system
implementing a security policy, on the other hand.

1.3.1. Conceptual explanation of the attack modeling and simulation strategy

We defined the following peculiarities of planning and execution of attacks, influencing on choice

of aforma model of attacks:

- Any attack is target- and intention—centered, i.e. it is directed against a particular object
(network, computer, service, directory, file, etc.) and, as a rule, has a quite definite intention.
Intention is understood as a goal or sub-goa a malefactor intends to achieve. We speak about
malefactor’s “intentions’ according to the terminology used for mental concepts. Formally
specified intention is called a*“goal”. Examples of intentions: reconnai ssance (e.g. learning of
network structure, identification of OS, hosts and/or services, etc.); penetration into the
system; access to files of some directory; denial of service, etc. Examples of targets. IP-
addresses of trusted hosts; password file; files of a particular directory; some resources of a
particular host, etc. It should be noticed, that in some cases intention cannot be determined in
advance. It can be accepted by malefactor in progress of attack development as a decision
made on the basis of the obtained information and successfulness or ineffectiveness of
particular malefactor’ s actions fulfilled earlier.

Attack intention can be represented in terms of partially ordered set of lower-level intentions.
A st of maefactor's intentions partialy ordered in time is cdled an attack scenario.
Intentions constituting attack scenario can be represented at different generalization levels. At
the lowest level, each such intention is realized by a makfactor as a sequence of actions
(network packets, commands of OS, etc.). Any malefactor's intention can be realized in
multiple ways. Malefactor can vary the scenario implementing the same intention and the
same attack object.

Attack modeling corresponds to an adversary domain. Attack development depends on the
result of each particular step of attack, i.e. it depends on response of the attacked network. In
turn, a network response depends on security policy implemented. The current attack “ state” is
determined in terms of initial malefactor's information about the attacked network (or host),
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information collected at preceding attack steps, and aso the results (successfulness or
ineffectiveness) of the preceding steps.

Thus, any attack development depends on many random
<Attack: intention X, target Y> factors and, first of all, depends on attacked network response.
Therefore, even if a genera maefactor's intention is
determined, the attack development scenario cannot be
definitely specified beforehand.

An attack development depends on many uncertainties:

- uncertainty in choice of the attack intention and attack
object;
uncertainty caused by the information content with
regard to the attacked network which a malefactor
possesses at the beginning of attack and in progress of

<R>
<Attack continugion>

<C>

<Attack continuaion>

a;,  <Attack continugion> its development;
_ - uncertainty of choice of attack scenario implementing
Fig.1.3.1. Attack scheme the already selected intention;

uncertainty of the attacked computer network response.

The following scheme of attack gener atl on (simulation) was devel oped.

Selection of the attack intention and attack object is a subjective act. Let the list X={X1, X;,,...,
Xn} of possible attack intentions and the list Y={Y1, Y, ..., Yy} of attack dyjects be given. To select
some attack intention and an attack object, it is necessary to set some forma mechanism of choice, for
example, randomization mechanism. Let an intention Xi X and an attack object Y1 Y be selected.

The next component of attack modeling is a mechanism for generation of the attack given upper-
level intention X and attack object Y in terms of hierarchy of lower-level malefactor’s intentions and
respective sequences of actions. Let us suppose that the malefactor’s intention X consists in getting
access to filesin some directory of a host. If malefactor does not possess some basic information about
computer network or host then he/she has to start from reconnaissance R, which corresponds to the
first intention a the level that is lower with regard to the intention X of the top level. The
reconnaissance R can be fulfilled, for example, by four different sub-attacks { A, B, C, D}. Only one of
them can be selected on current step of the attack development as a sub-goa (intention) of the second
level. We admit, that the malefactor has selected sub-god C. Another malefactor in the same situation
could nake other selection. Therefore, it is quite reasonable to specify the above selection as a
randomized step. Thus, generation of an attack in terms of lower level intentions given upper-level
intention X and attack object Y can be formalized on the basis of randomization of choice among { A,
B, C, D}.

Let the selected sub-god C be a sequence of “commands’, first of which be the command a;. The
term “command” is used here in the generalized sense. Main difference between “command” and
“intention” consists in the following. The command is a concrete action; it is not a mental concept,
which represents a certain abstraction in malefactor’s mind. It can be a sequence of |P-packages, a
command of operating system, etc. An intention is a component of the plan of ations; it is an
“abstraction” represented formally at respective level of detail.

A set of sequences of commands, by which the malefactor triesto realize his /her intention, can be
selected ambiguoudly. Therefore it is necessary to set a non-deterministic mechanism for generation of
sequences of commands. It is obvious, that it can be randomization mechanism, however, probably,
not so smple, as the random-number generator with a discrete distribution. Let a; be the first
generated command. This command is dispatched to the attacked computer network (host). The
hierarchy <attack intention X, attack target Y>® <lower level intentions>® <actions>, corresponding
to the considered example scheme of the initial phase of the attack generation is shown in tree-like
formin Fig.13.1

The formally determined process of choice can be represented as follows: <Attack: intention X,
target Y> ® <R> <Attack continuation, detailing X>, <R>® <C><Attack continuation, detailing R>,
<C>® a;<Attack continuation, detailing C>. The response of the attacked system to each command
can be characterized as “success’ if the command is executed like the makfactor wanted, or “failure”,
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if the atacked system reacts to the command in the way that is undesirable for the malefactor. The
next commands are determined in response of the attacked object to the command a;.

If the chosen intention C is failed then the attack generation process can be stopped, or the attack
can be continued starting with reselection of the choice associated with specidlization of intention R—
predecessor of the failed intention C in the tree (see Fig.1.3.1) in terms of the rest of the set { A, B, C,
D}, i.e. in terms of one of the lower level intentions {A, B, D}. In the last case, the choice of a new
dternative for the intention R speciaization is made with the respective recalculation of the
probability distribution given over the truncated set of lower-level intentions.

The next step and any subsequent one of attack generation is similar to the previous step. If in the
following steps no one of intentions A, B and D does not result in success then the attack can be either
finished or continued with the probable subsequent modification of the attack object. It is worth to
notice, that in both above cases the pobability distribution given over the set of the potentialy
admissible next step selections of intention alternatives should be recal culated.

If the attack with intention C is successful, then the attack can be stopped (if the goal is reached),
or can ke continued. This choice is aso non-deterministic and can be simulated by a probabilistic
mechanism and so on and so forth.

To an arbitrary step n of the attack generation (simulation) its state can be specified by a sequence
of the following sort:

A(n)=<Attack prehistory> <Current state> <Attack continuation>,

where <Attack prehistory> is a sequence of the symbols corresponding to the preceding steps, in
which each symbol is marked with aflag from a set {“success’, “failure’}. This sequence can include
symbols of intentions of different levels of detail, and symbols of actions. It is supposed, that the
atack can be simulated at various levels of detail of the description; <Current state> is a partidly
unfolded sequence of the current attack step symbols; <Attack continuation> is gill unknown part of
the sequence A(n), which generation is expected. In addition, current state of the attack development
can aso contain information collected at preceding steps.

It should be clear that it is impossible to enumerate and to specify al sequences A(n), i.e. to
specify completely in declarative form the total set of dtacks and variants of their development
mapped to total set variants of the attacked network responses. Therefore, the only way to specify
attacks, if such way exists at dl, is procedural way, which suppose to model attack by a generation
agorithm. Thisway isused in our research.

While describing the developed model of attacks, we defined main notions of attack generation
that are formalized in the problem domain ontology “Computer network attacks'. In the developed
formal model, the basic notions of the domain correspond to malefactor’s intentions and al other
notions are structured according to the structure of intentions. This is a reason why the developed
approach is referred to as “intention-centric approach”.

The following two basic classes of high-lever malefactor's intentions and their identifiers were
used in the devel oped forma model:

R — Reconnaissance aiming at getting information about the network (host). The particular
cases of intentions of this class are Identification of the running Hosts, Identification of the
host Services, |dentification of the host Operating system, Collection of additional I nformation
about the network, Shared Resource Enumeration, Users and groups Enumeration,
Applications and Banners Enumeration.

| — Implantation and threat realization. The particular cases of intentions of this class are
Getting Access to Resources of the host, Escalating Privilege with regard to the host
resources, Gaining Additional Data needed for further threat realization, Threat Realization,
Covering Tracks to avoid detection of malefactors' presence, Creating Back Doors. Threat
Realization can be detailed by the following sub-intentions: Confidentiality destruction
(Confidentidity Violation Redlization), for example, through getting access to file reading,
Integrity Destruction (Integrity Violation Realization) realizing through attacks against
integrity of the host resources, and Denial of Service (Availability Violation Redlization).

The numbers, designations and interpretations of basic malefactor's intentions are explained in
Tab.1.3.1.
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Tab.1.3.1. Thelist of the malefactor's intentions

Number [Designation Interpretation
1 IH Identification of the running Hosts
2 IS Identification of the host Services
3 10 Identification of the host Operating system
4 RE Resource Enumeration
5 UE Users and groups Enumeration
6 ABE Applications and Banners Enumeration
7 GAR Gaining Access to Resources
8 EP Escalating Privilege
9 CVR Confidentiality Violation Realization or Confidentiality
destruction
10 IVR Integrity Violation Realization or Integrity Destruction
11 AVR Availability Violation Readlization or Denid of Service
12 CBD Creating Back Doors

An attack task specification (or atop-level attack goal) can be specified by the following quad:
<Network (host) address, Malefactor'sintention, Known data, Attack obj ect?.

The task specification has to determine the class of scenarios that lead to the ntended result.
Known data specifies the information about attacked computer network (host) known for a malefactor.
Attack object corresponds to the optional variable in attack goal specification. It is specified in the
following ways:

“ " —the attack object is not specified for the malefactor's intention “ Reconnaissance” (R);

If the intention corresponds to the attacks like CVR or I VR then the attack object is specified
as folows: [Account,] [Process { <Process name >/< Process mask >},] [File {<file name
>/< file mask >},] [Data in transit {< file (data) name >/< file (data) mask >}], where
Account is object's account, Process is running process(es), File is file(s) that is the attack
target(s) to get, Data in transit is data transmitting, where the variablesin [] are optional, the
repeatable variables are placed in {}, and symbol “/” isinterpreted as “OR”;

“All” — all resources of the host (network);

“Anyone’ — at least one of the resources of the host (network).

1.3.2. Problem domain ontology: structure of the basic malefactors' intentions and actions

The developed problem domain ontology “Computer network attacks’ comprises a hierarchy of
notions specifying activities of malefactors directed to implementation of attacks of various classesin
different levels of detail. In this ontology, the hierarchy of nodes representing notions splits into two
subsets according to the macro- and micro-levels of the doman specifications. All nodes of the
ontology of attacks at the macro- and micro-levels of specification are divided into the intermediate
(can be further detailed) and terminal (cannot be detailed).

The notions of the ontology of an upper level can be interconnected with the corresponding
notions of the lower level through one of three kinds of relationships:

“Part of” that is the decomposition relationship (“Whole”—" Part’);

“Kind of” that is the speciaization relationship (“Notion”—" Particular kind of notion”);

“Seq of” that is the relationship specifying sequence of operation (“Whole operation” — ” Sub-
operation”).

High-level notions corresponding to the intentions form the upper levels of the ontology. They are
interconnected with the “Part of” relationship. Attack actions realizing malefactor's intentions are
interconnected with the intentions by ‘Kind of” or “Seq of" relationship. The developed ontology

2 |n the software tool this4-tuple is used for specification of simulation task by user.
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Fig.1.3.2. Macro-level fragment of the domain ontology “ Computer network attacks’

includes detailed descriptions of the network attack domain in which the notions of the bottom level
(“terminals’) can be specified in terms of network packets, OS calls, and audit data.

Let uslook at a high-level fragment of the developed ontology (Fig.1.3.2). At the upper-level of
the macro-specification of attacks, the notion of “Network Attack” (designated by A) is in the “Part
of” relationship to the “Reconnaissance” (R) and “Implantation and threat realization” (1). In turn, the
notion Risin the “Part of” relationship to the notions IH, IS, 10, CI, RE, UE, and ABE. Thenotion | is
in the “Part of” relationship to the notions GAR, EP, GAD, TR, CT, and CBD. In the next (lower) level
of the hierarchy of the problem domain ontology, for example, the notion IH is in the “Kind of”
relationship to the notions “Network Ping Sweeps’ (DC) and “Port Scanning” (SPIH). At that, the
notion “Network Ping Sweeps’ (DC) is the lowest (“termina”) notion of the macro-level of attack
gpecification, and the notion “Port Scanning” (SPIH) is detailed through the use of the “Kind of”
relationship by a set of “terminal” notions of the macro-level of attack specification.

The “terminad” notions of the macro-level are further detailed at the micro-level of attack
specification, and on this level they belong to the set of top-level notions cetailed through the use of
the three relationships introduced above. Thus, for example, the notion “Network Ping Sweeps’ (DC)
is in the “Kind of” relationship with the notions “Network Ping Sweeps with ping” (PI), “Network
Ping Sweeps with Ping Sweep” (PSW), etc., which, in turn, correspond to the names of utilities that
perform “Network Ping Sweeps’.

In turn, each of these notions, eg. “Network
Ping Sweeps with Ping Sveep” (PSW), is in the
“Seq of” relationsnip to the “ICMP ECHO o
REQUEST” (IER) notions. The “ICMP ECHO IER —— ~"SxqOf" relationship
REQUEST” (IER) notions correspond to network
packets that are directed at the host (or the
network) — the target of the attack.

In micro specifications of the atacks ontology, é<ti me> <src_addr> > <dest_addr>: icnp:
besides the three relations described (“Part of’, echo request
“Kind of”, “Seq of”), the relationship “Exampl e of”
is aso used. It serves to establish the “type of

PSW Network Ping Sweeps with Ping Sveep

ICMPECHO —_—)y  —“ExampleOf" relationship
REQUEST

Fig.1.3.3. Micro-level fragment of the domain
ontology “ Computer network attacks’
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object — specific sample of object” relationship. In Fig.1.3.3, this type of relationship is used to
establish the connection between the echo-request of the protocol ICMP (“ICMP ECHO REQUEST”)
and its specific implementation specified, for example, as a message <time> <src_addr> >
<dest_addr>: icmp: echo request, where <time> — time stamp, <src_addr> — source |P aldress,
<src_port> —source port, <dest_addr> — destination | P address.

1.3.3. Formal grammar framework for specification of computer network attacks

Being based on explanation of the attack modeling strategy, definition of basic notions of attack
specification, structure of the basic malefactors intentions and actions, the following basic
assumptions and statements used for forma attack specification were determined ([IntRep#2],
[IntRep#B])

Each attack intention can be considered as a sequence of symbols in terms of lower-level
intentions and actions. These sequences can be formally considered as "words' of alanguage,
which can be generated by a formal grammar. Thus, each node of the ontology “Computer
network attacks’ can be specified in terms of a formal grammar generating more detailed
attack specification;

Analysis of a wide spectrum of forma grammar-based specifications of attack intentions
justified that attack intentions can be adequately specified in terms of LL(2) context-free
grammars,

Specification of uncertainties inherent to the attack development can be done in probabilistic
terms through attributes and functions given over them. Thus, the resulting framework for
attack specification can be restricted to a stochastic attribute grammar;

Each node (grammar) of the ontology is interconnected with the upper level node (grammar)
and this interconnection can be specified through “ grammar substitution” operation [Glushkov
et al-78] in which a terminal symbol of the parent node is considered as the axiom of the
grammar corresponding to its child node;

Each malefactor’ s action has to be fdlowed by an attacked network response.

Thus mathematical model of attack intentions was determined in terms of a set of formal
grammars specifying particular intentions interconnected through “substitution” operations:
M, =<{G},{Su}>, where {G} —the formal grammars, {Su} — the “substitution” operations.

Every forma grammar is specified by quintuple

G=<W,Vr,SPA>,

where G isthe grammar name, Vy is the set of nonterminal symbols (that are associated with the
upper and the intermediate levels of an attack scenario), Vr is the set of its terminal symbols (that
designate the malefactors actions represented as steps of a lower-level attack scenario), SI Vy isthe
grammar axiom (an initial symbol of an attack scenario), P is the set of productions that specify the
speciaization operations for the intention through the substitution of the symbols of an upper-level
node by the symbols of the lower-level nodes, and A is the set of attributes and algorithms of their
compuitation.

Attribute component of each grammar serves for two main purposes.

- Thefirst of them isto specify randomized choice of a production at the current inference step

if severa productions have the equal |eft part non-terminals coinciding with the “active’ non-
terminal in the current sequence under inference. These probabilities are recaculated on-line
subject to the prehistory of attack development and previous results of attack. So, in order to
specify a stochastic grammar, each production is supplemented with a specification of the
probability of the rule being chosen in the inference process.
Also the attribute component is used to check conditions determining the admissibility of
using a production at the current step of inference. These conditions depend on attack task
specification, attacked computer network (host) response and also on the malefactor's
previous ections. These conditions may depend on compatibility of malefactor's actions and
attacked network or host properties, e.g., OS type and version, running services, security
parameters, etc.
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These are the examples of host parameters, which may form production conditions: (1) OS types —
Unix, Linux, Win (al Windows OS), 9x (95, 98, Me), NT (NT, 2000), SunOS, Solaris, €tc.; (2) running
applications — e.g., PWS — an initial version of Microsoft's Persona Web Server is running; (3)
protection parameter — CFP (shared files and printers), NS (Null Sessions), PA (Password is Absent),
RR (Remote Registry), etc.; (4) additional parameters — AS (Access to Segment of LAN), THD
(Trusted Host Data), etc.

If it is necessary to specify severa parameters, operations “OR” (signified by “,”) and (or) “AND”
(*.") are used. Relationships of ownership and membership are also taken into account, e.qg.
unOS Unix; {95,98, Me}1 9x; {95, 98, Me, NT, 2000, XP}1 Win, 9xT Win, etc.

Thus, in genera case, the grammar production is recorded as follows. [(U)] X® a (Prob), where
U — the condition for the rule usage, [ ] — an optional element, X — non-terminal symbol, a —a string of
terminal and non-terminal symbols, Prob — theinitid value of probability of the rule usage.

Let us explain by example the operation of grammar substitution and its role in the formal model
of attacks. Let al Vi(G) be atermina symbol of the grammar G; in the sequence of symbols generated
by the grammar G;. Symbol a denotes the name of a particular intention or atack action, and G(a) is
the grammar generating variants of the a implementation. Then, operation Su(a) of substitution G(a)
in place of symbol a is specified in the form Su(a): {a ® G(a)}. Semantics of thisoperation isthat in
place of symbol a in aready generated sequence any “word” generated by grammar G(a) can be
placed. In fact, this operation corresponds to a step towards the more detailed specification of an attack
scenario.

When the micro specifications are used for modeling of attacks, it is necessary to use the ontology
nodes of the lowest (termina) level and substitute specific values for the variables that determine the
attack task specification. For example, let us suppose a ping attack is beng implemented using
“Network Ping Sweeps with Ping Swveep” (PSW). PSWiis in the “Seq of” relationship to the “ICMP
ECHO REQUEST” (ER network packets that are directed at the target host (network). In micro
specifications of attacks the IER node is in the “Example of” rdationship to its specific
implementation defined as the following message: <time> <src_addr> > <dest_addr>: icmp: echo
request ,where <time> — time stamp, <src_addr> — source |P address, <src_port> — source port,
<dest_addr> — destination I P address. The grammar that specifies PSW may ook like this: V={ PSW,
PSW1}, Vi={IER}, S={PSW}, P={PSW ® IER PSW1 (1), PSW1® IER PSW1 (0.2), PSW1® IER
(0.8)}.

Let us suppose a ping attack with “Ping Sweep” is being implemented from host 244.146.4.20 on
the hosts of the network 198.24.15.0 in the time interval [0:43:10.094644, 00:43:16.036735]. Let us
suppose that the string “ IER IER’ was created as a result of using the PSW grammar. Then, based on
the “Example of” relationship, the symbols of this string should generate two messages.

<timel> <src_addr> > <dest_addr>: icmp: echo request ,

<time2> <src_addr> > <dest_addr>: icmp: echo request .

After the parameterization <timel> = 00:43:10.094644, <src_addr>=244.146.4.20, <dest_addr> =
198.24.15.255, <time2>=00:43:16.036735, these messages should ook like these:

00:43:10.094644  244.146.4.20>198.24.15.255.icmp:echo  request and 00:43:16.036735
244.146.4.20>198.24.15.255:icmp:echo request,

which correspond to the icmp-packets sent to the network hosts 198.24.15.0 (since the X.X.X.255
address is specified in the icmp-packets, the packets are sent to all the hosts of the specified networks).

1.3.4. Formal models of a representative multitude of computer network attacks
The development of the family of grammars {Gj} was conducted in the following order

([IntRep#2], [IntRep#3]):
First, for each basic maefactor's intention, its own family of enclosed attributed stochastic
context-free grammarswas constructed;
Second, these families of grammars were transformed into the generdized grammars that
correspond to each non-terminal hode of ontology for al of the intentions.
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It is assumed that if a vaue of the production condition is not determined at the moment of
production selection all available productions may be used at the respective step of attack simulation.
Also it is supposed that the terminal actions generated by productions are associated with the
probabilities of successful realization of those actions (attacks) and the host response.

Each grammar corresponding to basic malefactor's intention is described through four elements:
(2) the set of non-terminal symbolsVy, (2) the set of terminal symbolsV+, (3) thefirst symbol S and
(4) the set of productions P.

Each production is established as:

[(U)] X® a (Prob),
whereU — the condition for usage of therule, [ ] — indicates that the element if bracesis optiona, X —
non-terminal symbol, a —the string of termina and nonterminal symbols, Prob — theinitia value of
the probability of the rule being chosen for given intention.

Let us consider two examples of developed grammars for basic malefactor's intentions: (1)
grammars for the intention “ldentification of Operating system’” (I0) and (2) grammars for the
intention “Users and groups Enumeration” (UE).

The family of attributed stochastic context-free grammars for the intention “Identification of
Operating system” (10) can be represented asfollows:

Grammar “ Network Attack” :
W={A Al}, V.={R}, S={A}, P={A® Al1(1),A1® R(0.7),Al ® RA1(03)}.

Grammar “ Reconnaissance” :
V\={R, R1}, V:={10}, S={R}, P={R® R1 (1), R1® 10(0.7), RL® IO R1(0.3)}.

Grammar “ |dentification of Operating system”:
V\={10, 101},
Vi={TZ, TS FF, RF, RS II, IL, MD, IW, MA, IV, IF, IP, ISP, IDOS}, S={IC},
P={IO® 101(1), 101 ® TZ(0.05), (Unix, Linux) I01® TS(0.05),
(Unix, Linux) 101 ® FF (0.05), 101 ® RF (0.05), 101 ® RS(0.05),
101 ® 11 (0.05),101® IL (0.05),101® MD (0.05),
101 ® IW(0.05),|I01® MA (0.05), I01® [V (0.04),
I01® IF (0.04), 101 ® IP (0.04),
101 ® 1S(0.04), (Win) I01® IDOS(0.04),
101 ® TZ101 (0.02), (Unix, Linux) IO1® TSI01 (0.02),
(Unix, Linux) 101 ® FF 101 (0.02), I01® RF 101 (0.02),
I01® RSI01(0.02),101® 11101 (0.02),101® IL 101 (0.02),
|I01® MD 101 (0.02), 101® IWI01 (0.02), I01® MAI01 (0.02),
I01® V101 (0.02), 101® IF 101 (0.02),
01® IP101(0.02), 1I01® I1S101(0.02),
(Win) I01® IDOSIO01 (0.02)}.

In this set of grammars the following denotations are used: A — Network Attack; R —
Reconnaissance; 10 — Identification of Operating system; TZ — Connection on telnet and examination
of the message header about operating system; TS — Connection on telnet and execution of the SY ST
command; FF — Connection on FTP and examination of bin-files in the directory /bin/ls; RF — FIN
Probe - Exploration by the FIN package; RS — Bogus flag Probe - Exploration by the package SYN
with afalse (unused) flag (BOGUSlag); Il —1SN sampling - Capture of initial sequential number 1SN
a response to a TCP SYN connection request; IL — Definition of the law of the ISN change; MD —
Monitoring of the fragmentation prohibition bit DF; IW — Watching of an initial size of the TCP
window; MA — Watching of value of sequential number used for a field ACK; IV — Watching of an
initial size of the TCP window; IF — FIN Probe - Exploration by the FIN package; |P — Examination
of the answer for sending of the TCP packet with certain values of afield “Options’; | SP — Infecting
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Startup Files, IDOS— Examination of response for DoS attacks Ping of Death, WinNuke, Teardrop,
Land for detection of a Windows OS type; Al, R1, |01- auxiliary symbols.

The family of attributed stochastic context-free grammars for the intention “ Users and groups
Enumeration” (UE) can be described asfollows:

Grammar “ Network Attack” :
W={A Al}, V.={R}, S={A}, P={A® Al1(1),A1® R(0.7), Al ® RA1(0.3)}.

Grammar “ Reconnaissance” :
Vi={R, R1}, V:={UE}, S={R}, P={R® R1 (1), RL® UE(0.7),RL® UER1(0.3)}.

Grammar of the level “ Users and groups Enumeration”:
Vi\={UE, UE1, UE2, UE3, UE4}, S={UE},
V:={DNNT, EUE, PIUD, IAUS SNMPE, FUE, UTFTF},
Pror windowsaxMe.nT 2000=1{ (WiN) UE® UE1(1), (NUEL® UE2(0.65), UE1® SNMPE(0.25),
UE1® SNMPE UEL1 (0.05), (N9UEL® UE2 UE1 (0.05), (& )UE2® CNS UE3(1), UE3® DNNT
(0.2), UE3® DNNT UE4 (0.05), UE3® IAUS(0.35), UE3® EUE(0.2), UE3® PIUD (0.2),
UE4® DNNT UE4(0.1), UE4® DNNT(0.9)},
Pror unixsinux ={ (Unix, Linux) UE® UEL(1), UE1® FUE(0.3),
UE1® SNMPE(0.2), UE1® UTFTP(0.1), UE1® FUE UE1(0.1),
UE1® SNMPE UE1(0.1), UE1® UTFTP UE1(0.2)}.

Grammar “ Identifying Accounts with user2sid/sid2user” :

Vi={IAUS IAUSL, IAUS2}, V:={ISU, IAS}, S={IAUS},
P={(NT) IAUS® IAUSL (1), (&) IAUSL® ISU IAS(0.8), IAUSL ® IAUSL IAUS (0.2),
(&) IAUS2® 1SU IAS (1)}

In the second set d grammars the following denotations are used: A — Network Attack; R —
Reconnaissance; UE — Users and groups Enumeration; DNNT — Dumping the NetBIOS Name Table
with nbtstat and nbtscan; EUE — Enumerating Users with enum; PIUD — Providing Information about
Users with DumpSec (DumpACL); 1AUS — Identifying Accounts with user2sid/sid2user; SNMPE —
SNMP Enumeration with snmputil or 1P Network Browser ; FUE — Finger Users Enumeration; UTFTP
— Use of Trivia File Transfer Protocol for Unix enumerating by stealing /etc/passwd and (or)
/etc/hosts.equiv and (or) ~/.rhogts; 19U — Identifying SID with user2sid; IAS — Identifying Account
with sid2user using user’sRID; Al, R1, UEL, UE2, UE3, UE4, |AUSL, IAUS2 — auxiliary symbols.

Each generalized grammars were described through four dements. V., Vi, S, and P.
Specifications of these elements are analogous to grammars corresponding basic malefactor's
intentions with the exception of the descriptions of productions. For each production [(U)] X ® a
(Prob), instead of the element (Prob), the set of probabilities of the choice of the rule for each i™
intention is set as follows. S= Prob. If S=0, the corresponding probability is not assigned. The
generalized grammars are stochastic attributive LL(2)-grammars. LL(2) means that the strings of such
a grammar are generated |eft to right, top to bottom with uncertainty of the choice of substitution
through the second symboal.

As an example of the generalized grammars let us consder the grammar “Getting Access to
Resources” (GAR):

Vi={GAR, GAR1}, V;={DCSR, IBSD, EKV, CPF, AAF, BFPG, PSA, CSS, End}, S={GAR},

P={GAR® DCSRGARI (5,=0.2, $=0.2, S=0.2, S,:=0.2, 5;;=0.2, S;,=0.2),

GAR® IBSD GARL1 (S§=0.1, $=0.1, $S=0.1, S;p=0.1, S;=0.1, S,=0.1),

GAR® EKV GARL (5,=0.1, $s=0.1, $=0.1, S;,=0.1, S;;=0.1, S,=0.1),

GAR® CPF GARL (S,=0.1, $s=0.1, $=0.1, S;,=0.1, S;;=0.1, S»,=0.1),

GAR® AAF GARL (S=0.2,%=0.2, $=0.2, S,0=0.2, §,=0.2, S;,=0.2),
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GAR® BFPG GARL (5,=0.1, S=0.1, S5=0.1, S;p=0.1, S;;=0.1, S,=0.1),

GAR® PSA GARL (S,=0.1, $=0.1, $=0.1, So=0.1, S;;=0.1, S;,=0.1),

GAR® CSSGARL1 (5,=0.1, $=0.1, S=0.1, S)p=0.1, $S;;=0.1, S,;,=0.1),

(Win) GAR® DCSRGARL (S=0.3, $%=0.3, $=0.3, S;pc=0.3, §,=0.3, §,=0.3),

(Win) GAR® 1B GARL1 (S=0.1, $=0.1, $=0.1, S;,=0.1, S;=01, S;,=0.1),

(Win) GAR® EKV GARL (§=0.1, $=0.1, $=0.1, S;x,=0.1, S;=0.1, S,=0.1),

(Win) GAR® CPF GARL (S$=0.1, $=0.1, $=0.1, S;x,=0.1, S;=0.1, S,=0.1),

(Win) GAR® AAF GARL1 (S=0.2,$%=0.2,S=0.2, S,0=0.2, §,=0.2, S;,=0.2),

(Win) GAR ® BFPG GAR1 (S,=0.1, S=0.1, $=0.1, S;1=0.1, S;;=0.1, S,=0.1),

(Win) GAR® PSA GARL (S,=0.1, $=0.1, $=0.1, S;=0.1, S;;=0.1, S;,=0.1),

(Windows 9x) GAR® DCSR GARL (S5,=04, $=0.4, S=0.4, S;,=0.4, S;,=0.4, S;,=0.4),

(Windows 9x) GAR® IBSD GARL (S5,=0.3, S5=0.3, $=0.3, S;p=0.3, S;;=0.3, §,=0.3),

(Windows 9x) GAR® EKV GAR1 (5,=0.2, $=0.2, S=0.2, S1p=0.2, S,;=0.2, §,=0.2),

(Windows 9x) GAR® CPF GARL (5,=0.1, $=0.1, S=0.1, S)p=0.1, S;;=0.1, S,=0.1),

(Windows NT) GAR® AAF GARL (§=04, $s=0.4, $=04, S;,=0.4, S,=0.4, S,=0.4),

(Windows NT) GAR® BFPG GARL (S,=0.3, $=0.3, $=0.3, S;y=0.3, S;;=0.3, S;,=0.3),

(Windows NT) GAR® PSA GAR1 (S=0.3, $%=0.3, $=0.3, S0=0.3, S;=0.3, S;,=0.3),

(Unix) GAR® AAF GARL1 (S=0.25, $=0.25, $=0.25, S,,=0.25, S;=0.25, S,=0.25),

(Unix) GAR® BFPG GAR1 (S,=0.25, $%=0.25, $=0.25, S,0=0.25, S§,=0.25, S,,=0.25),

(Unix) GAR® PSA GARL (S5,=0.25, Si=0.25, S=0.25, S0=0.25, S,;=0.25, S,=0.25),

(Unix) GAR® CSSGARL (5,=0.25, $=0.25, S=0.25, S,=0.25, §,=0.25, S;,=0.25),

(|unOS 1.4.x, THD) GAR® CSSGARL (S5=1, %=1, S=1,S,~1, S;;=1, S»,=1),

GARL® End (S,=1, $=1,S=1, Si=1, S1=1, Si,=1)}.

In this grammar the following denotations are used: GAR — Getting Access to Resources, DCSR—
Direct Connection to a Shared Recourse; IBSD — Installation of Backdoor Server Daemons and
Trojans and access to a host; EKV — Exploitation of Known server application Vulnerabilities; CPF —
Cracking of PWL File and access to a host; AAF — Anonymity Access to Ftp-server; BFPG — Brute
Force Password Guessing and access to a host; PSA — Password Stealing Attack and access to a host;
CSS— Combined IP spoofing on SunOS v.1.4.x; GARL, End — auxiliary symboals.

1.3.5. State machine-based implementation of the attack generation

Algorithmic representation of the attack generation specified as a family of formal generalized
grammars was implemented by afamily of state machines ([IntRep#2], [IntRep#3]).

The basic elements of each state machine are states, transition arcs, and explanatory texts for each
transition. States of each state machine are divided into three types:

first (initia),
intermediate, and
find (marker of this state is End).
Theinitia and intermediate states are the following:
non-terminal, those that initiate the work of the corresponding nested state machines;
terminal, those that interact with the host modd!;
abdtract (auxiliary) states.

Trangition arcs are identified with the productions of grammars, and can be carried out only under
certain conditions. Within the state, besides the transition choice depending on the intention and the
current transition probability, the following types of action can be performed:

Entry action (an action performed at entering the state);

Do action (a set of basic actions, including actions of transition to the nested state machine or
realizing the host response model);

Exit action (an action performed at exit).
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