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Section 1. Executive Summary 

Information analysts face an ever increasing chal- 
lenge in dealing with information overload or informa- 
tion glut. There is simply too much information to 
access, analyze and act on. A significant amount of this 
information comes in the form of streaming media. Cur- 
rent knowledge-based intelligence systems do not per- 
form well in this domain, however. The underlying 
technology most used for data mining of textual data is 
overly simplistic. Additionally, because these systems 
store all incoming raw data, storage problems are cre- 
ated. Data analysis and mining algorithms are needed 
that minimize storage capacity requirements, facilitate 
fast and accurate information retrieval and knowledge 
discovery, and determine the relevancy of an item as it 
is acquired from a data stream. The purpose of this 
Phase I research was to demonstrate that Centering Res- 
onance Analysis (CRA) provides a superior approach to 
performing text mining under storage constraints. 

CRA represents the text of a document as a network, 
and is thus a radically different approach to modeling 
text compared to a traditional word frequency-based 
approach. In a CRA network, nodes represent words 
while edges indicate discmsive connectivity between 
words. A CRA network is a data model that can be used 
to implement efficient and effective information 
retrieval and text mining systems. Within a CRA net- 
work, CRA generates a measure of word importance 
called influence which quantifies the degree to which a 
word creates coherence in a text. CRA uses resonance 
as a measure of discursive (structural) similarity 
between two CRA networks. Resonance can be used as 
a high-precision metric for determining the relevancy of 
an incoming text item relative to a user's interests. 
Highly relevant documents can be stored for later 
retrieval and analysis while irrelevant documents are 
discarded. 

This project established two primary technical 
objectives to determine feasibility and measure perfor- 
mance of a CRA-based approach: 

1. Compare how well CRA determines rele- 
vancy of incoming news articles, relative to 
the traditional frequency-based approach. 

2. Determine a data design for a CRA network 
that minimizes storage requirements, and 
measure the computational requirements 
associated with CRA. 

With respect to the first objective, we have shown 
that a CRA-based approach is superior to a word fre- 
quency approaches along several dimensions of perfor- 

mance. We examined numerous metrics within an 
experimental design that tested performance against two 
corpora that differed in scope of content and average 
length of texts. We experimented with both a single 
(tracking) and multiple (ad hoc retrieval) thresholds for 
determining relevancy across topic query statements. 
We found that a relevancy metric based on word and 
word-pair influence was three times more strongly cor- 
related with a human judgment of relevancy than met- 
rics based on word frequency. A binary decision rule 
(relevant, irrelevant) based on CRA had a miss rate 15 
times smaller than one based on word frequency. In the 
tracking experiments, the word-pair influence metric 
had three to five times greater precision than the fre- 
quency metrics in the focused short-text corpus. Both 
types of metrics had similar performance in retrieval 
and tracking within the less focused, longer-text corpus, 
but CRA-based metrics had higher precision where it 
mattered most; i.e., in the first several dozen documents 
retrieved. 

Regarding the second task, we designed and imple- 
mented a CRA data structure that requires one-third the 
space of that required by the compressed raw text. A 
CRA-based text mining system was shown to only 
require the memory and computation speed of typical 
desktop computers. 

In conclusion, we have demonstrated that CRA is a 
superior method for mining textual data. This is a signif- 
icant result because most existing commercial and 
research applications are based on techniques using 
word frequency. By implication, substituting CRA- 
based metrics for frequency metrics should improve the 
performance of existing text analysis systems. We have 
shown that CRA is scalable to meet the computational 
and memory requirements of real-world government 
and commercial applications, and can effectively oper- 
ate in a storage-constrained environment. 

Further research and development is needed to com- 
mercialize the application, and this will be the focus of 
our Phase II proposal. In particular, we will develop a 
system that is capable of taking streaming data from 
numerous sources and fixsing them into a single "opera- 
tional" picture of the events in question. This work will 
create enhancements to CRA that opfimize its perfor- 
mance for tracking new texts relative to a topic state- 
ment of interest, and that create insightftil metrics and 
representations that give an analyst a deep view of the 
dynamic content of these different text streams. Phase 
III commercialization will be aimed at "voice of the cus- 
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Section 2. Introduction 

2.1. Identification and Significance of the 
Opportunity 

The Air Force has played an important role in devel- 
oping technology and applications in information 
retrieval and knowledge management, most recently 
through the High Performance Knowledge Bases pro- 
gram and the Rapid Knowledge Formation program. 
The Air Force CIO goals include "providing all AF 
members with on-demand access to all information they 
need to do their jobs" [1]. An increasing amount of such 
information comes in the form of streaming media [2]. 
Current knowledge-based intelligence systems do not 
perform well in this domain, however. The underlying 
technology most used for data mining of textual data is 
overly simplistic. Additionally, because these data min- 
ing systems store all incoming raw data, storage prob- 
lems are created. Data mining algorithms are needed 
that minimize storage capacity requirements, facilitate 
fast and accurate information retrieval and knowledge 
discovery, and determine the relevancy of an item as it 
is acquired from a data stream. 

The founders of Crawdad Technologies have been 
involved over the last six years in the development of a 
novel text mining system using a technology called 
Centering Resonance Analysis (CRA). CRA models 
textual data and measures similarity between texts. CRA 
can be used as both a model for storing textual data, and 
a mechanism for determining relevance of a text relative 
to a query or topic statement. CRA is grounded in a the- 
ory of human discourse, and contrasts radically with 
existing approaches involving term frequency or seman- 
tic analysis. CRA creates a rich, high-precision model of 
text, while eliminating the need for complicated seman- 
tic rules, training sets, or corpora. As Figure 1 shows, 
CRA provides rich information content and is easy to 
implement. 

CRA represents a text as a network. In the resulting 
CRA network, nodes represent words while edges indi- 
cate discursive connectivity between words. A CRA 
network is a data model that can be used to implement 
efficient and effective information retrieval and text 
mining systems. CRA uses resonance as a measure of 
discursive (structural) similarity between two CRA net- 
works. Resonance can be used as a high-precision met- 
ric for determining the relevancy of an incoming text 
item relative to a user's interests. Highly relevant docu- 
ments can be stored for later retrieval and analysis while 
irrelevant documents are discarded. 

c 
03 ^-» 
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c 
g 
05 
E 
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Ease of Implementation 

Figure 1. CRA Technology Map 

Significant progress has been made in developing 
CRA and making it available for broader usage. As of 
the date of this report, Crawdad Technologies has 
released Crawdad 1.1, a desktop solution that performs 
knowledge processing, retrieval, and mining, for beta 
testing. Crawdad founders Corman and Dooley are 
authors of four pending patents concerning CRA. These 
patents are owned by Arizona State University, but 
Crawdad Technologies has negotiated exclusive rights 
for development and licensing of CRA. The theory 
underlying CRA has been described in Human Commu- 
nication Research and Management Communication 
Quarterly, two of the top academic journals in the field 
of human communication [3, 4]. CRA has been shown 
to accurately model the "collective mind" of a group's 
interpretation of a common text [3]. 

Other researchers have recognized the potential of 
CRA. Crawdad's founders were invited to present their 
CRA research in the book Communication and Terror- 
ism [5]. The research used CRA networks to analyze 
Reuters coverage of September 11, 2001 news events. 
CRA networks were also the focus of a recent workshop 
on network visualization, involving analysis of this 
same dataset by a team of data visualization experts [6]. 
CRA has been the basis of new applications in knowl- 
edge directories [7] and a new theory of organizational 
communication [8]. CRA has the ability to provide sig- 
nificant value in the information retrieval and knowl- 
edge management domains. Prior to this project, 
however, CRA had only been used in a relatively low 
volume, off-line environment, and had not been tested 
in an environment that requires processing of large vol- 
umes of streaming text. This project provided a timely 
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opportunity to compare CRA to other methods and 
determine its potential in text mining applications. 

The primary purpose of this Phase I research was to 
prove that CRA provides both a feasible and superior 
approach to performing text mining under storage con- 
straints. 

2.2. Phase I Technical Objectives 
The purpose of this research was to investigate the 

performance of the CRA data mining system when used 
for processing streaming news items. We wished to 
determine how streaming text data should be filtered 
and stored in a way that minimized storage needs, and 
maintained information integrity to the extent that 
retrieval and subsequent knowledge processing could 
proceed effectively. Our solution is the knowledge- 
based system depicted in Figure 2. 

Streaming data is converted into an intermediate for- 
mat, and a data model is produced for subsequent pro- 
cessing. The model must facilitate determination of 
relevancy for a particular text source. Relevant sources 
are compressed and stored in a database. Knowledge- 
processing algorithms are then used to extract concepts 
and rules from the database, and convert these to an 
appropriate knowledge representation and store in a 
knowledge base. Retrieval and mining methods are then 
used to find and present this data and knowledge to a 

user. Air Force applications for such a system include 
terrorist tracking, knowledge management (KM) of 
large-scale acquisition programs, and monitoring busi- 
ness process data. 

The architecture of the streaming data system sug- 
gests that its performance is based on the performance 
criteria of several of its components. These criteria 
include: 

a. The system must effectively handle large 
volumes of data under potentially bursty 
conditions. 

b. The system must create a model of the text 
that is best for further information and 
knowledge processing purposes. 

c. The system must use effective methods for 
determining the relevance of an incoming 
document relative to a query or topic state- 
ment. 

d. The system must be able to store necessary 
data in a possibly storage-constrained envi- 
ronment. 

e. The system must use effective methods for 
extracting knowledge-based rules. 

f The system must use effective methods for 
data retrieval and mining. 

Text 
Stream 

Model Text 

Detemine 
Relevance 

Compress 

DB 

Knowledge 
Processing 

KB 

Retrieval & 
Mining 

User 
Output 

Figure 2. A Knowledge-Based Intelligence System for Streaming Data 
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g. The system must produce output in such a 
manner that the user can benefit from the 
system. 

This Phase I research project focused primarily on 
criteria (b), (c), and (d). Other technology solutions exist 
today for handling criteria (a), and (e), whereas criteria 
(f), and (g) define activities that Crawdad Technologies 
is actively pursuing but are not within the scope of the 
work performed as part of the Phase I effort. Criteria 
(b), (c), and (d) are used to define our two main techni- 
cal objectives: 

Task l-Performance Evaluation: Compare how 
well CRA determines relevancy of incoming news arti- 
cles, relative to the traditional frequency-based 
approach. 

Task 2-Scalability Analysis: Establish a data design 
and implementation for a CRA network that minimizes 
storage requirements and measure the computational 
requirements associated with CRA. 

To the. extent that CRA is superior in determining 
relevancy, it represents a significant finding in the field 
of information retrieval. It is important to note that 
while many technologies have been developed in the 
past decade to enhance information retrieval perfor- 
mance, they are all based on a model of the text based 
on word frequencies. If the CRA metric of influence is a 
more effective (or at least different and equally insight- 
ful) metric ihsa. frequency, then all of the methods based 
on frequency should theoretically be improved by using 
the metric influence. 

This is depicted in Figure 3 which shows the compu- 
tational flow of a text mining decision, starting from the 
modeling of text and ending with a decision outcome of 
some sort. A text is modeled by either counting word 
frequencies or calculating word influence values via the 
CRA network representation. This frequencies or influ- 
ence values for each word in the text form a vector T, 
which is subsequently converted to a metric S. For 
example, it is typical to normalize T by the population 
word frequencies, in which case S would be a vector of 
the normalized word frequencies. Finally, an informa- 
tion processing method transforms S into output Z. It is 
Z that is used to make an information processing deci- 
sion, e.g., determine if this text is relevant to the query 
or not? For example, Z might measure the similarity 
between two texts represented by vectors Tl and T2. In 
this case, relevance Z=G (Si, S2) = G (flTl), f{T2)), 
thus demonstrating that (a) the quality of the text model 
r directly impacts the quality of information processing, 
and (b) the performance improvements observed via 
innovations made concerning the metric S = flT) or 
information processing output Z = g(S)  should be 

enhanced fiirther by using a CRA-based model of the 
text if, in fact, such a representation is more powerful. 

CRA must not only determine relevancy more accu- 
rately, it must be scalable enough for implementing a 
system for processing in a real-world streaming text 
environment. Thus, the purpose of Task 2 was to answer 
the questions: Can a data model for a CRA network be 
developed that minimizes storage requirements, and 
what are the computational requirements associated 
with implementing and operating a CRA-based knowl- 
edge management or information retrieval system? 

In the end, why does better information processing 
matter? The two main benefits can be expected from the 
improved mining of textual data provided by CRA: 

• Information retrieval tasks will be done more accu- 
rately — more "hits" and fewer "false alarms" — 
thus reducing analyst time spent on a text mining- 
task, e.g., document retrieval. 

• Decisions based on subsequent operations such as 
question answering, hypothesis testing, causal rea- 
soning, statistical modeling, and social network 
modeling will improve because better data will be 
being used as an input to such operations. 

2.3. Detail of Technical Objectives 
Task 1: Performance 

Requirement: It is necessary to model a text in a 
meaningful way in order to do effective information 
retrieval and knowledge processing. Such a model may 
be stored locally in lieu of the actual text in a storage- 
constrained environment. As most retrieval tasks require 
a system to measure the similarity between two texts, it 
is reasonable to assume that a metric that performs well 
in measuring similarity between two texts will also do 
well in broader information retrieval and knowledge 
processing tasks. The basic requirement for a similarity 
measurement is that the proposed metric must distin- 
guish between true matches and non-matches. 

Solution: The CRA network provides a measure of 
word importance — influence — that is significantiy 
different from word frequency. We thus posit that met- 
rics based on word influence will outperform those 
based on word frequency for basic information retrieval 
tasks, specific ad hoc retrieval task and topic tracking 
tasks (these specific tasks will be described in detail in 
Section 3 of this report). 

Background: Centering Resonance Analysis (CRA) 
is a form of text analysis, where text refers to a written 
document or transcribed conversation. Text analysis 
methods generally are of two different forms: semantic 
analysis (e.g. [9-11], or statistical- (i.e., frequency-) 
based approaches [12-14]. Frequency-based approaches 



Crawdad Technologies, LLC Final Report: Centering Resonance Analysis F49620-03-C-0082 

also include positioning methods that spatially represent 
populations of texts based on their similarity to one 
another [15-18]. 

Semantic approaches use natural language process- 
ing to draw inferences about a text's content. To accom- 
plish this they apply rules or learned patterns to content 
that is directly given in the text, or distinguish important 
from unimportant material using similar sets of rules. 
Semantic approaches include Bayesian networks, 
automata-based production systems, and semantic anal- 
ysis [19]. Semantic analysis provides valuable knowl- 
edge, but at a very high cost. Typically, significant 
effort is required for developing ontologies, and/or iden- 
tifying and implementing training sets. Additionally, 
semantic analysis typically requires extensive process- 
ing. Both of these attributes make it unattractive as a 
generic method for handling large volumes of streaming 
textual data. 

Frequency-based methods include keyword indices 
and other methods based on term frequency (TF) or 
inverse document frequency (IDF) [12]. These tech- 
niques produce representations of texts as a set of key- 

words with associated (weighted) frequencies. 
Frequency-based vector methods are often used in con- 
junction with positioning approaches [20]. Latent 
semantic analysis [17] and self-organizing maps [21] 
are notable examples. IDF methods represent the domi- 
nant paradigm for such tasks as text summarization in 
storage-constrained envirormients [22], sentence extrac- 
tion [23], topic detection and tracking [24], summariza- 
tion [25], document filtering [26], and information 
retrieval [12]. 

Statistical methods based on IDF produce data mod- 
els of text that can be stored efficiently. Two problems 
exist, however. First, IDF measures for a text only have 
meaning within a given population of other texts; there- 
fore training must occur before a system can be imple- 
mented. If a text is placed into a new population of texts, 
its IDF measures must be re-calculated. Second, the 
information retrieval performance of IDF schemes is 
limited. Most IDF and other statistical approaches 
ignore word order or discursive structure, and thus are 
constrained in the amount of information they Capture. It 
is notable that after ten years of TRECs (Text Retrieval 

Text 

Frequency-based model 
T= 

{Freq-1, Freq-2, .... Freq-N} 

CRA-based model 
T = 

{lnf-1,lnf-2, ...Inf-N} 

Metric 
S = f(T) 

Information Processing 
Z = g(S) 

Output Z 

Figure 3. How Text Gets Converted Into a Decision Outcome 
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and Evaluation Conferences), IDF results on informa- 
tion retrieval tasks have not significantly improved. IDF 
schemes keep on getting increasingly complex, with lit- 
tle noticeable improvement in performance. What is 
needed is a completely different approach. 

CRA is unique in that it is based on a third approach 
— discourse, which is concerned with how people cre- 
ate coherence in their communication through the use of 
backward and forward looking conversational centers 
[27-30]. Centers are noun phrases constituting the sub- 
jects and objects of utterances. In a written text, for 
example, each sentence has a backward-looking center 
that refers to a preferred forward-looking center 
expressed in the previous utterance. Though it does not 
code the centering process across sentences, CRA does 
code the ways authors deploy centers within sentences 
to create a structure of conceptual relationships in their 
texts. 

The first step in CRA processing, word selection, 
uses grammatical parsing to unitize the centers by iden- 
tifying noun phrases (NPs) and extracting them from 
text for further analysis. The second step is word linking 
where NP-component words (nouns and adjectives) are 
linked sequentially within sentences, and all possible 
co-occurrences of words within NPs are linked, yielding 
a CRA network. Third, CRA performs word indexing by 
analyzing the network of linked nodes generated in the 
previous step, and calculating the influence of each 
node, as made operational by its centrality betweeness. 

The final step in CRA is word mapping, whereby the 
CRA network is visualized. CRA thus combines ele- 
ments of semantic analysis (via noun phrase parsing to 
identify centers) and statistical analysis (to examine the 
influence of words). Visualization of CRA Networks can 
be used in lieu of sentence-based summaries for rapid 
assimilation of textual data in a streaming environment 

A CRA map of this specific AF STTR area 
AF03T011 is shown in Figure 4; only the most influen- 
tial words are shown. We can see that data is the most 
influential word (shown at top of graphic); data set and 
data item are the most influential word pairs (as denoted 
by the thicker edges), and other influential words 
include algorithm, storage, application, and stream. 

Resonance is a latent property of the structure of a 
CRA network. To the extent that other texts or utter- 
ances deploy centers in the same way as in the network, 
they may be said to resonate with it. Assume that a cri- 
terion text and some query text have both been cast as 
CRA networks. Resonance is calculated based on the 
product of the influence values of co-occurring words, 
times the number of times they co-occur. A second sta- 
tistic, paired resonance takes into account co-word pairs 
that co-occur across the two documents. Resonance 
tends to be a course-grained measure, whereas paired 
resonance is a fine-grained measure. 

The more two texts and/or conversations frequently 
use the same influential word pairs, the more they reso- 
nate with one another. It follows that the more they reso- 
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Figure 4. Visualization of CRA Network for RFP AF03T011 
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nate with one another then, the more their authors/ 
speakers assembled conversational centers in the same 
ways, in order to make their communication coherent. 
The resonance term can also be normalized to a (0,1) 
measure by taking its norm; this is relevant when the 
size of a text is not important, and yet the size of texts in 
the body of texts being examined differs greatly. From 
an algorithm perspective, resonance is similar to other 
vector-based methods using a cosine measure, and other 
co-word analysis methods [31-33], with the key differ- 
ence being the vector values are word influence rather 
than word frequency (or IDF). As with other similar 
measures of similarity, resonance values associated with 
a population of texts can be assembled into an adjacency 
matrix and subjected to classification, thematic analysis, 
and spatial positioning. Crawdad 1.1 contains an auto- 
mated classifier (that does not require a taxonomy a pri- 
ori), a full text search engine, and a comparator that 
determines which elements of two texts are similar and 
different. 

Figure 5 shows our solution for determining rele- 
vance of streaming texts. A full-text criterion is formed 
in one of two ways. First, the user/analyst can write a 
full text description of their topic of interest. Second, 
any document or set of documents can be pointed at and 
be used as a search criterion. A CRA network is then 
generated for the criterion. The incoming text has its 
CRA network generated, and the resonance is calculated 
between the next text and the criterion. Note this is 
equivalent to a flill-text search capability using full-text 
queries. If the text resonates with the criterion greater 
than some chosen cut-off value, it can be retained. We 

use methods similar to those described by Motwani [34] 
to implement a dynamic threshold for resonance, based 
on current storage constraints. 

In order to test the effectiveness of CRA in filtering 
incoming streams, we used standard methods and exper- 
imental procedures that measure precision and recall 
[12] as employed in the Text Retrieval and Evaluation 
Conferences (TREC). Precision measures how many 
false matches are retained, while recall measures how 
many true matches are discarded. We performed two 
different analyses. We first used the standard CACM 
corpus to perform a standard ad hoc retrieval test and 
then benchmark tested CRA's precision and recall per- 
formance against frequency-based methods. 

Second, we performed a topic tracking task using a 
sample set of 83 topics form the TDT-3 corpus. The first 
relevant document in each topic was taken as the train- 
ing document and scored against 31,276 English docu- 
ments in the corpus using both CRA and term 
frequency-based methods. Performance was compared 
using CRA and frequency methods. We also collected 
CRA computational speed information by measuring 
the time required to perform these tasks and then used 
this information to evaluate scalability in a real-world 
streaming news environment. 

Task 2: Scalability 

Requirement: Due to storage constraints, it is desir- 
able to store a representation of a text that is smaller 
than the original text. Such a representation should max- 
imize the amount of information retained, but be 
obtained with reasonable computational effort in order 
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User 
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Resonance 
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Figure 5. Process to Determine Relevance of Incoming Text 
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to be a scalable solution. Such a representation should 
facilitate efficient and effective knowledge processing. 

Solution: CRA networks will require less storage 
capacity than the raw text, and maximize the amount of 
information retained. CRA will require reasonable com- 
putational effort and thereby represents a scalable solu- 
tion. 

Background: An appropriate solution must optimize 
several competing objectives: (a) minimize storage 
requirements, (b) maximize amount of information 
retained, (c) minimize computational requirements and 
other processing effort, and (d) facilitate subsequent 
processing. Table 1 compares four solutions for data 
storage of texts: CRA, the raw text (baseline), and 
semantic and frequency approaches. CRA compares 
very favorably to the other potential solutions. Storing 
the raw text requires too much space and does not facili- 
tate subsequent processing. Semantic methods generate 
very large representations requiring much space, and 
processing effort is significant as methods much be 
trained, and/or ontologies developed and maintained. 
Frequency methods fail to retain much of the initial 
information from the original text, and usually require 
reference to a population of texts, thus requiring re-pro- 
cessing as contexts change. Because CRA requires nei- 
ther ontologies, training, nor corpora, and can create 
emergent taxonomies and perform classification "on the 
fly", it is best aligned as a solution to clustering issues 
involved with streaming data [35, 36]. 

CRA network data files are smaller than the raw text 
but somewhat larger than required for a frequency-based 
representation. A frequency vector representing n words 
in a text requires 0(n) storage, one location for the fre- 
quency count of each word included. By contrast, CRA 
networks require 0(n + m) space, where m is the number 
of edges connecting the nodes in the CRA network. The 
data expansion is unavoidable because CRA networks 
simply cany more information about a text by encoding 

word connections intended by its author. The m compo- 
nent represents this additional data. 

CRA first performs lexical analysis and noun phrase 
parsing, which reduces the size of n through (a) elimi- 
nating stop words such as articles, prepositions, and 
conjunctions, (b) stemming — the reduction of words to 
their base forms (for example, changing plural to singu- 
lar forms), and (c) retention of only nouns and adjec- 
tives in the form of noun phrases. This, in turn, greatly 
reduces the required size of m. Semantic approaches 
either store all words (except perhaps stopwords), along 
with semantic tags, or use extensive processing effort in 
order to produce a more reasonably sized model of the 
text. 

Three storage schemes are typically used to repre- 
sent networks. An adjacency matrix is a two-dimen- 
sional array of size «^, whose elements represent the 
presence/absence (or value) of an edge between the row 
and column nodes. When these array are used to repre- 
sent undirected networks (like CRA networks) the size 
of the array can be reduced to (n (n - l))/2. An edgelist 
represents a network by decomposing it into a set of 
linked edges. The space savings of this structure relative 
to the adjacency matrix is a function of the density of 
the network. For sparse networks such as CRA net- 
works, space savings are achieved because non-existent 
links consume no storage. The nodelist or adjacency list 
is the most efficient means of representing a network. In 
this format, each node is listed along with pointers to its 
neighbors, so each node is listed only once, and there 
are only as many pointers as there are edges. 

In order to facilitate subsequent processing, CRA 
networks also store information about the influence or 
importance of various nodes. These values are calcu- 
lated from the network structure, and their storage in the 
CRA networks represents a trade-off between computa- 
tional efficiency and storage efficiency. Once a text is 
converted into a CRA network and its influence values 

Table 1. CRA Comparison with Other IR Techniques 

Solution Storage 
Requirements 

Amount of 
Info 
Retained 

Effort 
Required 

Subsequent 
Processing 

Total 

CRA 4 4 4 5 17 
Raw text 1 5 5 1 12 
Semantic 2 5 1 5 13 
Frequency 5 2 3 3 13 

CRA Compares Favorably to Other Possible Solutions (l=poor, 5=excellent) 
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are calculated, it is directly accessible to Crawdad anal- 
ysis tools and can be arbitrarily combined with other 
texts to form emergent collections; however, these influ- 
ence values carry additional storage requirements. 

All this said, as long as it is not necessary to repro- 
duce the original text and there is a limited vocabulary 
of words, it is possible to specify a data structure for 
CRA networks that is space efficient relative to raw text. 
The minimal representation of a CRA network is in the 
adjacency list format described above. A given data line 
therefore includes a node identifier, and a list of adja- 
cent nodes along with the edge values of connections to 
those nodes. It also includes the influence value calcu- 
lated for the node. 

Space savings on the adjacency list are achieved in 
two ways. First, assuming the documents analyzed 
never contain a vocabulary larger than a certain size, the 
node identifiers can be replaced with numerical codes. 
As words come into the system, they are assimilated (or 
found) in a tree data structure and associated with a 
fixed numerical code. There are about 200,000 English 
words in common use. A three-byte integer is sufficient 
to represent 2^"* = 16,777,216 words, which is more than 
enough to handle words in common use plus any slang 
or technical jargon that might be required. Second, 
because a CRA network only links words internal to 
itself, the adjacency lists can simply point to the ordinal 
position of the words linked. A two-byte integer can 
represent 2'^ = 65,563 in these "internal" positions, and 
it is unlikely that any individual text will exceed this 
niunber (it is over three times the size of the vocabulary 
of the average English speaker). The influence value 
requires a single precision real number. Further storage 
savings is achieved by eliminating any nodes from the 
network that have zero influence and only one edge con- 
necting them to another node. 

Word influence in a CRA network is operationalized 
as betweenness centrality [37], which requires computa- 
tion of all-pairs shortest paths. The most efficient known 
computational algorithm for this problem was quite 
expensive in terms of computational power, requiring 
0(n^) time and 0(n^) space [38], where « is the number 
of nodes in the network. These requirements would have 
made CRA impractical for texts containing more than a 
few hundred words. Fortunately, recent algorithmic 
advances [39] have reduced the computation time sig- 
nificantly. Therefore, calculation of CRA word influ- 
ence now requires only 0(n(n + m)) time and 0{n + m) 
space, where m is the number of edges in the network. 
Resonance is computed on collections of CRA networks 
and requires 0((«(K - l)/2)) computation time, where n 
is the number of CRA networks. 

10 
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Section 3. Technology Approach 

This section describes the use of Centering Reso- 
nance Analysis (CRA) to model and analyze texts. We 
begin by describing three basic approaches to text anal- 
ysis, and describe the strengths and weaknesses of each 
approach. We then position CRA within that typology 
and describe how it differs from existing approaches. 
Finally we discuss various applications of CRA. Much 
of the material is derived from the foundational paper on 
CRA [3]. 

3.1. Computerized Analysis of Text 
Computerized analysis can serve as a substitute, 

though not necessarily a replacement, for a complete 
reading of a text. This goal has been a priority in the 
well-established field of text analysis [40]. We distin- 
guish three general approaches to text analysis: infer- 
ence, positioning, and representation (see Figure 6). A 
text can be used to infer its deeper meaning within some 
specified context. This requires a pre-defined and con- 
structed ontology, and/or training schemes. Second, a 
text can be compared to other texts through positioning 
methods. Third, the content of a text can be represented 
in a raw manifest form. Models based on inference or 
representation can be used for positioning. In general, 
inferential methods are usefial for highly specific and 
static contexts; representational methods, such as CRA, 
are more robust to different contexts and require less 
effort to design and operate. Each of these approaches is 
now explained in more detail. 

3.1.1. Inference 

A first approach to textual analysis assigns meanings 
to linguistic inputs. However, these meanings are usu- 
ally at a level of abstraction above the word content 
directly given in the text. For instance, if a text includes 
words such as branches, leaves, and roots, the method 
would conclude that the passage is likely about trees. To 
arrive at such a conclusion, these approaches typically 
apply rules, learned pattems, or ontologies to a text in 
ways that allow a computer program to distinguish 
important from unimportant material and infer mean- 
ings. A foundational assumption from this approach is 
that the meanings of words are discernible based on 
probabilistic causal relationships among other words in 
a text; this assumption underlies the common use of 
Bayesian networks [41] and leads this approach to be 
commonly linked with artificial intelligence techniques 
[42]. 

A primary methodological distinction in inference- 
based approaches is between syntax-driven lexical anal- 
ysis and semantic grammars [19]. In syntax-driven lexi- 
cal analysis, a textual input is parsed into its constituent 
linguistic units to arrive at a structural representation of 
the text. This is then passed through a semantic analyzer 
(software program) to arrive at a meaning representa- 
tion. This semantic analyzer plays a crucial role in deter- 
mining meaning, but the analyzer must be "trained" to 
look for particular word co-occurrences or grammatical 
forms. 

The second approach, semantic grammars, develops 
rules based on entities and relations in a particular 
domain from which the text is drawn with the goal of 
resolving word ambiguities in particular contexts. The 
rules for making sense of ambiguous words are there- 
fore specific to the domain, and are therefore often quite 
effective in automatically identifying the meanings of 
metaphors, pronouns, and the like. As in the case of the 
semantic analyzers mentioned above, these rules must 
be learned by the systems. Training is usually accom- 
plished using a domain-specific dictionary or by analyz- 
ing a corpus of text from that domain to gain a 
familiarity with word usage. 

An example of the inference approach is provided 
by Leacock, Miller, and Chodorow [10], who focus on 
identifying the senses of words. Their Topical/Local 
Classifier (TLC) is designed to statistically infer the 
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Figure 6. Approaches to Text Analysis 
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senses of verbs, nouns, and adjectives using words in 
the textual neighborhood. The TLC uses a Bayesian 
approach to find the word meaning that is most probable 
given a set of cues contained in a researcher-selected 
window of A/'words around a word with multiple senses. 
It then tags the text by separating grammatical units and 
reducing word variants to a base form. These tags and 
the meanings of the cue words are learned by the TLC 
using human coding and the WordNet lexical database 
[43]. WordNet includes a dictionary of words arranged 
conceptually that are used to teach the TLC about words 
including word synonyms, antonyms, hyponyms (super- 
ordinate-subordinate relationships), and the like. This 
training enables the classifier to recognize topics and 
meanings of words when analyzing subsequent texts. 

Inferential approaches such as TLC are most useful 
when the goal involves making sense out of ambiguous 
words or finding related texts in a given domain. 
Increases in computing power allow these training 
approaches to be used relatively inexpensively. Thus, 
the accuracy of identifications can improve over time. 
Shortcomings of such approaches, however, relate to the 
need to teach a domain-specific grammar to the pro- 
gram. The rules it learns may not be germane in other 
contexts. In addition, relatively few approaches here 
employ a linguistic or semiotic theory to arrive at 
semantic representations. Rather, they assume that lexi- 
cal co-occurrence provides the information necessary to 
make sense of word meanings. 

3.1.2. Positioning 

The second automated text analysis approach pro- 
duces a characterization of a text in relation to a collec- 
tion of other texts in a set or corpus; this approach has 
become increasingly common in knowledge manage- 
ment technologies for organizations [44]. Here, the key 
element is the creation of a semantic space: Lund and 
Burgess define this as: 

"a space, often with a large number of dimensions, in 
which words or concepts are represented by points; the 
position of each point along each axis is somehow 
related to the meaning of the word" (see page 203 of 
[45]). 
This space can be constructed either by human rat- 

ers' definitions of words or by computerized analyses of 
lexical co-occurrence which produce a vector for the 
focal unit that is placed within the semantic space [20]. 
For instance, CATPAC [46] is a positioning approach 
that scans a text to find the most frequently used words, 
then creates a word adjacency matrix indicating the fre- 
quency with which each word pair co-occurs in the text 
using a window that slides across the text, similar to that 
described in the inference approach. This matrix can 

then be analyzed using clustering techniques and multi- 
dimensional scaling to facilitate comprehension of the 
relationships [47]. Thus, methods such as this tend to 
assume that (a) authors of texts in the domain structure 
word co-occurrence in ways similar to other authors in 
the domain — that relationships between words are sim- 
ilar across a body of text, (b) that windows sliding 
across texts capture consistent patterns of co-occur- 
rence, and (c) the semantic space into which word or 
text vectors are inserted is substantively important. In 
line with the example mentioned above, a text analyzed 
through a positioning approach creates a semantic space 
in which leaves, branches, and roots would be found 
close together, but would be distanced from hoofs, tails, 
and manes. 

A prominent positioning approach is Latent Seman- 
tic Analysis (LSA), a theory and method designed by 
Landauer and colleagues [17,48]. LSA uses a large cor- 
pus of machine-readable language to construct its 
semantic space, a matrix in which each row represents a 
unique word, and each column is a text passage or other 
context; the cell entries are the frequencies with which 
the row elements appear in the column elements. This 
matrix is analyzed by singular value decomposition (a 
type of factor analysis) so that the meanings of words 
can be represented as vectors in the resulting space. In 
contrast to the inference approaches discussed above, 
LSA: 

"uses no humanly constructed dictionaries, knowledge 
bases, semantic networks, grammars, syntactic pars- 
ers, morphologies, or the like, and takes as its input 
only raw text" (see [ 17], p. 263). 
However, LSA requires that the semantic space be 

trained with a large corpus of written text [49]. The pur- 
pose of LSA differs from inference approaches in that it 
does not attempt to distinguish alternative senses of a 
word, but rather modifies vectors and semantic spaces 
with subsequent texts, producing, on average, overall 
semantic spaces of about 300 dimensions [49]. LSA, 
then, can represent both word and document meanings 
through vector techniques in multidimensional space 
based on semantic relatedness, and new entities can be 
represented in the same space. 

Positioning approaches are based on the (often 
implicit) assumption that since humans learn the mean- 
ings of words through reading and hearing them used in 
particular combinations, word co-occurrence is a suit- 
able basis for representing meanings [17, 49, 50]. Posi- 
tioning approaches are particularly useful when re- 
searchers use textual sources to characterize the sym- 
bols used in a given social system, such as the Interna- 
tional Communication Association [51]. It allows 
placement of words or dociunents in semantic space. 

12 



Crawdad Technologies, LLC Final Report: Centering Resonance Analysis ■ ■ F49620-03-C-0082 

facilitating understanding of individual texts, compari- 
sons between texts, and a consideration of the larger 
corpus. When, however, the methods require training to 
construct the semantic space (as in LSA), or the use of 
terms varies across social or temporal divisions, the 
positioning of vectors is open to questioning. Therefore, 
the validity of the placement of vectors in semantic 
space depends on the quality of the construction of the 
semantic space itself 

3.1.3. Representation 

A final type of text analysis method attempts to pro- 
duce stand-alone characterizations of a text by extract- 
ing or distilling meaningful content from its words 
without reference to a training set, corpus, semantic net- 
work, ontology, or collection of other texts. In other 
words, these representations are meaningfiil by them- 
selves. Rettiming to the example employed above, a 
representational approach would identify leaves, 
branches, and roots as particularly prominent words 
important to the overall meaning of the text in question, 
and would produce a characterization of that text based 
on the information provided by these and other words. 
The selection of important words is based on a set of cri- 
teria that describe the functions of words in texts, such 
as the claim in keyword indexing that the importance of 
a word is inversely related to the frequency of its occur- 
rence [12]. In contrast to the approaches described 
above, representational approaches do not attempt to 
make inferences about a words' common referent or to 
understand word meanings in a conceptual space, 
though they may be available to be incorporated in other 
analyses that involve inference or positioning. 

Representational approaches tend to be similar to 
content analysis procedures that use manifest content 
(as opposed to latent) to arrive at descriptions of texts. 
Although such content analysis procedures often accept 
a wide range of symbolic material in addition to texts, 
their emphasis on objective, quantitative measurement 
of features of texts often detracts from their ability to 
produce stand-alone statements of texts' meaning, par- 
ticularly through attempts to identify units of analysis 
and to generate coding categories. 

An example of a representational approach that 
avoids the problems of manifest content analysis is pro- 
vided by Danowski and colleagues [52-55]). Their 
method uses an automated content analysis that creates 
networks of words based on their co-occurrence in a 
researcher-selected window of A^ words. This window 
slides across a text, incrementing the frame one word 
each step, to locate clusters of words that frequently co- 
occur, as well as words that link clusters together. From 
this set of co-occurring words, a word network (as the 

representation of the text) is constructed. The content 
and structure of this network can then can then be linked 
to a variety of relevant information, such as organiza- 
tional market share or financial performance [54], or can 
be used to manage organizational discussions through 
the introduction of optimal messages [52, 53]. This 
technique, although a considerable advance over tradi- 
tional content analysis methods, raises two concerns. 
First, the size of the window (which was also used in 
several methods described above) is not determined 
with reference to a theory of linguistic structure, leaving 
open the possibility of researcher manipulation until an 
interesting network is produced. Second, since it does 
not filter words from the original text (except "stop" 
words like articles, conjunctions, and pronouns), word 
networks are potentially influenced by an author's gram- 
matical style. Moreover, the networks often contain 
noise in the form of connections between words with lit- 
tle discursive importance [56]. 

Representational approaches such as this therefore 
avoid several of the shortcomings of inference and posi- 
tioning methods, yet display some methodological limi- 
tations. A significant strength of Danowski and 
colleagues' method, like many other representational 
approaches, is that it produces a network of intercon- 
nected terms that is used in discerning the referential 
meanings of the text. A concept network is a well-recog- 
nized and respected format for accoimting for meaning 
in the social sciences [57, 58]. In previous approaches, a 
network was used to either produce inference rules or 
position focal entities (including single words). In repre- 
sentational approaches, these networks are intrinsically 
meaningfiil. These networks can then be analyzed 
according to their global and local characteristics 
including qualities of the relationships between con- 
cepts and the differing conceptions of the same concept 
between networks [59, 60]. Additionally, representa- 
tional approaches are more suitable when the goal is to 
produce a statement capturing the meaning of an entire 
text or discourse artifact rather than a smaller unit 
within a larger text. This can be particularly useful, for 
example, when comparing several similar texts over 
time or in searching for themes. 

Representational approaches tend to be weak, how- 
ever, in that they are rarely based on a linguistic theory 
about text production or interpretation, making their 
methodological choices (such as the window sliding 
across the text) and conclusions suspect. Further, some 
techniques in this category, such as TACT [61] require a 
researcher to manually tag the text before analysis by 
marking up particular elements for attention in later 
analysis. Although this aids in the retrieval of specific 
passages in a text, it is both labor-intensive and intro- 

13 



Crawdad Technologies, LLC Final Report: Centering Resonance Analysis F49620-03-C-0082 

duces the possibility of error in the process, since the 
results of the program depend on the accuracy and com- 
prehensiveness of the tagging. 

In sum, the approaches to automated text analysis 
discussed here involve a variety of assimiptions and 
methodological choices. We can conclude that attempts 
to deal with data glut must use computing power wisely 
to respond to the limitations of these methods. In partic- 
ular, there is a need to develop methods that develop 
representations of texts that (a) create a network of asso- 
ciated terms, (b) employ a theoretically-justifiable unit 
of analysis rather than a window of arbitrary and vary- 
ing size, and (c) are versatile because they are not 
dependent on dictionaries, corpora, or collections of 
other texts to produce representations. We now turn to a 
description of such a method. 

3.2. Centering Resonance Analysis 
CRA is a representational method, a form of net- 

work text analysis. CRA produces stand-alone represen- 
tations of a text that do not depend on the sorts of 
dictionaries, semantic networks, or ontologies men- 
tioned above; its representations may then be employed 
in analyses aimed at positioning or inference. Unlike 
other network text analysis methods, CRA is based on a 
theory of communicative coherence. Specifically, CRA 
draws on centering theory [30, 62] in assuming that 
competent authors/speakers generate utterances that are 
locally coherent by focusing their statements on conver- 
sational centers [27, 28]. Centers are noun phrases con- 
stituting the subjects and objects of utterances, and are 
generally entities such as objects, events or persons 
[63]. In a written text, for example, each sentence 
(except the first) has a backward-looking center that 
refers to a preferred forward-looking center expressed 
in the previous utterance. The author/speaker also estab- 
lishes an ordered set of forward-looking centers to 
which the next utterance can coherently refer [29, 30]. A 
given utterance is made locally coherent by connecting 
the backward-looking center in a predictable way to pre- 
vious forward-looking centers. 

Under the assumptions of centering theory, then, 
communicators speak or write coherently by creating 
utterances that deploy a stream of centers — more spe- 
cifically, noun phrases — in a strategic way, ultimately 
creating a semantic structure of centers. 

Coherence, in turn, is a fundamental criterion for 
imderstandable, relevant communication [64, 65]. This 
notion provides the basis for an efficient automatic cod- 
ing system for the content of communication, grounded 
in centering theory, replacing the arbitrary windows of 
the network text analysis approaches described above. 

Stock issues in coding are unitizing (breaking the stream 
into codable units) and categorizing (assigning units to 
theoretical categories of interest). In CRA we unitize 
communication in terms of intentional utterances strate- 
gically deployed by the communicator. These units are 
sentences or the conversational equivalent thereof [66] 
because sentences represent finite groups of centering 
objects constructed by communicators to fit into a 
coherent stream of other utterances. 

Note that in CRA, we are not doing an analysis of 
the centering process itself This would require looking 
at connections between utterances. In CRA, we are con- 
cerned with the deployment of a stream of centering 
objects within utterance units. CRA's attention to center- 
ing tokens within utterances is justified because our 
intent is to represent the content of messages and their 
impact on the coordination and control of activity, rather 
than to examine the ability of interactants to achieve 
coherence (though it is likely that the former goal sub- 
sumes the latter). 

To explain the method in greater depth, we next 
describe the four steps involved in generating a CRA 
representation of a text: selection, linking, indexing, and 
mapping. These are illustrated in Figure 7. First a text 
may be pre-processed, in order to remove extraneous 
data. Optionally, content may be filtered through a pre- 
defined ontology. Noun objects embedded in noun 
phrases — i.e., nouns and adjectives — are next identi- 
fied using Natural Language Processing (NLP) tech- 
niques. Specifically, we use a commercial, off-the shelf 
NLP parser. Each word is then linked to other words, 
depending on its semaiitic position within the text. The 
words and linkages are modeled as nodes and edges in a 
subsequent CRA network. Next, word influence is cal- 
culated. This influence value which measures the degree 
to which a word creates semantic coherence in a text. 
Finally, the CRA network is graphically rendered to 
allow ready visualization of the text. 

3.2.1. Selection 

CRA categorizes texts in terms of a pattern of con- 
nections between words that are crucial to the centering 
process. Compiling these cormections in all utterances 
in a text yields a CRA network representing the text. 
The procedure is in the spirit of earlier network text 
analysis methods, but represents a more restricted form 
of linking that takes account of the discursive structure 
of the utterance. It begins with selection. Rather than 
linking all words that fall within an arbitrarily-sized 
window of text, CRA parses an utterance into its com- 
ponent noun phrases. A noun phrase is a noun (plus zero 
or more additional nouns and adjectives), which serves 
as the subject or object of a sentence. Since the center- 

14 



Crawdad Technologies, LLC Final Report: Centering Resonance Analysis F49620-03-C-0082 

TEXT 

PRE- 
PROCE 
SSING 

NOUN 
PHRASES SELECTION 

NETWORK LINKING 

INFLUENTIAL 
WORDS 

WORD PAIRS 
INDEXING 

CRA NETWORK 
VISUALIZATION MAPPING 

Figure 7. Steps and Outcomes Associated with 
Centering Resonance Analysis 

ing process operates through noun phrases, this step acts 
as a filter, retaining only those words relevant to the 
centering process. We will refer to such words as cen- 
tering tokens. A noun phrase can be composed of one or 
more centering tokens, and a sentence can consist of one 
or more noun phrases. Thus, the selection step of CRA 
turns sentences into sequences of centering tokens con- 
tained in noun phrases. 

Before moving to the next step of the CRA method, 
we address a few important issues. First, CRA intention- 
ally excludes the other main component of sentences, 
verb phrases. In the linguistic model directing CRA, 
verb phrases would be the action components linking 
different noun phrases in an utterance. As such, they are 

really a different kind of information, about the contexts 
of action in which the centering tokens were deployed. 
Given our concern for representing the manifest content 
of texts rather than providing inferences about the sig- 
nificance of particular utterances in ongoing interaction, 
the exclusion of verb phrases is logical. In line with cen- 
tering theory, we need to focus on the entities that, when 
linked together, generate discourse coherence. 

Noun phrases, according to linguistic semanticists 
(e.g., [67]), are the only elements that can be unambigu- 
ously classified as entities in discourse. Nouns denote 
conceptual categories that provide more salient dis- 
course information than verbs and generally control the 
use and expression of verb phrases [68-70]. Moreover, 
nouns are less likely than verbs to be temporally situated 
and are thus more likely to be portrayed as entities (i.e., 
centers) in discburse [71]. In short, the parsing of texts 
into networks of noun phrases and the concomitant 
exclusion of verbs aligns with both our guiding model 
of discourse coherence and our desire to represent the 
manifest content of texts. 

A second issue is whether to include pronouns in our 
analysis. Although a significant amount of research in 
linguistics is devoted to disambiguating the referents of 
pronouns in discourse [72-74] our approach makes the 
inclusion or exclusion of pronouns contingent on the 
purpose of the investigation and the quantity of texts 
involved. In most spoken and written texts, proper 
noims or referents are introduced before pronouns [28] 
and topic shifts are introduced by specific nouns [75], 
meaning that little textual information is lost by drop- 
ping pronouns (as backward-looking centers) that 
appear later. 

Third, and finally, there is the question of whether 
we should use stemming to convert words to more basic 
root forms before analyzing them. In general, we are 
wary of this technique. It is easy to think of cases 
where stemming might obscure important shades of 
meaning. The statements "the negotiators connected on 
the issues" and "there was a disconnect between the 
negotiators on the issues" would stem to the same set of 
objects, despite quite opposite meanings. Indeed, the 
effectiveness of stemming in general is an open question 
[76] and more sophisticated forms of stemming depend 
on sources of training data that are not always available 
or techniques that are not practical (e.g., Bazea-Yates & 
Ribeiro-Neto, [12], p. 168). Therefore we adopt only 
minimal affix stemming, going fi-om plural to singular 
forms by removing "s" or "es" suffixes. 
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3.2.2. Linking 

The second step, linking, converts the sequences into 
networks of relationships between centering tokens. 
According to the rationale above, the author or speaker 
of a text being analyzed with CRA intentionally groups 
the centering tokens into noun phrases and strings these 
phrases together (using verbs, pronouns, determiners, 
etc.) to form an utterance. CRA linking rules attempt to 
embody those choices. To begin with, all centering 
tokens in the utterance are linked sequentially. In the 
majority of cases, where noun phrases contain one or 
two words, the sequential connections capture all the 
linkage intended by the author; there are no higher-order 
connections possible without crossing the boundaries of 
the noun phrases. But there are cases where three or 
more tokens are contained in a single noun phrase. Here, 
the sequential links alone do not exhaust the connected- 
ness possible in the set. Hence, we link all possible pairs 
of tokens within the noun phrase. For example, the 
phrase "complex discursive system" would generate the 
links: complex-discursive, discursive-system, and com- 
plex-system. 

Accumulating these links over a set of utterances 
comprising a text (a paper, a collection of papers, a tran- 
scribed speaking turn or set of turns, etc.) yields a sym- 
metric, valued, undirected network whose nodes are 
centering tokens. Link values represent the number of 
times the tokens were linked in the text according to the 
rules above. This network, when indexed as we describe 
in the next section, becomes a fundamental representa- 
tion of the text and forms the basis for all applications of 
CRA. 

3.2.3. Indexing 

The third step in CRA is indexing. Here the network 
of centering token associations is analyzed to determine 
the relative influence of each node. This is a key step in 
differentiating the nodes and deserves some discussion 
here. Network metaphors are always based on some 
abstract notion of flow, and in the case of CRA net- 
works, we would say there is a flow of meaning. To the 
extent that a CRA network is structured, some nodes are 
more influential than others in channeling flows of 
meaning. They are literally more meaning-full than 
other words in the network. Thus, identifying the influ- 
ence of the nodes allows one to identify the most mean- 
ing-full words in the network and gain a measure of 
their meaning-fullness. 

We operationalize this idea of influence as centrality 
of nodes in the CRA network. Although a variety of 
measures could be used, centering theory points us most 
clearly toward betweenness centrality. To our knowl- 

edge, the concept was first formalized in [77] where it is 
described as rush in a graph: 

"The rush in an element is the total flow through the 
element, resulting from a flow between each pair of 
vertices" (p. 1 of [77]). 
Freeman [37] contrasted betweenness centrality with 

other classic measures in a way that is instructive. Con- 
sider a minimal network of four peripheral nodes that 
are all connected to a single node in the middle (but not 
to each other). There are at least three senses in which 
the node in the middle is central. It is connected to a lot 
of nodes, relative to the others, which is the notion of 
degree centrality. It is also very directly connected to all 
of the other nodes, whereas the peripheral nodes are at 
least two steps away from each other. This reflects the 
notion of closeness centrality, usually measured as the 
average number of steps required to reach other nodes in 
the network from a focal node. The middle node is also 
central in the sense that any kind of resources flowing in 
the network (meaning, in the case of CRA networks) 
must flow through it. This is the idea of rush or 
betweenness centrality described above. Each of these 
measures can be computed for the network as a whole, 
as well as for the individual nodes [78]. 

Of the three kinds, betweenness centrality is clearly 
the most appropriate for estimating the influence of 
nodes in CRA. Degree centrality is the most often 
applied measure in earlier network text analysis efforts 
(e.g., [60]). Degree centrality takes only the local con- 
nections of each node into account. Closeness centrality 
is better in that it considers the entire network structure. 
However, it cannot be computed for disconnected 
graphs, which in CRA are not only possible but likely 
for low-coherence texts. More importantly, closeness 
undervalues the influence of nodes lying on paths con- 
necting disparate parts of the network because nodes in 
the center of large, densely coimected clusters will have 
higher closeness on average. From the standpoint of 
maintaining coherence in a structure of words, this 
tying-together function is crucial. Betweenness central- 
ity therefore best represents the extent to which a partic- 
ular centering token (represented by a network node) 
mediates chains of association in the CRA network. It 
tells us more than any other measure about how a given 
node channels the rush of meaning through a network of 
centering tokens. Therefore (adapting notation in [78]), 
the influence /of a node i in text T\s operationalized as: 

where gj^ is the number of shortest paths coimecting 

lU J<k 
[(N-\)-iN-2)/2] 

they* and t^^ nodes, gj;j(i) is the number of those paths 
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containing node x, and A'^ is the number of nodes in the 
network. 

Resonance is a latent property of the structure of a 
CRA network. While resonance is a property of a single 
network, it is only realized in the presence of an external 
signal (i.e. another network), just as a physical material 
only resonates when brought into contact with an exter- 
nal vibrating wave. To the extent that other texts or 
utterances deploy centers in the same way as a given 
network, they may be said to resonate with it. To 
understand how we make operational the resonance of 
one text with another, assume that texts A and B have 
been represented as CRA networks. The two texts may 
be of similar nature, or one may be considered a query 
and the other a text potentially relevant to the query. 
There are two ways of measuring resonance, one less 
specific and based on the words common in the two 
documents, the other more specific and based on word 
pairs common in the two documents. 

Word resonance is calculated directly from the influ- 
ence scores of the words in the two texts. Let the 
(unique) words (after parsing into phrases) for text A be 
represented by {w/, w^^, ... Wf^^-f) with corresponding 
influence scores of {//, //,... IN^A)*}, where N{A) is the 
number of (unique) words in text A, and similarly, text B 
has words {w/, w^*, ... yv^^^gf) with influence scores 
{//, //,... 4,(B)«}. In general N(A) ^ N(B). Let the indi- 
cator function w^^ij be equal to 1 if w/^ and wf are the 
same words, and be equal to zero if W;'^ and wf are not 
the same words. The word resonance between texts A 
and B, WR^g, is defined by: 

N(A) NiB) 

WRAB=   E    Y^II'^ 'o.if 

The more two texts frequently use the same words in 
influential positions, the more word resonance they 
have. The more word resonance they have, the more the 
communicators used the same words, and the more 
those words were prominent in structuring the text's 
coherence. Word resonance is a more general measure 
of the mutual relevance of two texts, and has applica- 
tions in the modeling of large corpora. 

This measure is unstandardized in the sense that res- 
onance will increase naturally as the two texts become 
longer in length and contain more words. There are 
cases, however, where a standardized measure is more 

appropriate. For example, in positioning documents rel- 
ative to one another (as described below), one does not 
necessarily want to overemphasize differences in docu- 
ment length, number of nodes, and so on. In these cases 
the appropriate standardized measure of resonance is 
given by: 

WR, 
WRAB- 

^AB 

\N{A) N{B) 

S(/f)'-I(i?)' 
which is structurally equivalent to the manner in 

which the covariance between two random variables is 
standardized to a measure of correlation. 

Pair resonance is estimated using co-occurring 
word-pairs, as opposed to co-occurring words. Let the 
frequency weighted pair influence of words / and j in 
text rbe given by: 

y        '     j      y 

where /,-^ is the influence of w,-^, Ij^ is the influence 
of Wj^, and F^-^ is the number of times that w,-^ and w,-^ 
co-occur (their corresponding nodes are connected 
directly by an edge) in text T. If text T has N (unique) 
terms, then there will be (AT • (AT- 1) / 2) pairs, but many 
of them will have a value of F^-^= 0 as they will not rep- 
resent connected terms. Let the indicator fimction 
^"^^ijkl be equal to 1 (a) if the two word sets (w;^, wf) 
and {wi^, w^) are equivalent (regardless of the manner 
in which the set elements are ordered), and (b) F,y and 
Fj^p both are equal to one (the sets represent connected 
nodes); otherwise the indicator is zero. In other words, 
the indicator fimction ^^^yki is 1 when the correspond- 
ing pairs of co-occurring words also co-occur across the 
two texts. The pair resonance PRAB is defined by Equa- 
tion 1. 

The more pair resonance two texts have, the more 
their producers assembled conversational centers in the 
same ways, in order to make their communication 
coherent. Pair resonance is a more sensitive measure of 
the mutual relevance of two texts than word resonance, 
because it takes account not only of the words and their 
position in the network, but how they were assembled in 
the utterances. As such pair resonance has applications 
in high-accuracy searching through a corpus of texts. 

Both of the resonance measures just described yield 
unstandardized measures of resonance. There are cases. 

PRAB = 

N{A)- \f N{A) 

z 
i=\ 

(N{B)- 

z 
V = ;+lV  k=\ 

N(B) 

.i = k+\ 

W 

,P^   .P^^ '^kl   *^ijkl 
Equation 1 
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however, where a standardized measure is more appro- 
priate. For example, in positioning documents relative 
to one another (as described below), one does not neces- 
sarily want to overemphasize differences in document 
length, number of nodes, and so on. In these cases the 
appropriate standardized measure of resonance is the 
vector correlation between the influence scores or 
weighted pair influence scores for words or word pairs 
in the two texts. 

In summary, CRA is a representational technique 
that describes the extent to which words are prominent 
in creating a structural pattern of coherence in a text. 
The description provided to this point shows that CRA 
possesses distinct advantages over other text analysis 
approaches. First, because its representations are inde- 
pendent of text corpora and training sets, CRA is highly 
scaleable. It can be performed on single documents, 
parts of documents, or aggregations of documents, and 
does not depend on being trained to recognize particular 
patterns of words (e.g., the set trunk-root-leaf, as in 
inference approaches). Second, because it does not 
depend on training or rules sets, CRA can accommodate 
emergence of new terms or shifts in relationships 
among existing terms and concepts, as should be 
expected in knowledge development and other forms of 
iimovation. Third, relative to other representational 
techniques, CRA is structurally sensitive in that it 
accounts for all likely chains of association between the 
centers that make texts and conversations coherent. This 
makes the technique more sensitive to complex associa- 
tions in the text than statistical methods based on word 
frequency or local co-occurrence. Fourth, CRA is based 
on a theory of communicative coherence that avoids 
the imposition of an arbitrary window sliding over text 
to locate word co-occurrence. 

3.2.4. Concept Mapping 

The final step in CRA processing is concept map- 
ping wherein the network or networks are appropriately 
visualized. In CRA network visualization, the object is 
to show as much as possible of the network of centering 
token associations representing a text. Because the net- 
works of even modest-sized texts can contain 100 or 
more nodes, it is necessary to select a subgraph of the 
actual CRA network for display. Fortunately, the influ- 
ence measure described above provides a criterion for 
selecting nodes. Ordering the nodes by their influence, 
we can generate a subgraph of nodes at or above some 
cutoff level. In doing so, we exclude tokens that are not 
very involved in chains of association which structure 
the network. Note that such choices are made for the 
purpose of visualization and enhanced comprehension; 
the less-influential nodes are not excluded from fiirther 

analysis by this move. Once a subgraph has been 
exfracted, it is displayed using graph drawing software. 

3.3. Frequency versus Influence 
If a key difference between CRA and all other statis- 

tical methods of text analysis is that it measures word 
influence instead of word frequency, a relevant question 
is: How much difference is there and why is word influ- 
ence a potentially more sensitive measure relative to 
actual discursive intent of the author? In order to dem- 
onstrate the difference between word frequency, we 
examine an example concerning Reuters news coverage 
of the events on and following September 11, 2001. 

Figure 8 shows a graph of the frequency of terrorist 
compared to the average for all words included in the 
sample. We looked at words making up noun phrases in 
the stories because this is where terrorist and similar 
words appear. For the first few days of coverage, ter- 
rorist is used a lot, an average 72 times per day. After 
that, there is a steep drop-off to an average of about 17 
times per day because Reuters management insisted that 
writers not used the word terrorist directly in their sto- 
ries concerning the event. 

Figure 9 shows a graph of the influence of the word 
terrorist over the first 20 days of Reuters coverage com- 
pared to the average influence for all words. The differ- 
ences from the previous frequency-based graph are 
striking. Except for one case on day 19 (September 29, 
2001), terrorist has two (or more) times the influence of 
the average word. There's no large drop-off in influence 
after the first few days like there was for frequency. In 
fact, the influence of the word trends upward for that 
early period. For 16 out of the 20 days we analyzed, ter- 
rorist was at or above the 95th percentile in influence, 
and liever fell below the 85th percentile. Thus, we see 
that while terrorist is not used as frequently, it is still 
just as influential in creating coherence in the discourse. 

So Reuters's policy re-statement may have achieved 
a reduction in frequency of the word terrorist, but it 
really did nothing to decrease its influence as an idea 
tying together the story. Reporters and editors continued 
to rely on the word — apparently within the constraints 
of the policy — to make sense of the story for readers. 

The semantic network represented by a CRA is par- 
ticularly usefiil for demonstrating how particular words 
are defined by the words that are attached to them 
within the network. Figure 10 shows a map of the high- 
est influence words for a CRA network formed from 
articles of September 26, 2001. In this network, the 
words are represented by the dots, and lines indicate that 
the words co-occurred inside a phrase (like ''blinding is 
a terrorist"). This example demonsfrates the importance 
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of measuring word influence and the value of using a 
CRA network to understand embedded and contextual 
meaning. 

crime 

group 

organization 

al Qaeda 

islam 

Figure 10. Highe Influence Words Associated with binLaden 

3.4. Applications 
The business value of using CRA in a text analysis 

project has been demonstrated across a variety of con- 
texts: 

• Strategic Planning. A university's research adminis- 
tration used CRA to determine how well its faculty's 
research strengths aligned with a particular federal 
research funding program. Over fifty faculty from 
18 departments and five colleges were identified as 
having interests and skills in the environmental 
health area. This coincided with the university's 
push to obtain NIH research funding. Vitas, papers, 
and proposals were collected from each faculty 
member and a single "meta-text" was made for each 
faculty member, incorporating all their textual infor- 
mation. CRA was used to produce visual summaries 
of each faculty's expertise, and these were reviewed 
by administrators. Additionally, clustering was per- 
formed on the CRA Networks, and two major group- 
ings (phsyical versus social sciences) and five minor 
groupings of faculty with similar research strengths 
were found. Recent RFPs from NIH were then col- 
lected and compared to the faculty descriptions. 
CRA found that the imiversity's faculty did not "res- 
onate" strongly with the RFPs, indicating a systemic 

weakness-the university was unlikely to succeed in 
getting large amounts of NIH funding with its cur- 
rent faculty base. This in part led to the university, 
redirecting its hiring efforts. 
Quality Control. An information technology firm 
used CRA to determine key issues, themes, trends, 
cause and effect logic embedded in the content of its 
problem reports. A global IT process was being 
managed from three different locations. Each loca- 
tion wrote 2-10 page problem reports whenever a 
system problem arose and was fixed. These reports 
went unread and xmused, and there was no sharing of 
knowledge across the three sites. Over 500 problem 
reports were collected and CRA was performed. 
Key quality issues specific to particular sites, and 
cutting across each of the sites, were identified. 
CRA-based metrics were used to perform correlation 
analysis that linked particular root causes with 
observed symptoms. These metrics were also used 
to identify key themes (e.g. "slow user login"), and 
then the themes' influence values were analyzed on 
statistical process control charts to determine if the 
system was stable over time or not. Enterprise-level 
issues surfaced in the analysis were addressed in 
subsequent process improvements. 
Customer Service. A large service organization used 
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CRA to analyze its customer interview transcripts 
and determine systemic issues that cut across differ- 
ent industry sectors. The organization performed 
one-hour interviews with each of its key clients. Cli- 
ents were asked to respond about strengths, weak- 
nesses, and future plans for service. These 
interviews were then transcribed, and summarized 
by the interviewer. CRA was used on both the raw 
transcripts and the interviewer summaries. The two 
were compared to determine how accurately the 
interviewers wrote summaries. Content within the 
interview was used to cluster clients together, and 
these content-basec clusters were contrasted with 
client demographic information, such as size, indus- 
try sector, geographic location, size of account, etc. 
For example, results indicated that one cluster of cli- 
ents were primarily concerned with quality and reli- 
ability of service, while another cluster of clients 
was concerned about innovation 

Group Dynamics. A consultant used CRA to deter- 
mine the source of conflict when a project team split 
into two competing groups. The consultant was 
facilitating and observing a re-engineering effort 
within this organization. Interviews of key project 
team members were performed weekly. CRA was 
used to analyze the content of the interviews, and to 
identify how individuals were similar or different in 
the way they talked about the project. The consult- 
ant found that team members talked about the 
project using a shared language up until a specific 
date, and from there on talk about the project biflir- 
cated along two tracks; one group focusing on cus- 
tomer issues and one focusing on technical issues. 
This change point was tracked back to an argument 
that occurred on that particular date during a group 
meeting, which led to a dissolution of group coher- 
ence. 
Public Perceptions. A researcher used CRA to deter- 
mine how people were more fearful of Anthrax 
threat than airplane terrorism [5].A research team 
collected Reuters news articles pertaining to 9-11 
events. Semantic themes such as "terror", "airport 
security", and "military response" were identified 
and their influence was tracked over time. Statistical 
analyses of CRA-based metrics were used to iden- 
tify that the influence of the "Anthrax" theme was 
strongly correlated with influence of the word 
"fear"; in other words, public fear was associated 
more so than with other forms of terrorism. 
Organizational Change. A researcher used CRA to 
determine how an organization emerged from an 
entrepreneurial venture [79]. Interviews of the 
entrepreur were performed and transcribed every 
two weeks. Statistical analyses of CRA-based met- 
rics demonstrated that the entrepreneur reformulated 
their conception of the organization at a specific 
moment in time, corresponding to a cognitive re- 
framing of the product.   The content of the inter- 

views, via CRA-based metrics of word influence, 
was correlated with other quantitative data (dollars 
spent, time spent) to demonstrate how the change of 
"language" preceded the change in "activity". 

Knowledge Directory. An organization used CRA to 
develop a searchable knowledge base that would 
identify experts associated with particular issues [7]. 
Resumes and reports were collected from each orga- 
nizational member and a single "meta-text" was 
made for each, incorporating all their textual infor- 
mation. CRA was used to produce visual summaries 
of each person's expertise, and these were reviewed 
by managers. A clustering of the workers demon- 
strated that expertise was organized more around 
how people performed their work, rather than the 
content of the work they performed. This led to a 
number of cross-functional initiatives to take advan- 
tage of these hidden commonalities. 
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Section 4. Task 1: Information Retrieval Performance 

CRA is a new, innovative way to analyze documents 
and perform information retrieval (IR) and text mining 
tasks based on that analysis. A meaningful discussion of 
the performance of CRA can only be accomplished by 
comparing and coritrasting CRA with traditional 
approaches such as term frequency-based approaches. 
This section provides a brief background discussion of 
these traditional approaches. The primary focus of this 
section is on methods of evaluating IR system perfor- 
mance. We discusses the accepted methodolgies which 
were primarily developed for frequency-based 
approaches. In particular, we discuss some of the prob- 
lems with recall and precision measures and describe 
other methods of evaluating the performance of IR sys- 
tems. The National Institute of Standards (NIST) Text 
Retrieval Conferences (TREC) and Topic Detection and 
Tracking (TDT) initiatives have provide significant 
insight into evaluation of these systems. Our discussion 
addresses how CRA can be applied/evaluated using 
TREC and TDT methodolgies. However, prior to our 
discussion of evaluation we first provide some basic 
background information about modem IR system imple- 
mentations based on term frequency approaches. 

4.1. Information Retrieval 
IR typically requires examining a document or set of 

documents and determining if that document or set of 
document contains information of interest. Document 
retrieval and evaluation of that document is a multi-step 
process that typically includes a number of steps 
required to pre-process the document prior to analyzing 
its content. These steps include: 

• Lexical analysis - removal of the document's punctu- 
ation, capitalization, etc. [80]. 

• Stop word removal - removing words like a, the, etc. 
that do not contribute to the overall meaning of a 
document [80]. 

• Word stemming - removal of suffixes such as ed and 
ingmi 

• Vector space computation - computing an informa- 
tion vector describing the information content of a 
document [82]. 

• Evaluation - comparing the computed information 
vector for a document with the information vectors 
of other documents that the user has rated as relevant 
and with the contents of the specified ontology. 
Most traditional IR methods use metrics such as 

term frequency and document frequency in determining 
if a document likely contains desired information. It is 

instructive to examine some of these traditional systems 
in order to understand the unique advantages of the 
CRA approach. 

The vector-space method of information retrieval/ 
evaluation provides a representation of a document 
based on its constituent words [82]. This model has been 
used extensively and has been shown to be competitive 
with altemative IR techniques [83, 84]. Using this tech- 
nique, each document is represented as a vector in vec- 
tor space so that documents with similar content have 
similar vectors. Each dimension of the vector space rep- 
resents a word and its weight. The values of the vector 
element for a document are calculated as a combination 
of the term frequency TF(w,d) — the number of times 
word w occurs in document d, and the document fre- 
quency — the number of documents the word w occurs 
in at least once. The inverse document frequency is 
given by: 

IDF(w) = log-^ 
DF{w) 

where |D| is the total number of documents. The 
value cf'^ of an element in the vector is then calculated 
as the product 

/'^ = TF{w^,d) X IDF{w.) 

After the document is lexically analyzed, the stop 
words removed and its words stemmed, the TF-IDF vec- 
tor Vf is extracted. We assume an initial profile set V, 
|V|=0; the predefined number of TF-IDF vectors in the 
profile set is N and the preset number of elements of a 
vector is M. For a document of interest, we extract the 
TF-IDF vector Vj. 

If |F1 < A'^ (where \V\ is the number of vectors in the 
profile set V, then V<=V'UVf, Otherwise, calculate the 
cosine similarity between every two vectors including 
the vectors in the set Kand a new document vector Vj. If 
the profile vector set Kis {Vj, K^, ..., V„} where n=N. 
The similarity is given by 

Sim(Vj,V^) 
r/hi 

wherey, k G {1, 2,..., n, i) 
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Now combine the two vectors Vi and V^ with the 
greatest similarity: 

Where {l,m)- mmax^Sim(y„V,) 

The weights in the new vector F^ are sorted in 
decreasing order and we then keep the highest M ele- 
ments. 

The vector space method works well for certain 
classes of documents and provides good results in cer- 
tain application such as intelligent search agents that 
analyze web pages. Basically information content is rep- 
resented by a vector in information space. Two docu- 
ments with similar vectors likely contain related 
relevant information of interest to an information 
seeker. 

4.2. Evaluation of Information Retrieval 
Systems 

4.2.1. Measuring Precision and Recall 

IR is concerned with locating information that will 
satisfy a user's information needs. Traditionally, empha- 
sis has been placed on text retrieval — providing access 
to natural language texts where the set of documents to 
be searched is large and topically diverse [85]. 

An ad hoc retrieval task occurs when a system 
knows the set of documents to be searched but cannot 
anticipate the particular topic to be investigated. 

A known-item search is similar to an ad hoc search 
but the target of the search is a particular document (or a 
small set of documents) that is known to exist in the 
document collection. 

In both the known-item and ad hoc retrieval task, the 
system's response is usually a ranked list of documents, 
and the system is evaluated by the rank at which the tar- 
get document is retrieved. 

In a document routing or filtering task, the topic of 
interest is known and stable, but the document collec- 
tion is constantly changing. A typical document filtering 
task is an intelligence analyst examining a news feed. 
The filtering task generally requires a retrieval system to 
make a binary decision whether to retrieve each docu- 
ment in the document stream as the system sees it. The 
retrieval system's response in the filtering task is there- 
fore an unordered set of documents (accimiulated over 
time) rather than a ranked list. 

Typically, retrieval tests are performed on a text col- 
lection and can be evaluated in a number of ways. For 
example, in TREC, all ad hoc retrievals are evaluated 

using the trec_eval package [84]. This package pro- 
vides a number of metrics for retrieval system perfor- 
mance including recall and precision. Precision is the 
proportion of retrieved documents that are relevant, 
while recall is the proportion of relevant documents that 
are retrieved. 

Precision = N^Nf  and Recall = N^Nf^ 

Where N„ is the number of relevant documents 
retrieved. A'', is the total number of documents retrieved, 
and Nfr is the total number of relevant documents 
retrieved. 

A cut-off level is a rank that defines the retrieved set. 
For example, establishing a cut-off level of ten mean 
that the retrieved set will consist of the top ten docu- 
ments. The trec_eval program treats scores as aver- 
ages over the set of topics where each topic is equally 
weighted. 

Precision reaches a maximum value of 1.0 when 
only relevant documents are retrieved, and recall 
reaches it maximal value (also 1.0) when all the relevant 
documents are retrieved. These theoretical maximum 
values are not obtainable as an average over a set of top- 
ics at a single cut-off level because different topics have 
different numbers of relevant documents. For example, 
a topic with fewer than ten relevant documents will have 
a precision score less than one after ten documents are 
retrieved regardless of how the documents are ranked. 
Similarly, a topic with more than ten relevant docu- 
ments must have a recall score less than one after ten 
documents are retrieved. At a single cutoff level, recall 
and precision reflect the same information, namely the 
number of relevant documents retrieved. At varying cut- 
off levels, recall and precision tend to be inversely 
related since retrieving more documents will usually 
increase recall while degrading precision and vice versa. 

In most of the IR literature, precision/recall figures 
are presented as a continuous graph that shows changes 
of precision and recall that depends on how many docu- 
ments are inspected. The result is a curve, going fi-om 
high precision and low recall to low precision and high 
recall. Note that recall is a non-decreasing function of 
rank. Precision can be regarded as a fimction of recall 
rather than of rank. 

Of all the numbers reported by trec_eval, the 
recall-precision curve and mean (non-interpolated) aver- 
age precision are the most commonly used measures to 
describe TREC retrieval results. A recall precision curve 
plots precision as a function of recall. Since the actual 
recall values obtained for a topic depend on the number 
of relevant documents, the average recall-precision 
curve for a set of topics must be interpolated to a set of 
standard recall values. Recall-precision graphs show the 
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behavior of a retrieval run over the entire recall spec- 
trum. 

Mean average precision is the single-valued sum- 
mary measure used when an entire graph is too cumber- 
some. The average precision for a single topic is the 
mean of the precision obtained after each relevant docu- 
ment is retrieved (using zero as the precision for rele- 
vant documents that are not retrieved). The mean 
average precision for a run consisting of multiple topics 
is the mean of the average precision scores of each of 
the individual topics in the run. The average precision 
measure has a recall component in that it reflects the 
performance of a retrieval run across all relevant docu- 
ments, and a precision component in that it weights doc- 
uments retrieved earlier more heavily than documents 
retrieved later. Geometrically, mean average precision is 
the area underneath a non-interpolated recall-precision 
curve. 

4.2.2. Document Filtering 

The purpose of document filtering is to retrieve just 
those documents in a document stream that match the 
user's interest as represented by the topic. There are 
three kinds of filtering tasks (defined for TREC 2002): 
an adaptive filtering task, a batch-filtering task, and a 
routing task. 

For adaptive filtering, the system starts with a pro- 
file derived from the topic statement and a small number 
of examples of relevant documents and processes docu- 
ments one at a time in date order. For each document in 
turn, the system must make a binary decision whether to 
retrieve it. If the system decides to retrieve the docu- 
ment, it obtains the relevance judgment for that docu- 
ment and can modify its profile based on the judgment if 
desired. The final output is the unranked set of retrieved 
documents for the topic. 

The batch-filtering task is a simpler version of the 
adaptive filtering task. Here, the system is given a topic 
and a (relatively large) set of training documents such 
that each document in the training set is labeled as rele- 
vant or not relevant. From this data, the system creates a 
profile and a rule for when a document should be 
retrieved. The rule is applied to each document in the 
test set of documents without fiirther modification. The 
final output is an unranked set of retrieved documents. 

In the routing task, the system again builds a profile 
or query from a topic statement and a training set of 
documents, but then uses the query to rank the test por- 
tion of the collection. Ranking the collection by similar- 
ity to the query (routing) is an easier problem than 
making a binary decision as to whether a document 
should be retrieved (batch filtering) because the latter 

requires a threshold that is difficult to set appropriately. 
For TREC, the final output of the routing task is a list of 
1000 documents ranked by decreasing similarity to the 
query. 

Since neither batch filtering nor adaptive filtering 
produce a ranked list, they cannot be evaluated using the 
usual IR measures (e.g., trec_eval). Rather, these 
runs are usually evaluated using a utility function where 
a system is rewarded some number of points for retriev- 
ing a relevant document and penalized a different num- 
ber of points for retrieving an irrelevant document. Raw 
utility scores do not average well so the scores for indi- 
vidual topics are normalized, scaled, and then averaged. 
Routing tasks can be evaluated using the usual IR mea- 
sures. 

4.2.3. Additional Metrics 

The following metrics are used in the TREC Target 
Detection and Tracking (TDT) tasks. These provide an 
additional metric for performance evaluation [86]. 

This task is to associate incoming stories with topics 
that are known to the system. A topic is defined as 
known by its association with those stories that discuss 
that topic. Thus a target topic is defined by one or more 
stories that discuss that topic. TDT uses the following 
evaluation methodology. Detection performance is char- 
acterized in terms of the probability of miss and false 
alarm errors {PMISS and PpA)- These error probabilities 
are then combined into a single detection cost, Qjg,, by 
assigning costs to miss and false alarm errors: 

^Det        ^Miss " ° 
• P + C Miss     ' (arger     ^' FA * 'FA • °non-nrgel 

Where Cjj^^^ and Cf^ are the cost of a Miss and a 
False Alarm, respectively, P^iss and Pp^ are the condi- 
tional probabilities of a Miss and a False Alarm, respec- 
tively, and Ptar^et and P„on-target are the a priori target 
probabilities (P„o„.target = 1" ^target)- 

Cjjet is the bottom-line representation of task perfor- 
mance and can be used to judge system performance. 
This cost measure represents a measure of application 
value, and consideration of the application can inform 
judgment as to the appropriate values for the relative 
costs of misses and false alarms and the target probabil- 
ity 

Since these values can vary with the application, 
Cj)et is normalized so that {CDg^j^orm can be no less than 
one (without extracting information from the source 
data).   {CDei)Norm is defined as: 

(Cn.,) 
^Det 

Det^Norm min(C Miss * "target'^FA * "non-tsx%eU 
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Using this formulation, the absolute value of 
(CDet)Norm represents the value (i.e., direct cost) of the 
solution. 

There are two methods of estimating detection error 
probabilities. These are called story-weighted and topic- 
weighted. The story-weighted method assigns equal 
weight to each decision for each story and accumulates 
errors over all topics. The topic-weighted method accu- 
mulates errors separately for each topic and then aver- 
ages the error probabilities over topics with equal 
weight assigned to each topic. The topic-weighted 
method provides a better estimate of performance. This 
method is also the method used in the TREC/TDT tasks. 

4.2.4. Utility Measures 

Park and Zhang propose performance classification 
based on a utility measure [87]. Linear utility is defined 
as 

Linear Utility = a» R+ +b» N++c» R. + d» N. 

Here R+ represents the number of relevant and 
retrieved documents, A'^. represents the number of non- 
relevant but retrieved documents, R_ the number of rele- 
vant but non-retrieved documents, and N. the number on 
non-relevant and non-retrieved documents and a, b, c 
and d are constant coefficients. For classifying large 
unstructured document collections. Park and Zhang 
defined linear utility measures: 

LFi = 3»R+-2*N+ 

LF2 = 3»R+-N+ 

However, computing utility by averaging across all 
topics yields skewed results since a few topics can dom- 
inate the results. In order to show system performance, 
the concept of a scaled utility is introduced. Scaled util- 
ity is defined as: 

•^ MaxU(T)-U(s) 

The term u(S,T) is the utility of system S for topic T, 
Max U{T) is the maximum possible utility score for 
topic T, and U{s) is the utility of retrieving s non-rele- 
vant documents. For a limited set of topics (say 10), the 
authors use LF^. However, for a collection of 50 topics 
they use the scaled linear utility. 

4.2.5. Efficacy of Precision and Recall Measures 

Note that precision and recall are the traditional and 
very well-founded methods of evaluating document 
retrieval systems. However, as Greenwood [88] points 
out, these methods may be considered outdated. This is 
because precision and recall may no longer be adequate 
measures of effectiveness due to the way the informa- 

tion needs of society have changed over recent years 
(particularly with the use of the Internet). 

Precision and recall were very good at measuring 
how good a system is at finding all the relevant docu- 
ments within a collection (e.g., books in a library). 
However, this is no longer the predominant use of IR 
systems. IR now generally means Internet search for a 
document. Intemet search engines work across vast doc- 
ument collections, ranking and returning relevant docu- 
ments in much the same way that the older library 
retrieval systems did. However, users have fundamen- 
tally changed the way they use these kinds of systems. 
Users are not content to scroll through 100 relevant doc- 
uments looking for information. Rather, they expect a 
relevant document to be in the top ten returned in 
response to their query so that a user can instantly see a 
document that appears relevant [88]. 

Because of this change in user expectations. Green- 
wood argues that what is needed is a new evaluation 
measure that allows systems to ranked according to how 
well they work in a search-engine-like application. He 
introduces two new measures called position and 
answer. Position is simply the position at which the first 
relevant document is ranked. Clearly the lower the posi- 
tion value the better the system. Answer, on the other 
hand, is the percentage of queries (for which there are 
relevant documents) where a relevant document is 
returned in the top ten, i.e., a document is returned 
which can answer the query. These measures are what 
we automatically associate with the performance of a 
good Intemet search engine [88]. We note that CRA- 
based metrics did, in fact, perform better, in all circum- 
stances, m position and answer performance. 

4.2.6. Tools for IR System Performance Evaluation 

One of the goals of our research is to be able to com- 
pare the performance of a CRA-based system with the 
performance of more traditional, fi-equency-based, 
approaches. To that end, evaluation tools are required 
that can be used to compare different approaches. In 
some cases, we have built our own simple term-fi'e- 
quency tools for comparing system performance. We 
have also utilized the Lemur toolkit for system evalua- 
tion. The Lemur toolkit [89] was developed at Carnegie- 
Mellon University and provides a TF-IDF implementa- 
tion that is suitable for comparison testing with CRA. 
The following background information is provided to 
illustrate the Lemiu- toolkit capabilities. 

Lemur provides a number of basic capabilities. 
These include the ability to construct an index for a doc- 
ument set and to retrieve documents using several base- 
line information retrieval algorithms such as TF-IDF 
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and Okapi. The toolkit has a number of capabilities that 
are not required for our present purposes (e.g., relevance 
feedback). 

4.2.6.1. Indexing 

The indexer indexes information about the terms in a 
collection of documents that can then later be accessed 
using either a term or a document as a reference. The 
indexer allows collection of term frequency, term posi- 
tion, and document length statistics. 

The toolkit includes a number oiparsers. However 
these parsers were designed to facilitate indexing many 
documents that are in the same file. The two most fre- 
quently used parsers are the TrecParser and the Web- 
Parser. The WebParser removes HTML tags. The parser 
assumes the use of NIST style format for documents. 

4.2.6.2. Information Retrieval Evaluation 

Lemur provides the RetEval application for informa- 
tion retrieval. RetEval takes a file of queries in the form: 

<DOC  #queryid> 

terml 

term2 

term3 

</DOC> 

and creates a result file containing the queryid, docid 
and a score for that document with respect to that query. 

4.2.6.3. Evaluation of Retrieval Results 

Lemur provides a Perl script called ireval. pi that 
can be used to calculate performance measurements in 
terms of precision and recall scores given he result file 
from running RetEval and a judgment file. A judgment 
file indicates which documents are relevant for each 
query. 

The judgment file can be in a simple three-column 
format of queryid, docid and relevance (a value of 
1 is assigned for a relevant document). 

4.2.6.4. Precision/Recall Performance 

The ireval .pi program is used to generate preci- 
sion/recall statistics for both the CRA and TF-IDF 
methods. 

4.2.7. Text Filtering 

Text filtering is the process of classifying a stream 
of incoming documents arriving in an asynchronous 
manner to an information consumer from an informa- 
tion producer. The prototypical case is a news feed 

where the producer is a news agency (e.g., Reuters) and 
the consumer is a newspaper. The filtering process 
should block the delivery of documents that are not 
likely of interest. Filtering can be viewed as single-label 
text categorizafion — the classification of incoming 
documents into two disjoint categories, the relevant and 
the irrelevant. A filtering system may also further cate- 
gorize incoming documents into thematic categories 
(e.g., a filtering system for a sports editor would catego- 
rize the articles a baseball, football, golf, etc.). SPAM E- 
mail removal is an example where the filter decides 
whether the mail is junk or not. The non-junk mail can 
be further classified into topical categories [90]. 

A text filtering system sifts through a stream of 
incoming information to find documents that are rele- 
vant to a set of user needs represented by profiles. 
Unlike a traditional search query, user profiles are per- 
sistent and represent a user's long-term information- 
seeking requirements. Using user feedback, a system 
can learn a better profile and thus improve its perfor- 
mance over time. For most filtering applications, the 
value of a document decays rapidly with time. This 
means that potentially relevant documents must be pre- 
sented immediately to the user. There is no time avail- 
able to accumulate and rank a set of documents. 
Evaluation must be based only on the quality of the 
retrieved set. Filtering differs from the search task in 
that documents arrive sequentially over a period of time 
[91]. 

A profile is initially specified by the user (and there- 
fore resembles a standard query) and is updated by the 
system using feedback information from the user. This 
is termed adaptive filtering. The filtering task when no 
user profile is available is termed either routing or batch 
filtering. If documents need only be accepted or rejected 
then this constitutes batch filtering. If documents must 
be ranked in order of estimated relevance, this is a rout- 
ing system. A routing system learns a static profile from 
training documents, and ranks all documents in the test 
set according to the profile. Filtering systems examine 
the test set one document at a time and must make a 
decision as each document is received whether to dis- 
play that document to the user or not [92]. 

The filter can be installed at the producer end in 
which case it must route documents to only the inter- 
ested consumer. The filter can also be installed at the 
consumer end to filter and classify documents. If the fil- 
ter is installed at the producer end, then the system must 
build and maintain a profile for each user of the system. 
If the filter is installed at the consumer end, then only a 
single profile is required [90]. 

The term information filtering describes a variety of 
processes involving the delivery of information to peo- 
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pie who need it. The most common features of an infor- 
mation filtering system include [93]. 

• The system is designed for use with unstructured or 
semi-structured information. 

• Information deals primarily with textual informa- 
tion. 

• Filtering systems involve large amounts of data. 
Gigabytes of text are not uncommon. 

• Filtering applications typically involve streams of 
incoming data, either being broadcast by remote 
sources (such as a newswire service) or sent directly 
by other sources (e.g.. E-mail). 

• Filtering is based on descriptions of individual or 
group information preferences — called profiles. 
These profiles typically represent long-term inter- 
ests. 

• Filtering is often meant to imply removal of data 
from an incoming stream, rather than finding data in 
that stream. This means that profiles may express 
what people want or what they do not want to see. 

4.2.7.1. Comparing IR and Filtering Tasks 

It is instructive to compare filtering tasks with the 
more traditional information retrieval processes. Belkin 
provides the following characterization [93, 94]: 

• IR is typical concerned with single uses of the sys- 
tem, by a person with a one-time goal and one time 
query, information filtering is concerned with 
repeated uses of the system by a person or persons 
with long-term goals or interests. 

• IR recognizes inherent problems in the adequacy of 
queries as representations of information needs. Fil- 
tering, however, assumes that profiles can be correct 
specifications of information interests. 

• Where IR is concerned with the collection and orga- 
nization of texts, filtering is concerned with the dis- 
tribution of texts to groups of people or individuals. 

• IR is typically concerned with the selection of texts 
from a relatively static database. However, filtering 
is mainly concerned with selection or elimination of 
texts from a dynamic data stream. 

• IR is concerned with responding to the user's interac- 
tion with texts within a single information-seeking 
session. However, filtering is concerned with long- 
term changes over a series of information-seeking 
sessions. 

• The timeliness of a text is usually an overriding con- 
sideration in filtering. This is usually not a concern 
in IR activities. 

• IR has historically studied well-defined and very 
specific user domains (usually in science and tech- 
nology). These users have generally been highly 
motivated in their information-seeking behavior. Fil- 
tering task are many times less well structured and 

across a diverse information domain (e.g., searching 
the web for information). 

4.2.7.2. The TREC Evaluation Process 

The TREC filtering track uses the RCVl corpus pro- 
vided by Reuters [95]. This corpus contains about 
800,000 news stories, covering a time period in 1996 - 
1997. Items in the corpus have unique identifiers and are 
dated but not timed. The assumption is made that the 
time order within one data is the same as the identifier 
order. Items fi-om the first six weeks (20 August through 
30 September) are taken as the training set. The remain- 
der of the collection form the test set [91]. 

The adaptive filtering task is designed to model the 
text filtering process from the moment a profile is con- 
structed. For the TREC evaluation, for each topic the 
last three relevant documents in the training set were 
used for this purpose. No other relevance judgments 
from the training set were allowed. Once a document is 
retrieved, the relevance assessment (when one exists) is 
immediately made available to the system. There is no 
interactive human judgment in the TREC assessment. 
Rather, the assessment is simulated by releasing the pre- 
existing relevance judgment for a document. Judgments 
for un-retrieved documents are never revealed to the 
system [91]. A complete description of the test collec- 
tion and its development can be found in [92]. 

Systems are allowed to use the whole of the training 
set of documents (but no other relevance judgments than 
the three provided for each topic) to generate collection 
frequency statistics (such as IDF) or auxiliary data 
structures (such as automatically generated thesauri). 
Resources outside the Reuters collection could also be 
used. As documents were processed, the text are used to 
update term frequency statistics and auxiliary document 
structures even if the document was not matched to any 
profile [91]. 

In batch filtering, all the training set documents and 
all relevance judgments on that set are available in 
advance. Once the system is trained, the test set is pro- 
cessed in its entirety. For each topic, the system returns 
a single retrieved set. For routing, the training data is the 
same as for batch filtering, but in this case systems 
return a single retrieved set. For routing, the training 
data is the same as for batch filtering, but in this case, 
systems return a ranked list of the top 1000 retrieved 
documents from the test set. Batch filtering and routing 
are included to encourage participation of as many dif- 
ferent groups as possible [91]. Because the text routing 
problem involves sending relevant incoming data to 
individuals or groups, it is essentially identical to filter- 
ing 
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4.2.7.3. TREC Filtering Evaluation Measures 

Filtering systems are expected to make a binary 
decision to accept or reject a document for each profile. 
Therefore, the retrieved set consists of unranked list of 
documents. Standard measures (e.g., precision-recall 
curves) are not applicable. The choice of the primary 
measure of performance will impact the systems in a 
way that does not happen in ranked retrieval. While 
good ranking algorithms are generally independent of 
the evaluation measure used, good classification algo- 
rithms need to relate very strongly to the measure that it 
is desired to optimize. The traditional precision and 
recall measures of are limited utility in the text filter 
track since neither adaptive filtering or batch filtering 
return a ranked set of documents. The TREC filtering 
TREC uses the F-beta and Linear Utility as evaluation 
measures [91]. 

The F-beta measure is a fiinction of recall and preci- 
sion, together with a fi-ee parameter beta which deter- 
mines the relative weighting of recall and precision. For 
any beta, the measure lies in the range zero (bad) to 1 
(good). For TREC 11, a value of beta = 0.5 was chosen. 
This corresponds to an emphasis on precision (beta -1 is 
neutral). The measure (with this choice of beta can be 
expressed as follows: 

rilF 
1.25 X AT RDR 

NRTD^\25XNJ,J, 

where Nj^^n represents the number of relevant docu- 
ments retrieved, NJ^TD represents the number of 
retrieved documents, and Nj^ represents the number of 
relevant documents. TWF is defined as zero if the num- 
ber of retrieved documents is zero. 

Linear utility uses a credit of two for a relevant doc- 
ument retrieved and a debit of one for a non-relevant 
document retrieved and is given by 

nit/=2xAr^^^-Ar^^^^ 

Here NJ^RDR represents the number of non-relevant 
documents retrieved. This corresponds to the retrieval 
rule 

Retrieve if P(rel) >.33 

Filtering according to a linear utility fiinction is 
equivalent to filtering by estimated probability of rele- 
vance. 

When evaluation is based on a utility fiinction, it is 
difficult to compare performance across topics. Simple 
averaging of the utility measure gives each retrieved 
document equal weight, which means that the average 
scores will be dominated by the topics with large 
retrieved sets. Furthermore, the utility scale is effec- 

tively unbounded below but bounded above. This means 
that a single very poor query might completely swamp 
any number of good queries. 

For the purposes of averaging across topics, utilities 
are normalized by the maximum possible utility for the 
topic: 

MaxU = 2xN RD 

Therefore: 

TWNU = TWU 
MaxU 

The lower limit is some negative normalized utility, 
MinNU can be viewed as the minimum (maximum neg- 
ative) utility that a user would tolerate over the lifetime 
of the profile. If the TllNUvahie falls below this mini- 
mum, it will be assumed that the user stops looking at 
documents. 

For each topic 

. 1 arr = max{TnNU,MinNU) - MinNU 
l-MinNU 

The MeanTUSU is the mean ofTllSU over topics. 
Different values of MinNU can be chosen. The primary 
evaluation measure has MinNU = -0.5. 

TREC provides official results tables that suggest a 
number of measures. Some of these include: 

• Mean T\\SUover topics, over the whole period and 
broken down by time period for adaptive filtering. 
Mean TllF (F-beta, with beta - 0.5) over topics 

• Mean set recall 

• Mean set precision 
• Zeros (number of topics for which no documents 

were retrieved over the period). 

All means are averaged across topics. For the rout- 
ing task, trec_eval is used for evaluating perfor- 
mance. 

4.2.7.4. Filtering Summary 

Much of the interesting research in the filtering track 
is concerned with development and improvement of 
adaptive filtering algorithms. These algorithms repre- 
sent a class of machine-learning algorithms that change 
the filtering criteria based on user feedback. Competi- 
tion in the adaptive filtering track will require develop- 
ing a novel approach to providing adaptive feedback 
based on the CRA network. This has not been a focus of 
this research. However, the other two tracks (batch fil- 
tering and routing) can more readily utiHze the CRA 
technology. 
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4.3. Topic Detection and Tracldng (TDT) 

4.3.1. Background 

The purpose of Topic Detection and Tracking (TDT) 
is to "explore techniques for detecting the appearance of 
new, unexpected topics and for tracking the reappear- 
ance and evolution of them" [86]. This particular infor- 
mation retrieval task has significant value in intelligence 
and social system modeling activities. TDT defines two 
different objects: 

• Event: A specific action involving specific people/ 
entities on a specific date (e.g. World Trade Center 
attack on 9/11/01) 

• Topic/Story: An initial event and all subsequent 
related events (All events related to 9-11) 

There are two basic tasks in TDT: 

• Tracking: Train the system with N(t) documents that 
are "on topic". Evaluate each subsequent article as 
on or off topic. Only evaluate to one topic at a time. 

• Detection 
a. Retrospective: Identify all events in a cor- 

pus of stories (texts), through clustering 

b. On-line new event detection: Identify the 
appearance of a new event that does not 
belong to any existing event (cluster). 

Two other tasks. First Topic Detection and Link 
Detection, are special cases of tracking and detection. 
The third basic task. Segmentation, involves parsing a 
continuous text stream into distinct, discrete stories 
(texts). This fimction would be very important in appli- 
cations involving transcription. 

4.3.2. Performance Evaluation 

Performance of TDT tasks is evaluated by examin- 
ing misses and false alarms. Typically a cost equation is 
used that allows misses and false alarms to be weighted 
differentially into a single metric. The weights typically 
take into account the a priori probability of a text being 
on-target (and these probabilities are known to the 
method a priori). Additionally, the metric is further nor- 
malized so as to present costs scaled to a 0.1 to 1.0 scale. 
For details see pp. 143-144 of [24]. 

A corpus is identified and human judges identify a 
finite number of events within the corpus, and texts that 
are associated with those events. The corpus is then bro- 
ken into two parts, for training and evaluation. A 
method is trained to identify what is on-target via the 
training data, and then the method must tag subsequent 
texts as on or off-target. The machine-generated results 
are then compared to the human judgments. Detection is 

currently run completely unsupervised (i.e. with no 
training). 

The Linguistics Data Consortium, a research group 
affiliated with University of Peimsylvania, in collabora- 
ion with the natural language group at NIST, have 
sponsored a TDT conference since 1997. TDT has used 
a variety of corpora over the years: 

1997 (1): TDT-1; 16,000 stories; 1994 Reuters and 
CNN (transcribed) 

1998 (2): TDT-2; 60,000 stories; AP, NYT, CNN, 
AC, VOA, PRI (written and transcribed) 
1999 (3): TDT-3; TDT-2 + 8 new English sources 
from 1998 and 3 Mandarin sources (in Mandarin and 
English-translation) 

2000 (4): Used TDT-3 corpus 
2001 (5): Expanded TDT-3 with additional stories, 
events, links 
2002 (6): TDT-4; 45,000 stories from end of 2000; 
eight English, seven Chinese, and four Arabic 
sources 
2003 (7): Used TDT-2, -3, and -4 for various tasks 
There are a few key research teams in TDT (Lin- 

guistics Data Consortium/University of Pennsylvania, 
Carnegie-Mellon University, University of Massachu- 
setts, University of Maryland, National Taiwan Univer- 
sity, Chinese University of Hong, Kong, University of 
Iowa, RMIT (Austi-alia), Texas A&M University, GE 
(Oasis product,) Dragon Systems, and IBM. In general, 
the field is small and has only recently expanded to 
Europe and Asia. The number of commercial entities is 
small. 

All of the methods examined were based on vector 
scores, either based on straight frequency or an IDF/ 
Okapi-like score. Methods differed therefore in how 
they normalized their scores with respect to text length, 
how they trained, and how the clustered and scored for 
similarity. In general, researchers have found that: 

• The nature of the event (e.g. scope) can have a large 
impact on relevancy scores 

• Phrases tend to perform better over words; using 
named entities can help 

• There are problems with clustering the translated 
documents 

• A method good for one evaluation task may not per- 
form well on another, and for any given method, its 
parameters need to be set differently for different 
evaluation tasks. 

4.4. Experimental Design 
The purpose of these experiments is to compare 

CRA to ti-aditional frequency-based methods on perfor- 
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mance in tasks related to ad hoc retrieval and topic 
tracking. Our experiment contains three variables at two 
levels each, for a total of 2^ or 8 experimental condi- 
tions: 

• Method of Determining Relevance: The main vari- 
able in the experiment is the method used to deter- 
mine whether or not a text is relative to a query (or 
equivalently, a topic statement). We examine met- 
rics based on word influence (via CRA) versus met- 
rics based on word frequency. 

• Nature of Task: Determining relevancy of a docu- 
ment requires some judgment about whether a simi- 
larity score is large enough to warrant a 
proclamation of relevancy. These judgments are typ- 
ically based on whether a score is above or* below a 
particular threshold. A key question then becomes: 
Is the threshold constant across all queries, or is it 
allowed to change for each different query? The 
former condition is more general and is easier to 
implement; the latter may be viable in very specific 
situations where scope is narrow and definable and 
training can occur. In the language of TREC and 
TDT, the use of a single threshold across all queries 
measures performance "between topics", or track- 
ing, while using a different threshold for each query 
measures performance "within topics", or retrieval. 
While the "within topics" metrics are common 
within TREC and TDT, we believe the tracking (i.e. 
single threshold) performance to be much more 
important from a practical standpoint. 

• Corpus: We wished to experiment with two corpora 
of texts that had significantly different features, in 
order to enhance the generalizability of our results. 
The CACM corpus contains relatively short queries 
and texts and is narrow in scope of content. The 
TDT-3 corpus contains relatively long queries and 
texts and is broad in scope of content. Both corpora 
have been used extensively in information retrieval 
research; this allows comparison to other's results. 

Performance is measured in a variety of ways: 

• Recall-precision performance, as described earlier in 
Section 4. 

• Correlation between relevancy judgment and metric. 

• Determination of an optimal decision rule based on 
linear and non-linear (i.e. multi-layer perceptron) 
models. 

4.5. CACM Corpus 

4.5.1. Background 

The CACM corpus consists of articles taken from 
the Communications of the ACM [96]. The corpus also 
contains a set of flill text queries of varying length, as 
well as a set of relevancy judgments matching the que- 

ries to the texts. The document portion of the corpus 
contains 3204 total items. However only about half 
(1586) of these have an accompanying abstract. For 
these cases, abstracts have a mean of 93 words, with a 
standard deviation of 47.29. There are 64 queries. They 
have a mean length of 22 words, with a standard devia- 
tion of 16. In many cases, these queries will be too short 
to use with standard CRA. There are 796 judgments in 
the relations file. Abstracts are present for 650 (81%) of 
these cases. 

CRA analyses of the CACM corpus were run to 
assess ad hoc retrieval and topic tracking performance 
of CRA on a standard dataset. After extraction of the 
CACM documents, it was determined that 1587 of the 
entries contained abstracts, and therefore provided 
enough text for meaningful analysis using CRA. These 
documents and the queries were extracted from the cor- 
pus and analyzed using standard procedures. Many of 
the queries were quite short. 

Table 2 shows the various data that were collected 
for each experimental case of a query-text pair; this 
includes scores for various metrics based on either word 
frequency or word/word-pair influence. Note that we 
tested a number of metrics based on an inverse docu- 
ment frequency (IDF) weighting, as described earlier. 

We found in pilot experiments that our initial influ- 
ence-based metrics did not perform well because of 
computational problems associated with terms that were 
present in the text but had an influence value of 0.0. 
These zero influence terms can occur when queries only 
consist of a phrase or a single sentence. Therefore two 
different runs were made for each experimental case: 
One where each influence value has l.OE-6 added to it 
as it was read into the computations ("plus epsilon"), 
and a second where 1.0 was added ("plus one"). Across 
all subsequent analysis we found that Xhsplus one met- 
rics were superior to the plus epsilon — therefore from 
hereon, results will only refer to the plus one metrics, 
and that label will be dropped. 

Also, two different databases were constructed and 
analyzed in order to examine the effect of the dispropor- 
tionate amount of irrelevant compared to relevant docu- 
ments. While the results differ in magnitude, they do not 
in pattern, and so we will refer only to the results from 
analysis of the complete data set. 

4.5.2. Basic Results 

Table 2 shows the summary statistics from the 
experiment. We note the following 

• Only a very small fraction of cases are judged rele- 
vant (0.4%). 

• Average criterion size is only slightly larger (70%) 
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Table 2. Summary Statistics of CACM Corpus 

Valid 
N 

Mean Minimum Maximum Std.Dev. 

relevance 205056 0.00388 0.000000 1.0000 0.06218 
querysize 205056 10.09375 2.000000 33.0000 6.23930 
querygraphinfluence 205056 0.30731 0.000000 1.0000 0.24476 
criterionsize 205056 17.26998 1.000000 118.0000 15.95350 
criteriongraphinfluence 205056 0.29917 0.000000 1.0000 0.25231 
wordscore 205056 0.06724 0.000000 0.4254 0.04318 
verbscore 205056 0.01048 0.000000 0.8165 0.04024 
frequencyscore 205056 0.07090 0.000000 0.5937 0.05067 
pairmatches 205056 0.02414 0.000000 12.0000 0.19761 
pairfrequencyscore 205056 0.00094 0.000000 0.5341 0.01008 
pairresonancescore 205056 0.00072 0.000000 0.4182 0.00702 
idf wordscore 205056 0.02657 0.000000 0.3666 0.02556 
idf verbscore 205056 0.00732 0.000000 0.7845 0.03031 
idf frequencyscore 205056 0.02664 0.000000 0.3677 0.02730 
idf pairresonancescore 205056 0.00051 0.000000 0.4757 0.00535 

than query size, and both are relatively small. The 
largest criterion is about the size of a medium sized 
newspaper article. 

• The largest number of pair matches is 12, again indi- 
cating a relatively small "opportunity space" for net- 
works to resonate. 
Next, a correlation analysis was performed. Table 3 

shows the correlation between each of the data measures 
captured and the human judgment of relevancy. Higher 
correlation means better performance.. 

• Frequency and influence based metrics are equiva- 
lent in correlation level. 

• The IDF normalization improves the performance of 
all metrics, slightly. 

• Edge-based metrics are over 2x more correlated with 
relevance than nodes-based metrics (frequency, 
influence). 

• Verbs are relatively unimportant. 

• IDF normalized scores are about 80 percent corre- 
lated with their raw counterparts. 

• Frequency and influence are correlated 88 percent. 
(Note: This is much larger than we have seen in 
other historical analyses — this is probably due to 
the small text size.) 

• The size or graph influence of the query is not corre- 
lated with any other metric. 
Node-level metrics (frequency, influence) are signif- 

icantly (positively) correlated with criterion size and 
graph influence; edge-level statistics are only weakly 

correlated with criterion size. Thus, node-level metrics 
are more robust to short criterion sizes 

Next, a t-test is performed, to see the difference in 
mean associated with relevant and irrelevant cases; see 
Table 4 for results. The Mean-0 corresponds to the mean 
of the metric for cases judged irrelevant, and the Mean-1 
for cases judged relevant. A desireable result would be 
for Mean-1 to be statistically significantly larger than 
Mean-0 — this would mean it would be easier to assign 
a single threshold to discriminate relevant from irrele- 
vant documents. All metrics except query size have 
averages that are statistically different. The t-values can 
be used to judge relative magnitude. 

The edge-level metrics differ most greatly in mean 
between irrelevant and relevant cases, i.e., three to four 
times more than any of the node-level statistics. 

Other resuhs mimic the correlation analysis: verbs 
don't matter much, IDF helps slightly. Influence has a 
higher t-value than frequency, but frequency-IDF is 
slightly higher than influence-IDF, thus IDF helps fre- 
quency slightly more than it helps influence. 

A variety of additional modeling was performed. 
Logit regression models were deemed to be inappropri- 
ate because of the high degree of co-linearity in the 
independent variables. Likewise, discriminant analysis 
was effected by the co-linearity. In order to isolate the 
difference between node and edge-level metrics, the 
analysis was simplified to two metrics: idf-frequency- 
score, and idf-pairresonancescore. Results are shown in 
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Table 7. The p-values indicate that both are significant 
in discriminating relevant from irrelevant documents, 
and they are only two percent redundant with one 
another. 

Given two outcomes in the dependent variable, one 
classification ftinction was extracted. The eigenvalues 
indicate that idf-pair resonance score is weighted about 
3.5 times more than idf-frequency score within the clas- 

sification function. Next, similar analyses were per- 
formed using only each of the metrics, alone/ 

Table 6 shows the percent correctly classified using 
a classification function using each of the metrics alone, 
and both together. 

The results indicate that a classification function 
based on idf-frequency has slightly better performance 
for irrelevant documents; and a function based on pair 

Table 3. Correlations Between Information Retrieval Metrics Using the CACM Corpus 

A b C d e f g h i J k 1 m n 0 

a/relevance 1.00 0.00 
0.01 

0.04 0.02 0.05 0.02 0.05 0.17 0.15 0.16 0.07 0.02 0.07 0.18 

b/querysize 0.00 1.00 0.18 0.00 0.00 -.01 0.01 -.01 0.05 -.01 -.01 0.05 0.01 0.05 0.00 

c/ 
query graphin 
fluence 

-.01 0.18 1.00 0.00 0.00 0.00 0.00 0.00 0.00 -.01 -.01 -.01 0.00 0.00 -.01 

d/ 
criterionsize 

0.04 0.00 0.00 1.00 0.35 0.54 0.23 0.48 0.11 0.05 0.06 0.56 0.21 0.53 0.06 

e/ 
criteriongrap 
hinfluence 

0.02 0.00 0.00 0.35 1.00 0.20 0.12 0.17 0.03 0.01 0.01 0.20 0.11 0.19 0.02 

f/wordscore 0.05 -.01 0.00 0.54 0.20 1.00 0.16 0.88 0.15 0.12 0.14 0.82 0.15 0.78 0.13 

g/verbscore 0.02 0.01 0.00 0.23 0.12 0.16 1.00 0.14 0.03 0.02 0.02 0.18 0.94 0.18 0.02 

h/ 
frequencysco 
re 

0.05 -.01 0.00 0.48 0.17 0.88 0.14 1.00 0.16 0.13 0.15 0.69 0.13 0.79 0.14 

i/pairmatches 0.17 0.05 0.00 0.11 0.03 0.15 0.03 0.16 1.00 0.68 0.77 0.15 0.03 0.17 0.77 

j/ 
pairfrequenc 
vscore 

0.15 -.01 
0.01 

0.05 0.01 0.12 0.02 0.13 0.68 1.00 0.93 0.12 0.02 0.12 0.90 

k/ 
pairresonanc 
escore 

0.16 -.01 
0.01 

0.06 0.01 0.14 0.02 0.15 0.77 0.93 1.00 0.13 0.02 0.15 0.97 

V 
idf_wordscor 
e 

0.07 0.05 
0.01 

0.56 0.20 0.82 0.18 0.69 0.15 0.12 0.13 1.00 0.17 0.91 0.13 

m/ 
idfverbscor 

e 

0.02 0.01 0.00 0.21 0.11 0.15 0.94 0.13 0.03 0.02 0.02 0.17 1.00 0.17 0.02 

n/ 
idf_frequenc 
vscore 

0.07 0.05 0.00 0.53 0.19 0.78 0.18 0.79 0.17 0.12 0.15 0.91 0.17 1.00 0.15 

33 



Crawdad Technologies, LLC Final Report: Centering Resonance Analysis F49620-03-C-0082 , 

Table 4. T-Test of Means Between Relevant and Irrelevant Cases for Different Information 
Retrieval Metrics, CACM Corpus 

Mean-0 Mean-1 t-value df P 
querysize 10.09411 10.00251 0.4134 205054 0.679337 

querygraphinfluence 0.30749 0.26137 5.3063 205054 0.000000 

criterionsize 17.23135 27.18090 -17.5746 205054 0.000000 
criteriongraphinfluence 0.29891 0.36611 -7.5013 205054 0.000000 

wordscore 0.06710 0.10278 -23.2999 205054 0.000000 

verbscore 0.01044 0.02088 -7.3032 205054 0.000000 

frequencyscore 0.07074 0.11052 -22.1307 205054 0.000000 

pairmatches 0.02208 0.55276 -76.6959 205054 0.000000 

pairfrequencyscore 0.00084 0.02577 -70.4570 205054 0.000000 

pairresonancescore 0.00064 0.01922 -75.4824 205054 0.000000 

idf wordscore 0.02647 0.05377 -30.1496 205054 0.000000 

idf verbscore 0.00729 0.01526 -7.4032 205054 0.000000 
idf frequencyscore 0.02652 0.05839 -32.9512 205054 0.000000 
idf pairresonancescore 0.00045 0.01589 -82.5689 205054 0.000000 

Table 5. Results from Discriminant Analysis, Comparison of Frequency and Pair Resonance 
Metrics, CACM Corpus 

Wilks' Partial F- 
remove 

p-level Toler. 1-Toler. 

idf frequencyscore 0.967822 0.997801 451.876 0.00 0.980412 0.019588 
idf pairresonancescore 0.994733 0.970807 6166.055 0.00 0.980412 0.019588 

resonance has far superior performance to frequency. 
Combining both yields slightly better performance, 
Given the small amount of improvement in false alarms 
given by IDF-frequency, it is not likely that examining 
any kind of hybrid metric will improve results. 

In summary: 

• Edge-based metrics appear to be superior to node- 
based metrics. Their means differ more greatly 
between relevant and irrelevant cases, and they con- 
struct better performing classification functions. 

• There is not much difference between the two types 
of node-based metrics, frequency and influence. 

• IDF-normalization slightly improves performance of 
any metric. 

• Verbs are not useful in determining relevance. 

• A classification function based on pair-resonance 
(idf-normalized, fraction common edged weighted 
by influence) achieves a false alarm rate of 0.86 per- 
cent, and a hit rate of 24 percent. 

• Results seem to indicate that a hybrid metric would 
be unlikely to outperform any of the individual met- 
rics. 

4.5.3. Retrieval 

Next, recall-precision performance is measured by 
determining the average precision within a topic {ad hoc 
retrieval). Figure 11 shows recall-precision perfor- 
mance for the two best competing methods, as analyzed 
in the previous section: 

• TF-IDF: Traditional term frequency — inverse doc- 
ument frequency metric 

• IDF-Pairresonance: fraction of common edges in 
CRA networks, weighted by node influence value 
plus 1.0, E)F normalized., 
TF-IDF slightly outperforms IDF-Pairresonance, 

especially in the recall range of 10-50 percent. Table 7 
shows for each topic/query: number relevant (per judg- 
ments), average precision of IDF-Pairresonance, preci- 
sion of IDF-Pairresonance at 10 retrieved documents, 
average precision of TF-IDF, precision of TF-IDF at 10 
retrieved documents, the difference in the two precision 
values, the number of non-zero IDF-Pairresonance 
scores, and the log of the ratio of non-zero IDF-Pairres- 
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Figure 11. Recall-Precision Grapli Comparing TF-IDF and IDF-Pair Resonance, CACM Corpus 

onance scores to relevant documents. Only topics with 
one or more relevant documents are shown. 

Average precision for IDF-Pairresonance is 0.205, 
and for TF-IDF is 0.250. Precision after 10 documents 
have been retrieved (the web search test) is similar. 
Average precision for IDF-Pairresonance can be 
improved to around 0.23 by using IDF-Wordresonance 
to break ties in rank. Regression models were used to 
see if there was any systematic pattern underlying TF- 
IDF's superior precision. No causal factors were identi- 
fied. 

Thus we conclude that from a conventional retrieval 
perspective, TF-IDF slightly outperforms IDF-Pairreso- 
nance. 

4.5.4. Tracking 

While TF-IDF is shown to be slightly superior from 
the conventional retrieval perspective, this is not of crit- 
ical relevance to the objectives of this project because 
the retrieval perspective does not capture the elements 
of an actual news streaming environment as well as a 
filtering perspective does. The ad hoc retrieval task 
involves ranking every document in a corpus relative to 
its similarity to a topic query. The retrieval perspective 
and filtering perspective differ in two important 
regards:. 

• In retrieval, every document is ranked according to 
similarity with the topic. However, there is no spe- 
cific decision about whether a document is relevant 
or not. In filtering, a binary decision (relevant, irrele- 
vant) is made; no distinction is made within each 
category (i.e. indicating degrees of relevancy). In a 
news streaming environment, it is important to be 
able to filter out irrelevant documents; if only a 

Table 6. Optimal Decision Rule, Comparing 
Rules Based on TF-IDF and IDF-Pair Resonance, 

CACM Corpus 

idf freq & idf prres % correct 
irrelevant 99.13003 
relevant 25.37688 

idf frequency only % correct 
irrelevant 99.93587 
relevant 1.50754 

idf_pairresonance 
only 

% correct 

irrelevant 99.13835 
relevant 24.37186 

ranked list is given to the user, they must still sort 
out which documents are actually relevant or not. 

• In retrieval, precision-recall performance is deter- 
mined within each topic query. This means that each 
topic query is treated independently of one another 
— each has its own threshold. This is only a valid 
assumption in applications where a topic statement 
serves as a static filter over a long period of time. In 
a news streaming enviroimient, it is unrealistic to 
assume that the decision criterion for determination 
of relevancy can be uniquely set and optimized for 
each different topic query. Instead, a single threshold 
value should be used across all query/document 
comparisons. 
In order to compare the tracking perspective to the 

retrieval perspective, recall-precision graphs were gen- 
erated by examining the results across all the queries 
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simultaneously: (a) determine rank across all topics, (b) 
determine recall-precision performance across all top- 

ics. Figure 12 shows the tracking results for four differ- 
ent methods: 

CACM Corpus-Tracking, single tliresiiold 
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Figure 12. Recall Precision Graph Comparing CRA and Frequency-Based Metric, CACM Corpus, 
Single Threshold (Tracldng) 

• TF-IDF 
• IDF-Pairresonance 
• Number of matching pairs (edges). (This method has 

the advantage that it does not require computation of 
resonance, nor IDF normalization — it is only based 
on parsing and network construction and is therefore 
very computationally efficient compared to the other 
methods.) 

• Hybrid (rank determined by number of matching 
pairs, then by IDF-Pairresonance, then by TF-IDF). 
CRA-based methods significantly outperform TF- 

IDF. At 5 percent recall, precision for the three CRA- 
based methods is 5-6 times greater than for TF-IDF. The 
three CRA-based methods perform almost equivalently 
at 5 percent recall; the hybrid method does slightly bet- 
ter in precision in the 10-20 percent recall range. Con- 
sidering these results with those found previously (see 
Section 4.5.2) demonstrates that CRA-based methods 
have superior discriminatory powers across a range of 
queries. We hypothesize two reasons: 

• Metrics based on CRA network edges (i.e., paired 
methods) were shown to be robust to (i.e. have low 
variation in response to) the size of the topic query 
and criterion. Node based metrics (such as TF-IDF) 
are significantly more sensitive to topic query and 
criterion size. This means that edge-based metrics 
can function with a single threshold value for deter- 
mining significance, whereas node-based metrics 
need different threshold values for different query 
and criterion sizes. 

• Metrics based on CRA were shown to be statistically 
more well-behaved than metrics based on frequency. 
This means that CRA-based metrics are better able 
to fiinction with using a single threshold value for 
determining relevance. 

In summary, while TF-IDF slightly outperforms 
CRA-based methods in conventional ad hoc retrieval, 
CRA-based methods overwhelmingly outperform TF- 
IDF in terms of filtering capability. Remember that fil- 
tering capability is the relevant performance metric for 
the news streaming environment. 

4.6. TDT-3 Corpus 

4.6.1. Background 

The TDT-3 corpus, which spans October through 
December 1998 and contains news data collected from 
11 news sources in two languages (English, Mandarin) 
including newspaper and transcribed radio and TV con- 
tains approximately 30,000 articles. This corpus differs 
from the CACM corpus in that its topic statements and 
target texts are longer; the corpus is much more diverse 
in topical content; and there are many more texts in the 
corpus, and thus the fraction of relevant texts is signifi- 
cantly lower. 

We adhered to the TDT2001 "Task Definition and 
Evaluation Plan" as published by NIST [86]. Specifi- 
cally, we will follow the "basic required conditions": 

• Train using only English documents 
• Test all languages (use Mandarin translations) 

• Number of on-topic training stories: one (We did 
experiments using 2 and 4 training stories, and the 
pattern of final results were consistent. Therefore, 
only the results corresponding to one on-topic train- 
ing story will be discussed). 

• Number of off-topic training stories: zero. 
• Source data: Text sources and manual transcription 

of audio sources 
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Table 7. Recall-Precision Statistics for CACM Corpus, All Queries 

Topic 
# 
relevant 

PrRes- 
precision 

PrRes- 
10- 
prec 

TF- 
precision 

TF-10- 
prec Dprecision 

D- 
PreclO #nozeroPrRes nonzero/rei 

1 5 0.058 0 0.07 0 -0.012 0 211 1.63 

2 3 0.001 0 0.001 0 0 0 0 -2.00 

3 6 0.089 0.1 0.05 0.1 0.039 0 6 0.00 

4 12 0.118 0.1 0.18 0.2 -0.062 -0.1 11 -0.04 

5 8 0.041 0 0.02 0 0.021 0 27 0.53 

6 3 0.094 0.1 0.26 0.2 -0.166 -0.1 1 -0.48 

7 28 0.233 0.2 0.33 0.6 -0.097 -0.4 20 -0.15 

8 3 0.013 0 0.02 0 -0.007 0 73 1.39 

9 9 0.069 0.1 0.31 0.2 -0.241 -0.1 69 0.88 

10 35 0.314 0.6 0.52 1 -0.206 -0.4 5 -0.85 

11 19 0.267 0.6 0.36 0.6 -0.093 0 42 0.34 

12 5 0.253 0.1 0.41 0.2 -0.157 -0.1 62 1.09 

13 11 0.132 0.2 0.18 0.2 -0.048 0 6 -0.26 

14 44 0.063 0.2 0.08 0.1 -0.017 0.1 37 -0.08 

15 10 0.154 0.1 0.18 0.2 -0.026 -0.1 8 -0.10 

16 17 0.085 0.2 0.1 0.2 -0.015 0 71 0.62 

17 16 0.092 0.1 0.1 0.3 -0.008 -0.2 11 -0.16 

18 11 0.067 0.1 0.11 0.1 -0.043 0 38 0.54 

19 11 0.489 0.5 0.3 0.3 0.189 0.2 7 -0.20 

20 3 0.124 0.1 0.13 0.1 -0.006 0 80 1.43 

21 11 0.02 0 0.04 0.1 -0.02 -0.1 14 0.10 

22 17 0.324 0.5 0.33 0.5 -0.006 0 17 0.00 

23 4 0.601 0.2 0.62 0.3 -0.019 -0.1 13 0.51 

24 13 0.06 0.2 0.15 0.2 -0.09 0 2 -0.81 

25 51 0.24 0.6 0.15 0.2 0.09 0.4 157 0.49 

26 30 0.1 0.2 0.13 0.1 -0.03 0.1 83 0.44 

27 

28 

29 

5 

0.1 

0.27 

0.2 

0.4 

0.22 

0.66 

0.4 

0.3 

-0.12 

-0.39 

-0.2 

0.1 

110 

2 

0.58 

-0.40 

29 19 0.47 0.8 0.63 0.9 -0.16 -0.1 1 -1.28 

30 4 0.39 0.3 0.23 0.2 0.16 0.1 6 0.18 

31 2 0.12 0.1 0.62 0.2 -0.5 -0.1 20 1.00 

32 3 0.06 0 0.3 0.2 -0.24 -0.2 30 1.00 

33 1 0.04 0 0.05 0 -0.01 0 33 1.52 

36 20 0.22 0.3 0.1 0.2 0.12 0.1 13 -0.19 

37 12 0.07 0.2 0.15 0.2 -0.08 0 30 0.40 

38 16 0.4 0.6 0.39 0.6 0.01 0 23 0.16 

39 12 0.17 0.4 0.19 0.3 -0.02 0.1 41 0.53 

40 10 0.36 0.4 0.43 0.4 -0.07 0 26 0.41 
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Table 7. Recall-Precision Statistics for CACM Corpus, All Queries (Continued) 

Topic 
# 
relevant 

PrRes- 
precision 

PrRes- 
10- 
prec 

TF- 
precision 

TF-10- 
prec Dprecision 

D- 
PreclO #nozeroPrRes nonzero/rel 

42 21 0.18 0.4 0.07 0.2 0.11 0.2 48 0.36 

43 41 0.07 0.2 0.05 0.1 0.02 0.1 17 -0.38 

44 17 0.06 0 0.14 0.2 -0.08 -0.2 11 -0.19 

45 26 0.1 0.1 0.21 0.4 -0.11 -0.3 94 0.56 

48 12 0.4 0.3 0.11 0.2 0.29 0.1 137 1.06 

49 8 0.06 0 0.1 0 -0.04 0 83 1.02 

57 1 1 0.1 1 0.1 0 0 3 0.48 

58 30 0.07 0.2 0.2 0.4 -0.13 -0.2 67 0.35 

59 43 0.16 0.3 0.21 0.5 -0.05 -0,2 65 0.18 

60 27 0.16 0.2 0.3 0.6 -0.14 -0.4 84 0.49 

61 31 0.23 0.2 0.22 0.4 0.01 -0.2 54 0.24 

62 8 0.04 0 0.06 0 -0.02 0 2 -0.60 

63 12 0.34 0.4 0.23 0.2 0.11 0.2 29 0.38 

64 1 1 0.1 1 0.1 0 0 0 -2.00 

0.205 0.217 0.250 0.256 

• Story boundaries: As given by reference boundaries 

4.6.2. Basic results 

Table 8 shows the summary statistics for each of the 
metrics which we collected data. Note that the total 
experiment comprises approximately 2.5 million text- 
query pairs. We see that about one in every 500 docu- 
ments is relevant. We also collected some data that was 
not collected during the CACM corpus experiment, spe- 
cifically: number of matching and non-matching CRA 
network nodes and edges between the text and query, 
both unweighted and weighted by nodal influence val- 
ues. 

Table 9 shows the correlation between the metrics. 
The following is noted: 

• Correlation between CRA-based word pair reso- 
nance and relevance (0.33) is slightly higher than 
between fi-equency and relevance (0.30). The next 
highest correlates with relevance are also the pair 
metrics (matching edges/pairs, weighted and 
unweighted). None of the other metrics collected 
relate very strongly to influence, so only frequency 
and word pair resonance will be used in further test- 
ing. 

• Word influence and word frequency are strongly 
correlated (0.80) which is slightly less than in the 
CACM corpus. Word pair influence (resonance) and 
word frequency are less correlated (0.60) showing 
that they contain somewhat different information. 

Optimal decision rules were found for word fre- 
quency and pair resonance, using data across all the que- 
ries, i.e. using a single threshold: 

• Frequency: 
a. Determine resonance based on word fre- 

quency 

b. If resonance > 0.03, relevant 

• Pair influence: 
a. Determine resonance based on pair word 

influence 

b. If resonance > 0.19, relevant 

Table 10 shows relative performance. We can see 
that both have a trivially low false alarm rate; but pair 
influence does significantly better in terms of percent 
missed relevant documents (28.7%) compared the miss 
rate for frequency (41.4%). Thus, pair influence yields a 
31% reduction in misses. This is a very significant dif- 
ference from a practical standpoint. 

In order to more systematically examine these opti- 
mal filters, a search was used to identify the best linear 
and nonlinear models for classifying texts as on-topic, 
across all topics. The set of texts was split into thirds for 
the three phases of analysis: training, validation, and 
testing. We found that while a nonlinear model (multi- 
layer perceptron) had the best performance, with an 
error rate of 8.6%, the best linear model can achieve a 
9.4% error rate, with approximately a 2-1 weight ratio 
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Figure 13. Response Surface of Optimal Decision Rule, TDT-3 Corpus 

between pair influence and word influence. Figure 13 
shows the response surface related to that optimal filter. 

4.6.3. Retrieval 

First, we examined recall-precision performance by 
calculating recall-precision graphs for each topic, and 
then averaging these values across all topics. Figure 14 
shows average precision across all 84 topics. 

averages black:era-pair bluercra-cocnp red:freq 

CRA combined 

Frequency 

Percefit Recalltd 

Figure 14. Recall-Precision Graphs Comparing CRA and Frequency-Based Metrics, 
TDT-3 Corpus 
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Table 8. Summary Statistics, Information Retrieval Metrics, TDT-3 Corpus 

Valid N Mean Minimum Maximum Std.Dev. 

Relevance 2595825 0.0024 0.00000 1.000 0.0491 

Word influence 2595825 0.0524 0.00000 1.000 0.0397 

Squareroot word 
influence 

2595825 0.2035 0.00000 1.000 0.1050 

Pair influence 2595825 0.0019 0.00000 1.000 0.0074 

Frequency 2595825 0.0419 0.00000 1.000 0.0464 

Matching nodes 2595825 5.8578 0.00000 277.000 7.1923 

Non-matching nodes 2595825 203.2291 0.00000 1559.000 122.3129 

Total nodes 2595825 209.0869 17.00000 1685.000 127.3937 
Matching nodes 
weighted by 
influence 

2595825 12.1327 0.00000 561.057 14.7044 

Nonmatching nodes 
weighted by 
influence 

2595825 208.8448 0.00000 1564.999 122.6868 

Total influence 2595825 220.9774 18.64836 1818.498 133.2408 

Matching edges 2595825 0.2774 0.00000 486.000 1.2668 

Non-matching edges 2595825 371.2800 0.00000 5124.000 288.3429 

Total edges 2595825 371.5574 16.00000 5130.000 288.5503 
Matching edges 
weighted by 
influence 

2595825 0.8299 0.00000 1073.562 3.8449 

Nonmatching edges 
weighted by 
influence 

2595825 425.6015 0.00000 5766.873 346.3661 

Total edge influence 2595825 426.4314 16.47314 5785.537 347.0329 

We see results similar to what we found in the 
CACM corpus: 

• Frequency and a combined metric of word-pair 
influence have the same average precision across the 
full range of recall (52.5%). Word-pair influence do 
better in the more important range of "early" recall. 

A combined metric of word and pair influence does 
better than either metric by itself 

4.6.4. Tracking 

Second, we examine recall-precision performance 
across all the topic queries by pooling all text-query 
pairs into one data set and using a single threshold to 
determine relevance. Results differ from what we found 
with the CACM corpus. 

• The combined word-pair influence does about 7% 
better with immediate recall — the top-rank (or first) 
documents retrieved where precision is most impor- 
tant   (i.e.,   90   versus   85   percent   precision). 

• Overall though, frequency does slightly better, with 
a 36.2% average precision compared to 34.0% for 
word-pair influence. See Figure 15. 

4.7. Summary 
The purpose of this task was to determine whether 

metrics based on CRA had comparable or better perfor- 
mance when compared to traditional, frequency-based 
metrics in terms of the basic information retrieval tasks 
of ad hoc retrieval and filtering. In order to do so, we 
implemented a 2^ factorial experimental design that had 
the following factors: 

• Method of Determining Relevance: Metrics based on 
word and pair influence (via CRA) versus metrics 
based on word frequency. 

• Nature of Task: Use a single threshold across all 
queries (tracking), versus using a different threshold 
for each query (ad hoc retrieval). 

• Corpus: CACM corpus, which contains relatively 
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level 1 pooled bl era-comb rd freq 

Frequency 
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Figure 15. Recall-Precision Graph Comparing CRA and Frequency-Based Metrics, TDT-3 Corpus, 
Single Threshold (Tracking) 

short queries and texts and is narrow in scope of con- 
tent; and TDT-3 corpus, which contains relatively 
long queries and texts and is broad in scope of con- 
tent. 
Performance was measured by examining the man- 

ner in which recall and precision trade off with each 
another. This was done in three different ways: 

(1) Finding the correlation between a human 
judgment of document relevancy and a 
metric score; 

(2) Determining an optimal decision rule and 
measure its miss and false alarm rate; 

(3) Using traditional TREC-based recall-pre- 
cision curves. 

Table 11 svunmarizes these results. 

We can see in the eight different conditions where 
we performed a comparison, CRA was significantly bet- 
ter in one-half of these, and competitive in the other 
half. In the two most basic measures — correlation with 
relevance and an optimal decision rule — CRA-based 
metrics are significantly better. In retrieval and tracking, 
results are mixed. There is little difference in the 
retrieval task performance. In filtering, CRA is signifi- 
cantly better across the board in tests using the CACM 
corpus and in testing using the TDT-3 corpus, per- 
formed better than frequency-based approaches during 
the most important portion of the test, early recall. 

In summary, we conclude that the experimental evi- 
dence suggests that metrics based on CRA perform bet- 
ter in information retrieval and text mining tasks than 
metrics based on word frequency. The best CRA-met- 
rics are based either on word-pair influence or a combi- 
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Table 9. Correlation Between Information Retrieval Statistics, TDT-3 Corpus 
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Table 10. Optimal Decision Rule, Comparing Rules Based on TF and 
Pair Influence, CACM Corpus 

l\/liss 
Rate 

False Alarm 
Rate 

Frequency 0.41453 0.0067876 
Pair influence 0.28731 0.0086327 

Table 11. Task 1 Summary 

CACM TDT-3 
Corpus statistics 
Number of texts 1587 35275 
Number of topic queries 64 84 
Percent relevant 0.004 0.002 
Performance results 
Correlation with relevance CRA significantly 

better 
CRA slightly better 

Optimal decision filter CRA significantly 
better 

CRA significantly better 

Retrieval (multiple 
thresholds) 

Frequency slightly 
better 

Tied; CRA better at early recall 

Tracking (single 
threshold) 

CRA significantly 
better 

Frequency sHghtly better; CRA 
better at very early recall 

nation of word and word-pair influence. CRA-based 
metrics appear to be more robust to the effects of widely 
varying text sizes. 
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Section 5. Task 2: Data Structure Design 

The pxirpose of this section is to demonstrate the fea- 
sibility of using CRA in a real text-streaming environ- 
ment. First, we will discuss our general notion for 
operating in a storage-constrained environment. Next, 
we discuss a data architecture for CRA that minimizes 
space requirements. Finally, we discuss the results of 
experiments we performed to determine the memory 
requirements and computational speed of a CRA-based 
text streaming system. 

5.1. CRA Network as Metadata 
A knowledge worker or information analyst operates 

in an information-rich environment. In dealing with 
voluminous amounts of data, we must pay particular 
attention to information storage requirements. The vol- 
ume of information now available to assess is immense. 
Security analysts must deal with information flows that 
can reach terabytes of information per day. Google's 
news site actively tracks and abstracts some 4000 news- 
papers around the globe. In a typical information system 
application, such data is stored in a central location and 
accessed from remote users on an as-needed basis. 

Consider a news streaming environment. It will be 
cost prohibitive if each file in a database must be 
indexed (i.e. modeled) in order to determine whether its 
contents are relevant each time a user seeks information. 
It is more cost effective to model the text once and then 
store that model as meta-data or a tag. In many current 
information retrieval systems, the tag associated with a 
text is a frequency vector — a word list and an associ- 
ated tally of the number of times the word occurs in the 
text. As we have discussed though, a CRA network is an 
alternative model of the text, one that provides for a 
more effective information processing. Thus, the CRA 
network can be used as a document tag, i.e., a piece of 
metadata associated with a given document. 

One of the problems with central storage of the file 
and associated tag is that local processing still depends 
on access from a remote user site. There are reliability 
issues with such a system, because a commimication 
link breakage will result in the system not being able to 
perform its basic functions. Additionally, processing 
time increases when data access must move from the 
local to the global. Therefore, it is beneficial to store the 
tag associated with the text locally. This enables local 
information retrieval processing if (a) the tag (in this 
case, the CRA network) allows for effective information 
processing and (b) the tag can be made small in size. 
Requirement (a) was addressed in Section 4 of this 

report; the purpose of this chapter is to describe a solu- 
tion for requirement (b). 

Our notional system is shown in Figure 16. Each text 
is processed by CRA, which in turn produces a CRA 
network that serves as a tag for the text document. These 
tags can then be distributed to local databases. The 
user's information retrieval system can then directly 
access the local tag in order to locate relevant docu- 
ments by requesting complete documents from the cen- 
tral repository only as needed. 

5.2. CRA Network Implementation 
CRA networks tend to have higher storage require- 

ments because they are richer data structures than sim- 
ple word counting that is normally used in frequency- 
based text analysis. Specifically, a frequency vector rep- 
resenting n words in a text requires 0(n) storage, one 
location for the frequency count of each word included. 
By contrast, CRA networks require 0(n + m) space, 
where n is once again the number of nodes (words) and 
m is the number of edges connecting the nodes in the 
CRA network. In a real sense the data expansion is 
unavoidable because CRA networks simply carry more 
information about a text by encoding word connections 
intended by its author. The m component represents this 
additional data. 

The method of generating CRA networks mitigates 
this problem to some extent. First, certain word types 
such as articles, prepositions, conjunctions, etc., are 
excluded (frequency approaches do this to a lesser 
extent by eliminating stop words). Second, the gram- 
matical parser used in the method performs stemming 
reducing each word to its base form (e.g., changing plu- 
ral to singular forms). This can provide significant 
reduction of « and by reducing the available connection 
points for edges can also reduce the required size of m. 
On the other hand, unless a suitable lookup table is also 

TEXT TAG LOCAL STORAGE 

CRA 
processing 

CRA NETWORK 

IR Tasks 

Figure 16. Using CRA to Create a Document Tag 
for Constrained Storage Environment 
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stored, stemming can complicate referral of words in a 
CRA network back to their positions in the original text. 

Three storage schemes are typically used to repre- 
sent networks. An adjacency matrix is a two-dimen- 
sional array of size n^, whose elements represent the 
presence/absence (or value) of an edge between the row 
and column nodes. When they represent undirected net- 
works (like CRA networks) the size of the array can be 
reduced to n(n - l)/2. An edgelist represents a network 
by decomposing it into a set of linked edges. The space 
savings of this structure relative to the adjacency matrix 
is a function of the density of the network. For sparse 
networks space savings are achieved because non-exis- 
tent links consume no storage. However for more 
densely connected networks edgelists can actually take 
more space than an adjacency matrix because node 
identifiers have to be repeatedly listed. The nodelist or 
adjacency list is the most efficient means of represent- 
ing a network. In this format, each node is listed along 
with pointers to its neighbors; each node is listed only 
once, and there are only as many pointers as there are 
edges. 

CRA networks also store information about the 
influence or importance of the various nodes. These val- 
ues are calculated from the network structure, and their 
storage in the CRA networks represents a trade-off 
between computational efficiency and storage effi- 
ciency. Once a text is converted into a CRA network 
and its influence values are calculated, it is directly 
accessible to Crawdad analysis tools and can be arbi- 
trarily combined with other texts to form emergent col- 
lections; however, these influence values carry 
additional storage requirements. 

Given that it is not necessary to reproduce the origi- 
nal text and that there is a limited vocabulary of words, 
it is possible to specify a data structure for CRA net- 
works that is space efficient relative to raw text. The 
minimal representation of a CRA network is an adja- 
cency list format described above. A given data record 
would therefore include a node identifier and a list of 
adjacent nodes along with the edge values of connec- 
tions to those nodes. It would also include the influence 
value calculated for the node. 

Space savings on the adjacency list can be achieved 
in two ways. First, assuming the documents analyzed 
never contain a vocabulary larger than a certain size, the 
node identifiers can be replaced with numerical codes. 
As words come into the system, they are assimilated (or 
found) in a trie data structure and associated with a fixed 
numerical code. There are about 200,000 English words 
in common use. A three-byte integer would be sufficient 
to represent 2^'*= 16,777,216 words, which would be 
more than enough to handle words in common use plus 

any slang or technical jargon that would be required. 
Additional research itiay allow reduction of this amount 
even fiirther. Second, because a CRA network only 
links words internal to itself, the adjacency lists can sim- 
ply point to the ordinal position of the words linked. 
Since a two-byte integer can represent 2^^= 65,563 of 
these internal positions, it is unlikely that any individual 
text will exceed this number (it is over three times the 
size of the vocabulary of the average English speaker). 

Influence requires a single precision real number. 
Further storage savings can be achieved by eliminating 
any nodes from the network that have zero influence 
and only one edge connecting them to another node. 
Given this data, we can estimate the storage require- 
ments of minimal CRA adjacency lists as follows: 

• Node identifier code (reference to vocabulary list 
member): three integer bytes 

• Each adjacent node: two integer bytes for internal 
pointer plus one integer byte for the edge value 

• Influence value: two-byte single precision floating 
point number (depending on the operating system 
being used). 
We tested this scheme on a sample of 1064 articles 

from the TIPSTER Wall Street Journal corpus. The min- 
imal CRA files represented achieved a 54% reduction of 
file size compared to uncompressed ASCII text. 

A final issue has to do with CRA network collec- 
tions and how to best represent and process those. One 
problem has to do with cross-sectional analysis of col- 
lections of CRA nets using resonance measures. Reso- 
nance is an adjacency or distance measure, so 
collections of texts can themselves be viewed as undi- 
rected, valued graphs. Thus, the data architecture prob- 
lems are similar to those already described for CRA 
networks of individual texts. The main differences are 
that these resonance networks must be amenable to use 
with a wider range of non-Crawdad statistical analysis 
tools, e.g., standard statistical packages. Also, meta 
information is significantly different than that in indi- 
vidual CRA networks because texts collections nor- 
mally have no single author and may require 
information such as the reason or problem the collection 
was assembled to address. A second problem has to do 
with the analysis of changes in CRA networks over 
time. Here, interest is not only in resonance between 
texts in a sequence or the state of a present network, but 
in the evolution or history that led to the state of the net- 
work (see [97]). This requires the ability to generate 
connections between CRA networks over time. 

Thus the data architecture for CRA networks to be 
developed in this project is constrained by the following 
requirements. The architecture must: 
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Table 12. Initial CRAZ File Layout 

Number 
of bytes 

Data 
Type 

Contents 

Header 
2 integer number of nodes 
2 single 

real 
density 

2 single 
real 

graph influence 

Node Data repeated for each node 
3 integer vocabulary token 
2 single 

real 
influence 

2 integer number of neighbors of the given node 

Neighbor Data repeated for each neighbor of the given node 
2 integer neighbor index 
1 integer weight of neighbor (count of co-occurrences) 

• Be as space-eflficient as possible by using a minimal 
representation of CRA networks as described above. 

• Provide the means of linking stemmed words back to 
their position in the original text without creating 
large storage burdens for this capability. 

• Include information about the influence of individ- 
ual nodes to as to be compatible with existing Craw- 
dad analysis tools. 

• Allow the embedding of relevant meta-information, 
and support the filtering and/or analysis of the CRA 
networks based on these data. 

• Support the inclusion of resonance-based networks- 
of-networks and their associated meta-information, 
and the analysis of these using both Crawdad tools 
and third-party packages. 

• Encompass sequences of CRA networks and links 
between them allowing analysis of the history or 
evolutionary process that led to the present state of a 
network. 

5.3. Initial CRAZ File Format Design 
Our previous work developed an initial baseline 

CRAZ file format design. Table 12 shows the initial 
design for CRAZ files. 

This design assumes that: 

• The number of different vocabulary tokens in all 

files is no more than 2^^= 16,777,216. 

• The number of different vocabulary tokens in any 
one file (i.e., nodes) is no more than 2  = 65,536. 

• The number of times two nodes are related in any 
one file is no more than 2 = 256. 
The design is based on use of the trie data structure 

[98]. The trie can be used to find the index for any given 
token in a computationally efficient manner. Section 
5.3.4 provides more information on use of the trie data 
structure. 

The focus of our work in this project was refining 
that initial design to minimize storage requirements for 
each file. This was accomplished by: 

• Eliminating unused fields in the CRA file format, 

• Representing tokens by an index into a lexicon, and 

• Writing the resulting file in binary rather than 
ASCII. 
The initial CRAZ file format design was optimized 

during its implementation. The actual implementation 
differs as follows: 

1. All real numbers are represented as a 2-byte 
binary number (i.e., short integer) by multi- 
plying the value by 65,536 and rounding to 
the nearest integer. This takes advantage of 
the fact that all such values in a CRA file are 
numbers between 0 and +1 to produce the 
highest possible precision in 2 bytes. 
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2. The vocabulary token is shortened to a short 
(2-byte integer) using the following conven- 
tion: 

a. If the string is found in a lexicon of 
65,436 words, then the vocabulary 
token will be the index number of that 
word in the lexicon (counting from 100 
instead of 0 or 1). 

b. If the string is an integer value, then the 
vocabulary token will be 0. The next 4 
bytes in the file will be the binary repre- 
sentation of that integer. 

c. If the string is not found in a lexicon 
and is not an integer value, then the 
vocabulary token will be the length of 
that string, L. The next L bytes in the 
file will be the characters of the string. 

Because we have only reserved vocabulary tokens 1 
through 99 for this purpose, any strings not in the lexi- 
con that are longer than 99 characters will use the 
vocabulary token 99 and only store the first 99 charac- 
ters of that string in the file. This should be a very rare 
occurrence. 

5.3.1. Final Prototype CRZ Design 

A number of changes were made in the design of the 
file format during development. There were two rather 
minor changes and one major change. The minor 
changes were: 

•    The name of the file format was changed from 
CRAZ to CRZ, so that the file extension would be a 

more standard 3 characters. 
• All 2-byte "single real" numbers from the original 

format are represented as a 2-byte binary integer by 
multiplying the value by 65,536 and rounding to the 
nearest integer. This takes advantage of the fact that 
all such values in a CRA file are positive numbers 
strictly less than +1 to produce greater precision 
within the 2 byte limitation. 

5.3.2. Compressed Vocabulary Token Representation 

We made one major change to ova baseline design. 
The three-byte vocabulary token was replaced by a vari- 
able length representation that requires two-bytes in 
most cases. The following algorithm describes how we 
represent a token given a lexicon Lex: 

Lex.lookupO returns a unique two-byte integer 
greater than 99 for each token in the lexicon (0 for 
tokens not in the lexicon). The lexicon can contain up to 
65,436 distinct noun phrase tokens. The choice of 99 is 
arbitrary. Each character we remove from the longest 
string we can store outside of the lexicon allows us to 
store one more token in the lexicon. 

These changes lead to the layout in Table 13. 

5.3.3. Compression Trade-offs 

Webster's Dictionary 3rd Edition has a vocabulary 
of around 54,000 word families [99.]. So, we can expect 
the vast majority of tokens encountered in a document 
to be among the 65,000+ most common noun phrase 
tokens in the language or sub-language of the document. 

If the 65,000+ most common tokens constituted 95% 
of the tokens encountered in documents, then storing the 

Write_Token(string T) 

{ 
index = Lex.lookup(T) 

IF (index > 0) 

HRITE index; 

ELSE IF (T is an integer) 

{ 
WRITE 0; 
WRITE T as 32-bit integer; 

} 
ELSE 

{ 
length = MAX(99, T.length()); 

WRITE length; 

WRITE T.substring(0, length-1); 

Figure 17. Token Representation Algorithm 
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Table 13. Final CRZ File Layout 

Number 
of bytes 

Data 
TVpe 

Contents 

Header 
2 integer number of nodes 
2 integer density*65,536 
2 integer graph influence*65,536 

Node Data repeated for each node 
2 integer 0 ^ integer 1-99 -^ string length index 
0-99 varies 4-byte 

integer 
1-99 characters 0 bytes 

2 integer influence*65,536 
2 integer number of neighbors of the given node 

Neighbor Data repeated for each neighbor of the given node 
2 integer neighbor index 
1 integer weight of neighbor (number of co-occurrences) 

tokens themselves the other 5% of the time would still 
save space compared to always storing the token as 
three-bytes index, as long as the length of the average 

token not found in the lexicon was < 20. Table 14 illus- 
trates the trade-offs between other percentages and aver- 
age word lengths. 

Table 14. CRZ Compression Trade-offs 

% Tokens 
in lexicon 

Bytes saved per token given average token length 
5                  10                15                20 

Break-even 
average token 
length 

99% 0.95 0.90 0.85 0.80 100.0 
97% 0.85 0.70 0.55 0.40 33.3 
95% 0.75 0.50 0.25 0.00 20.0 
90% 0.50 0.00 -0.50 -1.00 10.0 
80% 0.00 -1.00 -2.00 -3.00 5.0 

In practice, the percentage of tokens found in this 
large lexicon should be well above 95% and the average 
token not found should be much less than 15 characters 
long. So, this approach should save more than 0.5 bytes 
per token in each document and usually much more. 

Consider the example of the TDT-3 corpus. There 
were 113,699 distinct tokens. The 65,346 tokens 
selected for the lexicon were encountered in file a total 
of 2,876,072 times, compared to 52,748 times for the 
48,263 tokens not selected for the lexicon. The percent- 
age of tokens found in the lexicon was greater than 98%. 

The average length of the tokens that were not 
selected for the lexicon was 7.2 characters long (includ- 
ing 54 numbers designated to be stored in 4 bytes). Stor- 

ing all the tokens in the CRZ files required 2,876,072 2- 
byte indexes for the words in the lexicons and 52,748 2- 
byte lengths and 364,858 bytes of data for the tokens not 
in the lexicon, for a total of 6,204,253 bytes. If we had 
instead placed every token in the lexicon then each of 
the 2,928,820 occurrences of a token would have 
required three bytes of storage, for a total of 8,786,460 
bytes. The savings is 2,582,207 bytes, or over 0.88 bytes 
per token. 

5.3.4. Lexicon Lookup 

The lexicon lookup algorithm must search the lexi- 
con for a given token and return a unique two-byte 
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index for the token if it is found in the lexicon or 0 if it is 
not found. There are many ways to implement such an 
algorithm. Table 15 shows how many character opera- 

tions will be required on average for selected algorithms 
(N = average length of tokens; L = number of tokens in 
the lexicon). 

Table 15. Lookup Algorithm Complexities 

Algorithm 
Linear Search 
Binary Search 
Hash Table (not assuming perfect hash) 
Hash Table (assuming perfect hash) 
Trie   

Worst-Case Complexity 
NL/2 

Using a trie to implement the lookup is very time 
efficient. It is not particularly space efficient, but RAM 
limitations are not a critical factor. 

A trie is n Jt-ary tree, where k is the number of char- 
acters in the character set for the lexicon. There is no 
reason to distinguish upper case from lower case charac- 
ters. The digits and the characters '-', and '@' are impor- 
tant to preserve. The character '*' was substituted for 
any other character encountered. So, each node in our 
trie has an index value and up to 40 child nodes. 

The trie is traversed by starting at the root node and 
moving to the child node that corresponds to the next 
character in a given string. In building the trie from 
strings in the lexicon, whenever a child node does not 
exist, we create it. The value 0 is stored in all new 
nodes, and is replaced by the index of a string in the lex- 
icon after traversing the last letter in the string. When 
looking up a string, if a child node does not exist, then 
the lookup fails and returns 0. The efficiency of the trie 
is due to the fact that insertion or retrieval just processes 
each character in the string just once. Even a hash table 
has to process each character to compute the hash, and 
then may process them again when comparing the string 
to each string in the lexicon that happens to have the 
same hash. 

5.3.5. Token Selection 

For this project, we build an optimal trie for each 
given corpus of documents. Essentially, each such trie 
represents a lexicon for the sublanguage defined by the 
corpus. 

The optimal trie for a corpus is that which results in 
the set of smallest CRZ files. This is not precisely the 
same as the 65,436 most common words in those docu- 
ments. There are two factors at play: 

1.  Every token in a document appears 
exactly once in the document's CRZ file 

Nlog(L) 
N+N(average size of collision set) 
2N 
N 

no matter how many times it appears in 
that document. 

2. The longer the token, the more space is 
saved by having it in the lexicon. 

Suppose we have the choice between putting the 
word pig or the word horse in our lexicon. If we put the 
v/ord pig in, then we can save three bytes for every file 
that contains the -woidpig. If we put the word horse in, 
then we would save five bytes for every file that con- 
tains the word horse. So, if pig appears inp different 
files and horse appears in h different files, then we 
should pick pig over horse when 3/? > 5h. 

To maximize compression, we sort the list of tokens 
the lexical analyzer finds in a corpus by the product of 
the length of each token by the number of files it was 
found in, and then select the 65,436 noim phrase tokens 
with the highest values for the lexicon. 

In order to build the lexicon that would minimize the 
size of the CRZ files, we: 

1. Calculate the product of the length of 
each noun phrase token by the number 
of files in which it was found; 

2. Sort the collection of tokens in descend- 
ing order by this product; 

3. Create a list structure containing the 
65,436 tokens with the highest values; 

4. Insert each token from this list into the 
trie with the index of the token in this 
list as the value to be stored in the trie; 

5. Write the list to a file (so it can be read 
into a list structure and each token can 
be quickly retrieved from this list struc- 
ture given its index). 

5.3.6. Lexical Representation 

In order to quickly recognize if a token is in a given 
lexicon and what its index is, we represent the lexicon 
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using a trie data structure [98]. A trie is a tree data struc- 
ture in which there is one node for every common pre- 
fix. Each node in our trie contains the unique index for 
the string associated with that node if that string is in the 
lexicon (otherwise, the node contains the value 0). 

The trie structure is not a persistent object; i.e., it is 
not stored in a data file. We made this design decision 
because: 

• The most efficient way to reproduce the tokens fi-om 
indexes when working with CRZ files is via the list 
of tokens (stored in index order), so we needed to 
store the lexicon this way anyway. 

• Creating the trie from a word list is fairly efficient. 
For handling streaming news, the executable that 

produces CRZ files was made memory resident. This 
means the trie only has to be built from the word list 
once per session. 

5.3.7. Implementation Issues 

If no token in the lexicon had any common prefixes, 
then a naiVe implementation of a trie would contain N*L 
nodes, where N = average length of the tokens; L = 
number of tokens in the lexicon. Each node requires 162 
bytes, so the worst-case size for the trie would be 40A'^ 
MB. 

In practice, the tokens in any lexicon have a signifi- 
cant number of common prefixes. For example, the trie 
for the TDT-3 corpus of 65,436 tokens with average 
word length 9.4 characters generated 281,421 nodes or 
about 43.5 MB, or about 11.5% of the worst case 376 
MB. 

We have not refined our trie implementation to min- 
imize memory usage. Memory resource utilization is not 
a problems and most methods of reducing memory 
requirements result in increased execution time. 

We also did not implement a way to write the trie for 
a lexicon out to a binary file and read it back in, because 
the program to produce the trie directly from the lexicon 
was quite fast. We did make the trie memory resident so 
that it would only have to be buih once when construct- 
ing CRZ files for an entire collection of text files. 

The compression of the trie in RAM, and the ability 
to write the trie to a compressed binary file and repro- 
duce the trie by reading a compressed binary file are all 
feasible tasks for future phases of the project. The mar- 
ginal utility of these tasks seem questionable right now, 
but the final determination of the cost-value trade-offs 
of these tasks should wait until a later phase of the 
project. 

5.3.8. Operational Issues 

Building corpus-specific lexicons has the advantage 
of minimizing file sizes, but presents some operational 
problems: 

1. The need to pre-process the corpus to 
select the optimal set of tokens for the 
corpus; 

2. The need to knowing which lexicon to 
use when decoding a CRZ file; 

3. The need to calculate the resonance 
between CRZ files encoded using dif- 
ferent lexicons which requires decoding 
them first. 

No matter how the first issue is resolved, the second 
and third issues require that the CRZ file format have a 
field to indicate which lexicon it was built with. 

Pre-processing the corpus is impractical in dealing 
with streaming data. There are a number of alternatives 
that should be explored in future phases of the project. 
These include: 

1. Single Lexicon - Using a single lexicon 
for each language (e.g., English, 
French, Chinese, ...). This is operation- 
ally feasible, but may lead to poor file 
compression. 

2. Pre-Built Domain Lexicons - Pre-build 
a lexicon for the sublanguage of each 
anticipated domain. This solution will 
likely uses document meta-data to 
determine the applicable domain. When 
a domain without a pre-built lexicon is 
encountered, the generic lexicon of 
alternative 1 can be applied. 

3. Streaming Domain Lexicons - Build 
lexicons for domains by adding tokens 
to the trie for that domain as they are 
encountered. Domains would also have 
to be identified via document meta-data 
under this approach. 

Tokens that occur in early documents but turn out to 
be uncommon in the domain will likely lead to poor file 
compression unless some dynamic mechanisms is 
added. For example, every token could be added to the 
trie for the domain with counters stored along with non- 
zero indexes for only the first 65,436 entries. Periodi- 
cally (e.g., when there is a pause in the incoming stream 
or when the counters for non-indexed words become 
comparatively large), the trie could be optimized using 
the counters. Eventually, the trie should reach a reason- 
able equilibrium. 

51 



Crawdad Technologies, LLC Final Report: Centering Resonance Analysis F49620-03-C-0082 

This approach might require rewriting all the CRZ 
files produced before each optimization. An alternative 
approach is to designate each optimized lexicon as a 
new version and have each file reference the version of 
the lexicon that was used to build it. This may be prob- 
lematic and will likely adversely impact operational 
issue 3 (i.e., calculating resonance between files from 
the same domain/stream might still require decoding 
before calculation). It may be possible to use this 
approach until equilibrium is reached and then rewrite 
the files that used older versions. 

5.4. CRZ Benchmark Performance 

In order to benchmark the performance of the CRZ 
system, we processed the CACM corpus on the same 
machine imder identical conditions using CRZ and 
Lemur's implementation of TF-IDF. In both cases, we 
were running on the same Windows 2000 system (a 2.00 
GHz Pentium 4 with 256 MB RAM) with no other 
applications running. The benchmarking results are 
summarized in Table 16. 

We did not measure RAM usage, since memory 
usage was observed to be inconsequential for both pro- 
grams on a machine equipped with 256 MB of RAM. 

In summary, CRZ produces files that are less than 
one third the size of the indexes for TF-IDF but cur- 
rently requires slightly less than 40 times as long to do 

it- 

5.5. Improving CRZ Performance 
Our Phase I effort has focused on the effectiveness 

of CRZ for performing IR tasks and minimizing the 
space required to store the information that CRZ uses. 
We have briefly investigated how the execution time of 
the CRZ software can be reduced. Additional investiga- 
tion will be conducted as part of the Phase II research 
effort. 

5.5.1. Performance Bottlenecks 

Preliminary analysis indicates that between 70 and 
75% of the CRZ software's time is spent producing the 

sequence of tokens found in a given document, i.e., 
parsing the text. This requires: 

1. Parsing the document (using a third- 
party parser) into an XML representa- 
tion. 

2. Processing the XML parse representa- 
tion into a sequence of tokens. 

Currently, the parser version for the Windows oper- 
ating system processes a single file and then exits. The 
Linux release is has a "server mode" that allows the 
parser to remain in memory. We have not tested using 
the Linux version but our estimate is that this will save 
between 20 and 25% of the total execution time. 

The parser can return its parse results in a tab-delim- 
ited format rather than XML. The tab-delimited files 
should be faster to produce and process because the tab- 
delimited files are significantly smaller and we can 
avoid the overhead of the XML parser. Our estimate is 
that it would also save between 20 and 25% of the total 
execution time. 

If our estimates are correct, applying these improve- 
ments will approximately double the speed of CRZ. 
This means it will run between 20 and 24 times slower 
than Lemur's implementation of TF-IDF. At this point, 
the parsing and the CRZ calculations would be taking 
roughly equal amoimts of time. It may be possible to 
gain further reduce processing time by optimizing the 
existing code base. However, since most processing 
time is spent in the parser, replacing the parser with a 
faster one (perhaps customized for finding only noun 
phrases) may make more sense. 

5.5.2 Scalability 

Our research to date has focused on algorithm and 
data structure development. Our prototype system was 
implemented on a desktop computer using the (rather 
inelegant) Microsoft Windows operating system. No 
attempt was made to implement a system suitable for 
use in a production environment (e.g., use by an intelli- 
gence analysts handling real-time or near real-time 
information). 

Table 16. Benchmark Results 

Metric 
Clock Time 
Input Size 
Output Size 

CRZ 
5:32:672 
980,739 bytes (Text files) 
515,128 bytes (CRZ files) 

Lemur (TF-IDF) 
8:390 
2,353,756 bytes (SGML) 
1,598,197 bytes (bindex 
files) 

CRZ / Lemur 
39.65 
n.a. 
0.32 
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Our Phase II research will investigate methods of 
significantly speeding up processing by executing on a 
multiprocessor Unix platform. Platforms with four (or 
even eight) processors are relatively inexpensive and 
widely available. 

This approach will allow us to use multiple instanti- 
ations of the parser and CRA software and allow us to 
increase speed by implementing parallel pipelines 
through these multiple processes and processors. Our 
initial research indicates that this approach can provide 
a cost effective platform for fielding a solution suitable 
for real-world problem solving. 
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Section 6. Conclusions 

6.1. Summary 
An intelligence analyst or knowledge worker is 

responsible for handling an ever increasing amount of 
information each day. Typically, this information is in 
the form of a streaming media. Current information 
retrieval and analysis systems do not provide adequate 
processing capability and performance in this environ- 
ment. There are two major problems. First, existing sys- 
tems use an inferior model of the text for computational 
processing and information retrieval tasks. Thus, the 
quality of the system is adversely affected by an inferior 
data model. Second, existing systems assume that all 
relevant data is stored centrally. In a streaming environ- 
ment, it may be advantageous to store a compressed ver- 
sion of the text — a tag — that facilitates information 
processing. Text mining algorithms are needed that 
minimize storage capacity requirements, facilitate fast 
and accurate information retrieval and knowledge dis- 
covery, and determine the relevancy of an item as it is 
acquired from a data stream. The purpose of this Phase I 
research was to demonstrate that Centering Resonance 
Analysis (CRA) provides a superior approach to per- 
forming text mining under storage constraints. 

CRA provides a superior method for modeling a text 
because it uses different knowledge about the content of 
a text. Our argument is that if CRA creates more salient 
knowledge about the content of a text, then information 
processing based on CRA will perform better than sys- 
tems that do not have this knowledge. Specifically, 
CRA represents a text as a network; this stands in con- 
trast to modeling text based on simple word frequency 
measurements. 

In order to determine feasibility and measure perfor- 
mance of a CRA-based approach we established two 
technical objectives: 

1. Compare how well CRA determines rele- 
vancy of incoming news articles, relative to 
the traditional frequency-based approach, 

2. Determine a data design for a CRA network 
that minimizes storage requirements, and 
measure the computational requirements 
associated with CRA. 

In order to meet our first objective, we conducted 
computer-based experiments using a prototype system 
implementation and performed specific information 
retrieval tasks using a realistic corpus of documents. 
Therefore, our results contain no bias in interpretation. 

and are reliable and valid. We followed well-accepted 
standard procedures for performing these experiments. 

Our experimental design included the following 
variables: 

• Metrics for determining relevance: We examined 
two families of metrics, one set based on word fre- 
quency and one based on word influence estimated 
using the CRA network. Raw and normalized scores 
were examined, and a number of hybrid combina- 
tions were created and analyzed. 

• Corpus: We executed an experimental design that 
tested performance against two corpora, the CACM 
corpus, which contains relatively short queries and 
texts and is narrow in scope of content; and the 
TDT-3 corpus which contains relatively long queries 
and texts and is broad in scope of content. 

• Method of determining relevance: We experimented 
with a system where a single, fixed threshold value 
was used to discriminate relevant from non-relevant 
documents across all queries (tracking), and a sys- 
tem where each query has its own threshold for rele- 
vance (ad hoc refrieval). 

• Method of measuring performance: We used a vari- 
ety of statistical comparisons in order to determine 
performance of each of the metrics: 
a. Correlation with the actual human judg- 

ment of relevancy. 

b. False alarm and miss rate performance 
based on an "optimal" decision rule. 

c. Recall-precision performance. 

CRA-based metrics were shown to have superior 
performance. In particular, metrics based on word-pair 
influence had up to three times the correlation with doc- 
ument relevancy. An optimal filter based on CRA had a 
miss rate 15 times smaller than that based on word fre- 
quency. In the tracking experiment, the word-pair influ- 
ence metric had 3-5 times greater precision than the 
frequency metrics in the CACM corpus. Both types of 
metrics had similar performance in retrieval and track- 
ing within the TDT-3 corpus, but CRA-based metrics 
had higher precision where it mattered most — in the 
first several dozen documents retrieved. 

For the second task which demonstrated practical 
feasibility of our approach, we designed a CRA data 
structure that requires one-third the space of that 
required by the compressed raw text. We used a novel 
data structure — the frie — which translates words into 
numerical indexes resulting in decreased storage 
requirements and faster look-up. Computer memory 
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requirements for processing were found to be compati- 
ble with a typical desktop computer, and processing 
speed was more than adequate to handle the volume of 
streaming text that one would expect in a normal text 
streaming application. For typical sized texts coming 
from a news stream, CRA networks can be generated at 
a rate of 600 pages per minute. We also briefly investi- 
gated how various elements of the existing system can 
be made much faster using multiple, parallel processors 
and faster noun phrase parsing. 

dynamic content of these different text streams. Phase 
III commercialization will be aimed at "voice of the cus- 
tomer" and intelligence applications in commercial and 
government markets. 

6.2. Implications 
In conclusion, we have demonstrated that CRA is 

superior approach for mining textual data. This is a very 
significant result because all existing commercial and 
research applications are based on metrics using word 
frequency. Existing frequency-based systems have been 
highly engineered to take advantage of nuances and 
context in grammar, language, and setting but are still 
based on word frequency statistics. By implication, sub- 
stituting metrics based on CRA for word frequency met- 
rics will improve the performance of existing systems. 
CRA computation and memory requirements have been 
shown to be compatible with real-world govemment 
and commercial applications and can effectively operate 
in a storage-consfrained environment. 

There are numerous ways in which better informa- 
tion retrieval performance translates to better opera- 
tional performance: 

• Documents that are relevant are not missed, leading 
to reduction in problem solving costs and time. 

• Documents that are irrelevant are not retrieved, lead- 
ing to reduction in problem solving costs and time, 
and reduction in local storage requirements. 

• Second-order processing, such as link detection and 
extraction, question answering, taxonomy creation, 
document clustering, social network analysis, and 
trend and dynamic analysis all produce more valid 
results when the information content of the corre- 
sponding input data is improved. 

6.3. Future Work 
Further research and development is needed to com- 

mercialize the application, and this will be the focus of 
our Phase II proposal. In particular, we will develop a 
system that is capable of taking streaming data from 
numerous sources and fusing them into a single "opera- 
tional" picture of the events in question. This work will 
create enhancements to CRA that optimize its perfor- 
mance for fracking new texts relative to a topic state- 
ment of interest, and that create insightful metrics and 
representations that give an analyst a deep view of the 
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position 26 
Positioning  12 
positioning  • H 
positioning methods 13 
Precision ^ 
precision 24, 25, 26, 35, 41 
precision-recall 35 
profile 27 
pronoun •••■ 15? 16 

Q 
question answering  5, 56 

R 
RCVl corpus 28 
recall 8,26,41 
recall-precision • 35, 36 
recall-precision curve 24 
Relevance 31 
relevance 8, 27, 55 
representation H 
representational approach  13 
resonance  1? 3, 7, 17, 46, 47 
RetEval 27 
Reuters 3, 18, 21, 28 
routing .....25,27,29 
rush ••• •• 16 

S 
Scaled utility  26 
Segmentation  30 
selection  14 
semantic analysis 5, 6, 7 
semantic grammar 11 
semantic network 13,18 
semantic space  12 
sentence extraction • 6 
similarity 24 
social network analysis 56 
social network modeling • 5 
spatial positioning 8 
statistical analysis  - 7 
statistical modeling  5 
stemming • 9,15, 23,45,46 
Stop word • 23 
stop word 45 
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Story 30 
story-weighted  • 26 
streaming 4' ^' "> "' 3"' ^^' ^ 

T 
TACT "13 
tag 45 
tags 9 
Target Detection and Tracking  25 
taxonomies 9 
taxonomy  8, 56 
TDT     23,26, 30, 31 
TDT-3 coipus 31, 36,41,49, 51, 55 
term frequency 6,23 
text analysis H 
Text filtering  27 
text filtering 27 
text mining 4,23 
text retrieval 24 
Text Retrieval and Evaluation Conferences  6, 8 
text routing 28 
text summarization 6 
TF 6 
TF-IDF  26, 34, 35, 36, 52 
thematic analysis 8 
threshold 35 
TIPSTER 46 
TLC 11,12 
token 18,47,48,49, 50, 51 
Topic  30 
Topic Detection and Tracking  23, 30 
topic detection and tracking 6 
topic tracking 5, 8 
Topical/Local Classifier 11 
topic-weighted  26 
Tracking 30 
tracking  40 
Training 11 
training 9,13,18, 38 
TREC 6, 8, 23, 24, 25, 26, 28, 31 
treceval 24 
trie  46, 47, 50, 51, 55 
t-test  ■ 32 

U 
unitizing  14 
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utility measure 26 

V 
Vector 23 
vector  6, 8 
Visualization  7 
visualization 3,18 
vocabulary "48 

W 
Wall Street Journal corpus 46 
Webster's Dictionary 48 
word frequency  5, 8, 31, 38, 56 
word indexing  • 7 
word influence  • 31 
word linking •••• 7 
word mapping  ■-7 
word resonance  17 
word selection •• 7 
WordNet 12 

X 
XML 52 
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