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Overview 

This research program was designed to develop predictive (based upon cognitive 
modeling) and descriptive (based upon physiological data) measures of cognitive 
workload that are highly correlated. Such measures should be theoretically grounded and 
empirically verified. Our main engineering goals in this project were to show (1) how the 
predictive measures (cognitive modeling) can be applied to guide the design of novel 
interfaces and communication protocols for decision making tasks, and (2) how the 
descriptive measures (physiological) may be used to measure workload during real-time 
task performance. 

Research Activities 
GIVIU 

The Argus Simulated Task Environment 
The GMU side of the project focused its attentions on building a complex, simulated task 
environment, Argus (Schoelles & Gray, 2001). As discussed below, Argus had two major 
interfaces: Team Argus and Argus Prime. In both of its manifestations, Argus provided a 
task environment in which we could study a mix of cognitive, perceptual, and action 
operations that would be characteristic of the mix required by operators of systems such 
as AWACS, Patriot Air Defense, or other radar-monitoring tasks. 

Argus was designed after an extensive investigation of similar simulated task 
environments. The systems investigated include Space Fortress (Donchin, 1995), 
Advanced Coclq)it (Ballas, Heitmeyer, & Perez, 1992), the Team Interactive Decision 
Exercise for Teams Incorporating Distributed Expertise (TIDE2) (Hollenbeck et al, 
1995; Hollenbeck et al., 1997), and Tandem (Dwyer, Hall, Volpe, & Cannon-Bowers, 
1992). Like the Advanced Cockpit and Space Fortress, Argus places a premium on 
embodied cognition (Kieras & Meyer, 1997) and rapid shifts in serial attention (Altmann 
& Gray, 2002). Like TIDE2 and Tandem, Argus emphasizes judgment and decision 
making in a multiple-cue probability task (see also, Gilliland & Landis, 1992). Argus was 
designed to facilitate the investigation of a broad category of research questions centered 
on how interface design affects cognitive work load in both team and individual 
performance. 

Beyond the simulation, Argus provides a suite of tools for creating task variations, 
manipulating experimental design, as well as data collection and analysis. 



Detailed observations of human behavior in Argus was either the direct focus or the 
inspiration for the work performed at GMU. Many isssues of workload and interface 
were directly studied in the Argus Prime or Team Argus task environment. In other cases, 
issues arose in the study of Argus that could not be resolved in such a complex simulated 
task environment. These cases spun off a string of more controlled studies, the most 
notable and productive of which is the serial attention work. 

Transfer of Technology 
As of this writing Argus has successfully survived two technology transfers and may be 

poised for a third. Argus has gone from a tool being used solely at GMU to a second 
location; namely, Rensselaer Polytechnic Institute. The Rensselaer effort is notable in 
that Argus is being used there in a new line of research sponsored by an AFOSR grant. 
Argus was developed over a six-year period and the code badly needed updating. Some 
of the capabilities built into Argus had never been used, other of the capabilities had 
never been completely integrated. The move to Rensselaer Polytechnic Institute resulted 
in a complete overhaul of the Argus Prime software. The software now runs under the 
unix-based operating system, Mac OS X. Finally, discussions are proceeding for the 
technology transfer of Argus to other groups. In late Sept 2003, Rensselaer Polytechnic 
Institute was visited by Dr. M. Matessa from NASA-Ames. Dr. Matessa received hands- 
on training on all aspects of Argus Prime including a detailed review of the code. We 
expect that NASA-Ames will be using Argus Prime in future research projects. 

Strategic Control of Attention 
A notable feature of operator use of Argus Prime was that Argus required rapid shifts in 
attention - approximately 6-12 shifts per minute. As we were imclear as to how to model 
such shifts, we looked to the extant literature on task-switching (reviews of this literature 
are included in many of the Altmann and Gray publications listed in the appendix to this 
report.) At the time we began our review, the dominant accounts of task-switching 
postulated specialized cognitive components. These components were not specified at a 
mechanistic level and it was unclear to us whether the proponents of these approaches 
really believed that their components were structural as opposed to fimctional. Our theory 
holds that task-switching results from the dynamic organization of more basic cognitive 
components. This line of work has been carried from GMU to Michigan State University 
by Erik Altmann who was a post-doc at GMU when the project began. In addition to the 
many papers and presentations listed in the appendix, that work has resulted in many 
journal and conference publications since Erik left GMU for MSU (Altmann, 2002, 
2003a, 2003b, in press-a, in press-b, in press-c; Altmann & Schunn, 2002; Altmann «& 
Trafton, 2002; Trafton, Altmann, Brock, & Mintz, 2003). In addition, a manuscript with 
Gray is currently under review. 

Period 1 
The first period focused on the strategic control of visual attention. In the first study 
conducted, participants were interrupted during the execution of a task and instructed 
either to continue working on the same task or switch to a second task. Overall, the data 
showed that participants were slower to respond (by approximately 80 msec) on the first 



trial after the interruption, even if they continued working on the same task. However, 
not all participants showed this deficit and several distinct patterns emerged, which 
tended to be stable within subject. We proposed that these differences in performance 
might reflect differences in "micro-strategies" as subjects try to find one strategy that will 
encompass both tasks. The research has led us to postulate dynamic micro-strategies that 
affect cognitive workload. 

Period 2 
In period two we began analyzing phenomena in the control of internal attention. Our 
technique involved collecting reaction time data that is accurate to the millisecond and 
attempting to construct theoretical models of our data by computational cognitive 
modeling. Three studies in this series were conducted. In a sample paradigm where the 
trial stimuli were single-digit numbers, a block of trials begins with an instruction to 
perform a simple task (e.g., classify the trial stimuli as odd/even). This instruction is 
followed by a run of trials. At some point, the run is interrupted by another instruction 
trial. This second instruction may tell Ss to continue the same simple task or switch to a 
new task (e.g., classify the trial stimuli as high/low). Trials are then continued xmtil a 
total of 20 classification trials per block have been presented. 

This simple paradigm revealed a wealth of phenomena that we believe contribute to an 
increasing cognitive workload in simple, but repetitive tasks. The effects noted by others 
are that the first classification trial after either initial instructions (T+1) or after the 
interrupting instructions (I+l) is reliably slower than the next trial (T+2 or 1+2). This is 
called the interrupt cost. When the interrupting instruction switches the Ss to a new task, 
then I+l is even slower (the switch cost) but the effects of svidtching task are gone by 
1+2. We noted an additional effect that we termed within run slowing (this effect has 
since been documented in, Altmann & Gray, 2002). 

Within run slowing refers to the fact that Ss become gradually but reUably slower from 
T+2 to the next instruction or from 1+2 (the second trial after the interrupting instruction) 
to the end of the block. This within run slowing increases at the rate of about 5 msec per 
trial with a cumulative impact of approximately 75 msec over six trials (T+2 to T+7 or 
1+2 to 1+7). This previously undocumented effect is present when participants must 
remember what task to perform (odd/even judgements vs. high/low judgements, with 
digit stimuli in both cases), but absent when the task is implied by the stimulus (odd/even 
judgements on digits vs. consonant/vowel judgements on letters). Our initial explanation 
was that the slowing arises from interference among memory traces for different trials 
governed by the same instruction (Altmann & Gray, 1998). Closer examination of the 
data and attempts to model it caused us to modify this stance. We now beUeve that within 
run slowing is a byproduct of the same processes that produce both the interrupt cost and 
the switch cost. Working the details of the theory and obtaining supporting data is now 
documented by the many journal pubUcations that came out of this work. 

During period 2, three complete empirical studies were conducted and analyzed and a 
fourth, pilot study, was conducted. We believe that the phenomena underlying these 
simple tasks are pervasive in many tasks that confront operators of electronic equipment. 



Indeed, we believe that many of the microstrategies developed by operators of much 
more complex equipment represent strategies to deal with the attentional and memory 
deficits illustrated by these simple paradigms. 

Period 3 
During period 3 we realized that our theory of task-switching applied beyond our 
paradigm to highly-dynamic task environments. The main result is that when mental 
attention must shift among items every 5 to 10 seconds, performance is constrained by 
the relatively slow rate of forgetting in human memory. Because old items decay 
gradually rather than instantaneously, and because memory is noisy, dynamic task 
environments involve a massive potential for interference from old items. To maintain 
accurate performance under such circumstances, cognition must deploy encoding and 
retrieval strategies that resist interference. We developed closed-form and computational 
models of these processes, applied them to data from a laboratory serial-attention task 
and to data from a problem-solving task involving memory for goals. The models 
established a lower bound on the time needed to commit an item to memory to be reliably 
retrieved for the next few seconds, and relate encoding time to performance accuracy. 
The predicted encoding-time constraint has implications for the role of appropriate 
external cues to offload memory, and for the task tempo at which operators can be 
expected to maintain specified levels of accuracy. 

Period 4 
The main development in the control of attention research concerned task tempo. Task 
tempo is, generally, the rate at which the task environment changes, and we used our 
models to ask how changes in the frequency of task switching should affect performance 
when the operator is responsible for tracking such changes. 

Our algebraic and simulation models predicted that increasing the task tempo should 
decrease memory-related performance measures, because the time available for old items 
to decay should decrease and thus increase proactive interference. These predictions were 
tested using a task switching laboratory paradigm, and were supported both in terms of 
response time and error measures. 

Our models characterize memory overload in terms of quantitative parameters such as 
memory-updates per unit time, and their promise appears to lie in the development of 
engineering models of tempo effects. Such models could be used to assess the memory 
requirements of dynamic task environments much as tools like GOMS are now used 
to assess perceptual, cognitive, and motor requirements. The work also contributes to 
cognitive theory (the ACT cognitive architecture in particular) in that it begins to 
examine how the memory system adapts to changes in the rate of change of the 
environment. The work is a step toward integrating two tracks of the Argus 
project, suggesting that memory overload may be a low-level architectural trigger for 
higher-level changes in decision-making strategy. 



Other inner-loop work investigated ACT's attentional coding and associative learning 
mechanisms, both of which subserve performance in dynamic task environments like 
Argus. Finally, a successful simulation of incidental memory for order was developed. 

Period 5 
Over the first several years of the grant, we engaged in "inner loop" research focused on 
the nature of the strategic control of attention. Empirical work was combined with 
computational modeling work to understand the nature of task switching. The work led to 
the development of functional decay theory. This theory proposes that decay and 
interference, historically viewed as competing accounts of forgetting, are instead 
functionally related. Specifically, the theory posits (1) that when an attribute must be 
updated frequently in memory, its current value decays to prevent interference with later 
values, and (2) the decay rate adapts to the rate of memory updates. Behavioral 
predictions of the theory were tested in a task-switching paradigm in which memory for 
the current task had to be updated every few seconds, hundreds of times. No new 
empirical work was done at GMU during this last reporting period. However, both 
Altmann and Gray continue this work by developing on a major statement of the theory 
that received favorable reviews and is currently being revised for resubmission. Beyond 
this, Almann has continued the empirical work at MSU as documented by the many 
published and in-press articles that we cited at the beginning of this section. 

Interface design and cognitive modeling 
Period 1 
Work within the Argus Prime simulated task environment suggested a line of research, 
which focused on cognitive modeling of interleaved tasks; that is, the execution of two or 
more individual tasks that can be performed in isolation or together. Although modeling 
individual tasks does not place new demands on our understanding of cognitive task 
analysis (CTA), modeling the concurrent execution of two tasks, or the rapid alternation 
of two simple tasks, does. First, the concurrent execution of tasks A and B may resuh in 
the creation of a new task, task AB. The CTA for task AB may be qualitatively different 
than what would be expected fi-om a simple (or not so simple) interleavuig of the 
elements of task A with those of task B. Second, the rapid alternation (e.g. tasks A B A B 
B A etc.) of two or more simple tasks may lead the user to perform each task differently 
than s/he would perform either task in isolation. As for the first case, the CTA of each 
task performed in isolation may be qualitatively different than that of the CTA of each 
task performed in alternation. 

During the first period, in collaboration with SDSU, we began to examine the videotaped 
performance of expert users of the Aegis-based CIC task with the goal of modeling 
interactions with that system. 

Period 2 
Microstrategies develop in response to the fine-grained details of interface design. They 
are the users' way of optimizing interaction while minimizing the cost of that interaction. 
Microstrategies focus on what most designers would regard as the mundane aspects of 



interface design - the ways in which subtle features of an interactive device interact with 
other aspects of an interface and task. However, aUhough fine-grained, such details are 
important. This thread of Project Argus research is predicated on the assumption that 
milliseconds matter - 40 to 400 msec added to each routine of an interactive task may 
result in major workload problems in real-time, safety-critical systems or, less 
portentously, an interactive system whose interface simply feels soggy and awkward. 
(The work discussed here, eventually resulted in, Gray & Boehm-Davis, 2000) 

In period 2, a major effort was the completion of the Argus simulated task environment - 
both Argus Prime and Team Argus. (These were discussed at the beginning of the GMU 
section of this report.) 

During period 2, we developed the concept of microstrategies in the context of mouse 
clicks and mouse movements in a typical GUI interface. The development required some 
interesting theoretical (and practical) extensions to the CPM-GOMS cognitive task 
analysis technique. The technique was used to describe all available mouse move-click 
and click-move microstrategies. Gray and Boehm-Davis (2000) predicted that two 
different microstrategies would be used to click on buttons under two very slightly 
different context. The CPM-GOMS models of the microstrategies predicted a 150 msec 
difference in response times. The empirical data found a 136 msec difference. A follow 
on to the button study is ready to run in the fall. Our goals for this study were to 
determine how quickly and reliably microstrategies develop. 

The Argus Prime part of the Argus Project entailed a search for cognitive components of 
workload. The quest was to identify low-level interface elements that can influence the 
performance of real-time, safety-critical tasks. The goal was to model the interaction of 
these components with human cognition during task performance using the 
computational cognitive modeling firamework provided by ACT-R. Microstrategies is the 
intervening variable that we use to explain how low-level interface elements interact with 
a goal-driven cognitive architecture to produce differences in workload. 

Period 3 
In period 3, we continued to refine our concept of microstrategies and how they develop 
in response to the fine-grained details of interface design. Microstrategies are the users' 
way of optimizing interaction while minimizing the cost of that interaction. This thread 
of Project Argus research is predicated on the assumption that milliseconds matter - 40 to 
400 msec added to each routine of an interactive task may result in major workload 
problems in real-time, safety-critical systems. 

We conducted two experiments studying how microstrategies develop and contribute to 
workload using Argus Prime, a synthetic task that permits us to swap minor and/or major 
interface components while holding the task itself constant. Log files collected mouse 
clicks and point-of-gaze information to 17 msec accuracy. 

The first experiment demonstrated that large differences in the interface (e.g., presenting 
information in a tabular versus a graphical format) influenced both overall performance 



and the strategies used to accomplish the task. For example, the strategies used to select 
and acquire targets for classification were quite different for those participants using the 
tabular versus the radar display versions of the interface. 

The second study examined the role of interface features in more depth using only the 
radar display interface. The data here indicated that strategies applied to target 
acquisition are sensitive to even small differences in interface design. Specifically, there 
was a reluctance to place information into working memory when external cueing was 
available as an alternative. This finding will be explored in more detail in the coming 
year. In these planned studies, design features of the interface will be manipulated to vary 
the amount of information that must be held in working memory. The impact on both 
performance and on cognitive workload will be assessed. 

Another goal of this portion of the project was to model the interaction of interface 
components with human cognition during task performance using the computational 
cognitive modeling framework provided by ACT-R using microstrategies as an 
intervening variable. During the third period, preliminary ACT-R models were built 
using the perceptual-motor version of ACT-R (ACT-R/PM) to demonstrate that the 
models can interact directly with our software in a manner comparable to the ways in 
which our participants interacted with it. 

During this period, we tried to connect our work to that being done at SDSU on 
physiological indicators of workload. Arguments have been made that eye blinks occur 
when cognitive processing of some stimulus is completed and that more complex 
processing should lead to a higher rate of blinks. We examined these hypotheses using 
data from the second Argus Prime study. We collected eye blinks firom people 
performing this task to examine whether blinks occurred more frequently during periods 
of increased cognitive activities (during more complex scenarios) and as a cognitive 
punctuation mark (when a threat assessment is entered). The data supported the argument 
that blinks are associated with cognitive processing and that they may provide an initial 
indicator of cognitive workload. 

Period 4 
In the 4* period, we expanded the scope of our work in the area of interface design and 
cognitive modeling. First, we continued to collect empirical data on how microstrategies 
develop and contribute to workload using Argus Prime, a synthetic task that allowed us 
to swap minor and/or major interface components while holding the task itself constant. 
Log files collect mouse cUcks and point-of-gaze information to 16.67 msec accuracy. In 
these studies, we continued to explore the impact of making subtle changes in the design 
of the interface on performance and on the strategies (and microstrategies) selected by 
participants. Specifically, in period 4 we manipulated the ease of retrieving history 
information from the display. Prior work on Argus had led us to postulate that the 
conditions in the task were such that subjects could have no memory for individual 
targets. On this assumption, an interface manipulation was made to create a condition 
where the participants should have performed extremely poorly. In fact they performed 
better than expected. 



Second, we continued computational modeling of this task. Here again, our goal was to 
understand how subtle aspects of an interface might lead to large increases in cognitive 
workload. The modeling activity was based on the ACT-R/PM architecture, which 
combines ACT-R's theory of cognition with modal theories of attention and motor 
movement. This level of modeling allowed us to represent the microstrategies that we 
observed our participants using in the Argus Prime task into a computational cognitive 
model. The models demonstrated that interactive behavior in complex tasks is 
constrained not only by cognition but by perception and motor processes as well. 
Although these constraints exist at the miUisecond level, the milliseconds added to a 
smgle interaction matter when the task requires thousands of interactions over an 
extended period of time. Further work on the modeling included expanding the modal 
models of visual attention and motor movement as well as working to incorporate a 
modal model of eye movements. These expansions are necessary to build models that 
respond adaptively to subtle differences in interface design. (Note that this work resulted 
in a doctoral thesis, Schoelles, 2002) 

Third, we have developed an ACTion PROtocol analyzer (ACT-PRO). Discrete action 
protocols consist of time-stamped discrete user actions such as mouse clicks and key 
presses. Analysis of these action protocols often entails determining how well data match 
higher-level patterns (where those patterns are specified a priori by the researchers). 
Unfortunately, the process of sorting through thousands of actions to find matching 
patterns is very labor intensive. The action protocol analyzer that we have built provides 
two levels of pattern matching. Level one groups sequences of actions into sets of labeled 
strings. Level two matches these labeled strings to a hierarchical pattern. This allows us 
to use the tool to determine how well the data fit patterns specified by the experimenter. 
Complementarily, it can be used to focus the experimenter's attention on those data that 
do not fit the pre-specified patterns. (This work resulted in, Fu, 2001. This paper won the 
Castellan prize for best student paper at the annual meeting of the Society for Computers 
in Psychology.) 

Period 5 
In the last period of the project, we continued to collect empirical data on how 
microstrategies develop and contribute to workload using Argus Prime, a synthetic task 
that allows us to swap minor and/or major interface components while holding the task 
itself constant. Log files collect mouse cUcks and point-of-gaze information to 16.67 
msec accuracy. In these studies, we have continued to explore the impact of making 
subtle changes in the design of the interface on performance and on the strategies (and 
microstrategies) selected by participants. Specifically, this period we have manipulated 
the ease of retrieving history information from the display. Prior work on Argus had led 
us to postulate that the conditions in the task were such that subjects could have no 
memory for individual targets. On this assumption, an interface manipulation was made 
to create a condition where the participants should have performed extremely poorly. In 
fact they performed better than expected. We are now focusing on what strategies they 
used and how these strategies influenced workload. 



Second, we have greatly expanded our work in computational modeling of this task. Here 
again, our goal is to understand how subtle aspects of an interface may lead to large 
increases in cognitive workload. The modeling activity is base^ on the ACT-R/PM 
architecture, which combines ACT-R's theory of cognition with modal theories of 
attention and motor movement. This level of modeling has allowed us to represent the 
microstrategies that we observed our participants using in the Argus Prime task into a 
computational cognitive model. 

In this past period, the modeling work has specifically focused on making the model 
"embodied"; that is, the model now includes modal models of visual attention, motor 
movement, and eye movements. 

Period 6 
In the last period, we have continued to collect empirical data on how microstrategies 
develop and contribute to workload using Argus Prime, a synthetic task that allows us to 
swap minor and/or major interface components while holding the task itself constant. Log 
files collect mouse cUcks and point-of-gaze information to 16.67 msec accuracy. In these 
studies, we have continued to explore the impact of making subtle changes in the design 
of the interface on performance and on the strategies (and microstrategies) selected by 
participants. 

Second, we have continued to expand our work in computational modeling of this task. 
The modeling activity is based on the ACT-R/PM architecture, which combines ACT-R's 
theory of cognition with modal theories of attention and motor movement. In this past 
period, the modeling work has specifically focused on developing the "embodied" 
aspects of the model (i.e., modal models of visual attention, motor movement, and eye 
movements); we also exercised the model by running a number of model experiments, 
focusing first on how well the model could repUcate individual subject data and then on 
models using different methods of target acquisition. 

Dual Task Performance 
Period 5 
In the 5* period, we began to exercise the dual task aspect of the Argus Prime 
environment. The focus of much of our previous work on this grant concerned 
understanding the strategic control of attention and the impact of interface design 
decisions on the target classification task. The Argus Prime environment also allows for a 
dual task component, where the second task involves tracking a moving plane on one side 
of the screen. We have begun experiments where participants perform the tracking task 
while simultaneously performing the target classification task. The data will provide 
information on task switching at a higher level than that examined in our past work on 
strategic control of attention. 

Period 6 
In the past period, we have continued the work we began in the last reporting period to 
exercise the dual task aspect of the Argus Prime environment. The focus of much of our 
previous work on this grant concerned understanding the strategic control of attention 



and the impact of interface design decisions on the target classification task. The Argus 
Prime environment also allows for a dual task component. We have run two series of 
experiments in which a second task was performed in addition to the classification task. 
In the first experiment, the second task involved tracking a moving plane on the right side 
of the screen. This task requires a high degree of visual and motor activity. In the second 
experiment, the second task is forced choice task in which a letter is spoken by the 
computer every four seconds and the participant is to respond via a key press whether the 
current letter is above or below the previous letter in the alphabet. The data will provide 
information on task switching at a higher level than that examined in our past work on 
strategic control of attention. In addition, the computational cognitive model has been 
extended to perform the tracking task in the dual task environment. (This work was 
recently reported in, Gray & Schoelles, 2003.) 

Team decision making 
Period 1 
Our third area of focus was team decision making. Our initial effort in this area was 
directed toward (a) reviewing recently published literature, (b) designing an initial 
experiment that would examine the effects of time pressure on cognitive workload and 
team communication processes and performance, and (c) obtaining a laboratory task for 
that experiment. Thanks to Dr. Linda Elliott at the AESOP facility at Brooks AFB and 
personnel at Michigan State University (MSU), we obtained a current version of the 
TIDE^ software used by HoUenbeck and Ilgen in their research on a multilevel theory of 
team decision making. However, our own experiences and those of other researchers not 
at Michigan State that we talked with suggested that this software was difficult to use. 
Therefore, we spoke with Dr. Stan Gully, a recent MSU graduate and assistant professor 
at GMU, about using the TANDEM software. However, in the final analysis, the entire 
research team decided to expedite the development of the Team module for the Argus 
system because it would most effectively permit testing of oiu- hypotheses and integration 
among the various research thrusts of our MURI effort. 

During the first project period, we prepared for and conducted an experiment examining 
how teams adapted to increasing levels of time pressure. Conceptually, the research was 
guided by Brunswikian theory, which focuses on trying to understand how mdividuals 
and teams adapt to different conditions in their environment. We used the multi-level, 
lens model that Brehmer and Hagafors developed in 1986 to extend Brunswik's lens 
model to the study of staff decision making, and that HoUenbeck and others have more 
recently used in developing their Multilevel Theory of Team Decision Making. 

Operationally, we had 7 three-person teams participate in our study. Each team was 
composed of ROTC cadets, who participated for two hours per week for seven weeks. 
Our task was a dynamic, aircraft identification task using the Team Argus synthetic task 
developed during Period 1 at GMU. Two staff members (and a leader) had to track 
aircraft on their screens, pass information about the aircraft to each other, and make 
recommendations about the aircraft's level of hostility, which the leader could then use to 
make judgments while the aircraft were on the screen. 



We made two principal hypotheses. First, we hypothesized that increased time pressure 
(i.e., less tune to make a judgment about each aircraft), would lead to a reduction in the 
quality of the teams' decision making. Second, we hypothesized that teams would adapt 
perhaps in different ways) in an effort to maintain decision quality. That is exactly what 
we found. Decision making quality decreased, although not as quickly or precipitously as 
predicted. In addition, there were few significant differences in the teams' overall 
performance scores. Teams did, however, adapt (or not) in different ways to increased 
time pressure. Specifically, three of the seven teams tried to continue performing the task 
as trained regardless of the time pressure; that is, the subordinates kept sending 
identification recommendations to the leader for all aircraft. In contrast, two teams 
simplified the task by having each subordinates make recommendations for only half the 
aircraft. And in two teams, the leader took over the entire decision making task by having 
subordinates only send information about the aircraft, not recommendations.. 

In addition, the leaders made a clear speed-accuracy trade-off in an effort to maintain 
performance. For example, in the condition with the greatest time pressure, the leader of 
one of the two leader-controlled teams made judgments for more aircraft than any other 
team, but had the lowest accuracy, which was defined as the correlation between the 
leader's decisions and the correct answer. In contrast, the leader for the other leader- 
controlled team had the highest accuracy score, but made the fewest number of 
judgments. Utilization of these (and other) adaptation strategies resulted in essentially 
equivalent levels of performance overall because none of the teams were able to maintain 
both speed and accuracy under high time pressure. 

ACT-R model-building exercises were conducted to describe the differences in the 
adaptation strategies observed for teams in the experiment. These models were presented 
at the First-Year Aimual Review meeting in May 1998, and at the Fifth Annual ACT-R 
Summer School at Carnegie Mellon University (Miller, 1998). In addition, the "team 
decision making" group developed a short description of their research as part of the 
project's larger submission to the Human Factors Conference, and presented their initial 
research findings at the Fourteenth Annual Meeting of the International Brunswik 
Society (Adelman, Henderson, & Miller, 1998). 

Period 2 
There were three major activities during Period 2. The first activity was completion of all 
data analysis for the first experiment. The analysis focused on trying to more fiiUy 
imderstand how time pressure affected the participants' cognitive and communication 
processes and their adaptation strategies at both a micro-level (e.g., process acceleration) 
and a macro-level (e.g., different team processes), and decision making quality. The 
research results of the first experiment have been described in a brief book chapter 
(Adelman, Henderson, & Miller, 2001) and more fiiUy, in a journal paper (Adelman, 
Miller, Henderson, & Schoelles, 2003). 

The second activity was the development of a Hierarchical Decision Making (HDM) 
model for relating time pressure effects for dependent variables at different levels of 
granularity. The hierarchy had three principal levels of granularity. The top level 



contained team-oriented dependent variables, such as team performance, the percentage 
of decisions made by the leader, and the leader's judgmental accuracy. The middle level 
contained subordinate-oriented dependent variables, such as staff validity and the 
percentage of recommendations made by each subordinate. And the bottom level 
contained interface-oriented variables, such as the number of times a target was 
examined. We used simultaneous multiple regression analysis to identify what lower- 
level variables affected the variables at the next level up the hierarchy over levels of the 
time pressure manipulation. The HDM model development and results were described in 
Henderson's (1999) dissertation. 

The third activity was directed toward cognitively re-engineering the Team Argus 
interface to test implications of the statistical findings of the HDM Model, and 
observations made during the first experiment. Specifically, during Period 2, we prepared 
for and conducted an experiment testing the effectiveness of three different interfaces on 
team performance under increasing levels of time pressure. The first interface provided 
perceptual support by using colors to inform operators of the examination status of 
aircraft tracks, and symbols to inform them of when tracks where nearing decision points. 
It was hypothesized to maintain high levels of "percentage of decisions made" by 
addressing interface problems identified by the HDM Model. The second interface was 
the interface used in the first experiment. It provided a baseline against which to compare 
performance. And the third interface was the old system plus cognitive feedback. 
Cognitive feedback informed operators of their performance scores, their "percentage of 
decisions (and recommendations) made," and their judgment accuracy. In addition, it 
used multiple regression analysis to tell operators how they were weighting the cues and 
the extent to which the leader agreed with the recommendations of her/his subordinates. 
The value of cognitive feedback had been demonstrated with static tasks where, for 
example, there is only one aircraft on the radar display at a time. However, its value had 
not been tested in dynamic tasks like ours. Consequently, there was no empirical data 
assessing the relative importance of perceptual support versus cognitive feedback for 
team performance under high time pressure. 

The second experiment showed, as hypothesized, that a perceptually-oriented interface 
could maintain an extremely high number of judgments as time pressure increased four- 
fold during the study. As a result, teams with perceptual support were able to maintain 
higher overall performance levels than those in the other two interface conditions. In fact, 
performance remained close to the training criterion even under time pressure levels that 
were four times greater than those used during training. Counter to our predictions, 
however, a cognitively-oriented interface providing feedback about how team members 
made their judgments did not maintain judgment accuracy as time pressure increased. 
Trying to understand why the cognitive feedback condition was not effective was a major 
activity of Period 3. The results of the second experiment were presented at the 44* 
Annual Meeting of the Human Factors and Ergonomics Society (Miller, Adelman, 
Henderson, Schoelles, & Yeo, 2000). 



Period 3 
There were three major activities in the team decision making area during Period 3. The 
first activity was additional analysis of the data from the second experiment. Specifically, 
during Period 3, a path model using lens model equation parameters and Multi-Level 
Theory constructs was developed to better understand the effect of time pressure on 
teams' judgmental accuracy. This analysis showed that the time pressure effect was fully 
mediated by decreasing team informity (amount of information held jointly across 
members). Leaders and their staffs stopped sending information as regularly; 
consequently, their decision making suffered. They were not able to use the judgment 
model they were trained to use, and independent of that, their judgments became less 
consistent. The cognitive feedback interface, which was developed to provide decision- 
making support, was imable to overcome this information breakdown. The problem was in 
keeping mformation flowing. The results of the path modeling effort were presented at the 
16th Annual Meeting of the International Brunswik Society (Adelman, Yeo, and Miller, 
2000). In addition, an invited book chapter discussing the details and importance of the 
modeling effort is currently in preparation (Adelman, Yeo, & Miller, in preparation). 

As a result of the path model, the second principal activity focused on designing an 
experiment to assess whether adding simple enhancements to the perceptually-oriented 
interface could maintain information flow and judgment accuracy, in addition to 
judgment quantity, under even higher levels of time pressure than those used in the 
second experiment. The new experiment was with individual participants in a simulated 
team setting, an important advance made possible by the Argus system developed on the 
contract. This advance permitted us to disentangle the amount of information sent to each 
team member firom the time pressure manipulation. This disentangling was important 
because the path model suggested that time pressure's effect on individual and team 
decision making was fully mediated by informity; that is, that time pressure had at best a 
minimal impact on individuals' decision making ability if they had the necessary 
information. Substantiation or rejection of this finding has important basic and applied 
research implications, particularly if we find, as predicted, that the interface is the 
overriding mediator of time pressure's effect on decision making. 

The third major activity during Period 3 was beginning to perform a literature review 
investigating the effect of teammate interruptions on decision making performance. Past 
research has shed little light on the cognitive demands imposed by the different 
characteristics of interruptions in complex tasks, particularly the timing and relative 
importance of interruptions'. What literature does exist focused on the costs or disruption 
associated with attending to an interruption. However, because interruption is such a 
fi-equent and non-trivial element of team communication, our research perspective 
focused on how individuals perceive and use interruptions to benefit their decision- 
making performance. 

Period 4 
In Period 4, we performed data collection and analysis for the third experiment outtined 
above. That experiment tested the effectiveness of a "Send" icon to support information 
flow and a "Receive" icon to support decision accuracy in a simulated distributed team 



decision-making task varying time pressure, amount of information, and other task 
variables. As predicted, the "Send" icon was effective in maintaining information flow, 
particularly under high time pressure and when teammates tended to send less 
information, which is critical to maintaining the overall effectiveness of distributed 
teams. In contrast, the "Receive" icon was not effective, resulting in lower decision 
accuracy under the highest time pressure level. The decrement occurred because 
participants' using the "Receive" icon made a greater proportion of decisions with less 
information as time pressure increased, and with less cognitive control. This occurred 
because with increasing time pressure, participants adopted a strategy of making 
decisions before, not after, receiving information. Although unanticipated, the results 
illustrated the close and sometimes subtle relationship between the task, display, strategy, 
and performance. 

The third experiment was important for three other reasons. First, in order to implement 
the experiment, project computer scientists modified Team Argus so it could simulate an 
actual team, an important advance over the earlier system. Second, the experiment 
controlled the information presented to participants. Consequently, we know that the 
decrease in decision accuracy caused by increasing time pressure was caused by a 
decrease in participants' cognitive control of the procedure that they were trained to use 
when making decisions, and not their knowledge of the procedure or adoption of a new 
procedure. Third, the experiment showed that participants with higher working memory 
capacity integrated more information, and that task variables (time pressure, amount of 
information, run number, scenario order, and type of information) had strong effects on 
behavior. The results of this experiment were presented at the 17* Annual Meeting of the 
International Brunswik Society (Adelman, Miller, & Yeo, 2001). A journal manuscript 
describing the third experiment has just been accepted for publication (Adehnan, Miller, 
& Yeo, accepted). 

In addition, Sheryl Miller completed her dissertation proposal on the effect of 
interruptions on team decision making during Period 4. 

Period 5 
In the third experiment, we found that an icon telling operators when they had received 
information about an aircraft did not improve tiieir decision accuracy, and was 
particularly ineffective under the highest time pressure level. This result was surprising 
because we had predicted that decision accuracy would increase with the "Receive" icon 
because operators would adopt a strategy of waiting longer to gather more information 
before making a decision. However, operators adopted the alternative strategy of making 
decisions before, not after, receiving information, presumably in an effort to maintain the 
number of decisions they made. 

During Period 5 we tested two different approaches for counteracting that strategy and, 
thereby, maintaining high levels of decision accuracy under the highest time pressure 
level. One approach was display-oriented; it involved placing a large white square in an 
appropriate location on the aircraft symbol whenever information arrived after operators 
had made a decision. This permitted operators to know when mformation arrived before 



and after making a decision. The second approach was organizationally-oriented; it 
involved increasing the importance of making accurate decisions from 0.50 to 0.90, 
relative to making many decisions or sending a lot of information. This approach 
manipulated operators' reward structure by affecting the overall feedback score received 
at the end of each experimental session. 

A factorial experiment was conducted with 2 levels of interface (old and new), 2 levels of 
reward structure (old and new), and 3 levels of time pressure (1.2 new aircraft on 
screen/sec, 2.4, and 3.6). Interface and reward structure were between-subject factors and 
time pressure was within subject. The experiment was conducted using the Team Argus 
system in the simulated team condition so that we could control the amount and timing of 
the information sent to each operator. We also gave participants the N-back working 
memory test because our third experiment had found working memory to correlate with 
decision accuracy scores on the Team Argus system. We used Analysis of Covariance to 
analyze the effect of interface, reward structure, and time pressure on decision accuracy. 

We foimd that the "new" reward structure was extremely effective in maintaining high 
levels of decision accuracy, regardless of the level of time pressure. Consistent with our 
hypothesis, operators changed their strategy and waited longer and had more information 
when making decisions with the new reward structure. Tlie cost, as predicted, was that 
they made fewer decisions and sent less information to their simulated teammates. In 
contrast, the interface had no affect on decision accuracy. Although it did foster re- 
decision making at lower time pressure levels, it failed to do so at the highest level. And, 
surprisingly, it had no affect when combined with the new reward structure. These results 
suggest tibiat, dependmg on the team decision making task and support enviroimient, (1) 
there is a time pressure level beyond which operators can not maintain both decision 
quantity and quality, and (2) if one wants them to maintain quality, the reward structure 
and not the interface, may be the more effective niechanism for making them do so. This 
research will be presented at the 2003 IEEE Systems, Man, and Cybernetics Society 
Conference, and published in its proceedings (Adelman & Gambill, 2003). 

Interrupted Decision-Making 

Periods 5 and 6 
The Team Argus environment was modified during Period 5 to investigate the conditions 
under which messages were most effectively integrated with on- going decision-making 
tasks. This investigation focused on the effects of interrupting decision makers. Team 
Argus offered an interesting context in which to study interrupted decision-making, 
because it reflects many characteristics of real world interruptions. Interruptions are a 
frequent and expected part of decision-making, and they must be integrated into on-going 
taskwork. Four experiments were conducted using Team Argus. 

The first experiment was designed to explore disruption as a consequence of the timing 
and relevance of interrupting messages. The Team Argus interface was modified so that 
incoming  communications were composed of a)  an alert and b) message  data. 
Interruptions were unavoidable in that participants were xmable to see the current 



decision task once the alert appeared on the screen. Half of the participants were 
instructed to implement a memory strategy such that they actively tried to remember 
the task resumption point at the point of interruption. The other half of the participants 
received no such instruction. Analyses indicated that this strategy actually resuUed in 
overall poorer time-on task, because participants using the memory strategy had 
difficulty balancing the needs to remember the task resumption point and to remember 
the content of the interrupting message. 

The second and third experiments (differing only in terms of decision complexity) were 
used to investigate this balance. Two performance cost variables were manipulated, the 
cost of forgetting the task resumption point and the cost of forgetting the content of the 
interrupting message. Analyses indicated that these variables affect the decision 
processes in terms of the time spent switching attention from the primary decision to the 
interrupting message and the time spent actually attending to the message. 

The fourth experiment used a further modified version of Team Argus, such that the 
interruption (alert and message data) did not prevent the participant from viewing the 
interrupted decision. The interruption was available for processing for 5 seconds. Thus, 
the participant could choose to read the message, delay reading the message, or entirely 
ignore the message. Analyses investigated the strategies that participants develop to 
process interruptions given the varying performance costs associated with different 
messages. 

SDSU 
Pupil Dilation and the Index of Cognitive Activity 

Three primary goals of this project were: 

to create new psycho-physiological measures of cognitive workload, 
to demonstrate the reliability of these measures, and 
to determine whether they were suitable for measuring workload during real-time 
task performance. 

These goals have been achieved with the Index of Cognitive Activity, a patented metric 
based on changes in pupil dilation. 

Development of the Index of Cognitive Activity 

Rationale 
The predominant measure of changes in pupil dilation is Jackson Beatty's evoked pupil 
response created more than 20 years ago (Beatty, 1982). This technique is based on 
evoked response potentials used to measure event-related brain potentials in EEG. To 
apply the technique, researchers typically present a stimulus repeatedly at a fixed interval 
of time. A baseline recording is made prior to each stimulus presentation and the 
absolute change in pupil size is recorded several hundred milliseconds after presentation. 



These recordings are then averaged across stimuli and across individuals to reach an 
estimate of how^ much the pupil responds to the particular task. 

Beatty's method has proved very valuable in clinical applications, but it has severe 
limitations for practical applications.   First, it requires a simple stimulus tiiat can be 
presented repeatedly.  Second, it measures average absolute changes in pupil size. And, 

i third, it depends upon averaging across stimuli and individuals. 

Practical assessment of cognitive workload requires the ability to measure sudden 
changes in pupil size as individuals engage in complex cognitive activities. For example, 
one might wish to assess the cognitive effort of a pilot landing a plane or a TAO directing 
the Combat Information Center of a ship. In such situations, the tasks are unique and 
non-repetitive. One or more critical events may occur at various points in time, and it is 
the response to these events that is of interest. The events do not occur at fixed intervals 
nor are they necessarily repetitions of the same crisis. They are unique events that 
emerge across a long time interval that must be measured continuously if pupil changes 
are to be accurately detected. 

The pupil responds dramatically to changes in lighting, with the typical size for an 
individual ranging from about 2 mm to 8 mm when moving from bright light to 
darkness. Moreover, the eyes of individuals vary in size, with some people having larger 
pupils than others. Most studies of pupil changes using Beatty's technique have looked 
for average increases or differences of 0.1 mm, and changes of this size are usually 
statistically significant. However, such measurements require that individuals be 
screened to insure that they have similar-sized pupils initiall,y and they must be in well- 
controlled lighting conditions as well. Otherwise, the absolute size of the change is not 
meaningfiil, because a 0.1 mm change for a pupil that is 3 mm in diameter is quite 
different from a similar change in the same pupil that is 8 mm in diameter. Of higher 
utility is a metric that assesses relative increases in pupil size. 

Finally, measures of cognitive workload must be valid for an individual. In applied 
settings, it is the single operator who will be assessed and whose workload must be 
measured in real time while he or she is performing the job. Metrics based on 
averaging—either across tasks or across individuals—are not sufficient. 

In summary, a useful metric must be able to measure events across time, it should be a 
relative instrument that can be used in variable lighting, and it must measure a single user 
reliably. Each of these requirements is quite difficult to achieve. 

Technical Details 
The challenge in measuring pupil dilation is to separate two reflex responses that often 
occur simultaneously, the light reflex and the dilation reflex (Loewenfeld, 1993). The 
light reflex is the pupil's response to any Ught source, and it results in an irregular 
oscillation of the pupil through the process of reciprocal innervation. Two sets of 
muscles govern pupil dilation, the circular muscles surrounding the pupil and the radial 
muscles extending outward from the pupil. In the presence of light, the circular muscles 



typically are activated while the radial muscles are inhibited, causing contraction of the 
pupil. In the presence of a cognitive stimulus, the radial muscles are activated and the 
circular muscles are inhibited, resulting in a burst of dilation larger than either muscle 
group could produce alone. The Index of Cognitive Activity (ICA) was developed to 
measure this dilation reflex. 

The Index of Cognitive Activity is derived from wavelet analysis, using relatively recent 
developments in applied mathematics. Wavelet analysis consists of repeated orthogonal 
transformations of a signal. The goal is to decompose the original signal into several 
independent components, each of which can be analyzed and interpreted. At the heart of 
wavelet analysis is a 'mother wavelet,' a small oscillatory function that decays rapidly to 
zero in both positive and negative direction, i.e., a little wave. For a signal x and a 
mother wavelet \\i, the process of wavelet analysis is expressed by 

where j is an index of dilation and k is an index of translation. Systematic variation of j 
and k will create a family of wavelets able to reproduce fully the original signal. 

Wavelet analysis proceeds iteratively. Using the mother wavelet function, the dilation 
transformation first extracts the high frequency details from the signal by setting j=l and 
evaluating all possible k. Next, using a scaling function that is orthogonal to the wavelet 
function, a second transformation extracts from the signal all information not captured by 
the wavelet transform. The initial wavelet transformation captures the largest abrupt 
changes or discontinuities in the signal. The scaling transformation resuhs in a 
smoothing of the signal because these discontinuities have been removed from it. 

The signal can be decomposed further if required by repeatedly applying the wavelet 
transformation (i.e., j=2, 3, ..., for all k) and the associated scaling function to the result 
of the most recent scaling transformation. Thus, additional details of the signal are 
extracted with subsequent wavelet transforms, and the signal becomes smoother with 
each ensuing application of the scaling transform. The result of the full analysis is a 
smoothed approximation of the signal (obtained from the final scaling transformation) 
together with multiple sets of detail coefficients. All parts of this decomposition are 
orthogonal, and the original signal will be obtained if the last approximation and all sets 
of details are summed. 

A key statistical question that arises in the analysis of signals such as the pupil dilation 
signal is whether significant change points can be identified. Mathematics researchers 
have shown that wavelets are well suited to solving statistical change-point problems 
when the objective is to determine whether the jumps observed in a signal are statistically 
significant. One first estabUshes a threshold and then sets all wavelet coefficients falling 
below the threshold to zero. 

In the course of this project, a number of different wavelets and thresholds have been 
evaluated.  Currently, the Daubechies wavelet of size 8 and a threshold of size 4 appear 



to be the most satisfactory. Further research will be required to determine optimal 
values. 

The Index of Cognitive Activity is computed from the results of the wavelet analysis 
after the threshold has been applied. The number of non-zero coefficients is tallied for 
each second of observation for the entire time. In many instances, it is useftil to look at 
the average ICA across the entire time period, and this is achieved by tallying the total 
number of non-zero coefficients divided by the total number of seconds. If there are 
critical events to be measured, the location and duration of those events during the time 
period are identified, and the average ICA per second for those events may be computed 
as well. Thus, it is possible to compute the Index over the full task or to decompose the 
task into sub-tasks of any length and to examine them separately. Because the Index 
always reflects the same ratio—^the frequency of occurrence per second—it provides a 
common basis for comparing individuals, groups of individuals, single events, and 
multiple events. 

Patent Information 
The process described above has been patented by the U.S. Office of Patents and Trademarks: 
Method and Apparatus for Eye Trackinig and Monitoring Pupil Dilation to Evaluate Cognitive 
Activity. Patent application approved February 2000, U. S. Patent No. 6,090,051. 

Evaluation of the Index of Cognitive Activity 

Overview 
The Index of Cognitive Activity has been tested with a number of well-known 
psychological tasks as well as in several applied settings. Additionally, the procedure has 
been applied to data from different eye-tracking systems or pupillometers to ascertain 
that it is not system-dependent. 

Baseline Studv 
The simplest validation of the Index comes from applying the procedure described above 
to data collected from a single individual under four conditions: (1) no pupil reflex, (2) 
light reflex only, (3) dilation reflex only, and (4) both reflexes simultaneously. 

Four test conditions were designed. In each one, the individual looks for approximately 2 
minutes directly at a computer screen placed about 18 inches away. The conditions are: 
do nothing while looking at a dark screen in a dark room, respond to verbal arithmetic 
problems while looking at a dark screen in a dark room, do nothing while looking at a 
lighted screen in a lighted room, and respond to verbal arithmetic problems while looking 
at a lighted screen in a lighted room. 

The raw pupil data for one individual are presented in the four graphs of Figure 1, and the 
results of the analyses of these data are given in Figure 2. (Data in both figures have 
been normalized for comparative purposes.) As expected, the pupil signal is relatively 
calm in the 'dark plus no cognitive activity' in the upper left quadrant of Figure 1. The 



presence of light results in an agitated signal (upper right and lower right) as does the 
presence of cognitive activity (lower left and lower right). 

Figure 1. Pupil Signals from one Individual. Figure 2. Results of wavelet analysis 

As can be clearly seen in Figure 2, the wavelet procedure underlying the ICA filters out 
the light reflex, leaving only the desired dilation reflex that accompanies cognitive effort. 
The values plotted in the upper portion of the figure, i.e., light and dark conditions with 
no cognitive task, are essentially zero while those in the lower portion have many large 
non-zero spikes. 

These four conditions have been replicated in several experiments across groups of 
participants, and all yielded essentially the same results: significant task difference (task 
versus no task) and non-significant light different (dark versus light). In all experiments, 
the interaction between task and light was not significant. 

Moreover, as demonstrated in the figures above, the ICA can be computed for each 
individual. For example, in the experiment reported in the manuscript cited below, the 
main result of higher ICA for the task condition than the no task condition was observed 
in 22 of 23 participants. A simple binomial test shows that this outcome is extremely 
unlikely if the conditions are equivalent. 

Simple Laboratory Experiments 
A number of validating studies have been done, many based on reported laboratory 
experiments in the literature. The purpose of these studies was twofold: to determine 
whether similar overall results were found when compared to the original tests and to 
evaluate the size and location of the ICA across the various dimensions of the tasks. 
These tasks include: simple visual arithmetic problems; anagrams (with 3-8 letters); 
working memory tasks of digits, letters, shapes, and colors (sequences of 2-7 each); 
spatial reasoning (Raven Progressive Matrices), and visual search tasks. Results of 
several of these studies are reported in Marshall, Davis, & Knust (2003). 

Equipment Comparison 



The Index of Cognitive Activity was developed using one eye tracking system. Over the 
hfetime of this grant, the ICA was evaluated with several different systems. Specifically, 
data were collected using the Applied Science Laboratories 4000 Head Mounted System, 
the EyeLink I System supplied by SensoMotoric Instruments, Inc., and the EyeLink II 
System developed by SR International. The EyeLink System was originally developed 
by the SR group and then licensed for several years to SMI. SR International now 
exclusively manufactures and markets the EyeLink system. In addition, colleagues from 
other institutions have provided pupil recordings from other systems including an ISCAN 
RK406 pupillometer, and the ICA was successfully used for their data as well. 

The sampling rates of the systems used at SDSU varied from 250 Hz (EyeLink II) to 60 
Hz (ASL). With minor adjustments for the varying sampling rates, the Index of 
Cognitive Activity was successfully computed using data from all of these systems. It 
appears to be robust across sampling rates of 60 Hz and above. 

Applications of the Index of Cognitive Activity 

The techniques developed here have been applied in several settings in which complex 
tasks are utilized. These tasks typically require the operator to maintain situation 
awareness and to respond to unusual events as they occur. These tasks often have 
immediate real-world counterparts. Two examples are described below. 

ScreeningA^isual Search 
For example, early in this program we tested extensively with a conveyor-belt task in 
which items were presented scroUing across the display from left to right. The operator's 
task was to search the display and determine the number of items, which varied in 
mmiber, color, and shape complexity. Items could also block other items. An example is 
shown in the figure on the next page. 



Eye Movements and Locations of Abrupt Pupillary Changes 
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The Index of Cognitive Activity reflected the intensity of the task, rising with the number 
and difficulty of items. Moreover, it was evident from the eye movements during the 
task that the increased cognitive effort came not from the coimting component itself but 
rather fi-om the visual search to see every item and from the effort of holding and 
retrieving the final result in working memory. 

This relatively simple task has immediate transfer to the vital appUcation of airport 
security screening. In baggage screening, items move across the display much as they 
did in our conveyor-belt task. Both tasks have the complexity added by shape, color, and 
overlapping presentation of items. Both require visual search and rapid decision. An 
example from an x-ray screening system is shown below. We are pursuing additional 
ftmding to continue this research. 

Scanning Patterns of Operator Searching Luggage 
Set 2 Image 2: GazeTrace™ Set 2 Image 2: GazeSpots™ 

Dual-Attention/Multiple Displavs 



Similarly, we focused in the early periods of the program on a simple dual-attention task 
in which the operator was asked to monitor six gauges that were displayed on the left side 
of the display and simultaneously scan two arithmetic expressions presented on the right 
side of the display. His response to the left side was to adjust the needles within each 
gauge as required; his response to the right side was to compute each expression and 
indicate whether the totals were the same or different. The figure below shows the task 
on the left, all eye movements for one five-minute session in the middle, and the location 
of all blinks on the right. The Index of Cognitive Activity is sensitive to the difficulty of 
the comparison of the arithmetic expressions as well as to the speed with which the 
gauges changed. 

Eye Movements and Blinks during Dual Attention Task 
The baste task 75,000 observations (5 minutes) All blinks (start green, end red) 

Task developed and used with permission from © Select International, Inc. 

The use of multiple displays is common in applied military settings.  For example, the 
figure below comes from the TADMUS Program of the Office of Naval Research. 

Viewing pattern for one officer using the Decision Support System created for the TADMUS Program 

The TADMUS display shows the aggregated viewing pattern of one officer working with 
the two displays for 30 minutes. The shaded areas indicate where attention was focused 
during the scenario. The Index of Cognitive Activity was successfully used with the DSS 
under fiinding from ONR to show that mental effort increases as expected under 
conditions of uncertainty. 

Impact and Technology Transfer 



As part of the overall DURIP project, we have created a new metric for measuring the 
amount of cognitive effort required by an operator in a variety of settings. The metric 
can be computed off-line following data collection or it can be computed in real-time as 
the data are being recorded. As is often the case with new measures, it has taken 
considerable time and effort to create the metric, validate it, and gain acceptance of its 
use. 

One measure of its acceptance is the use of the Index of Cognitive Workload in several 
new projects. For example, it was the foundation on which two DARPA contracts were 
issued in 2002, one to San Diego State University for additional research about the 
properties of the index itself and a second to EyeTracking, Inc. for integration with EEG 
data. EyeTracking, Inc., was founded by Principal Investigator Sandra Marshall and 
others in her research lab in 1999, and it has become a well-known provider of eye- 
tracking services including usability studies, training assessments, and interface 
evaluations. Origmally, EyeTracking, Inc. offered primarily eye-movement analysis. It 
now also makes available analysis of changes in cognitive effort as reflected by pupil 
diameter. Most recently, EyeTracking, Inc. has subcontracts with The Boeing Company 
and Lockheed Martin Advanced Technology Labs to continue the DARPA research 
efforts in real-time cognitive workload assessment. 

Physiological Studies Associated with Cognitive Tasl<s 

The major focus of the Neurokinetic laboratory's participation in the Argus project deals 
with physiological measurements associated with performance using the same Gopher 
Task that is being used at George Mason University. The research question deals with 
identifying various physiological factors that may or may not correlate with initial 
observations made by the George Mason team. 

The George Mason team has quantitated a phenomenon in subjects participating in the 
Gopher Task. Specifically, the group identified a decrease in response time during the 
I+l phase of the task. The SDSU group recorded eye blink, surface electromyograms 
from the extensor and flexor of the forearms, finger movement and fmger force using the 
same task. 

The data were as follows: Eye blinks occur more frequently during the Instruction and 
Instruction +1 phase. There are two interpretations for these data. First, the eye blink may 
occur during the instruction phase since the subject has to read a long passage and the 
I+l phase also involves some reading. Second, the subjects may be involved in some 
process of cognition that is terminated by the eye blink. 

The longer reaction times in the Instruction and I+l phase may be due to a number of 
physiological or cognitive factors. Subjects had varying biomechical methods of 
responding with a number of them cocking their finger in anticipation. In addition, 
simultaneously, there was an associated eye blink in some subjects. It was tentatively 
concluded that Finger biomechanics (e.g. fmger cocking) did not contribute significantly 



to the phenomenon since the amount of finger cocking was not that great during these 
phases. It was noticed and subsequently measured that subjects during the I+l phase 
generated more force than at earlier stages. This observation was the springboard for 
evaluating subject's responses to various stimuli. 
Assuming that the eye blink is the termination of some form of cognition, it was 
determined that 500 msec are spent on determining appropriate responses and 400 msec 
are used in the execution of the motor command. These figures must be considered 
tentative since it was determined that the processing time of the computer influenced the 
time reported by the Gopher program. 

The motion of the finger during depression has a low frequency of motion of 
approximately .05 hz and an associated high frequency of smaller amplitude of 12-15 
Hz which is in the tremor frequency range . This high frequency may become 
exaggerated as the subjects become fatigued. 

In addition, it was observed that the eyelid also had the tremor frequency of 12-15 hz. 
The presence of the tremor in the eyelid suggests that neural mechanisms that control 
eyelid closure may play a roll in the genesis of eyelid tremor that could be exaggerated 
with fatigue. 

Future research will examine the assumption underlying these data dealing with the 
stability of the various timed responses generated by the Gopher Task, since it was 
observed that the time varied between various computers. . To measure the stability of 
the timing reported by the Gopher task, photocells are being attached to the monitor and 
as soon as a choice is presented in the Gopher task, it will trigger automatically the 
depression of the C or M key. The research question that is being studied is whether the 
reaction tune of this electrical response system stays constant. If the reaction time varies, 
this would indicate that there is an inherent tune delay that varies in the Gopher program. 
The initial system has been buih and is presently being tested. 

In the next phase of the project, the research question that was asked dealt with the 
physiological changes that occur while the subject is imdergoing a multitasking scenario. 
The scenario is a modification of the "gauges" task that Dr. Sandra Marshall is using. The 
scenario has two components: a set of gauges in which the task is to keep the needle in a 
certain area and a set of mathematical questions on the same screen asking the subject 
what is the correct answer. The mathematical component is on the right side of the screen 
and the gauges are on the left. The advantage of this task is that it takes only 5 minutes to 
complete and as such minimizes the criticism of fatigue effects associated with hour-long 
tasks. 

Previous work by Dr. Marshall suggested that there were more eye blinks associated with 
the mathematical component of the gauges task, possibly suggesting that there is some 
form of cognition occurring followed by the eye blink. Another explanation could be that 
the subjects need to not blink during the gauges section of the task and blink only when 
they think they have more time. Alternatively, the blink rate could be due just to constant 
viewing on the crt screen. This present study modified the gauges task and asked what is 



the timing associated with going from the gauges section to the math section. In addition, 
a tone was inserted into the program that began once the needle left the predetermined 
target area. The output from the new program produces a record of the time of when each 
button was depressed thus allowing for the determination of the path that the subject used 
in this scenario. The conditions that were explored dealt with the subject conducting the 
task with the tone on and off 

Subjects were seated and surface electrodes were placed on the forearm muscles, and 
back muscles. A specially designed mouse that measures finger force was used to 
measure the force of the finger as the subject pressed on the gauges button or the math 
answer. In addition, a video camera recorded the eye blink as the person performed the 
task. 

To date, 15 subjects have participated in the study. The data suggest that there are various 
kinds of eye blinks associated with viewing the mathematical component. Sixty percent 
of the eye blinks are complete whereas the remainder are half blinks. The rationale for 
measuring eye blinks was to study whether or not they represented either a "cognitive 
punctuation" or a physiological function designed to keep the surface of the eye fluid. 
These studies did not allow for a clear elucidation of the genesis of the eye blink. The 
subjects performed significantly worse on both fimctions of the test when the tone was 
present. It was assumed that the tone would assist the subject in terms of notifying them 
when a needle was not in the target zone. Some subjects used the tone for that function, 
but most found it annoying. Force measurements of the fingers increased during the tone 
sequence. 

EMG signals indicated that the use of timing of the forearm and depression of the key 
may not be a good indicator of response time since the EMGs of the back muscles (e.g. 
trapezius) were triggered sooner than the forearm muscles. Thus the CNS, when 
activated, sends the signal to certain predetermined muscle groups to respond to the stress 
and quantitating the response time as originating from the depression of the key may 
give misleading times in terms of this task. 

Overall these studies suggest that during the gauges task, subjects blink more while on 
the mathematical section of the task but that the eye blink is not homogenous. The force 
measurements of the fingers on the mouse suggest that these measurements may be used 
as an indication of stress. As was noticed in previous studies, the generation of finger 
force may be an indication of stress such as uncertainty. Timing of the EMGs associated 
with the force production suggests that previous measurements of the reaction time may 
be in some ways misleading since the forearm signal is part of a predetermined 
muscle sequence. 

The studies to date suggest that the gauges task may be stressful. However, to 
substantiate that point, measurement of heart rate will be conducted during the gauges 
task. Previous work using an electrocardiogram system that automatically measured 
"vagal" and "sympathetic" tone was inconclusive since the electrocardiac system required 



minimal movement by the subject so as to minimize motion artifact. A new system was 
designed that has been incorporated into the recording system. 

A new set of experiments will be conducted using the gauges system while measuring 
eye blink, heart rate, surface EMGs of the trapezius and forearm as well as finger force. 
The time of needle movement inside each gauge will be varied having a slow, 
intermediate and fast pace. 

Continuing the studies on the stability of the timing of the Gopher task, it was concluded 
that varying computer configurations with different amounts of RAM significantly 
altered the time reported by the Gopher task. Comparing data fi-om different computers 
using the same task needs to be approached cautiously due to this fact. 

In the next phase of the project, the research question addressed dealt with the 
physiological changes that occur while the subject is undergoing a multitasking scenario. 
The scenario is a modification of the "gauges" task that Dr. Sandra Marshall is using. The 
scenario has two components: a set of gauges in which the task is to keep the needle in a 
certain area and a set of mathematical questions on the same screen asking the subject 
what is the correct answer. The mathematical component is on the right side of the screen 
and the gauges are on the left. The advantage of this task is that it takes only 5 minutes to 
complete and as such minimizes the criticism of fatigue effects associated with hour-long 
tasks. 

Our work last period suggested that during the gauges task, subjects blink more while on 
the mathematical section of the task but that the eye blink is not homogenous. The force 
measurements of the fingers on the mouse suggest that these measurements may be used 
as an indication of stress. Timing of the EMGs associated with the force production 
suggests that previous measurements of the reaction time may be in some 
ways misleading since the forearm signal is part of a predetermined muscle sequence. 

The initial observations concerning reaction time reported last period were confirmed. 
Before a person stiikes a key in response to the question presented on the screen, the 
fingers are usually in a cocked position. This cocking occurs before the finger depresses 
the key suggesting that the CNS has poised the motor system in anticipation of the 
command. Reaction time has been classically used as a measure of the time the CNS 
processes data as well as the motor component. In our studies, the motor component is 
longer than those reported in the literature, thereby minimizing the time the CNS spends 
on computation. Additional work is continuing in this regard, this not all subjects 
demonstrate the cocking behavior. The amount of force used in these experiments varied 
with the amount of stress and/or fatigue of the subject. 

These studies suggested that the gauges task may be stressfiil. In the past period, we have 
been engaged in substantiating that point through measurement of heart rate during the 
gauges task. Previous work using an electrocardiogram system that automatically 
measured "vagal" and "sympathetic" tone was inconclusive since the electrocardiac 
system required minimal movement by the subject. A new system was designed that has 



been incorporated into the recording system. This equipment was then used to conduct a 
new set of experiments using the gauges system while measuring eye blink, heart rate, 
surface EMGs of the trapezius and forearm as well as finger force. The time of needle 
movement inside each gauge will be varied having a slow, intermediate and fast pace. 

In this new work, subjects were outfitted with an electrocardiogram system as well as 
EMG recording system of their extensor and flexor muscles of the forearm. Analysis of 
these data recorded from subjects as they performed the gauges task showed an overall 
increase in both EKG and EMG amplitude that subsided as the subjects became more 
skilled. Subjects who returned for consecutive studies showed less of an increase on each 
succeeding visit. Although this was not thoroughly studied, it was noted that those 
individuals who had a history of playing computer games did not show any significant 
increase in physiological parameters studies. 

While conducting experiments using the gauges task, we noticed that subjects had a 
certain motor pattern as they approached the buttons to reset the gauges. 
High speed video cameras recorded the motion of the subjects as they moved the 
mouse/joystick during the gauges task. Specifically, subjects demonstrated a major 
deceleration followed by two smaller decelerations as they approached the reset button. 
The smaller decelerations occurred immediately before target acquisition with very short 
times (15 msec) indicating that these decelerations were programmed before tiie start of 
the movement. The fastest reflex recorded in the body is the sft-etch reflex that has a time 
of 30-50 msec. Thus, for the CNS to correct for target acquisition, it has to make those 
decisions in a preprogrammed mode. These small decelerations may be a reflection of 
speed /accuracy tradeoffs. These studies are being replicated and, if duplicated, could 
shed light on the motor component mechanisms involved in target acquisition. 

The final period of the project witnessed some significant advances in our understanding 
of the mechanisms behind motor movement of the finger as it depresses a key. Previous 
studies conducted with the George Mason group suggested that finger movement during 
various psychological paradigms measuring key depression was not a simple up and 
down movement suggesting some preprocessing of the motor command previous to 
motor execution. 

Studies were conducted to elucidate more about this mechanism(s) and the findings are as 
follows: 

1. Before finger impact on the key, the finger undergoes a deceleration 
immediately before impact. This finding corresponds with what we have 
reported with large movements of the arm or leg. Various experimental 
arrangements were used to document this finding using high speed cameras 
recording the data at 500-1000 frames/sec as well as surface 
electromyograms. Studies consisted of 

a. Persons hitting only one key (n=12) 

b. Persons hitting sequential keys(n=12) 



c.   Persons hitting a suspended small object that the person had hit with their 
finger(n=6) 

2. The timing of the deceleration is 10-20 msec which is too fast for any form of 
feedback mechanism. 

3. Upon impact, the finger position is readjusted. Initially, there is a small 
depression and elevation of the finger followed by a large depression and 
elevation of the finger. The interpretation of these data suggests that the finger is 
adjusting for hitting the key by an initial adjustment. The timing of these two 
movements is such at they cannot be explained on the basis of feedback loops 
fi-om the skin or visual systems. 

4. Biomechanical Data: The above studies were subsequently followed by having a 
joint video and force measurement studies. Force was measured on a keyboard in 
which force transducers had been placed on the key. Signals fi-om the transducers 
were sampled at 1000 Hz. The force measurements supported the video data in 
that there was an initial small force profile followed by a large force profile. 
These data support the kinematic data indicating that the finger hits the key twice. 
(N=10) 

Significance of the data: 

The above studies suggest that the execution of finger movements are preprogrammed 
and that there is minimal to no adjustments occurring at the key strike. Thus, before 
impact, the CNS has made the necessary adjustments to hit the target. These observations 
led to the next set of studies that deah with the force development of the fingers to the 
point of fatigue to asses whether the phenomenon (e.g. two peaks in force profile) 
mentioned above were modified by fatigue. 

Twelve subjects were asked to sequentially generate force on a keyboard that had five 
force transducers applied to each key. Subjects were asked to depress the keys as a 
specific rate determined by a metronome of 3/sec until they were fatigued. 

Data indicated the following: 

1. Finger fatigue occurred within 3-5 minutes and the kinematic and force records 
indicate that the initial movements to readjust the finger as listed above become 
exacerbated. 

2. Thumb fatigue the first followed by ring and little finger. 

Kinematic analyses of single finger movement-three dimensional analyses suggest the 
following. First, during the above studies, it became apparent that the finger had a 
complex pattern of movement. Two high speed cameras recorded the movement of the 
finger as it hit the key. 

Second, analyses indicated that the finger had a parabolic movement pathway. The finger 
descended in a vertical line and after hitting the key it would return to the initial elevated 
position by a circular path. In addition as it descended, the finger would have major 
movement in the Z plane indicated an increased flexed movement of the finger inward. 
These measurements became enhanced with fatigue. 



Significance of overall researcli activity: 

Many psychophysiological studies dealing with elucidating various questions dealing 
with cognition or brain processing have assumed that the timing from the presentation 
of stimuli to the execution of some motor command had distinct components. Our 
studies suggest that at least on the motor side that when a command is given to hit the 
keyboard, there are adjustments made to strike the key that are preprogrammed. This 
preprogramming takes into account the target and executes the movement with a 
subcomponent that establishes contact with the target. Thus the finger will have a 
decrease in velocity or acceleration previous to hitting the target. In addition, there may 
be some minor increases and decrease in movement before the major deceleration. This 
phenomenon that we have quantitated with the finger movements we have also seen in 
larger faster movements such as the baseball swing and the soccer kick. Overall these 
data suggest that a common motor response in many cases is preprogrammed and that 
reaction time measurements must be considered in this Ught. 

Just as important, the measurement of finger force suggests that studies that propose to 
model cognitive processing time should consider this variable. The striking of a key is 
not sufficient data to model cognitive processing since the major function of the motor 
side also include force, acceleration, velocity and displacement measurements. 
Monitoring only the time that it takes to strike a key after some stimuli is similar to 
monitoring whether a boxer just strikes his opponent. Without force measurements, most 
models will not consider the more important aspect of cognitive decision making. 

These data suggest that in some experiments, the use of motor movement as a sign of 
central nervous system timing may actually have occurred many milliseconds previous to 
the motor movement and that the motor system is executing a motor sequence that cannot 
be altered by sensory signals. Thus the use of reaction time measurements may be 
misleading in terms of understanding motor times. In addition, experiments that continue 
for an hour introduce fatigue and the data may be modified due to the effects of fatigue, 
and/or boredom. 
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