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PREFACE

This study was performed in partial fulfillment of the requitements of the RAND Graduate School
for the degree of Doctor of Philosophy (Ph.D.) in Public Policy Analysis. The wotk conttibutes to
our understanding of the growth of the HMO industry and of some of the dynamics of the health
care sector of the U.S. economy. The findings and conclusions of this study may be of intetest to
State and Federal legislatots, public servants, HMO managers, health economists, health setvices
researchers and others concerned with the financing, organization and opetation of our health
economy.
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ABSTRACT

The putpose of this teseatch is to determine factors associated with differential HMO enrollment
growth actoss metropolitan statistical areas (MSAs). The study examines 2 periods, 1973-1978 and
1988-1993, during which national HMO enrollment grew substantially. Results for the 2 periods are

compated to determine the stability of statistical relationships.

Data was collected fot the 75 latgest U.S. MSAs as of 1990. The study uses multiple regression to
test several hypotheses concerning the association of independent variables with HMO enrollment
gtowth. Hypotheses concerning medical supply variables, hospital costs, per capita income,
unionization, employment concentration, net migration, education and location are tested. Because
of concerns about endogeneity, the values for medical supply and cost variables at the beginning of

each 5-year period are used to estimate HMO market share growth.

The study finds that the availability of physicians and other physician related factors are strongly
associated with HMO entrollment growth during the 1973-1978 period, but that is not the case for
the 1988-1993 petiod. For the eatlier period, the percent of physicians (in the state) who are in
group practice shows the strongest association. On the MSA level, an increase in the number of
physicians in group practice by 1% of the physiéian population is associated with a .17% increase in
overall HMO matket shate. The overall proportion of MDs in the MSA population also generated a
statistically significant positive association, as did the overall proportion of RNs. None of the
associations found for the 1973-1978 period ate found for 1988-1993.

This research strongly suggests that the factors associated with HMO enrollment growth on the
MSA level changed in the 10 years between the 2 periods. This finding can be interpreted and
understood within the framework of the life cycle of the HMO industry. Even though the national
industry was still growing rapidly in 1993, a more detailed examination of that growth suggests that
the industry was shifting from growth to maturity. The observed transition from continued growth

to slow decline during subsequent years reinforces this suggestion.
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Chapter 1: INTRODUCTION

The force that through the green fuse drives the flower drives my green age;
Dylan Thomas'

A. Overview

In our secular society, human health is one of the most important values. This helps explain
why the US spends 14% of its GDP on health cate. The majotity of Americans are vitally
concerned about their health. To the extent that people believe that health care institutions
and finance mechanisms affect their petsonal health, they are vitally concerned with these
institutions and mechanisms. Many of us ate also concerned about the provision and finance
of health cate for our fellow Americans, and we believe that the health care system reflects the
values and merit of our society. Unfortunately, many Americans have no health insurance and
must eithet pay for medical cate out of their pockets or go without. This occurs despite
federal and state expenditure of hundteds of billions of dollats to provide heath care.

The interest in affordable quality health cate was one of the forces driving the rapid expansion
of Health Maintenance Otganizations (HMOs). Initially, they were seen as a way to reign in
spiraling costs and yet deliver quality care. HMOs have succeeded at enrolling a large fraction
of the Ametican population, and overall quality of care for HMO enrollees is good. But HMO
actions, most of them motivated by the imperative to control costs, have created conflict with
providers, consumets and govemment policy makers. Today, questions about the efficacy and
efficiency of HMOs abound. Economic issues include:

® How effective are HMOs in controlling overall costs?

® What sorts of oversight should they have and who should catry it out?

® What lessons can policy analysts and policy makers draw from the HMO phenomenon

in otder to craft sensible health care policies?

This thesis presents a statistical analysis designed to help address these issues. This chapter
begins by giving a brief history of HMOs and presenting the conceptual framework of the
analysis. The chapter shows how the conceptual framework motivates and justifies the overall
design of the statistical analysis presented in this Ph.D. Thesis. The last section of the chapter
ptesents a brief analysis of the policy framework of this study.

1 “The Force That Through the Green Fuse Drives the Flower” 1934 Poem.




B. Brief History of HMOs

A health maintenance otganization is defined as “an organization that combines the provision
of health insurance and the delivery of health care setvices.” (Given 1994)

Early HMOs and HMO-like institutions developed in the 1930s. They may have had some
intellectual roots in the workets’ cooperative movement of 19® century England. Eatly
prototypes wete found in California, Washington, Otegon, Oklahoma and Washington DC. A
certain degtee of frontier self reliance still prevailed in the Pacific states and Oklahoma, and
that spirit may have contributed to the success of these “coopetative health plans.”
Employees of the Federal Home Loan Bank organized the Group Health Association (GHA)
of Washington DC in 1937.? The large social programs instituted undet the New Deal must
have influenced the otganizets, but the GHA was also a non-profit cooperative, not a

government program.

The movement gtew slowly and fitfully in its first few decades. From the 1940s into the
1970s, the majority of HMO enrollees belonged to the Kaiser system. Industrialist Henry J.
Kaiset, working with Dr. Sidney Gatfield, offered prepaid health care to the workers who built
the Grand Coulee Dam in 1938. During Wotld War II Henry Kaiser became a dominant
entrepreneut in the shipbuilding industry, and his health plan enrolled over 100,000 people in
California and Oregon. After the wat, Kaiser and Garfield marketed the Kaiser Permanente
Medical Care Program to other businesses and municipal governments in those two states.
When Kaiser moved to Hawaii in 1954, building hotels and a cement plant in his “retirement”,
Kaiser Permanente came with him and eventually became the 2* largest health insurer in that

state.

One of the reasons HMOs did not grow rapidly at first was resistance from otganized
medicine. Leadets in the American Medical Association (AMA) and its affiliates believed that
cooperative health plans would violate the integrity of medical decision-making and provide
inferior care. AMA leaders also feared that these plans would lead to socialized medicine,
which they whole-heartedly opposed. Physicians who challenged this orthodoxy by founding
or managing a prototype HMO often were excluded from state and county medical societies.
GHA physicians were denied admitting privileges by every hospital in Washington DC.* State
medical associations were able to persuade the legislatures of most states to outlaw cooperative
health plans and/ot the corporate practice of medicine. In states where such health insurance
arrangements were legal, fledgling HMOs had gteat difficulty attracting a staff of competent
and reputable doctors.” '

Howevet, poweted by the determination of Henry Kaiset, Fiorello La Guardia and small
cadtes of committed managers and physicians in a few cities, the HMO movement sutvived

2'The Social Transformation of American Medicine (STAM) pp. 302-305
3 Henry ]. Kaiser: Builder in the Modem American West, by Mark S. Foster, 1989, pp.211-218, 254, 266.

4 In 1943, the US Supreme Court upheld the conviction of the AMA on antitrust violations because of its actions against GHA.
But efforts to discourage and discredit HMO physicians continued in following years. STAM p 305

5 STAM pp. 302-306, Foster, op cit, pp. 219-223.




medical resistance and a vatiety of attacks.® In the 1960s, as the growth of health cate
expenditutes accelerated, the movement attracted new advocates, and several small HMOs
were founded. In 1970 there were 37 HMOs in 14 states with an enrollment of 3 million
people. The HMO movement had achieved national significance.’

In the late 1960s and eatly 1970s political conservatives embraced the HMO concept as an
alternative to socialized medicine® Paul Starr provides an insightful analysis of this
development. “A remarkable change had taken place. Prepaid group practice was originally
associated with the cooperative movement and dismissed as a utopian, slightly subversive idea.
The conservative cost minded ctitics of medical care now adopted it as a more efficient form
of management.”

With suppott from a broad coalition in Congtess, President Nixon secured the passage of the
HMO Act of 1973. The Act enabled individual HMOs to teceive endorsement (referred to as
qualification) from the federal government, and it required employers to offer coverage from
at least one federally qualified HMO to all employees (dual choice). Howevet, the dual choice
requitement was never enfotced, and many large HMOs, including Kaiser, never sought
federal qualification. The Act did facilitate growth in HMO enrollment by helping to create
several successful HMOs around the country, and it legitimized the HMO concept. This
statistical analysis of the years 1973 to 1978 included in this report will shed more light on the
effects of the HMO Act, and the Act is discussed further in Chapter 5, section A2, Policy
Implications. -

For profit businesses and the stock market began to play a major role in the expansion of
HMOs in the late 1970s.° Newly formed corporations as well as established insutets, such as
Prudential, sponsoted HMOs in that period. Several members of the Blue Cross Blue Shield
system, which was non-profit but had access to substantial bank credit, also started ot
partneted in new HMOs. The trend toward commercialization accelerated in the 1980s, and in
1992 fot profit HMOs sutpassed non-profits in enrollment. The availability of capital from
the stock matket and mote aggressive strategies fostered by the profit motive enabled the
HMO movement to continue its rapid growth. But the long-term transformation of HMOs
from local health care cooperatives to large national corporations also occasioned regret and
resentment.

6 Fiorello La Guardia, then Mayor of New York City, played a critical role in establishing the Health Insurance Plan of New
Yotk (HIP) to insure city employees in the 1940s. HIP rapidly became the country’s 27d largest HMO and maintained that
position until the 1980s. STAM pp 322, 324-326 '

7 “From Movement To Industry ...” by Gruber et al, HA, Summer 1988, pp.197-208.

8 An early example of this trend was Governor Ronald Reagan’s use of HMOs in the establishment of the Medi-Cal program,
California’s version of Medicaid. Although HMOs didn’t change the nature of the funding, it was hoped that they would
keep costs under control.

9 STAM pp 395-397. Prepaid group practice (PGP) was the term used to describe Kaiser and other HMOs in the 1960s.
HMO was coined by Paul Ellwood and publicized by President Nixon in his February 1971 health insurance proposal.

10 The commercialization of HMOs was probably more important than the HMO Act, but these 2 developments worked
together. “The conservative appropriation of liberal reform in the early seventies opened up HMOs as a field for business
development.” STAM p. 428.




The HMO bust of 1987 to 1990 interrupted this aggressive gtowth in both enrollment and
capitalization. This was a classic industry shakeout caused by too much growth and ignorant
management; 76 HMOs went out of business from 1988 to the middle of 1990. However,
well ran HMOs continued to prosper, and overall national enrollment continued to grow,
albeit at a slower rate. In the 1990s, the national industty resumed impressive growth, with
total enrollment increasing from 39 million in 1992 to 79 million in 1998. Continued health
cate cost escalation and the re-emergence of health insurance reform as a major national issue
helped the industry to double in size. In particulat, many employers felt they had little choice
but to convert to HMO insurance as the low cost altetnative in the face of rapidly escalating
health insurance premiums.

The cumulative record is remarkable. HMO entollment exploded from 3 million in 1970 to
over 80 million in 1999." This increase equated to a 12 percent increase every single year, and
national enrollment did grow every single year during this period. Figure 1-1 shows estimated
national HMO entollment from 1970 to 2000 in 5-year intervals."

While national enrollment grew at a relatively steady rate, the distribution of entollment actoss
the states and cities of our country remained uneven. At any given time, HMOs would catch
on in some metropolitan statistical areas (MSAs ot simply cities), but they would attract no
enrollment in many other, seemingly comparable, MSAs. The geographic dispetsion of
enrollment had no obvious or predictable pattetn. To some extent, growth concentrated in
different regions of the country during different periods. But there always were exceptions.
Some MSAs in rapid growth regions would buck the trend, while some cities in other regions
would grow much faster than neighboring MSAs.

Today, HMOs provide health insurance to over 75 million Americans. They play a sttong role
in determining how health cate is delivered and how health care dollars are distributed. In
patticular, HMOs have played the leading role in bringing market competition to health care
(Zwanziger et al 2000). HMO enrollment has considerable effects on several aspects of the
health care system (Escarce et al 2000). Frequently, HMO enrollment growth has led to
substantial reductions in hospital costs and other health care costs (Baker et al 2000, Miller and

Luft 2001).

The power and influence of HMOs is a consequence of their large entollment. This study
analyzes the growth of HMO enrollment to determine the causes of that growth. Determining
the causes of HMO growth is helpful in determining the root causes of the vatious effects that
stem from increased HMO enrollment.

11 InterStudy Extra, Vol. 1, Issue 4 (December 2000) p.1.

12 It is now (July 2002) clear that HMO enrollment has plateaved in the past 3 years, and many experts believe it will never
surpass the 81 million recorded in 1999. Please see Chapter 5.
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C. Diffusion Framework

The growth of the HMO industty is remarkable, but there have been other industties and
economic innovations that grew rapidly during the 20" century. Further analysis of the growth
of HMOs requires a conceptual framework, and a good framework can highlight the unique,
as well as the commonplace, features of the HMO phenomenon. Further insights, which will
spting from the statistical analysis of this study, can be placed with the framework to develop a
ticher and deeper analysis.

Fortunately, there is an extensive literature on the adoption, and non-adoption, of changes in
social and economic behavior. This field is generally treferred to as the diffusion of
innovations.” One researcher in this field (LA Brown 1981) has developed an overall
framework that can be used to analyze the growth of any innovation or industry. Under
Brown’s framework (p.27), diffusion is defined by 6 elements:

1) A geographic area

2) A petiod of time

3) The item being diffused

4) Initial locations of use (Nodes of Origin)

5) New locations of use (Nodes of Destination)

6) Paths or mechanisms of diffusion

Brown, following Hagerstrand (1952), identifies 3 likely patterns for geogtraphic diffusion: a) a
hierarchical pattern, where innovations begin in large urban centers and spread out sequentially
to medium sized urban centers, suburban areas, etc, b) a contagion pattetn, where innovations
move in a linear or radial fashion from the point of otigin to neighboring areas to further flung
areas, and c) a random pattern, whete there are no strong geographic regularities.

Brown also highlights the importance of the establishment of “agencies” or organizations that
are dedicated to the diffusion of the innovation. In many cases, diffusion of the innovation is
not practical without the establishment of such agencies. The Internet and Internet setvice
providers is one conspicuous example. In other cases, the agency itself may be the innovation;
Brown cites fast food outlets and regional shopping centets as examples. Brown analyzes 4
factors that determine agency establishment (p.91), namely:

A) Market potential

B) Extent of public exposure to the innovation

C) Characteristics of the otganization controlling or coordinating agency

establishment, and
D) The role of other institutions

Concerning the dynamic pattern of diffusion, Brown, following Rogers (1962, 1995) and
othets, notes the ubiquity of the S-shaped curve. The S-shaped curve is frequently observed

13 Much of the diffusion of innovation literature focuses on the diffusion of very specific technological products and processes.
Some of the subject matter and findings are of limited applicability to HMOs. Unlike many growth industries, HMOs did
not arise out of any specific physical technology, but out of financial and organizational innovations applied to health care
sector. The exposition in the main text relies upon diffusion research that uses a broad definition of innovation and that
does apply to HMOs and other industries based primarily on organizational innovations. Full references to the works used
are included in the bibliography at the end of Chapter 2.



when adoption, usage or sales ate plotted against time. A petiod of slow initial growth is
followed by a petiod of rapid growth, which is in tumn followed by a period of slow growth
and possibly a period of stable usage. As pointed out by Rogers (1995) if the cumulative
number of adopters follows an S-shaped curve, then the number of new adoptets follows the
normal bell shaped curve.”® Rogers divides that bell curve into categories according to the z-
scotes, or number of standard deviations from the mean time of adoption. This classification
scheme works as follows:

Time of Adoption Category Approximate %
(Standard Deviations — SDs) of Total Users
.2 ot mote SDs before the Mean Innovators 2.5

From 1 to 2 SDs before the Mean Eatly Adopters 13.5
From 0 to 1 SD before the Mean Eatly Majority 34

From 0 to 1 SD after the Mean Late Majority 34

Mote than 1 SD after the Mean Laggards 16

In the classical diffusion paradigm, all potential users eventually adopt a meritotious
innovation, and the curve levels off at 100% (Rogers 1995, fig 8-4). In this generally non-
mathematical literature, the S-shaped is noted as an empirical regularity. However, this curve
reflects a logistic pattern of growth, and this pattern has been formally modeled many times
for many different contexts (Griliches 1957, Nelson 1968).

Brown botrows from the marketing literatute and introduces the product life cycle as a way of
analyzing the time path of diffusion. Following Kotler (1972), he divides the life cycle into 4
stages, introduction, growth, maturity and decline. The first 3 of these stages are related to the
3 patts of the S-shaped curve. The introductory period is characterized by slow growth, and
the rapid growth petiod matches the steep part of the S curve. The mature stage then
cotresponds to the retutn to slow growth and possible complete flattening out of the S cutve.
However, the 4* stage, decline, is not normally shown as part of the S curve diagram. The
decline stage reflects the reality that commercial products are frequently supplanted by new
ptoducts that are technologically supetior or more appealing to customets.

The product life cycle is a particulatly useful concept because it can explain possible changes in
the nature of growth as well as in the rate of growth. Brown (1981, 118) states, “Throughout
this life cycle diffusion strategies ate continually modified regardless of the character of the
innovation or of the diffusion agency.” In many cases, a company or an industry will
essentially market only one product. Thetefore the progress of that company or industry will
reflect the changing position of the product as it shifts from one stage of its life cycle to
anothet.

Brown illustrates the uses of his framewotk with several case studies. One of the more
interesting ones concetns the growth of the Friendly Ice Cream chain from its otigin in
Springfield, Massachusetts to most of the Nottheast and parts of Ohio. From 1936 to 1964,

14 Rogers used cumulative number of adopters, assuming that there would not be any dis-adoptess. But the same reasoning can
be used for other measures of diffusion. Specifically, if increases in sales follow a normal curve over time, then sales per unit
of time will follow an S-shaped curve.




the number of Friendly shops gtew slowly, and expansion followed a neighbothood pattetn.
One reason for this was to control the transportation expenses associated with both the
delivety of ice cream and movement of headquarters personnel supetvising the openings. A
regression analysis showed distance from headquarters in Springfield explained 32% of the
variance in shop year of opening for the 1936 to 1964 period.

However, Friendly adopted a policy of aggtessive expansion in 1965, and the numbet of shops
approximately quadrupled over the next 9 yeats. For this period, a parallel regression analysis
shows that distance from Springfield explained only 21% of the vatiance in shop year of
opening. The regression analysis, as well as other evidence, suggested that Friendly expansion
shifted from a cost minimization basis to a sales maximization basis. Equally important, the
regression analysis shows that different factors show various degtees of explanatoty powet,
depending on whether shop openings from 1936 to 1964, from 1965 to 1974, or from the
entire period, 1936 to 1974, ate included in the analysis. This is an example of how statistical
analysis can be used to confirm and build upon desctiptive analysis using Brown’s framework.

The continued applicability of the product life cycle framework is illustrated by a recent report
on the personal computer (PC) industry (Silicon Valley/San Jose Business Journal 2002).
According to eTForecasts of Illinois, the PC market has completed the growth stage of its life
cycle and reached maturity. Wotldwide sales may continue to grow, but at a rate of less than
10% per year. The areas with the highest current adoption rates, Western Europe and Notth
Ametica, will have the slowest growth rates in upcoming years. And wotldwide sales are likely
to shrink during recessions, as happened in 2001. “The PC market is becoming like the car

market,” states the report’s author.

If the PC industry, which is newer and more technological, is reaching maturity, then it is
possible the HMO industty is doing the same. With a few minor adjustments, Brown’s 6-
element framework can be applied to HMO growth at the MSA level. Then the observed
temporal and spatial patterns of growth can be used to assess where the national HMO
industry, and the HMO product, stand in terms of product life cycle.




D. Application of Diffusion Framewotk

Brown’s framework is used to help structure this study of HMO growth and of explanatory
factors associated with HMO growth. This section goes through the 6 elements of innovation
diffusion and delineates how they apply to this study. Then the 4 factors determining agency
establishment, labeled A-D, are related to hypothesized explanations for HMO growth. The
section also discusses the possible implications of study results for analysis of the product life
cycle of HMOs.

The first 2 elements of the framework ate geography and time. For HMOs, it is logical to
study growth within mettopolitan statistical areas (MSAs), since they closely cortespond to the
markets within which HMOs compete. For convenience, the terms “MSA” and “city” ate
used interchangeably in this report. ‘The availability of data on many cities permits the
application of statistical techniques, notably multiple regression and testing for statistical
significance. Because of the issue of endogeneity, discussed in Chapter 3, it was decided to
study HMO growth over 5 year petriods. Another factor in this decision is that a 5 year period
is sufficiently long to generate a materially meaningful effect, but not so long as to
unnecessarily increase the risk that changes in structural relationships will contaminate the
accutacy and interpretation of the results.

The 3™ element is the innovative item itself. The nature of HMOs and how it has affected
their diffusion is discussed at several points in this dissertation. HMOs are defined and their
history is described eatlier in this chapter. The evolution of HMOs is considered in Chapter 2,
Literatute Review, and more detail on how theitr entrollment is defined and measured is
ptovided in Chapter 3, Research Methods and Data.

Brown defines the 4™ and 5 elements as the initial locations and new locations of use. Some
modifications to these elements are necessaty to apply them to a statistical study of HMOs.
For HMOs, the extent of diffusion is best measured by number of enrolled lives per
geographic area. In order to compare total HMO enrollments actoss cities, it is desirable to
divide enrollment by total population, generating HMO market shate in percentage points for
each MSA. Therefore element 4 is changed from “Initial locations of use” to “Initial market
share” for any given city and element 5 is changed from “New locations of use” to “End-of-
petiod market share”. With these modifications, the concept for measuting HMO growth
becomes clear. Growth is determined by compating end-of-petiod market share with initial
market share.

The 6™ element is the set of paths or mechanisms that enable the item to diffuse. In Brown’s
framework, these can be classified in terms of the 4 factor categoties that determine agency
establishment, A) market potential, B) public exposure, C) charactetistics of the cootrdinating
agency and D) the toles of other institutions. With minimal adjustment, these categories apply
to the HMO industry.

There is a distincion between the establishment of new HMOs and total growth in
enrollment. But, in practical tettns, any factor hypothesized to influence the establishment of a
1% HMO in a city can reasonably be hypothesized to influence total growth in that city’s HMO
enrollment or vice versa. Brown’s concept for factor C is that a central agency coordinates the




establishment of local agencies to diffuse the innovation; the characteristics of the central
agency naturally influence the establishment of the local agencies.”” This can be extended to
consider how the charactetistics of individual HMO influence its growth in enrollment and
possibly the total growth in HMO enrollment in its metropolitan area.

This study focuses on general factors A and D, namely market potential and the role of other
institutions. Concerning market potential, many variables can be hypothesized to determine or
influence the potential HMO enrollment for a given MSA. These include the standard
economic and demogtaphic characteristics of a city’s population, such as per capita income,
population density and average schooling. They can also include variables measuring the
supply of health care in that city and other variables that reflect how the health cate system
works, for example measures of health care expenditures.

Howevet, certain health system variables ate best thought of in terms of Brown’s factor D, the
role of other institutions. Most prominent among these are variables reflecting the
characteristics of the metropolitan area’s physician population. The relationship between the
HMO industty and the physician profession has always been critical to the success and -
evolution of the industry. As shown in section B of this chapter, active and vigorous
resistance by the A.M.A. and its affiliates played a major role in preventing the growth of
HMOs for much of the 20" century. Since the 1970s, the relationship between HMOs and the
physician profession has been mote complex, and a vatiety of factors influenced the decisions

of individual physicians to affiliate or not to affiliate with an HMO (LD Brown 1983).

Duting the 1970s, new HMOs faced the challenge of attracting sufficient physicians and the
tight kind of physicians to become functional and grow. By the 1990s, most HMOs had
contractual relationships with large number of physicians. But 1990s HMOs felt pressure to
contract with virtually all physicians in their geographic areas. Additionally, specific contractual
provisions vatied widely depending on the metropolitan area and the specific physician group
ot otganization undet contract (Robinson 1999). Even though the specific issues changed,
HMOs still needed strong business relationships with physicians. Chapter 2 provides further
detail on the relationship between HMOs and the physician profession.

Several variables included in this study ate hypothesized to affect relationships between HMOs
and physicians and affect HMO growth. MDs per capita is a basic parameter that provides a
tough indication of the over- ot undet-supply of physicians in each metropolitan area. Other
physician variables include the percent of MDs in group practice, the percent of MDs who fell
within the ages of 45 to 64, the percent of MDs who wete AMA members and percent of
MDs who were family physicians. Please see chapter 3 for more detail concerning these
variables and the specific hypotheses related to them.

Factors B and C in LA Brown’s diffusion framework ate not subject to statistical testing within
this study. Factor B is exposute of the public, or of decision makers and opinion leaders, to
the HMO concept ptiot to growth in enrollment. There is no systematic data available with

15 Brown raises this specific formulation in the course of a case study of the opening of Planned Parenthood outlets under the
supervision of the Planned Parenthood Federation of America. It clearly also applies to his Friendly Ice Cream case study
and to an agricultural case study where a statewide organization determined distribution routes for a liquid form of cattle

feed.
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which to distinguish between different MSAs in terms of this factor.'® Factor C is the
characteristics of individual HMOs. Data on some of the characteristics of individual HMOs,
especially model type and ownership, is available. However, the collection, processing and
analysis of this data have not been petformed as part of this study.

This conceptual framework includes product life cycle as a common influence on the diffusion
of a product, and HMOs have been around long enough to go through different life cycle
stages. It is desirable to consider the possible effects of an overt or latent change in life cycle
stage on HMO enrollment. In this study this is done by analyzing 2 distinct time petiods,
1973-78 and 1988-93. The period of the mid 1970s is relatively eatly in the HMO growth
cutve. During this period, 19 latge and medium sized cities, including Houston, Miami,
Pittsburgh and Salt Lake City, saw their first HMO entrollee, and national HMO enrollment
passed 5 million. On the other hand, by 1993, HMOs wete operating in the 75 largest U.S.
cities, and enrollment had passed 40 million. As discussed in Chapter 2, HMOs also went
through numerous structural and functional changes during the 1973 to 1993 period.

Therefore the statistical analysis may reveal the effects of a change in life cycle stage between -
the two periods. If the causal factors for the two petriods are similar, this will suggest that
HMOs remained in the same stage of product life cycle, presumably a growth stage,
throughout the 20-year period. If the two sets of causal factors ate dissimilar, this will suggest
that there may have been a change in life cycle stage, or that such a change was latent within
the industry. For example, a shift from the growth stage to the maturity stage may have begun
by 1993. The possibility of change in life cycle stage, and other applications of the diffusion
framework to this statistical analysis of HMO growth, is discussed in Chaptet 5, Conclusions.

In sum, this study seeks to provide insights into the growth of HMOs during the petiod from
1973 to 1993, and a framework based on the diffusion of innovations literature is used to help
interpret the results. HMO growth in 75 MSAs is analyzed for two 5-year periods, 1973-78
and 1988-93. Explanatoty variables ate selected to reflect 2 number of hypotheses concerning
the major influences on HMO growth, but all of the hypotheses relate to MSA matket
potential or to the role of other health care institutions in HMO growth. Otdinary least
squares regression, with precautions taken to pre-empt endogeneity, is the statistical method.
~ The full details on research methods and data are presented in Chapter 3.

16 In the diffusion of innovation literature, exposure to the new item is frequently measured by detailed prospective studies in
which a large number of potential users are interviewed and their decision-making processes ate carefully tracked (Roger
1995, 31-35, 52-63). Comparable studies have been done for small samples of HMO entrollees, but no study of this type on
a national scale has been published.
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E. Policy Framework

One of the primaty considerations in US health policy is the cost-access paradox. Our country
spends more on health care than any other nation, but 14% of the population lacks health
insurance. ‘The years 1992 to 1994 saw major efforts to resolve this paradox at both federal
and state levels. A near consensus emerged that facilitating and encouraging the continued
growth of HMOs would be a key element in improving our health finance system."”

The comprehensive policy initiatives of 1992 to 1994 were not implemented, but national
HMO entollment continued to grow until 1999. Much of the health care policy debate
continued to focus on HMOs. But more recent policy initiatives have ptimarily been intended
to restrict them and limit their freedom. For example, vatious state legislation has permitted
patients to appeal HMO decisions, mandated that they offer certain benefits, or dictated the
terms of their provider contracts. In 2001, legislation with similar provisions passed in the US

Senate and House.'®

The development, implementation and modification of policy is complex. In a very simplified
model, policies are implemented to meet societal goals. However, the policy-making process
must also define the appropriate scope of the policy, the details which translate a general policy
into reality, which organizations will implement the policy and how long it will take for the
policy to be implemented and have the desired effect. In other words, policy analysis must
consider the whete, how, who and when of implementation as well as the basic what and why
of ptomoting the general welfare. :

This thesis is most relevant to the policy issue of controlling costs. However, it also touches
on a few other policy issues.

Controlling Costs

In the 1970s, the HMO movement became a major concern of policy analysts and policy
researchers for one primary reason — the desite to control health care costs. One teason policy
makets focus on controlling costs is that government programs bear a significant fraction of
overall costs; increasing costs mean increased fiscal pressute on federal, state and, to some
extent, local governments. Second, the percentage of Gross Domestic Product (GDP)
devoted to health cate has risen dramatically.

17 During this period many analysts and politicians embraced the doctrine of managed competition, associated with Alain
Enthoven. The managed competition prescription relied heavily on widespread enrollment in HMOs, with government and
private employers regulating HMO plans in specified ways.

Enthoven maintained that managed competition would control costs and make it possible for employers and government to
provide insurance to the uninsured. Seemingly, savings from cost control could be applied to improve access to care. One
analysis found that all uninsured persons could be covered with an increase of only 2 or 3% of health care expenditures. See
“The Uninsured Access Gap ...” by Long and Marquis, HA, Spring 11, 1994, pp.211-220.

18 New York Times (NYT) “Bill Establishing Patients’ Rights Passes in Senate”, June 30, 2001, p. A1; MSNBC.com “House
Passes Patients Rights Bill”, August 2, 2001 (www.msnbc.com/news/588651.asp, may no longer be available). However,
the differences between the House and Senate versions were not resolved, and no new legislation was enacted during the

2001 Congressional session.
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Figure 1-2 shows the growth in health care expenditures relative to GDP from 1950 to 2000 at
10-year intervals. Early in the cold wat, health care accounted for about 4% of the US total.
This petcentage has grown in every decade since, with the most rapid growth during the 1960s
and 1980s. '

Table 1-1 shows similatr matetial in mote detail, presenting GDP, rate of economic growth,
health expenditutes, rate of growth of health expenditures pet capita and health expenditures
as a percent of GDP for 1950, and from 1960 to 2000 at 5-year intervals. The story is simple
and consistent, with only adjustments for inflation and population growth requiring
substantive calculations. In every 5-year petiod from 1950 to 1995, health expenditures have
grown mote quickly than overall economic production. The margin of faster growth varied
from .2 percent from 1950 to 1955 to 4.6 percent from 1965 to 1970. However, overall
economic growth somewhat outsttipped the growth of health expenditures from 1995 to
2000.

To some extent, the growth in costs can be justified by numerous new technologies and
improvement in global outcomes such as life expectancy. But economists and social critics
have atgued that the increase in value was not commensurate to the increase in costs. In the
eatly 1970s, the cost-access paradox became a dominant issue in the United States and Canada.
Canada tesponded by socializing health insurance, but not the provision of care itself. The
U.S. avoided comprehensive socialization and developed a vatiety of programs and concepts,
one of which is reliance upon HMOs.

The effectiveness of HMOs in controlling costs has been the subject of a tremendous volume
of reseatch and analysis. This literature is reviewed in Chapter 2. The balance of the evidence
indicates that HMOs have reduced overall health cate costs through several mechanisms and
substantially contributed to the cost de-escalation of the 1990s. This de-escalation has caused
cost to recede as an issue in the consciousness of the public, the press, and elected officials.
But costs are now increasing at a rapid rate and the issue is starting to re-emerge.

Expected increases in costs over the next several years are likely to cause businesses and
government agencies to revitalize their cost-control efforts. But few measures to control costs
have been consistently effective (Gold et al 1993). As controlling costs regains urgency, we
may see greater advocacy for increased HMO enrollment. Or advocates may call for other
institutions to employ the most effective (and most stringent) HMO cost control tools. These
include requiting pre-authorization for a) hospitalizations, b) referrals to specialists c)
expensive medical procedures, and d) prescription drugs. They also include restricting the
network of providers available to a subscriber and reducing reimbursement rates for providets.

Otbher Policy Issues

Which level of government should be tesponsible for regulating HMOs and deciding related
policy questions? Cutrently federal and state governments share the regulation of HMOs.
This division of authority is complex, and for some issues the line between the two levels of
government blurs. In developing and recommending policies, objective analysts must consider
which level of government best setves the public interest in this area.
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Figure 1-2

Growth in Health Expenditures
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TABLE1-1
US GDP AND HEALTH EXPENDITURES
At 5-Year Intervals from 1950 to 2000
Year | Nominal Real Economic Health Real Health Health
GDP GDP Growth Expends Health Expend | Expend
Rate Expends | Growth | asa%of
Rate GDP
Bil $ Bil %" - Bil$ Bil 1992 § % pet %
1992 $ year”
1950 287 1,570 n.a. 12.37 67.7 n.a. 4.3
1955 407 1,962 2.8 17.75 85.6 3.0 4.4
1960 527 2,263 1.2 271 116.4 4.5 5.1
1965 719 2,881 34 41.6 166.7 59 5.8
1970 1,036 3,398 2.2 74.4 244.0 6.8 7.2
1975 1,631 3,874 1.6 132.9 315.7 42 8.1
1980 2,784 4,615 25 247.3 409.9 4.3 8.9
1985 4,181 5,323 2.0 422.6 538.0 4.6 10.1
1990 5,744 6,136 1.9 699.5 747.2 5.8 12.2
1995 7,270 6,762 09 981.4 912.8 3.0 13.5
2000 9,873% 8,367 3.6 1,299.5 1,101.3 29 13.2

19 Average rate of real economic growth per capita for previous 5 years

20 Average rate of real growth in health care spending per capita for previous 5 years

21 Statistics for 2000 based on Levit et al (2002).
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Powetful atguments favor standardization and the efficiency of centralized control, and many
analyses employ these arguments. Since states tend to be faitly similar in a number of
economic and demogtaphic vatiables, there is a presumption that a consistent policy will tend
to work neatly equally well across them. To some extent, the case for state control over policy
depends on demonstrating sufficient material differences between states. If there ate sufficient
differences that influence policy outcomes, then the application of differing policies is justified.
Analysts wishing to resolve this issue must either find the variables that justify divergent
policies, or they must demonstrate that such variables do not exist.

To take a broader policy perspective, the study of HMO growth can contribute to better
understanding of the entire health economy. HMOs have made an enormous impact and
attracted a great deal of attention, mote data and other evidence are available concerning their
growth and evolution than thete ate for many other phenomena. The HMO industry serves as
a valuable case study of the dissemination of an economic form in a sector where new
economic forms continue to emerge and evolve.

Additionally, HMOs have played a ctitical role in distutbing the physician-dominated paradigm
of medical care. This paradigm was embodied by the Flexner report of 1910” and dominated
health care in the US (and influenced its development in numerous other countties) for most
of the 20" centuty. It appears that a new paradigm is emerging, but its essential features
remain unclear. Although the future role of HMOs is uncertain, their emergence and their
effects on the test of the health economy hold valuable lessons for all health policy analysts.

22 Medical Education in the United States and Canada, Bulletin #4, by Abraham Flexner, discussed in STAM, pp 118-121.
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F. Chapter Summary

This dissettation ptesents a detailed analysis of HMO enrollment over a petiod of 20 yeats.
This chapter has set the stage by providing desctiptive and conceptual background for the
analysis. Chapter 2 reviews the extensive literature on the economics of HMOs. Chapter 3
describes how the analysis for this study was conducted. Chapter 4 presents the results of the
analysis. Chaptet 5 presents the meaning of the analysis for policy analysts and researchers.

The first 2 sections of this chapter, the overview and the brief history of HMOs, underline the
importance of this subject. The overview describes how HMOs relate to the health policy
dilemma of tremendous costs juxtaposed with widespread lack of health insurance. The
history of HMOs emphasizes their scattered beginnings, their spectacular growth during the
1970s, 1980s and 1990s, and their impottance today. The next 2 sections describe and apply a
diffusion framework that can be used to help undetstand the growth of HMOs. Prior to now,
no publication has used this framework to analyze the HMO industry. Finally, this chapter
offets a policy framewotk to facilitate the use of analytic results to address policy issues. This
policy framewotk emphasizes the role of HMOs in controlling health care costs, but the
growth pattern of HMOs also relates to other policy issues.

'The most important conclusions from this chapter are that HMO enrollment is an important
and interesting subject of study, that the diffusion framework can be used to understand this
subject and that understanding the pattern of HMO enrollment growth is likely to help in the
understanding and evaluation of health policy issues.
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Chapter 2: LITERATURE REVIEW

You have to study a gteat deal to know a little.
Montesquieu”

This chapter focuses upon the economic studies of HMOs that provide the background for
the research petformed here. Specifically, it discusses the nature of HMOs’ cost advantage
over other types of health insurance, the tole of market powet, the evolution of HMOs and
previous studies examining differential growth across geographic areas.

Some of the literature used as background for this project was discussed in Chapter 1,
Introduction. In particular, the diffusion of innovations academic tradition, which is mostly
concerned with innovations outside of health care, was used to generate a framewotk for
analyzing HMO growth and outlining the statistical design of this study. By contrast, this
chapter focuses almost exclusively on health economic publications. Howevet, there are some
logical connections between these 2 diverse literatures, and those connections ate discussed
toward the end of Section A and in Section B of this chapter.

A. Nature of Cost Advantage

Much of the policy interest in HMOs rises from the belief that they offer a way to reduce
health care costs ot at least slow the rate of cost growth. Therefore the literature on the extent
and nature of cost growth forms a ctitical backdrop to this project. This section discusses the
cost advantage of HMOs. It begins with some basic observations and reviews concepts,
methodology and major findings in that order.”

A1. BASIC OBSERVATION

Basic economics of HMOs begins with the obsetvation that HMOs charge lowet premiums
and out-of-pocket costs than seemingly compatable fee for service (FFS) plans. This was
demonstrated by Luft (1978), which included a teview of prio literature. Luft found that costs
pet capita for HMOs were usually 10-40% lowet than for FFS plans. Most of this difference
stemmed from a lower hospitalization rate by HMOs. Combining the insurance and provision
functions in one organization means that HMOs avoid incentives to treat that providers paid
by indemnity insurance have.

Miller and Luft (1994) updated and expanded the previous article with a teview of the
published record of 54 studies. Concerning utilization, the authors found some evidence that
HMOs had lower hospital admission rates and strong evidence that hospital length of stay is
lower for HMO entollees. Evidence conceming physician office visits was mixed, but
substantial data indicated that HMOs use fewer particulatly expensive procedures, tests, and
treatments.

23 Thoughts and Unpublished Writings of Montesquieu, published in French, 1899.

24 Different studies use different terms and assumptions, but their methods and findings are presented here using 2 common
terminology. Issues of cost savings are purely quantitative, and they can only be resolved through mathematical exposition.
Therefore, Thesis Appendix B, The Algebra of HMO Cost Estimation, addresses some of the major issues in a rigorous

manner.
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Miller and Luft could not teach a conclusion with regard to health care expenditures and
health insurance premiums. More recent studies have found that HMOs genetate cost savings
in the 5-15% range (Baker et al. 2000; Polsky and Nicholson 2001). However, the overall level
of premiums is much higher than it was 30 yeats ago, and most non-HMO plans now employ
some managed care methods. Therefore the dollar savings from enrolling in most HMOs
instead of a generous FFS plan may well be as much as or more than it was during eatlier
phases of the HMO movement. '

A2. CONCEPTS
The initial hypothesis advanced by HMO advocates in the 1960s was that HMOs achieved

their savings by reducing ot eliminating unnecessary or counter-predictive health care. This
concept is sometimes refetred to as the utilization hypothesis. But selection is a major factor
in the opetation of health insurance markets (Aketlof 1970; Rothschild and Stiglitz 1976; Shain
1966). A contrasting hypothesis holds that HMOs have a natural advantage in invoking
selection and that the supetior health of HMO enrollees accounts for the lower costs.

HMOs can ensure favorable selection in a variety of ways. But a key concept is that HMOs
statt out offeting some combination of restricted utilization and lower quality cate for lower
ptemiums. This approach attracts healthy individuals (or employers with healthy employees),
who find the financial savings sufficient to justify the slight risk of being seriously harmed by
infetiot HMO cate.”® As these low-cost persons enroll in HMOs, they leave high-cost
enrollees in FFS plans, and the difference in premiums grows. Possibly, the metropolitan areas
in which HMOs succeeded in exploiting favotable selection ate the ones in which they have
grown most.

Besides possibly enjoying a selection effect, HMOs may also create a competitive effect. Quite
simply, HMO competition may sput FFS plans to cut their costs.” Unlike any effects from
reduced utilization or favorable selection, the hypothesized competition effect would not
change the value of HMO ptemiums. Therefore, studies that just focus on HMO premiums
cannot test for the competition effect. However, any competition effect should be observed in
both the premiums of other health insuters and in overall health cate costs within an MSA or a

state.

The selection effect may explain obsetved rates of HMO insurance premiums. The
competition effect may explain observed tates of FFS insurance premiums. Logically, these
two hypotheses are independent. In patticular, it might be that HMOs have been able to
undercut FFS insurance premiums by invoking favorable selection, and that FFS plans have
tesponded by reducing their costs by greater efficiency or some other mechanism. It is also
possible that HMOs and FFS plans have entered into intense competition for the least risky
health insurance policyholders.* '

25 This argument would most apply to healthy persons who are risk prone, risk neutral, or only moderately risk averse.

26 And plausibly, because of this competition, both categories of insurers have become more selective in their enrollment and
thus reduced the percentage of the population with private insurance coverage.
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If we concentrate upon explaining HMO ptemiums per s, the utlization and selection
hypotheses are normally associated with different value judgments concerning HMOs.
Reducing unnecessaty utilization is tautologically good, while exploiting favorable selection is
almost always viewed as a social evil? A third hypothesis is that HMOs do not reduce
utilization, but they do reduce teimbursement to providers. This hypothesis implies that
HMOs ate able to use matket power to prevail upon providers to dispense equivalent
treatments for reduced reimbursement. If the reimbursement hypothesis is true, the associated
value judgment is less cleat. It depends upon what group of individuals ultimately secures the
tesources “taken away” from providers and a subjective evaluation of the merits of providing
that group with those resources.”

Even though utilization, selection, and now reimbutsement are conceived of as competing
hypotheses to explain obsetved HMO premium rates, all three may be true. After a brief
discussion of methodology, section A4 presents findings concerning these three hypotheses.
A number of individual studies have sought to estimate the extent of the selection effect, and,
until recently, the absence of a selection effect was taken imply that cost differences were
generated by the utilization effect. Only one recent article, still unpublished, estimates the
magnitude of the reimbursement effect (Polsky and Nicholson 2001).

A3 METHODOLOGY

Because extensive data are available on HMO enrollment and on health insurance premiums
ot health care costs, in principle, it is possible to test whether HMO reduced costs result from
favorable selection ot other causes. The empirical analysis can be conducted on three levels:
individual, provider, or market.® Each has advantages and drawbacks. In the next section, we
consider outstanding examples of studies on all three levels.

Table 2-1 summarizes three levels of analysis and their qualities. Analyses at the ptovider level
and the market level are similar in that they both use HMO market shate in a geogtaphic area
as the independent variable and a cost related measure as the response vatiable.® As noted in
the table, these two levels of analysis both incur the tisk of endogeneity; endogeneity occurs
when the response vatiable conttibutes to variability in the independent variables. However,
the two types of studies differ fundamentally in their control variables.

27 Possibly a necessary evil if other benefits, associated with a free matket, are to be enjoyed.

2 Por example, some (but not all) of the funds transferred from providers could go to HMO executives’ salaries and stock
options. Or the funds might be appropriated to HMO enrollees in the form of lower premium payments and higher wages.
Another issue concems how providers adjust their behavior in response to the reduced reimbursement. According to a
recent press report, an unpublished study finds that the uninsured in high managed care areas “have greater difficulty
accessing care than the uninsured in areas with lower managed care penetration.” American Health Line, 5/21/01, #8.

2 A 4th possible level would be by employer. Few studies have been conducted on this level probably because of difficulties
in securing employer level cost records from insurance companies or because of distrust of the concept of matching
comparable employers. One such study was Feldman et al, 1993.

30 Usually HMO costs aren’t distinguished from FFS costs because it is very difficult to do so on either the provider or market
levels. One study, Wholey et al 1995, was able to estimate HMO costs on the market level. With the right combination of
cost data and a credible model of how the selection and competition effects work, it is possible to determine if HMOs
reduce global costs and to estimate how much.
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With provider level data, it is possible to control for provider specific characteristics that may
influence health costs. Market studies can include provider characteristics aggregated to the
market level, but controlling for each providet’s attributes facilitates more accurate estimation
of the true effects of the control variables, subject to the required assumptions.”> However,
the use of a large number of providers for purposes of testing the statistical significance of
HMO generated cost effects may be misleading, since the residuals for providers within
geogtraphical units may be highly correlated.

Random assignment of individuals to HMO and FFS plans is the easiest way to compate costs
with the assurance that selection does not influence the tesults. However, this has only been
done once and is unlikely to be repeated any time soon.*® Thus studies on the individual level
mostly use retrospective data. When HMOs were growing rapidly, it was easier to compate
petsons who switched from FFS to HMO with those who have not.”®

Individual studies promise greater precision in the analysis of control variables.>* Finally,
individual level data permit comparison between a population exclusively enrolled in HMOs
and one exclusively enrolled in FFS plans.

However, individual studies also suffer from drawbacks relative to market-wide studies.
Individual studies usually involve individuals enrolled in a small number of plans in one or two
markets. The internal validity, though strong, only applies to a small population, and the
external validity is weak. Additionally, individual studies suffer from attrition, which most
likely is not random, and any competition effect that HMOs have in reducing FFS costs may
be difficult to isolate in an individual study.

A4. MAJOR FINDINGS

Individual Studies

The RAND Health Insurance Expetiment (HIE) found that favorable selection did not play a
role in reduced costs.”” Enrollees randomly assigned to Group Health Cooperative (GHC) of
Seattle incurted expenses about 30% lower than enrollees randomly assigned to generous Fee
For Setvice plans. The GHC expetimental group incurred about the same average expenses as
a control group of persons with ongoing GHC enrollment, suggesting there was no favorable
selection of membership by the cooperative.*®

33 Particularly that the provider attributes are truly structural, and not merely correlated with unobserved structural variables.

34 Randomized assignment to health plans usually requites that the experiment pay the costs of health insurance for the subjects
in return for their surrender of their freedom of choice; this makes it an extremely expensive research method.

35 In 1988, Luft and Miller analyzed a number of studies of HMO disenrollees, and there have been more studies since. But
the large enrollment in PPOs complicates the analysis.

3 In social science theory, there is only 1 set of “true” control variables. Therefore individual patient and individual provider
studies can’t both be right. The easy way out conceptually, which is the hard way out in practice, is to conclude that both
sets of control variables are needed.

37 Manning et al, 1987

3 However, GHC may not have been typical of all HMOs at the time HIE was conducted. The GHC of that time certainly is
not typical, in either its structure or its operation, of HMOs today.
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In contrast to the HIE findings, a study of Blue Cross/Blue Shield enrollees who switched to
HMOs in the Twin Cities from 1978 to 1981 found considerable favorable selection (Jackson-
Beeck and Kleinman 1983). Those who chose to entoll in HMOs when their employers
starting offering this option had recorded less than half the hospital days of the majority who
remained with Blue Cross/Blue Shield; similatly, defectors to HMOs had incurred only about
60% of the total health care expenses of the those who did not switch. However, the
citcumstances of the Twin Cities study may limit the validity of the findings. At that time, it
was understandable that sickly persons were reluctant to leave a prestigious Blue Cross plan to
enroll in a form of insurance that was still novel in the Midwest.

Luft and Miller (1988) attempted to sumnatize the results of about 50 individual-level studies
published in the 1970s and 1980s. A small portion of the results found that HMOs suffer
from adverse selection. However, the bulk of the tesults divided about evenly between
findings of statistically significant favorable selection and no findings in either direction. Based
on this summary, the authors concluded, “biased selection exists.” They wetre unable to
estimate, or even bracket, the magnitude of favorable selection effects.

One very recent study finds no evidence for either selection or utilization effects. Polsky and
Nicholson (2001) report that HMO enrollees on the whole ate about as healthy and have
about the same degree of utilization as non-HMO entollees. They find that lower HMO
premiums are due to the reimbursement effect, to the lower payments that HMOs make to
providers. These findings are consistent with previous findings that favorable selection is
likely to decline as HMOs grow and enroll mote diverse populations (Miller and Luft 1994).%

Effects On Overall Expenditures and Its Components:

In principle, when the selection effect dominates, HMOs have little or no effect on overall
health care expenditures. Howevet, if lower HMO premiums are the result of reduced
utilization, than overall expenditures ate lower. Independently, a competition effect that
lowets costs for fee-for service insurers would also lower total costs. If lower HMO premiums
ate the result of a reimbursement effect, then total costs may be lowered, depending upon
whether providers are able to make up their reduced HMO reimbursement with higher
reitmbursement from other insurers.

Numerous studies have attempted to estimate or otherwise understand the effect of HMO
growth on health care expenses from retrospective data on an aggregate level. A recent study
found that the higher HMO penetration was at the MSA level, the lower both HMO and non-
HMO ptremiums tended to be (Baker et al. 2000). This finding suggests that HMOs do not
achieve lower premiums solely by invoking favorable selection. It also rebuts the hypothesis
that provider price concessions to HMOs result in higher payments to other insurers.
Howevet, a comparable study found that increased HMO market shate only leads to lower
premiums under certain conditions (Wholey, Feldman and Christianson 1995).%

% In the early 1990s favorable selection may have been most significant in the Medicare population, where overall market share
was lower than in the commercially insured population and the average level of health care expenditures was close to four
times that of the rest of the population. However, subsequent events suggest that favorable selection declined in that

market.

40 Please see Section B, The Role of Market Power, for further discussion of this article.
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Since reliable estimates of total health care costs on the county or MSA level are generally not
available, most of these studies have examined a particular aspect or component of costs. For
example, expenses not paid through insurance premiums must be covered by out-of-pocket
payments. Another recent study examined the estimates of US out-of-pocket health care
spending for the years 1990, 1993, 1995 and 1997 (Gabel et al. 2001). Contrary to widespread
petceptions, this study found that out-of-pocket payments went down for people with
employet-based insurance; the growth of HMO entollment was a major cause of the decline.

Some of the most frequently studied effects of HMO gtowth ate effects on hospital costs and
other hospital attributes. Several works find HMO enrollment had little effect on hospital
costs per capita at the MSA level (McLaughlin et al 1984; McLaughlin 1987; McLaughlin
1988a; McLaughlin 1988b). A more recent study by Gaskin and Hadley (1997) found
considetable evidence that high levels of HMO enrollment in MSAs reduced hospital cost
inflation between 1985 and 1993.* Other reseatchers have found in several studies that
increased Preferred Provider Otganization (PPO) and HMO enrollment can lead to lower
costs under certain conditions (Melnick and Zwanziger 1988; Melnick et al. 1992; Zwanziget,
Melnick and Bamezai 2000). Section B discusses these studies. Chernew (1995) studied 1982
and 1987 data and found that growth in HMO enrollment led to a decline in number of
hospital beds per MSA.

One study from the 1990s found that high HMO enrollment had ambiguous effects on
physician fees and incomes (Baker 1994). The effect of HMO market share on other
components of costs deserves further study. The most important components include
pharmaceutical ptices and costs, the compensation of nutses and other allied health providers
and administrative costs. Several recent studies provide additional perspectives on overall
costs, but much remains to be resolved (Sheils and Haught 1997; Cutler and Zeckhauser 1997,
Sullivan 2000).

Towards Resolution of Conflicting Studies:

The contradictory evidence with tespect to the selection, utilization, competiion and
reimbursement effects may be beyond complete resolution. However, the diffusion of
innovation literature, and in particular the categorization scheme for innovation adopters, both
presented in Chapter 1, can serve as an analogy to help tresolve the conflicting findings
concetning favorable selection by HMOs. It has been established that farmers, for example,
that adopt innovations earlier than average have cettain characteristics that distinguish them
from the bulk of their peets (Rogers 1995, 261-266).

Likewise, it is reasonable to expect that persons who enrolled in HMOs eatly may have had
some distinctive characteristics of their own. If these characteristics are primarily the result of
favorable selection, this is secondary. The main point is that these findings may only be
applicable for a limited time. Just as all the eventual adopters of hybrid corn in Towa wete
different than those who started hybridizing eatly, it is reasonable to hypothesize that, once
HMO entollments reached 20% to 30% of the population, those distinctive characteristics of

4 Unfortunately, this study was sponsored by the largest national HMO organization, the American Association of Health
Plans (AAHP). However, almost all of the data are publicly available, and it should be possible to replicate it.
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HMO enrollees would become less pronounced. The later studies, such as Polsky and
Nicholson (2001) that find no evidence of favorable selection are consistent with this
hypothesis. Likewise, these findings are consistent with the numerous studies, cited above,
that find that higher HMO entollment tends to reduce overall health care costs or some
component thereof.

Howevet, the selection process can wotk both ways, ie. enrollees have some ability to select
insurers even as insuters seek to select enrollees. This process of joint selection may help
resolve some of the contradictions in the literature.

Kemper et al. (1999/2000) also found that HMO enrollees had similar health status to
subscribers in other insurance plans. However, HMO enrollees differed in income and
demogtaphics, being poorer, younger, more likely to be single, and mote likely to be a2 member
of a minority group. Most significantly, HMO enrollees differ in a#titudes. The authors write,
“Many mote HMO enrollees report that they ate willing to trade off provider choice than ate
people with non-HMO insurance.” Much of the test of the population desires wide choice of
providers and convenient access to a broad atray of health setvices, and they ate willing to pay
for those advantages. Possibly related to attitudes concetning the choice/premium tradeoff,
survey data show that about a quarter of the population thinks that HMOs provide bad service
to health care consumers (Blendon et al 1998).

This implies that the selection effect does not result exclusively from HMOs entolling
healthier people. Rather, it is at least partly the tesult of pegple who wish to economize on health care
wsts entolling in HMOs for that purpose.” This distinction is important because it shows
how HMOs may increase total welfare. If HMO premiums wete and are lower simply because
they enroll healthier people, then HMOs’ effect on overall costs and total welfare would be

small.®

But if selection operates on the basis of consumer preferences as well as health status, then
HMOs frequently entoll people who want to save money on health care costs and help them
to satisfy their legitimate preferences.* If thete wete no HMOs, these people would only have
the options of more expensive insurance or no health insurance at all. If we assume, as a first
approximation, that all these people would enroll in more expensive plans, then the effect of
HMOs is to reduce health care costs. By contrast, we can assume that many would enroll in

42 The specific finding is that 65% of HMO enrollees, and only 50% of non-HMO enrollees, are willing to trade off provider
choice for cost savings. This increased willingness is the most distinct attribute of HMO enrollees. For example, 65% of
HMO enrollees and 69% of non-HMO enrollees are married. .

Since employers mediate this mechanism, it can only function imperfectly. But more people who are willing to give up
provider choice enroll in HMOs one way or another. (Reschovsky 1999/2000).

43 In fact, if this were true, HMOs might even increase total costs, as some studies have implied. But even if HMOs’ lower
premiums were entirely attributable to favorable selection, it would still be possible to argue for a competitive effect. It is
possible that HMOs, by enrolling many of the healthy, force other plans to be more efficient in the treatment of their
enrollees, who are on average less healthy. However, if HMOs truly have no incentive to entoll persons other than the very
healthy, the competitive effect on the treatment of the less than very healthy could not be very great.

4 In the abstract, it is possible for HMOs to reduce policyholders’ co-payments while increasing the premiums paid by
employers. However, as noted above, Baker et al (2000) indicates otherwise. Because employers defend their own interests,
HMOs have had to offer lower premiums hand in hand with lower co-payments to build market share. Since the current
trend is for employees to pay a larger share of premiums, it seems unlikely this pattern will change. '
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mote expensive plans but some would forego insurance. Then overall health care costs might
be lowet, the same as, or higher than we cutrently obsetve. Howevet, all those current HMO
entollees who would prefer HMO insurance would be unambiguously worse off.*®
Additionally, a higher petcentage of people would be uninsured, so it seems likely that society
as a whole would be wotse off without HMOs. '

Therefore, the evidence indicates that HMOs provide value to many of their enrollees, but
HMO insurance is inherently unattractive to much of the rest of the population. This suggests
that the natural market for HMO insurance is not the entire population, but a subset whose
tastes and citcumstances ptredispose them to enroll. When this inference is placed within the
product life cycle framework (LA Brown 1981), it raises the possibility that the HMO industry
can reach maturity well before 100% of the population is enrolled. In fact, the size of the
natural HMO matket is an empitical question, and there is no strong prior reason to believe
one particular percentage is “ordained” rather than any other percentage.

In Chapter 1, it was suggested that the HMO industry might have shifted from the growth
stage to the maturity stage during the 1990s. The key finding of Kemper et al offers a possible
explanation of why the industty would reach maturity with enrollment well below 100% of the
population. The research results of this study, presented in Chapter 4 and evaluated in
Chapter 5, offer further evidence concerning this key issue.

45 In this scenario, some persons currently enrolled in HMOs against their preference for more generous coverage would be
better off if HMOs were eliminated altogether. However, some with similar preferences would be forced to go without
insurance altogether. It seems likely the welfare loss of the latter would at least equal the welfare gain of the former.
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B. The Relationship Between HMOs and Physicians

Given the conflicts between HMOs and physician otganizations eatly in HMO history, it is
not surprising that many researchers have focused on the HMO-physician relationship (Luft
1987). The severe legal and other conflicts of the 1940s and 1950s gave way to grudging
acceptance of HMOs by organized medicine by the 1970s. However, a degtee of tension has
continued to characterize the relationship. HMOs need physicians to provide and supetvise
care, but many physicians, often the majority, have had unfavorable attitudes toward HMOs.
Since the 1970s, the relationship between HMOs and the physician profession has been
complex, and a variety of factors have influenced the decisions of individual physicians to
affiliate ot not to affiliate with an HMO.

During the 1970s, entrepreneuts ttying to introduce HMO insurance in many cities of the U.S.
had considerable difficulty attracting a sufficient core of physicians to make new HMOs
functional. In some cases, only under-employed physicians were willing to affiliate. Evenifa
new HMO was operating and growing, physician rectuitment issues often constrained
expansion. If newcomer physicians lacked the enthusiasm and commitment of the founding
physicians, rapid growth could lead to large losses and financial disaster (LD Brown 1983).

By the 1990s, large numbers of physicians were affiliated with HMOs, and physician
relationship issues were somewhat different. In order to keep expanding, HMOs felt pressute
to contract with virtually all physicians in their geographic area. Additionally, different
physician groups and organizations held vastly divergent attitudes toward capitation risk,
utilization management and related operational issues. Therefore, HMOs frequently wete
asked to cater their contractual arrangements to the evolving norms of different metropolitan
areas and the particular tastes of specific physician groups (Robinson 1999).

During the rapid HMO growth of the 1990s, a number of surveys indicated that many
physicians had reservations about, ot were completely disenchanted with, their relationships
with HMOs. Some of the areas where HMOs wete most heavily criticized included physician
autonomy, authorization policies and evaluation of physician performance (Borowsky et al
1997). Thete was some indication that physicians who wete heavily dependent on HMOs for
incomes rated HMOs less favorably than those who teceived little or no income from HMOs
(Baker and Cantor 1993). Certain HMO policies, such as gag clauses, provoked widespread
protest and legislative action in a number of states (LA Times 1996). A statistical study found
that HMO growth is associated with reductions in the numbers of medical and sutgical
specialists on the MSA level (Escarce et al 2000).

In conclusion, HMOs’ relationship with physicians is a critical area affecting the success and
evolution of this industry. There is evidence that the recruitment of physicians was a limiting
factor for the growth of HMOs in the 1970s. The relationship issues were somewhat
different, but still critical, during the 1990s. Duting this petiod of widespread HMO success,
many physicians displayed dissatisfaction with, or avoidance of, HMO affiliation. ‘'Thus
physician relationship issues may still have constrained HMO growth.
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C. Role of Matket Power

Today HMOs have a presence in virtually evety state, and they enroll over one quarter of the
U.S. population. Traditional fee-for-service plans have shrunk to a small percentage of the
commetcial insurance market, and most people are insured by some type of managed care
plan® A strong case has been made that only HMOs and PPOs in competition with each
other fully exploit their matket power to leverage lower prices from hospitals and doctors
(Melnick et al. 1992; Zwanziger et al. 2000).

Melnick et al reached this conclusion by consideting HMO and PPO relationships with
hospitals. Managed cate plans’ selective contracting with hospitals, permitted in California
since 1982, enables plans to take advantage of excess capacity in competitive hospital markets.
Particularly if a small number of plans constitute an oligopsony, the plans tend to extract
substantial concessions from hospitals and pass much of the savings onto their policyholders.

The authors analyzed market power factors affecting hospital payments of the California Blue
Cross PPO, a large insurer. They found that hospitals with strong market power within their
geographic area wete able to collect higher fees from the Blue Cross PPO. But if Blue Cross
had market power over the hospital (ie. if Blue Cross provided a high percentage of the
hospital’s patients), then Blue Cross was able to make lower payments. These tesults reinforce
the authors’ hypothesis that hospital charges to insurers, which account for the largest fraction
of ptivate health care expenditures, ate partly determined by the relative matket power of the
hospital and of the insurer. They maintain that the same factors would influence HMO
payments. Based on this, the authots imply that merger or consolidation of insurance plans
would reduce hospital costs. However, metgets ot consolidation of hospitals would lead to
large hospital price increases. A latet study reinforced these conclusions (Zwanziger et al,
2000). '

Wholey et al. (1995) took a complementaty approach. They found, with some caveats, that the
greater the index of competition among HMOs at the county level, the lower HMO premiums
ate. These tesults indicated that market forces worked though HMOs to lower overall
ptemiums. However, these authots also found that a higher level of HMO market shate
without greater competition leads to higher HMO premiums. They attribute this result to
adverse selection stemming from the movement of high-risk persons from FFS to HMO
insurance as HMO enrollment grows in a given market.

46 On the role of preferred provider organizations (PPOs), please see “(Loosely) Managed Care Is in Demand”, NYT, 9/29/98.
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D. Evolution of HMOs

In the past 30 years, HMOs have undergone three major changes: 1) the shift from
Staff/Group models to predominantly IPA models, 2) teduction in ownership by local non-
profit bodies, and 3) increasing reimbursement of M.D.s by capitation and FFS instead of
salaries. Recent evidence suggests that capitation has peaked as a means of treimbursing
physicians (Dudley and Luft 2001).” HMOs currently rely upon careful selection of provider
networks, negotiated fee for service schedules and utilization review as preferred methods of
influencing physicians to help control medical costs.

These changes can be seen as part of the overall evolution of HMOs toward a more business
oriented organization, as opposed to the community otiented and paternalistic arrangements
that characterized their early years. Some HMOs continue to requite referrals by the patient’s
ptimary care provider (PCP or gatekeepet), but tecent ptessute from patients for more
convenient and rapid access to cate has jeopardized teliance on PCPs (Dudley and Luft 2001).
HMO:s continue to evolve, and the future may see different aspects and potentials of HMOs
coming into prominence.

InterStudy (1994) reported that over two-thirds of HMO entollees belonged to IPAs ot mixed
model HMOs that operated predominantly on an IPA basis. Many of these IPAs are owned
by national HMO organizations, including those controlled by the Prudential, CIGNA and
Aetna insurance companies. .

Robinson (1999) analyzed the future evolution of HMOs. He predicted that most HMOs will
cease to be separate insurers and that they will become patt of large national insurance
companies that also offer PPO and perhaps other insurance products. He refers to these
companies as multi-market, multi-product health plans. Robinson predicted that continuing
efforts of HMOs to own exclusive provider networks would fail. He atgued that vertical
disintegration will prevail, with hospitals, physicians and HMOs all remaining independent.
Robinson also forecast an “upside down” version of managed competition, with employers
only contracting with one insurer but giving employees the choice of several plans from that
insurer. Robinson’s arguments, based primarily on trends obsetved in the 1990s, seemed
compelling at the time, and many multi-product firms, including Blue Cross affiliated insurers,
have prospered. However, other evidence, including the difficulties faced by Aetna, the most
aggtessive multi-product firm, suggests that his scenario may be too simplistic. :

47 Table 2 of this article shows that capitation accounted for 8.4% of total physician revenues in 1996 but only 7.4% in 1999.
This article cites of increasing rejection of capitated contracts by large medical groups in California and elsewhere.
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E. Causes of Enrollment Growth

As indicated above, the overwhelming majotity of academic studies have focused upon the
effects of HMO enrollment growth, particularly the effect on health cate costs. There is a small
body of literature (McNeil and Schlenker 1975, Cromely and Shannon 1981, Wholey et al
1990, and Christianson et al 1991) that addresses the entry and exit of HMOs on the MSA
level. This literature address only one aspect of the HMO entollment growth process, but it
provides useful background for the more comprehensive studies.

Cromley and Shannon used discriminant analysis to estimate the establishment of new HMOs
during the year 1980 in 243 metropolitan ateas. It should be noted that they analyzed new
HMO establishment regardless of pre-existing HMO operation in each MSA. Theit
discriminant model shows that a high population to physician ratio was negatively associated
with HMO establishment. This is equivalent to a positive association between physician
concentration and HMO establishment. Wholey et al analyzed the effect of state regulations
on the entry and exit of HMOs from MSA matkets. They found that state regulations could
affect the entry and exit rates of HMOs without profoundly affecting the number of HMOs in
a market.

Extensive search and review of the literature has only yielded 4 ptiot studies of the aamses of
growth (Goldberg and Greenberg 1981; Mottissey and Ashby 1982; Welch 1984; Dranove et
al 1998). The first 3 cover time petiods ending from 1976 to 1980, and their analyses are
broadly comparable with this study’s analysis of the period from 1973 to 1978. The most
recent published study is concerned with explaining total managed care entollment as of 1994
and 1995. This makes it roughly comparable with the analysis of HMO growth from 1988 to
1993 featured in this repott. These 4 articles are summarized and compated in terms of data,
methods and results.

Data:

Goldbetg and Greenberg (1981) use state level data for 1966 and 1976. The key outcome
variable was the percentage of insured persons enrolled in HMOs in 1976. The authots tested
several standard economic and demographic measutes as explanatory variables. They also
used an estimate of hospital costs and estimates of the percentages of physicians in group
practice and in state medical societies. Finally, they tested six dummy vatiables relating to state
regulations; these included certificate of need (CON) requitements, requirements that HMOs
be non-profit and prohibition against HMO advertising.®

Morttissey and Ashby (1982) use MSA-level data from 1975 and 1978 for over 250 MSAs;
about 70 of these had an HMO presence at the time. Petcentage of population enrolled in all
HMOs and the presence of an HMO in an MSA wete the dependent variables. This atticle
did not use the legal vatiables used by Goldberg and Greenbetg, but, in some runs, it used
1975 HMO market share to predict 1978 values. Two key explanatory variables were the age
of the oldest HMO in the MSA and a measure of medium and large employers. It also used

4 The 1973 Federal HMO Act exempted HMOs from state restrictions on advertising, so such prohibitions ceased to be a
factor after that.
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data on the supply of doctors and hospital beds; the ages of doctors, the percentage of doctots
and the percentage of employers with 250 or more employees.

Welch (1984) also uses MSA level data, but only considers enrollment in Prepaid Group
Practices (PGPs), those HMOs that essentially provided full-time employment to theit
affiliated physicians. This study analyzed enrollment data for each of the years from 1977 to
1980; during those years PGPs accounted for over 80 percent of HMO enrollment. It used a
one-year lag of MSA PGP market shate as an independent variable. It used several of the
same economic and legal predictor variables as Goldberg and Greenberg.

The more recent study, (Dranove et al 1998) considers combined HMO and PPO penetration
(ie. managed cate enrollment and expenditures), using 2 different measures to estimate this
value. Using physician sutvey data, these authors estimate the percent of physician revenues
from managed care for 276 MSAs. They also use market research survey data to estimate
managed care enrollment for 99 of the larget MSAs. The market research data show a much
higher extent of managed cate penetration than do the physician revenue data. The authots
suggest that this difference is due to managed care enrollees having, on average, lower
utilization then enrollees in other types of plans. They regtess these 2 outcome variables on 3
variables relating to health cate supply and on 10 general economic and demographic vatiables.

Methods:

Goldberg and Greenberg applied Tobit analysis to the data, arguing that it was apptoptiate
because of the large number of zeto values in the dependent variable (limited dependent
variable). The final model (Equation 6) excludes several variables that were statistically
insignificant and judged unpromising based on previous runs. Morrissey and Ashby basically
deal with the limited dependent variable problem by running two separate models, the first for
presence of an HMO and the second for HMO market share conditional on presence; both
models are constructed on a simple ordinary least squares (OLS) basis. The article presents
both models with and without the three-year lag variable.

Welch argues that the only "cortect" models include lag variables because adjustment to
changes in the environment takes time and therefore HMO market share at any point in time
is a product of its prior state and changes in exogenous factors. Howevet, this argument can
be disputed on both practical and conceptual grounds. On practical grounds, the lagged values
will usually absorb much of the vatiance in the current values, making it difficult to spot
relationships that may be more interesting and specific to health economics.

Conceptually, one would want to use changes in the predictor variables if one thinks that they
are what drive changes in HMO matket share, which Welch did not do. In fact, MSA level
changes in variables such as education level or net immigration tend to be incremental and
their true effects on HMO market share are probably not measurable. It is robust differences
between MSAs, if anything, exetting themselves over time that account for the observed
differences in HMO market share. Lags in effects occut, but that does not necessarily mean
that all models must include lag terms. Welch also uses a double log functional form and
Heckman and Lee's estimator for a censored sample; this last is a generalization of Tobit
analysis that allows for different effects on probability of existence and on magnitude of
entollment.
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Dranove et al address managed care enrollment and growth in the 1990s. Since sampling ettot
is a major issue with their Physician Survey, they apply Weighted Least Squares (WLS)
regression. To avoid potential endogeneity, they use supply variable data from 1985 ot
1980.° They also separately estimated parameters for markets with high and low hospital
concentration. -

Results:

Most included variables did not pass the test of statistical significance in each of the four
studies. Goldberg and Greenberg found four variables were marginally statistically significant
(ie., significant at the 10 percent level); these were unionization of the metro labor force, net
migration as 2 measure of population mobility, hospital costs and the prevalence of physician
group practice. Each was positively related to HMO entollment. The article's Regtession 6,
which included these four variables and two non-significant state regulation variables, achieved
an R? of 33 percent. The results wete slightly better when change in HMO market share from
1966 to 1976 was the dependent variable. The lack of solid statistical significance and the
relatively low R? must have been disappointing, but this article did make a start toward
understanding this phenomenon.

Motrissey and Ashby used several of the same variables as Goldberg and Greenberg. Of
these, Mottissey and Ashby found a marginally significant egative effect for per capita income
(Goldberg and Greenberg found no hint of any effect at all). On the other hand, Morrissey
and Ashby did not find remotely significant effects for unionization or the prevalence of group
practice. Net migration had a statistically significant positive effect on conditional market
share.

For other variables, Motrissey and Ashby found solidly statistically significant effects for age,
gender and race. Those equations with a three-year lag term found it to have a vety significant
positive coefficient, with its inclusion raising R? by .20 to .72. The lag term would probably
have had even more effect had not an "Age of Oldest HMO" variable, reflecting the age of the
oldest HMO in the MSA, been included in both equations. The inclusion of both of these
vatiables accounted for most of the improvement in R” over Goldbetg and Greenberg.

The lag tetm is even mote significant in Welch, which is to be expected since it is a lag of only
one year and the "Age of Oldest HMO” variable is not included. Here the lag explains
roughly 50 percent of the vatiance and has a t-value of about 25. This study shows per capita
income to have a negative effect, which attains solid statistical significance in one specification.
Significant effects were found for hospital cost and education level (both positive). Three of '
the included state regulation variables had no significant effects, and restrictions on the
employment of physicians were found to have a significant negative effect, as might be
sutmised. However, CON laws were found to have a significant positive effect, which was

49 They use number of physician tespondents to weight their physician survey data. They also applied WLS regression to their
market research survey data. It appears that the market research data for some cities are based on sample sizes of 200 or
. lower.

50 As explained in Chapter 3 of this report, HMO penetration may influence health care supply vatiables simultaneous with
those variables influencing enrollment. Dranove et al addsess this problem by using supply data from long before the date
of their HMO penetration data. Their method is comparable to the method used in this study.
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surprising at first.”' The author tried running the model without the CON variable, and the
other coefficients changed only slightly. R’ for both models were between .80 and .85.

Taken together, the three studies indicate that income has a negative effect on HMO Matket
Share conditional to HMO existence. The two articles that looked at average hospital cost
both found a positive effect. Two studies found substantial evidence of a positive migration
effect, while the other (Welch) found a statistically insignificant negative migration effect. The
two that looked at group practice found materially positive effects that were not statistically
significant in either case. Possibly a meta-analysis could quantify the extent of agreement
among these articles and this study.

The results are muddier for the other vatiables. Population mobility, unionization, lags
(discussed above), restrictions on M.D. employment and CONs wete each examined by two of
the 3 articles. The positive unionization effect was close to significance in Goldberg and
Greenberg, but vety weak in Motrissey and Ashby. Restrictions on physician employment had
virtually no effect in one study, but a significant negative effect in the other.”

For the 1990s, Dranove et al find that health care supply variables, particulatly hospital
concentration, had a substantial effect on managed cate penetration. MSAs with high hospital
concentration tend to have lower managed care penetration, and there is some indication that
hospital concentration may have an effect on the coefficients of the othet supply vatiables
(hospital occupancy and extent of solo practice by physicians). However, the authors also find
that lowering hospital concentration beyond a certain point may have little effect on managed
care penetration. Their tesults provide moderate evidence that increasing hospital occupancy
rates and a greater degtee of solo practice by physicians tend to decrease managed cate

penetration.

Concerning economic and demogtaphic variables, Dranove et al find a negative relationship
between managed cate penetration and a large non-white population but a positive relationship
with college education and utbanization at the MSA level. They also found a non-linear
relationship between managed cate and firm size, with higher managed care penetration
associated with higher concentrations of large firms (over 500 employees) or moderately small
firms (20-99 employees).

After my findings ate presented in Chapter 4 of this report, Chapter 5 offers a compatison of
them with the published findings for both the 1970s and early 1990s periods.

51 Possibly institutional providers were more favorable to CON regulation in states where HMOs were emesging. In such a
case, the causality ran from HMO growth to CON regulation rather than vice versa.

52 Please see Chapter 5, Section B2, Comparison With Prior Studies, for an analysis of how the results generated here compare
with those of these three prior studies.
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F. Chapter Summary and Significance

This chapter covers the literature on the economics of HMOs. This literature includes
extensive analysis and debate concerning the nature of HMOSs’ cost advantage. The
pteponderance of the recent literature indicates that the cost advantage is not solely due to a
selection effect. It may be largely due to lower reimbursement to providers. Othet major
topics include the relationship between HMOs and physicians, the tole of market power and
the evolution of HMOs. Section E of this chapter covers a small number of studies that
analyze the causes of HMO enrollment growth.

The published literature contributes to the main analysis because prior studies and findings
wete used to generate hypotheses that ate tested by this study. The specific hypotheses are
discussed in Chapter 3. One important hypothesis is that an abundant supply of physicians
was conducive to HMO growth. This hypothesis relates to the literature showing that
physician recruitment is a ctitical prerequisite for HMO success. Another physician variable,
prevalence of physician group ptactice has been found to have some influence on HMO
growth in one prior study.

Another major hypothesis is that an abundant supply of hospital beds was conducive to HMO
growth. It is well established that HMOs achieve a cost advantage by reducing hospital costs.
Additionally, three priot studies found that hospital related variables have an effect on HMO
growth.

Because of their lower costs, HMOs have often been thought of as a viable health insurance
alternative for working class and lower middle income families and individuals. Two ptiot
studies have provided some indication that per capita income has a negative relationship with
HMO growth. Therefore, this hypothesis is emphasized in Chapter 3.

In conclusion, review of the literature reinforces the point that HMOs are an important and
unique component of the health economy; they have produced substantial effects on health
cate costs and other aspects of the health care sector. The literature also suggests several
specific hypotheses conceming the causes of HMO growth, and these hypotheses are
developed and tested in the next 2 chapters.
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Chapter 3: RESEARCH METHODS AND DATA

"Learn the ABC of science befote you try to ascend to its summit."
Ivan P. Pavlov®

A major goal of this study is to develop statistical models that account for the observed growth
of HMO enrollment. As explained in Chapter 1, the datasets and statistical analysis used here
are consistent with a conceptual framework developed from the literature on the diffusion of
innovations (LA Brown 1981). This chapter presents considerable additional detail concerning
the design of the statistical study and the rationale thereof. Extensive precautions have been
taken to maximize the likelihood that the statistical models reflect structural, which is to say
causal, relationships between the explanatory and outcome variables.

Rather than presume that all the findings reported here reflect such causal relationships, this
chaptet, and the subsequent chapters, generally use such terms such as “association”,
“statistical relationship” and “connection” in preference to “causation” and “structural
telationship”. The use of the weaker terms reflects the considerable complexity of the
telationships under study. Numetous threats to validity must be addressed before asserting
that any statistical trelationship, no matter how strong, accurately captures a structural
economic relationship. Therefore, one of the key purposes of this chapter is to present each
reader with sufficient information so that they can judge for themselves whether the observed
statistical relationships are structural.

A. General Study Approach and Scope

This is a study of the causes of HMO growth in 2 petiods, 1973-78 and 1988-93. The unit of
analysis is the geographic division that corresponds most closely to the market in which
HMOs compete, namely the metropolitan statistical area (MSA, referred to colloquially as 2
city). MSA is the unit which best cotresponds to the market in which HMOs compete for
enrollees.* The study population is the 75 largest MSAs in the US as of 1990. These cities
and theit estimated populations for the years 1978 and 1993 are listed in Table 3-1.

A1 OUTCOME VARIABLE

A basic variable for analyzing the HMO industry is the percent of a population enrolled in
HMOs, sometimes teferred to as overall HMO matket shate or HMO penetration. In this
study, HMO matket shate is measured for the entire population of each of the 75 MSAs.>®

53 He of "Pavlov's Dog" fame, 1936 Bequest.

54 HMOs generally offer services in an area large enough to include the homes, workplaces and preferred providers for the
majority of their potential enrollees. In large and medium sized cities, people frequently cross County lines when commuting
or secking care. The MSA, as defined by the US Census Bureau, is the geographic entity that best corresponds to the HMO

market.

55 It can be argued that it is mose useful to only study HMO market share for commercially insured populations. However,
there are 2 problems with this. First, HMO is a concept and a movement as well as a parrowly defined economic or legal
entity. Enrollment in Medicare and Medicaid HMOs is germane to the advance of this powerful movement. Second, it is
difficult to estimate the number of uninsured persons at the MSA level, and this reduces the accuracy of estimates of HMO
market share for commercially insured populations.
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75 LARGEST METROPOLITAN AREAS

TABLE 3-1

(as of 1990)
Rank | Name and Designated Population Population
L 1978 19
Designation* State” in %Z) 05) (in O%?)s)

1. New York CMSA NY 18,857 19,551
2. Los Angeles CMSA CA 10,779 15,210
3. Chicago CMSA IL 6,380 7,580
4, Washington-Baltimore CMSA DC 5,535 6,598
5. San Francisco CMSA CA 5,174 6,469
6. Philadelphia CMSA PA 5,684 5.941
7. Boston CMSA MA 5,345 5,699
8. Detroit CMSA MI 5,221 5,150
9. Dallas CMSA X 2,686 4,121
10. Houston CMSA TX 2,792 4,007
11. Miami CMSA FL 2,370 3,353
12. Seattle CMSA WA 2,155 3,122
13. Atlanta GA 1,952 3,093
14. San Diego CA 1,742 2,611
15. Cleveland CMSA OH 2,593 2,514
16. Minneapolis-St Paul MN 2,094 2,572
17. St Louis MO 2,405 2475
18. Phoenix AZ 1,394 2,392
19. Tampa-St Petersburg FL 1,445 2,136
20. Pittsburgh PA 2,227 2,058
21. Denver CMSA CO 1,632 2,146
22. Cincinnati CMSA OH 1,645 1,802
23. Milwaukee CMSA WI 1,594 1,634
24, Kansas City MO 1,423 1,613
25, Portland CMSA OR 1,249 1,632
26. Sacramento CMSA CA 1,028 1,576
27. Notfolk VA 842 1,547
28. Columbus OH 1,235 1,443
29. San Antonio TX 1,033 1,382
30. Indianapolis IN 1,158 1,311
31. New Otleans LA 1,206 1,257
32. Chatlotte NC 912 1,233
33. Hartford CT 1,051 1,119
34, Otlando FL 619 1,166
35. Salt Lake City UT 824 1,154
36. Rochestet NY 968 1,028
37. Nashville TN 782 1,044
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TABLE 3-1 (continued)

Rank Name and State Population Population
Designation* 1978 1993
38. Memphis TN 884 1,016
39, Buffalo NY 1,063 970
40. Oklahoma City OK 804 995
41. Louisville KY 933 978
42, Dayton OH 949 ’ 958
43, Gtreensboro NC 805 979
44, Providence RI 850 914
45, Jacksonville FL 698 962
46. Albany NY 832 888
47, Richmond VA 746 913
48. W Palm Beach FL 496 931
49. Birmingham AL 781 864
50. Honolulu HI 722 866
51. Austin TX 480 864
52 Fresno CA 533 822
53. Las Vegas NV 376 878
54. Raleigh-Dutham NC 520 808
55. Scranton PA 713 747
56. Tulsa OK 591 738
57. Grand Rapids MI 584 716
58. Allentown PA 627 703
59. Tucson AZ 461 - 709
60. Syracuse NY 649 671
61. Greenville SC 536 665
62. Omaha NE 598 635
63. Toledo _ OH 604 613
64. Knozville TN 536 640
65. Springfield MA 586 597
66. El Paso TX 445 646
67. Harrisburg PA 536 605
68. Bakersfield CA 370 599
69. Little Rock AR 448 532
70. Chatleston SC 392 525
71. Youngstown OH 542 494
72. Stockton CA 314 < 510
73. Albuquerque NM 381 506
74. Wichita KS 397 . 473
75. Sarasota FL 319 504

* CMSA indicates the metropolitan area is a Consolidated Metropolitan Statistical Area, consisting of 2

ot more adjacent Primary Metropolitan Statistical Areas.
~ Many of these MSAs ctoss state boundaries. This table lists the state in which the central city of the

MSA i1s located. -
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The outcome variable is the growth in HMO market share over a 5-year period in percentage
points; this outcome is measured for both 5-year periods under study.

The use of growth in matket share as the outcome variable assumes that such growth is
independent of the initial level of HMO market share. Mathematically, it is equivalent to using
a coefficient of 1.0 for the HMO matket shate of the eatlier years (1973, 1988) in estimating
the HMO market share of the later yeats (1978, 1993). The advantage of this simplifying
assumption is that it avoids pre-occupation with determining the “correct” or “natural”
relationship between HMO market shares of different years.* This approach facilitates a more
detailed examination of other candidate factots behind HMO growth.

Two supplementary analyses performed after the final models for both periods were chosen
suppotted the assumption of a coefficient of 1.0 for the prior values of HMO market share.’

A2 EXPLANATORY VARIABLES AND ANALYTIC METHOD

Twenty-five vatiables were tested as possible explanatory variables, or predictors, of the
outcome variable. These include vatiables pertaining to the supply of medical resources, other
medical system charactetistics and general economic and demogtaphic variables. They are
listed in Table 3-2.

The statistical method of this study is ordinary least squares (OLS) multiple regression. The
data satisfy the requitements necessary to apply this method and establish structural
relationships. Residual values are examined and analyzed to assure satisfactory compliance
with statistical assumptions.

B. Methods Issues

There are 4 methods issues of patticular significance to this study. The first 3 concern threats
to the validity of the regression results. The 4th concems the statement of hypotheses.

B1 OMITTED VARIABLES
The goal of a structural statistical model is to give a complete explanation of the outcome
under study. * All the factors that jointly determine the measured outcome should be

56 The natural growth path of HMO enrollment in cities, or for that matter in the U.S., over time is a legitimate and serious
issue worthy of careful investigation. Further reference is made to this issue in Chapter 5, Conclusions. However,
statistically determining such a path is not the primary purpose of this study.

57 The supplemental analyses involved using the prior value of HMO market share and the 4 variables used in each final model
to estimate HMO market share for each of the later years (1978, 1993). In these 2 supplemental regressions there were no
constraints on the coefficients of the prior year values. In both cases, the regression algorithm assigned a coefficient within
2% of 1.0 (ie. between .98 and 1.02) to the prior year market share. Similarly, the coefficients of the other variables were
very similar to the coefficients assigned by the final models for the 2 periods. The results of these supplemental analyses
lend support to the implicit assumption of a 1.0 coefficient for the 1973 and 1988 HMO market share values.

58 Originally in econometric theory, structural models specified supply and demand equations and solved for Quantity (Q) and
Price (P) by setting supply equal to demand. However, it is now frequent practice in the social sciences to specify a structural
reduced form equation for the phenomenon under study (usually some form of Q, as in this project) without the specification
of separate supply and demand equations.
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accurately measured by the explanatory vatiables in the model equation. If the model is
absolutely structural, all instances of the obsetved outcome are determined just as the model
"predicted value" is determined by the model equation, with only a stochastic erfor term
accounting for small differences between the obsetvation and the "prediction”.

However, in the case of HMO entollment growth at the MSA level, we do not know the
complete set of influential factors. This is partly because the number of factors that might
influence HMO growth is very large and the previous published research on the subject is
limited. It is also because some very likely influential factors, such as the reputations of
individual HMOs with their current enrollees, are very difficult to measure accurately and
comprehensively. In the case of other factors, such as premiums charged by HMOs and other
health insurers, measurement may have been possible and measurements may have even been
taken, but the data ate not cutrently available.

Therefore this study confronts the likelhood that 1 or mote structural vatiables are not
included in the analyses. This is known as an Omitted Variable problem. Not only does this
ptoblem prevent the analysis from being complete, but the omission of important vatiables
may bias the estimated influence of one or more of the vatiables found to be influential on the
obsetved outcotnes.

Fortunately, it is possible to conduct a valid analysis with omitted vatiables as long as the
potential influence of the omitted variables is considered and analyzed. 4 questions ate ctitical
to the consideration of each omitted variable:

*  Would it be likely to influence the study outcome if it were included?

* s there a clear direction in which the effect most likely runs?

* Ts the influential omitted vatiable likely to be highly correlated with one or more variables
shown to be influential? If thete were such a correlation, then the model results would be
biased.

* If the answers to the first 3 questions are all affitmative, then what is the direction of the
cotrelation and what is the corresponding direction of the bias on the vatiables included in
the final model?

Besides the factors represented by the explanatory variables in Table 3-2, this study has
identified 6 factors that may influence HMO growth at the MSA level. These ate:

a) State Regulations

b) Prevalent Model Type of HMO

¢) Premium and Out of Pocket Costs

d) Labor Market Effects '

e) Insurance Market Effects

f) Reputation of Individual HMOs and non-HMO Plans

These potential factors can be related to the 4 categoties of factors discussed in Chapter 1.
These 4 categoties are A) Market potential, B) Extent of public exposure to. the innovation, C)
Charactetistics of individual HMOs, and D) The tole of other institutions. Hypothesized
factots a, d and e relate to category A) Market potential, while hypothesized factors b, c and £
relate primarily to category C), with the understanding that characteristics of individual HMOs
need to be compared with parallel charactetistics for non-HMO health insurance plans for
those chatacteristics to be useful in the analysis of overall HMO growth at the MSA level.
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a) State Regulations

Prior analyses have indicated that state regulations had little effect on HMO growth in the
1970s.% These regulations underwent little change between the 1970s and 1993, when the 2nd
petiod of this study ends. Thetefore it is unlikely that state regulations would have strongly
influenced the results of this analysis.

b)  Prevalent Model Type of HMO

Model type, is discussed in Chapter 1. Pethaps HMOs of one model type wete prone to grow
faster than HMOs of other model types. If so, prevalent model type might account for much
of differential enrollment growth across MSAs. In the 1970s, the Independent Practice
Association (IPA) model was considered friendliet to physicians than the Group model, and
prevailing model type may have been cotrelated with 1 or more physician related vatiables.
This is a setious threat to the validity of this study. Further tesearch on this possible effect is
recommended in Chapter 5, Conclusion.

¢)  Premium and Out of Pocket Costs

This is discussed in Chapter 2. There is substantial evidence that HMOs have offered their
subscribers lower premium and out of pocket costs than other health insurance plans from
1958 to the present. It would be desirable to use data measuring HMO cost advantage by
MSA, but accurate data on this dimension are not available.” Such data by MSA, if available,
might be highly cotrelated with hospital costs.” Therefore the inclusion of 1 or mote cost
advantage measures might reduce the magnitude of any hospital cost effect found. Thete is
little evidence that HMO cost advantage would be substantially correlated with any of the
other explanatory variables used here. '

d) Labor Market Effects

Since health insurance is mostly purchased by employets, conditions or changes in an MSA's
labor market could easily influence HMO enrollment in that city. Two attributes of a labot
matket, the extent of unionization and the average size of wotk establishment are measured
and analyzed here. Another attribute, labor skill level, is believed to be highly correlated with

average income and education levels, both of which are also used in this analysis.

Another key labor market attribute is the extent to which health insurance is provided with
employment. But it is possible to make arguments both ways; ie. high rates of employet-

59 Please see Chapter 2, Literature Review, Section D.

6 Unlikely, but not impossible. Changing conditions may have made state regulations more influential even as the regulations
themselves remained unchanged. But the academic and journalistic literature emphasizes the effect of other factors on HMO
growth and other trends during the 1973 to 1993 pedod.

6t Some work on HMO premiums in most states has been done Wholey et al 1995), but data limitations of state insurance
reports and the complexity of health expenditures would make any comparison of costs between HMOs and other insurers on
the MSA level a major project in itself.

& Luft (1978) found that HMOs achieved much of their cost advantage from reduced hospitalization rates.
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based health insurance may inctrease ot dectease HMO market shate. ©  Extent of employet-

based health insurance may well be positively correlated with average income, but the extent of
the correlation on the MSA level is unknown. If income showed a strong effect on HMO
market share growth, it would be desitable to control for this omitted vatiable.

¢) Insurance Market Effects _
One aspect of insurance markets, the influence of state regulations is included with the 1st

category discussed above. Another attribute of metropolitan health insurance matkets, the
market shate of Blue Cross/Blue Shield (BC/BS) insuters, is measured and analyzed for the
1970s period.* Another possibly important attribute is the extent to which 1 or a few sellers
conttol a health insurance market (sometimes teferred to as market structure).

At least for the eatly petiod of HMO growth, it would be natural to hypothesize that matkets
with many competing insurers would be mote open to "upstart” HMOs, while markets mostly
controlled by 1 or a few established insurets would see greater resistance to the HMO
movement. Since BC/BS insurers were major playets in many health insurance matkets, we
would expect a positive correlation between BC /BS market share and overall matket share
concentration. Therefore, the omission of a measure of market power from the analysis may
potentially bias the coefficient of BC/BS influence upward. Otherwise, there is no known
evidence, and little reason to believe, that health insurance market structure would be highly
correlated with any of the variables tested here.

) Reputation of Individual HMOs and non-HMO Plans : :

HMO matket share growth at the MSA level may well be influenced by the reputation of
individual HMOs ot non-HMO plans with the public at large, employers, providers ot other
groups. The reputation factor is intertwined with the labor market and insurance market
effects because these factors dilute and delay the direct effect of reputation on matket shate.”

Reputation of an individual plan may also be affected, for better or worse, by the length of
time that plan has been in operation. For HMOs, the age of individual plans will be cottelated
with the Age of Oldest HMO variable already included in this analysis, and therefore that
vatiable would help control for reputation effects. For non-HMO plans, data on length of
tie in operation are not included in this study and is unlikely to be highly correlated with the
vatiables that are. '

B2 ENDOGENEITY :

For almost any statistical model, it is highly desirable that the explanatory variables are
exogenous; they must not be influenced by the outcome variable. However, vety often such
causal relationships run both ways, and many of the variables that can be plausibly
hypothesized to inflience HMO growth can equally plausibly be hypothesized to be
influenced by the magnitude of HMO enrollment.

63 Would increase market share: If low wage employers were expected to offer health insurance, they would try to offer the
cheapest insurance possible and they would tum to HMOs. Would decrease market share: If the prevailing economic climate
dictated that employess offered health insurance, then it might well also dictate what type of insurance they offered.

6 Comparable data are not available for the 1988-93 period.

65 In some industries, reputation may rapidly influence market share, and the 2 vadables become virtually synonymous.
Consumer surveys suggest that this is not the case with health insurance.
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A model with endogenous variables cannot be structural because the endogeneity will bias the
estimates of the variable coefficients; that is, unrecognized endogeneity will distort the
magnitude, and possibly the direction, of the structural effect inferred from the statistical
analysis.” One method for addressing endogeneity is the use of an instrumental vartiable. If
the instrumental variable is highly cottelated with the structural component of the
hypothesized explanatoty vatiable, but not at all cotrelated with or influenced by the outcome
variable, then an analysis using the instrumental vatiable will produce a less biased estimate of
the structural relationship.

One favored way of generating an instrumental variable is to regress the suspected endogenous
explanatory variable on a set of known exogenous vatiables. Frequently, the endogenous
variable is regressed on all the variables in the model that are believed to be exogenous. The
"predicted" values of this explanatory variable constitute the best possible instrumental
vatiable in the sense that it must be as highly cortelated as it can be and still be an exogenous
vatiable. This approach is known as Two-Stage Least Squates (2SLS, Kennedy 1992).%

One problem with the 2SLS approach is that it introduces measurement error. The
instrumental variable generated by the first stage is not an accurate measurement of the
structural variable but an imperfect statistical approximation (Farley 1993, 88). The 2nd
problem with 2SLS is that, while disposing of the assumption that a particular explanatory
variable is exogenous, it introduces substitute assumptions that may be just as questionable as
the disposed assumption. In patticular, it is assumed that the use of the 1" stage regression
does not bias the results of the 2 stage regression. If the variables used to construct the
instrumental variable are structural to the outcome variable in their own right, rather than
through the explanatory variable, then the coefficients yielded by the 2nd stage equation are
likely to be biased.

If it is necessary to construct instrumental vatiables for several explanatory variables, then the
aggregate loss of accuracy may be considerable. Additionally, the issue of endogeneity may
become intractable, and the likelihood that the results will have external validity may go down.
The 2SLS approach is more likely to be useful when only 1 explanatory variable is suspected of
being endogenous. '

The data collected for this study provide a special and unusual opportunity to avoid
endogeneity. Structural relationships ate generally believed to assert themselves over a period
of time (Holland 1986). Under this assumption, an event cannot be influenced by an event
that takes place subsequently; a vatiable can only be endogenous to events that took place

6 The simplest case consists of 2 phenomena that positively reinforce each other, such as album sales and concert attendance
for a musical act. If the causal effect were hypothesized to run solely from album sales to concert attendance and a simple -
regression performed, then the results would be misinterpreted, and the estimate of the effect of album sales on concert
attendance would be biased upward. However, with multivariate analyses with a more complex set of causal relationships, it is
harder to determine the nature of a biasing effect from an unsound causal assumption.

67 However, the use of the word "best" may be misleading, inasmuch as there may be omitted variables that either would make
a better instramental variable by themselves or should be included in the regression equation to construct a synthetic
instrumental variable.

6 However, an event can be influenced by the expectation of another event, such as when people unpack winter clothes on a
hot day in September. ‘The Rational Expectations school of macro-economics is notable for its reliance on the assumption that
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befote it was measured. But variable values may be influenced by a temporally long string of
events. Causal effects may be felt with very long lags, and it is often very difficult to determine
the length of the lags and the telative importance of events with different lags.”

Given a complex and unclear set of causal relationships among a group of variables, it is
difficult to say which variable values at which times are likely to be endogenous to which othet
variable values at other times, either eatlier or later. Howevet, it is much less likely that the
values for a particular variable are endogenous to subsequent changes in another vatiable.
Unless there are good reasons to believe otherwise, this is true even if static values of the 1st
vatiable are endogendus to simultaneous static values of the 2nd variable.

Therefore this study regresses the growth of HMO market share over two 5-year petiods on
ptiot values of certain explanatory variables, specifically those variables that might otherwise
be endogenous. This repott shall tefer to this method as Growth Prediction method because
priot values of these explanatory vatiables are used to predict the amount of growth of the
Outcome variable ovet a subsequent petiod. :

The Growth Prediction method can be expressed schematically as follows:
dX = f(A1, A2, A3, ... AN, B1, B2, B3, ... BM)

where: X = HMO Market Share
dX = Change in HMO Market Share

A1, A2, A3, ... AN = Explanatory Vatiables Measured at the Beginning of the Change
Period
B1, B2, B3, ... BM = Explanatory Variables Measured at the End of the Change Period

The A variables are measured at the beginning of the growth period to eliminate any
endogenous effect the outcome vatriable would have on them. In general, these tend to be
medical supply variables and other medical system measutes. The B values, in line with
standard methods, are measured contemporarily with the outcome vatiable, ie. at the end of
the growth petiod. B variables tend to teflect general economic and demographic factots.

The ptior values of explanatory variables are likely to be exogenous to subsequent changes in
the outcome vatiable whether the changes are measuted over a petiod of 1 day or 100 yeats. In
selecting the length of the period for which change in the outcome variable is measured, the
challenge is to determine the petiod of time for which the structural effect of the explanatory

much financial behavior is based on certain rational and understandable expectations concerning aggregate economic
indicators.

But it would be going far beyond the assumptions of Rational Expectations theorists to believe, for example, that the location
decisions of MDs are substantially influenced by correct anticipation of local HMO growth rates, particularly if HMO
growth is not the dominant factor in determining M.D. compensation, working conditions and social standing.

© For example, the population density of New York City may be influenced by its natural topography, by actions of John
Jacob Astor in the early 1800s and by recent trends in crime prevention. If the first 2 factors are dominant, and if population
density determines land prices, then New York land prices in 1900 could be endogenous to population density in 2000!
(However, presumably the statistical relationship with population density in 2000 would be weaker than that with population
density in 1900.)
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vatiable is maximized. Unfortunately, this petiod may be different for different variables and
for different starting points.

Changes over periods that are very short (measured in days or weeks) are more likely to teflect
random shocks rather than structural processes. On the other hand, the causal effect of an
explanatory vatiable at a fixed time will eventually fade away. Normally in the social sc1ences
we assume that the effect on many outcome vatiables is unlikely to last as long as a decade.”

Based on intuitive judgment and data availability considerations, a change petiod of 5 yeats
was selected. There is no empirical evidence that 5 years is necessatily the best interval for this
putpose. But if 5 years is too long a petiod, that would only weaken the demonstrated effect
of 1 ot mote explanatory variables.

As shown in Table 3-3, health sector explanatory variables include measures of the supply of
vatious health professionals, measures of hospital costs and specific attributes of MSAs' MD
populations.” Therefote, this tegression analysis uses values of these variables measured at or
near the beginning of the growth petiod. Some of the variables were measured 1 or 2 years
into the growth period. If the variables that wete measured later are strongly and rapidly
interactive with HMO growth, then these measurements could be endogenous. Howevet, in
the one case where regtession results indicated that endogeneity is a significant threat, testing
with eatlier values for the variable still showed a statistically significant effect (see Chapter 4,
Subsection B4).

On the other hand, general economic and demographic variables ate not suspected of being
endogenous to HMO entollment. While many HMOs certainly qualified as latge corporations
by the early 1990s, they only collectively controlled 3% or less of the economic product of any
MSA. Therefore it is implausible that HMO Matket Share would have a substantial effect over
economic or demographic variables such as Per Capita Income or Population Density. These
variables are usually measured toward the end of the growth period.

In summary, endogeneity, or mutual causality, is a setious threat to the validity of this statistical
analysis of HMO enrollment growth. One common method for eliminating or reducing
endogeneity is 2SLS. However, 2SLS suffers from measutement etror and the necessity of
making unsubstantiated assumptions. Therefore the Growth Prediction method, which uses
subsequent changes in HMO growth as the outcome variable, is used to test for structural
effects of many explanatory variables.

With the assumptions that causal effects do not run backwards over time and that explanatory
variables were not determined by rational anticipation of future HMO enrollment growth, the
Growth Prediction method provides a valid means of testing for structural effects.

70 This is why most studies use simultaneous values of outcome and explanatory variables and it is very rare for values lagged
by 10 years to be used.

7t Under the concept that a cause must precede an effect, the Age of the Oldest HMO in an MSA cannot be endogenous to
current HMO enrollment.
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B3 LIMITATIONS OF 1970s DATA SET

Since this study is concerned with the growth of HMO enrollment in metropolitan areas, it
would be desirable if growth in all cities wete compatable in nature but variable in extent. In
other words, if the only outcome that varied actoss cities was the extent of HMO growth, then
that would simplify the application of analytic techniques. Howevet, during the 1970s, many
cities had no operational HMOs and hence no HMO enrollment. In ordetr for HMO
enrollment to grow, one HMO had to commence operations. Such operations wete initiated
in 19 of the nation’s 75 largest cities between 1973 and 1978. Another 28 MSAs had no HMO

enrollment in 1973 ot 1978. 7

This patticular set of circumstances raises 2 problems for the 1970s analysis. One problem is
that the 28 cities with no HMO enrollment in either year had an outcome value of zero. When
a large percentage of observations have outcome values of zeto, this is a setious violation of
the normality assumption, and OLS estimates are biased in such cases (this is known as a
limited dependent variable). In this particular study, cities with no HMO entollment
throughout the petiod may not be compatable with cities that did have enrollment; and factors
leading to the establishment of an MSA's 1st operational HMO may be different from factors
determining the overall growth of entollment once that HMO gets rolling. Thetefore these 28
observations wete excluded from the analysis that was used to develop the final 1970s model.

The second problem concems the 19 cities in which HMO operations were initiated between
1973 and 1978. As we have seen, there is no good treason to assume that the factors that led to
the establishment of an operational HMO in a city were exactly identical to the factots that
contributed to rapid gtowth once the first HMO was established. In fact, the literatute
suggests otherwise (Welch 1984). Therefore, it would be ideal to analyze establishment and
growth following establishment sepzm:ately.73 However, because of the small sample of cities
for which data was developed, it was decided to include the 19 cities with new HMO
opetations in otder to boost the sample size for the analysis. |

Supplemental analyses were performed to assess the effects of excluding the 28 cities with no
HMO entollment in either year and the effects of including the 19 cities in which HMO
operations initiated. The results of these analyses are discussed in Chapter 4, and the specific
numerical results ate presented in Appendix H.

The final issue that arose with the 1970s data set was the outlier status of Stockton CA. It had
a change in HMO market share of -14.8%, while the other 46 values ranged from -2.6% to
7.3%. Cleatly, Stockton would have an enormous influence on the analysis results if included.

Howevet, Stockton's outlier value stemmed from a definition problem. The HMO that
entolled over 15% of Stockton's population in 1973, the San Joaquin Foundation for Medical
Cate (SJF), was not a true HMO by the standards of that time. It was an "imitation" HMO
organized by the San Joaquin County Medical Society for the purpose of keeping Kaiser

72 By 1988, there were operational HMOs in 73 of these cities. Therefore the limited data problem described in this sub-
section does not seriously affect the 1988-93 analysis.

73 Once separate models for establishment and for post-establishment growth were created and inspected, then there would be
an opportunity to integrate these models into a comprehensive model of HMO enrollment.
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Petmanente from moving into this MSA.”* From 1973 to 1978, SJF shtank drastically,
reorganized and changed its name. This is why the data (falsely) show a decline in HMO
enrollment of 14.8% of metropolitan Stockton's population.” Therefore, this conspicuous
outlier was eliminated. ‘This left 46 observations on which the 1970s analysis was conducted.

B4 MEASUREMENT ERROR

Measurement error in either the outcome ot explanatory vatiables is a potential threat to the
validity and accuracy of the relationships that are found in this study. The primary concern is
that systematic measurement etror will bias the study results, erroneously creating the
impression of strong statistical relationships. However, random measurement ettor is also a
concern because it has the potential to lower coefficients and t-statistics below their true
values.

The measurement of the ptimaty outcome vatiable, change in HMO market share, is described
in Section C of this chapter, and further detail is provided in Appendix A. Available evidence
indicates that these data ate generally accurate, and that any errors are random and small
relative to the vatiability of this variable for the 1973-78 and 1988-93 periods.

The measurement of the explanatory vatiables is also documented in Section C and Appendix
A. In general, these data come from well established sources. The available evidence suppotts
the accuracy of such vatiables as RNs per capita, Economic Growth and many others. The
explanatory vatiables for which there is concern of substantial measurement error ate
discussed in Appendix A. These are the hospital variables, Average Years of Schooling and
Establishment Size.”

B5 FRAMING OF HYPOTHESES

Subject to some basic assumptions, standard regression methodology automatically tests one
ot more hypotheses each time a tegtession is run (Kennedy 1992, 43-44). The regtession
results table provides the t and P statistics that help determine whether the association between
the outcome variable and each explanatory vatiable is statistically significant under the
frequentist hypothesis testing statistical paradigm.

However, the interpretation of statistical results requites additional analytic thinking. Do the
hypotheses that are statistically verified or rejected correspond to the research hypotheses that
are most critical to understanding and predicting the phenomenon under study? Do they
correspond to the hypotheses that are most useful to policy making? And, for multiple

74 For an account of the beginnings of SJF, please see Can Physicians Manage the Quality and Costs of Health Care? by John
G. Smillie, 1991, p. 95.

5 InterStudy data show 7 other HMO foundations operating as of December 1973, including 5 in the top 75 MSAs. The
entire HMO enrollment in Las Vegas was in another foundation, Nevada Health Plans, which went out of business in 1974.
Doug Wholey doesn't consider any of these foundations to have been legitimate HMOs (personal communication from Rich
Hamer of InterStudy). However, available evidence conceming the circumstances of the other, smaller, Foundations was less
clear.

76 As it turned out, none of these potentially inaccurate variables showed a sufficiently strong relationship with HMO growth to
be included in either of the final models. Therefore the concern about systematic measurement error engendering a false
impression of a statistical relationship appears to be moot. The greatest measurement error-related concern is possible
confounding of Establishment Size with Latitude. This is discussed in Chapter 4, sub-section B6, Latitude in the Final 1970s
Model
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regressions, ate all the vatiables and their cortesponding hypotheses equally important, or is
thete a subset of variables that reflect the most critical hypotheses?

If there is consensus that the outcome variable is worth investigating, then the effort to
develop a useful model largely corresponds to matching statistical hypotheses with critical
research hypotheses. In policy analysis, we seek to go 1 step further and match research
findings with policy issues and alternatives; this will be addressed in Chapter 5. This chapter
section addresses the question of priotitizing multiple hypotheses and of seeking to generate
the highest possible level of knowledge and insight from the verification or rejection of these
statistical hypotheses.”

Under the classical scientific method, a study is designed to vetify or reject 1 hypothesis. Or it
is designed to resolve the choice between 2 contrasting hypotheses, verifying 1 and rejecting
the other.”® However, the tools of multiple regression and modetn computing make it possible
to test several or more statistical hypotheses simultaneously. Given the vastness and
complexity of social phenomena, studies designed to painstakingly test 1 and only 1 hypothesis
may be a luxury. Practical experience teaches that such studies ate likely to be disappointing -
ie. it is more likely that the specific hypothesis will be rejected than that it will be verified.”

Therefote this study, from the outset, considered multiple factors that may have helped or
hindered HMO growth at the MSA level. Since the few prior studies generated inconclusive
and sometimes mutually inconsistent results, the field was open to a very wide range of
possible explanatory variables and matching hypotheses.

However, a "dustbowl empirical" approach of simply testing a large number of explanatory
vatiables held limited promise for definitively explaining differential HMO market share for 2
reasons.”’ First, if enough statistical tests are performed, inevitably some explanatory vatiable
will pass conventional tests of statistical significance. Although corresponding statistical
adjustment can be attempted, seemingly arbitrary changes in the regression program can
determine whether the results achieve statistical sigmif:'lcance.81

71 Popper (1959) argued that hypotheses cannot be proved per se, only disproved. In Popper's view, if a hypothesis is not
disproved by a sufficiently rigorous set of experiments (or perhaps empirical studies) designed to test its validity, than that is
as close to proof as is possible. However, in this study, the goal is simply to use regression analysis to provide meaningful
evidence in favor of, or in opposition to, specific hypotheses.

78 Platt (1964) argues that scientists' obligation is to identify and conduct the crucial experiment that will exclude 1 or more
plausible explanations for a phenomenon. But note skepticism over whether this physical science approach can be applied
to the social sciences. Babbie (1991, 81) states "The 'critical experiment' that ultimately determines the fate of an entire
theory is rare indeed."

Campbell and Stanley (1963, p.3) argue that this plodding, disappointment-laden approach is characteristic of a true science
and is precisely what is necessary for social science to advance. "We must instill in our students the expectation of tedium
and disappointment and the duty of thorough persistence, by now so well achieved in the biological and physical sciences.
We must expand our students' vow of poverty to include not only the willingness to accept poverty of finances, but also a
poverty of experimental results."

7

2

80 A 3rd limitation of such an approach, endogenous explanatory Vs, is discussed and resolved for the purposes of this study
earlier in this chapter.

8

One way of adjusting for the performance of multiple statistical tests is to use the Bonferroni method of multiple
comparisons, but this method is very conservative and may lead to false negative findings conceming statistical significance
for many analyses.
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Second, almost any result can be plausibly justified post hoc. But the mark of successful
tesearch is that a study result can be predicted and explained before the study is conducted.
Howevet, even if this standard is not met, an a prioti statement of specific expectations and
their relative importance is still useful to the advancement of knowledge. The process of
analysis and explanation, both before and after any unexpected results are produced, will be
more authentic than simple post hoc justification.

Befote the 1970s regression runs, 4 ptimary hypotheses were specified. Beds pet capita, MDs
pet capita and Market Shate of BC/BS insurers were expected to show a positive effect on
HMO matket shate, and Income per capita was expected to show a negative effect.

The beds and MDs pet capita hypotheses were based on the reasoning that a relative surplus
of resources would lead the owners of those resourtces to contract with HMOs; in those MSAs
with little ot no sutplus, resoutce owners (specifically hospitals and doctors) would have little
incentive to try the risky and unpopular HMO expetiment. The BC/BS hypothesis was based
on anecdotal evidence about BC/Bs executives in most states. Apparently they had accepted
the HMO concept by the early 1970s, and they were working in various ways to establish
HMOs and help them grow (Goldberg and Greenberg 1977).

The Income per capita hypothesis stemmed from the fact that HMOs were a less expensive
form of health insurance. At least on the individual level, we would expect lower income
individuals to be more sensitive to insurance premiums in selecting an insurer.”” Expectations
wete stated for 16 other vatiables, although several of these were expected to show no effect.

Befote the 1990s regression runs, ptimary hypotheses were specified that Employees per
Establishment and Population Density would have positive effects on HMO market share and
that Economic Growth and Population Growth/Net Migration would have negative effects.”
The 1990s primary hypotheses were different both from the initial 1970s primary hypotheses
and from the results of the 1970s analysis. These divergent primary hypotheses reflected the
belief that HMO growth was dtiven by general economic and demogtraphic variables in the late
1980s and early 1990s.

Specifically, the hypothesis concerning employees per establishment responded to the HMO
"bust" of the late 1980s. Many HMOs that marketed aggressively to small firms had gone
bankrupt ot had to cut back their operations drastically, and, as a result, caution in marketing
to small firms seemed to prevail well into the 1990s.

The hypotheses conceming economic growth and population growth were also partly based
on the influence of the bust. The rapidly growing areas, mostly in the western US, where
HMOs had most prospered in the early 1980s tended to include the MSAs most affected by
the bust. From a longer run petspective, it could be argued that HMO market share in rapidly

82 ‘The issue of the behavior of employers and other purchasers, and the complexities of applying a principle of individual
behavior to large MSAs make this hypothesis speculative. But the advantage of empirical testing is that it can sometimes cut
through logical and operational complexities to support or oppose a hypothesis based on a simple conceptual model.

83 Populatioﬁ Growth and Net Migration show a correlation of .75 in the 1990s data set, so it is reasonable to lump them
together in stating hypotheses.
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growing MSAs in the West had plateaued and that more stable population centers were
actually more promising terrain for HMO marketers by the 1990s.

The 1990s hypothesis concerning population density stemmed from the emerging dominance
of IPA model HMOs. The thought was that these loosely knit provider networks were easier

to organize and supervise in dense MSAs.

The tesults of the 2 sets of regressions are discussed in Chapter 4, Findings. How these results
compare with the stated primary and other hypotheses is presented in Chapter 5, Conclusion.
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C. Data Sources and Variables

InterStudy Publications has been keeping track of HMO enrollment for 30 yeats. Their
reports for the years 1973, 1978, 1988 and 1993 wete the main soutce for this study's outcome
variable. InterStudy has released these reports almost every year since 1973. The InterStudy
reports list all the nation's HMOs, the state and MSA in which they wete headquattered and
their enrollment (usually self-reported). The main problem with this data is that it may not
provide the allocation of enrollees across MSAs for HMOs that operated in mote than 1 MSA.

The allocation problem was not a serious obstacle to developing accurate estimates of HMO
enrollment by MSA for the years 1973 and 1978. In those years, thete wete telatively few
HMOs operating in a smaller number of MSAs, and, except for the Kaiser plans, vittually all
HMOs had small enrollments concentrated in 1 MSA.* Howevet, for the years 1988 and
1993, when numerous HMOs were larger and mote extensive, enrollment allocation was a
considerable problem. The allocation process is detailed in Appendix A.

Table 3-3, several pages back, shows all explanatory vatiables used in the 2 final sets of
analysis, along with the sources of those vatiables. This table also shows which variables may
possibly be endogenous to HMO Market Shate and the years for which the variable was
measuted for both analysis petiods. In the last column, the table shows what geographic unit
the variable was measured for. :

Most of the MSA level variables were drawn from the Area Resource File (ARF) maintained
by the Bureau of Health Professions of the federal Department of Health and Human
Services. This data set has 1 record for each of the counties in the US.%

As shown in Table 3-3, 9 variables were not taken from the ARF files for at least 1 of the 2
analysis periods. For a few of these vatiables, no county or MSA level data were available, so it
was necessaty to use state level data. These include % of Physicians in Group Practice, % of
Wotkers Belonging to Unions and % of MDs who were AMA members, which Is only
available up to 1971. Additionally, % of Population Insured by BC/BS plans, which is only
available for the 1970s, was usually calculated on a statewide basis, although it was available on

a sub-state level for a few states.

Clearly, using state level data introduced a degree of measurement error. It is difficult to gauge
the extent of the error. State level data are probably highly cottelated with MSA specific values
for most of these variables, but in specific instances the state data were problematic.*®

8 Lawrence Duffield of Kaiser Permanente Northem Califoria and Bob Pierce of Kaiser Permanente Southern California
were good enough to provide me with historical data of these plan's enrollments by County or MSA.

8 Transforming ARF files into the data sets used in this analysis was a considerable task, but the data itself appeared to be
reasonably complete and accurate. Complex logical and definitional problems arose in generating the best possible
measurements of hospital related variables, including hospital days per capita, hospital costs per capita, and hospital costs per
day.

8 The greatest problem may lic with MSAs in New York State. Statewide averages, largely driven by values prevailing for the
Consolidated New York MSA, for Physicians in Group Practice and Workers Belonging to Unions may have been way off
for Rochester or another New York MSA. If so, such MSAs are artifactual outliers with an (inaccurate) disproportional
influence on some regression runs.
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Please see Appendix A, Data Definition and Measurement Issues, for more detail on the data
collection and processing involved in generating measurements of the outcome and

explanatory variables.
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D. Model Specification

One ctitical aspect of model specification is the use of the Growth Prediction method to avoid
endogeneity, and this is explained in Sub-section 3Bii. A more technical issue is whether to
apply a logarithmic transformation to the outcome vatiable before analyzing causal factors.”

D1 LOG TRANSFORMATION AND OTHER POSSIBLE TRANSFORMATIONS

As discussed in Chapter 1, national HMO entollment from 1970 to 1997 showed a generally
consistent pattern of exponential growth at a rate of 10% per year, and HMO entollment in
many MSAs also demonstrated exponential growth, frequently at an even higher rate, for
petiods as long as 15 years. Thetefore, the likely effects of MSA level exponential enrollment
growth on regtession tesults required consideration.

Specifically, if HMO enrollment in all MSAs was subject to exponential growth at the same
" underlying rate, than those MSAs that had large enrollments at the beginning of the
measutement petiod would show the greatest growth in absolute terms. Those MSAs with
lower entollments would show much less absolute growth. The distribution of absolute
enrollment growth would be skewed right and fresiduals from regression analysis of this
outcome would tend toward hetero-skeclasticity.88 This was a concern for both analysis
periods, but it may have been mote critical for the later period, 1988-93.”

A common temedy for a skewed outcome variable and heteroskedastic tesiduals is log
transformation of the outcome variable. This is patticulatly desirable when the skewness
stems from some form of exponential growth because logged outcomes will reflect the
underlying rate of growth, which frequently is normally distributed, rather than the absolute
result, the distribution of which is frequently highly skewed.

Thetefore, taking log transformations of HMO matket share values and using growth in
logged values as the outcome vatiable was a serious possibility. Such an outcome vatiable
would have reflected telative, rather than absolute, growth in HMO entollments. It would
have been very similar to casting the growth in pure percentage terms rather than as
petcentage points of total population. However, there were 2 problems with such an

87 Another option is to use weighted regression, weighting the observations by MSA population. One advantage of weighting
by population is that every single HMO enrollee counts equally. If the variability of the explanatory and outcome vasiables
wete primaily or largely sampling variability, then weighted regression might be a more appropriate method. However,
since this study is working with population data for fairly large cities, there is no reason to believe that sampling variability is
this kind of a factor. Additionally, weighting would have complicated the application of regression diagnostics. Weighted
Regression is discussed in the Stata Reference Manual, Release 4, 1995, Vol.3, pp. 121-124.

8 HMO enrollment growth measured in terms of percent of MSA population will show essentially the same distribution as
growth in absolute numbers. In fact, HMO market share growth could show an even more skewed distribution than
absolute enrollment growth would.

In the earlier period, 1973-78, many cities did not have operational HMOs. The difference between the enrollment of the
first few HMO members and the growth of enrollment once an operational HMO is established raises some mote basic
issues, which are discussed elsewhere in this chapter. However, by 1988, operational HMOs were present in 73 out of 75
cities.

8

k]
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approach. First, since thete is no log of zero, it was difficult to generate meaningful change in
log of HMO market share for MSAs that started the period with no entollment.”

Second, log transformation of percentages would only be appropriate if MSAs with high
HMO market share at the beginning of the growth period expetienced greater variance in
market share growth in percentage point terms. Inspection and analysis of the data did not
beat out this assumption.”’ Thetefore growth in percentage points of MSA population was a
mote approptiate outcome variable. :

Other possible transformations could address this kind of specification issue. These include
the square root, logit and atcsine square root transformations. For the 1988-93 period,
supplemental analyses were undertaken to determine if such transformations of HMO market

share would be useful in consttucting the outcome variable.

The primaty supplemental analysis consisted of a plot of HMO market shate in 1993 against
HMO matket share in 1988. This plot was used to assess whether the relationship between
these 2 vatiables is essentially linear, and how much heteroscedasticity prevails in the
relationship between themn. The plot cleatly indicated that the relationship is essentially linear.
The plot indicated a small degree of heteroscedasticity, with more scatter of 1993 values when
the 1988 wvalues are high. However, the heteroscedasticity is moderate. This moderate
heteroscedasticity is insufficient to preclude the performance of the analysis using the
difference between the 1988 and 1993 values as the outcome vatiable.”

D2 REGRESSION PROGRAM
In otder to generate the best models, numerous regressions were run and their results were

analyzed and compared. Adjusted R’ was used as a metric of goodness of fit, but t statistics
for explanatory vatiables and their corresponding P values were also referred to. The method
employed has some similarities to Stepwise Regression. Howevet, the results of each
regression were individually assessed, and final models were chosen without the constraint of a
mechanical formulation.

First, simple regressions wete run with all the candidate explanatory variables. Then numetous
tegressions with 2 explanatory vatiables, or double regressions, were performed. Not every

% It is possible to add an arbitrary fixed number, either in absolute enrollment or as a percent of MSA population, to all HMO
market share observations. Such a practice would result in a "loggable" number for every MSA. But, when this was
attempted, no choice of arbitrary added number provided for a set of useful and realistic log transformed values.

9 The reduced variance in market share growth among cities with large enrollments (compared with what was expected) may
have been partly due to the somewhat more modest growth in overall HMO enrollment during the 1973-78 and 1988-93
petiods. Log transformation might be more appropriate for enrollment growth during 1983-88 or other periods.

92 As a check, comparable plots of 2 sets of transformed values were generated and inspected. Logit transformed values for
1993 were plotted against logit transformed values for 1988. This plot indicates a non-linear relationship. It also shows
substantial heteroscedasticity, with the 1993 values having greater scatter at the lower end of the 1988 range.

The arc sine square root transformed values for 1993 were plotted against the arc sine square root transformed values for
1988. ‘This plot, like the plot for the simple HMO Market Shares, shows an essentially linear relationship. This last plot
probably shows slightly less hetero-scedasticity than does the simple market share plot. However, the difference between
the arc sine square root transformation and the simple market shares is small. Any advantage that the arc sine square root
transformation may have is not sufficient to justify the additional complexity of formulation and interpretation that would be

entailed by its use.
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possible double regtession was done, but every single variable was included in double
regressions at least twice. Similarly, all variables that showed moderately promising results
wete tried in every possible combination with each other.

Several variables that showed absolutely no explanatory power in the single and double
regressions were discarded from the analysis. Over 20 triple and quadruple regressions wete
run for the 1970s and over 50 for the 1990s. For both petiods, 1 particular quadruple
specification maximized Adjusted R® When specifications with 5 explanatory variables were
run, they yielded vittually no increase in explanatory powet.”

For both of the final models, standard statistical diagnostic methods were applied. The
assumptions that the residuals were normally distributed, independent of explanatory variables
and independent of each other were tested both by visual inspection and the generation of
summary statistics. The residuals wete examined and analyzed to determine the number of
influential observations and the extent of their influence.”® The analysis of residuals failed to
refute the statistical assumptions, and the final models ate reasonably robust to the elimination
of any 1 observation.

Please see Chapter 4 and Appendix B for further details on regtession diagnostics.

9 For the 1970s, the chosen quadruple regression had an Adjusted R? of .5830; none of the other regressions, including a
couple of quintuple regressions, yielded as high an Adjusted R2. For the 1990s, the chosen quadruple regression yielded an
Adjusted R2 of .2023. When all the plausible variables wete tsied as 5th explanatory Vs, none of the regressions produced an
Adjusted R? of greater than .2038.

94 Applied Linear Regr_ev ssion by Sanford Weisberg, 1985, pp 106, 118-125.
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E. Chapter Summary

The putpose of this chapter is to explain how the analysis of HMO entollment growth was
petformed. In the course of doing so, the chapter explains how a number of methods issues
wete resolved. This explanation is intended to help the reader assess and interpret the study
results that are presented in Chapter 4.

Section A presents the study population, the 75 largest MSAs in the U.S. It also desctibes the
outcome variable, growth in HMO market share over each of two 5-year petiods, and the 25
explanatory variables that wete statistically tested. The testing was conducted using ordinary
least squares (OLS) multiple regression.

The critical methods issues for this study are addressed in Section B. The well known
statistical issues of omitted vatiables, endogeneity and measurement error are considered and
addressed. Endogeneity is addressed using the growth prediction method, discussed in sub-
section B2, rather than the more common 2 Stage Least Squates (2SLS) method. Another
potential problem, discussed in sub-section B3, is the limited availability of the dependent
variable in the 1970s data set (limited dependent variable). Potential problems this could cause
are addressed through the use of supplemental analyses, the results of which will be discussed
in Chapter 4. Section B of this chapter concludes with a discussion of the framing and
ptioritization of the statistical hypotheses.

Section C presents the sources and limitations of the data. Section D discusses model
specification and the construction of the regression program. One major specification issue
concemns whether to apply a log transformation to the outcome variable before conducting the
analysis. Howevet, application of a log transformation would implicitly assume that MSAs
with high HMO matrket share experienced greater variation in growth. Observed values do
not support such an assumption, so log transformation is not warranted. The regression
program tests numerous combinations of explanatory variables in search of the combination
that offers the best explanation of observed HMO growth. '

The most important conclusion from this chapter is that the data and methods ate suitable to
analysis of HMO growth at the MSA level. Possible threats to validity are avoided or mitigated
through the use of precautions. By providing a detailed description of data and methods, this
chapter sets the stage for, and facilitates the understanding of, the presentation of statistical

findings in the following chapter.
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Chapter 4: FINDINGS

"I remember the rage I used to feel when a prediction went awry."
BF Skinner”

In this research, multiple regression is used to develop models linking HMO growth at the
MSA level to a small number of causal factors. This is done twice, first for the 1973-78 period,
 then for the 1988-93 period. This chapter is largely built around a series of tables that present
the results of the regression analysis and place it within context.

Section A (Tables 4-1 to 4-5) presents descriptive statistics for both outcome and explanatory
variables. Section B (4-6 to 4-10) presents the results of a number of regression runs,
including those for the 2 final models. Section B btiefly refers to the diffusion framework
presented in Chapter 1 to help explain these results, but the results are fully integrated into this
framework in Chapter 5, Conclusions. Section C (4-11) considers diagnostic analysis of the
final models. ‘

A. Descriptive Statistics

A1 OUTCOME VARIABLE

Table 4-1 presents all values of the Outcome Variable used in the regtression analyses. Table 4-
2 presents basic summary statistics for this variable. Table 4-3 provides a more analytic
summaty.

In 4-1, metropolitan areas (MSAs) are listed in order of population as of 1990. In all cases,
HMO Market Share is defined as the percentage of an MSA's total population enrolled in
HMOs. In Table 4-1 market share is shown for the years 1973 and 1978, followed by the
growth from 1973 to 1978. The second half of the table shows market shate for the years
1988 and 1993 followed by 1988-93 growth.

As discussed in Chapter 1, Background, in 1973 only 28 of these 75 MSAs had positive HMO
enrollments. For those 28, HMO market shate ranged from .20% fot Philadelphia to 24.05%
for Sacramento. 16 of these 28 had a market share of less than 3.0%, which shows the
fledgling nature of the national HMO movement at that time. By 1978, 46 of these MSAs had
positive HMO enrollment, including 27 of the 28 that had positive HMO enrollment in 1973.
Positive market shares ranged from .01% in Tampa to 25.22% for the Consolidated San
Francisco Bay Area MSA. Of the 46 MSAs with positive entollment in 1978, 28 had a matket
share of less than 3.0%.

Table 4-2 gives basic summary statistics for the outcome variables listed in Table 4-1. Growth
in HMO market share in percentage points from 1973 to 1978 constitutes the 1st outcome
variable for this project. 45 MSAs show positive market share growth, and 1 shows negative
growth. (1 other MSA with negative growth, Stockton, was excluded from this data set.) The
remaining 28 MSAs had zero enrollment in both 1973 and 1978.

95 Walden Two, 1948
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TABLE 4-1

GROWTH IN HMO MARKET SHARE
From 1973 to 1978 and from 1988 to 1993

For 75 Largest MSAs in the US

Rank Name HMOMS73 HMOMS78 Growth HMOMS88 HMOMS93 Growth Abbtev

1990 %ofPop % ofPop 1973- 78  %of Pop % of Pop 1988-93
1 New Yotk 3.94 4.76 0.82 12.08 15.71 363 NY
2 Los Angeles 14.80 16.23 1.43 29.31 32.93 362 LA
3 Chicago 0.49 1.86 1.37 18.69 19.52 0.83 Chi
4 Wash-Balt 2.04 4.04 2.00 18.08 26.20 8.12 Wash
5 San Fran 21.96 25.22 3.26 39.10 40.88 1.78 SF
6 Phil 0.20 1.27 1.07 17.14 2896 11.82 Phil
7 Boston 0.71 1.96' 1.25 21.86 3482 1296 Bos
8 Detroit 219 2.79 0.60 19.20 21.42 222 Det
9 Dallas 0.00 0.00 0.00 10.60 12.47 1.87 Dal
10 Houston 0.00 0.60 0.60 11.32 11.55 0.23 Hou
11 Miami 0.00 478 4.78 18.61 27.56 895 Mia
12 Seattle ©10.35 15.89 5.54 17.06 18.99 193 Sea
13 Atlanta 0.00 0.00 0.00 10.73 13.25 252 Ati
14 SanDiego  6.21 11.57 5.36 22.64 33.80 11.16 SD
15 Cleveland  3.28 4.91 1.63 ' 21.18 1721 -397 Clv
16 Minn-SP 3.83 10.93 7.10 46.04 3948 -656 Min -
17 St Louis 1.83 2.38 0.55 14.39 20.03 5.64 StL
18 Phoenix 2.65 6.60 3.95 15.26 21.74 648 Phx
19 Tampa 0.00 0.01 0.01 9.00 13.71 471 T-SP
20 Pittsburgh  0.00 1.11 1.11 8.56 16.57 8.01 Pitt
21 Denver 3.52 8.14 4.62 24.60 25.83 1.23 Den
22 Cincinnati  0.00 1.26 1.26 11.71 1931, 7.60 Cin
23 Milwaukee 2.26 6.73 4.47 32.74 33.89 1.15  Mil
24 Kansas City 0.64 1.14 ©0.50 15.41 18.11 270 KC
25 Portland 15.92 22.01 6.09 35.71 50.07 14.36 Pott
26 Sacramento 24.05 25.05 1.00 39.24 45.52 6.28 Sac
27 Notfolk 0.00 0.00 0.00 9.15 12.14 299 Nor
28 Columbus 0.00 0.16 0.16 19.30 21.60 230 Col
29 San Ant 0.42 1.06 0.64 12.06 896 -310 KC
30 Indnpls 0.00 1.31 1.31 30.63 12.68 -17.95 Ind
31 New Otl 0.00 0.00 0.00 12.01 12.11 0.10 Not
32 Chatlotte 0.00 0.00 0.00 222 7.34 5.12 Chlt
33 Hartford 0.00 0.73 0.73 13.42 2490 11.48 Hart
34 Otlando 0.00 0.00 0.00 15.81 1843 262 Otl
35 Salt Lake 0.00 2.18 2.18 21.07 3514 14.07 SLC
36 Rochester 0.93 5.20 4.27 42.40 60.80 1840 Roch
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37
38
39

4
42
43

45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62

63

64
65
66
67
68
69
70
71
72
73
74
75

Nashville
Memphis
Buffalo
Ok City
Louisville
Dayton
Gmboro
Prov
Jacksonvl
Albany
Richmond
Palm B
Brmnghm
Honolulu
Auvstin
Fresno
Las Vegas
Raleigh
Scranton
Tulsa
Grand Rap
Allentown
Tucson
Syracuse
Greenville
Omaha
Toledo
Knoxville
Springfield
El Paso
Harnisburg
Bakersfield
Little Rock
Chatleston

Youngstown

Stockton
Albugrqe
Wichita
Sarasota

0.00
0.00
0.00
0.00
0.00
0.00
0.00
1.90
0.00
0.00
0.00
0.00
0.00
14.95
0.00
0.00
2.60
0.00
0.00
0.00
0.00
0.00
0.96
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.46
0.00
0.00
0.00
15.68
4.58
0.00
0.00

0.00
0.00
0.00
0.00
1.05
0.00
2.30
2.52
0.00
1.47
0.00
0.00
0.16
22.21
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.27
6.06
0.42
0.89
1.24
0.00
0.00
1.41
0.65
0.00
0.49
0.00
0.00
0.00
0.92
6.11
0.00
0.00

0.00
0.00
0.00
0.00
1.05
0.00
2.30
0.62
0.00
1.47
0.00
0.00
0.16
7.26
0.00
0.00
-2.60
0.00
0.00
0.00
0.00
0.27
5.10
0.42
0.89
1.24
0.00
0.00
141
0.65
0.00
0.03
0.00
0.00
0.00
-14.76
1.53
0.00
0.00
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10.48
11.14
32.83

7.28
12.86
13.77
10.02

22.04 -

18.55
2342
16.96
273
15.55
26.90
15.21
2.62
10.68
30.65
1.56
14.40
28.76
0.00
36.91
19.65
9.97
9.13
17.35
8.48
5.95
1.27
17.20
2.38
911
3.31
5.99
17.60
36.17
10.48
0.00

5.57
15.63
41.14

6.58
22.30
28.25
16.89
21.71
22.99
32.82
19.99

3.31
20.37
25.56
23.36
16.67
16.52
15.34
10.31
22.23
24.84

3.50
35.67
15.54

4.46
11.13
22.87

3.84
21.30

3.51
11.57
12.64
16.98

7.56

3.13
29.40
44.74

8.08

0.70

-4.91
4.49
8.31

-0.70
9.44

14.48
6.87

-0.33
4.44
9.40
3.03
0.58
4.82

-1.34
8.15

14.05
5.84

-15.31
8.75
7.83

-3.92
3.50

-1.24

-4.11

-5.51
2.00
5.52

-4.64

15.35
2.24

-5.63

10.26
7.87
4.25

-2.86

11.80
8.57

-2.40
0.70

Nash
Mem
Buf
Okl
Lvl
Day
Gmb
Prov
Jax
Alb
Rich
WPB
Birm
Hon
Aus
Fres
LV
R-D
Sct

Tuc

Tol

Hart
Bak
LR

Chin
Yng
Stk

Albgq

Wich
Sar




TABLE 4-2
BASIC STATISTICS FOR

OUTCOME VARIABLE
HMO Market Shate Growth:
2 Petiods, 1973-78 and 1988-93
All Units shown as Percentages of MSA Population

Period # of Obs. Min Max Mean Standard
% % % Deviation
1973-78 46 -2.60 7.26 1.99 212
1988-93 75 -17.94 18.40 3.78 6.59
TABLE 4-3

ANALYTIC STATISTICS FOR OUTCOME VARIABLE

1973-78 and 1988-93 Periods
Estimates Based on Published InterStudy Data

GEO- DEFINITION TOTAL HMO MEAN MSA MSA

CHRONOLOGICAL ENROLLMENT | ENROLLMENT | LEVEL

SET STD

DEV
(in 000s) (in 000s) (in 000s)

1970s Statistics :

46 MSAs 1973 1970s  Analytic 4,856 106 286
Frame

46 MSAs 1978 1970s  Analytic 7,050 153 335
Frame

46 MSAs 1973-78 % Growth 45% 45%

Entire US 1973 4,937 DNA DNA

Entire US 1978 7,471 DNA DNA

Entire US 1973-78 % Growth 51%

Late 1980s and Early 1990s Statistics

75 MSAs 1988 1990s Study 28,452 379 633
Population

75 MSAs 1993 1990s Study 36,662 489 783
Population

75 MSAs 1988-93 % Growth 29% 29%

Entire US 1988 32,501 DNA DNA

Entire US 1993 42357 DNA DNA

Entire US 1988-93 % Growth 30%
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Growth for 1973-78 ranged from negative 2.60 percentage points in Las Vegas to 7.26
percentage points in Honolulu.”® Of the 45 MSAs showing positive growth, 33 show growth
of less than 3 petcentage points of MSA population. During this period, the HMO movement
progressed in many cities by either the establishment of small operational HMOs ot by
enrollment growth that was modest in absolute terms.

Table 4-3 tells much the same story for the 1973-78 petiod but in terms of pure percentage
growth rather than as petrcentage points of population. Table 4-3 presents summary HMO
enrollment statistics for vatious geographic entities for the 2 analysis petiods. It shows that
enrollment growth in the 46 cities included in my analysis (45%) was similar to that of the US
as 2 whole (51%) for 1973-78.

However, for the 46 MSAs included, the standatd deviation of HMO enrollment was more
than twice the average enrollment in both 1973 and 1978.”" This is a consequence of three
metropolitan areas, Los Angeles, San Francisco and New York, accounting for the majotity of
HMO entollment in these 46 cities throughout the 1973-78 period.

Tables 4-1, 4-2 and 4-3 show a different pattern of growth for the 1988-93 period. As shown
in Table 1, by 1988 73 of the 75 MSAs had positive enrollment, and the last 2 holdouts,
Allentown and Sarasota-Bradenton, surrendered by 1993.® In general, market shate
petcentages were much larger then in the 1970s. In 1988, only 6 MSAs with positive HMO
enrollment had a market shate of less than 3%, and 21 MSAs had an enrollment of greater
than 20% of theit population. By 1993, only 1 MSA, Sarasota-Bradenton, had a market share
of less than 3%, and 34 had an HMOMS of gteater than 20%.

Once again, matket shate growth in percentage points is the outcome. 57 MSAs show positive
growth, and 18 show negative growth. As shown in Table 4-2, the range was from -17.94% in
Indianapolis to +18.40% in Rochester. The majority of the 75 MSAs experienced HMOMS
gtowth of greater than +3%, and 12 cities saw HMOMS grow by more than 10% of
population. These statistics reflect the instability of HMO entollment at the MSA level during
this period; rapid growth in many cities was partly balanced by substantial decline in several
othets.

Table 4-3 shows growth in pure percentages. Overall growth in the 75 cities (29%) continued
to match entrollment growth in the country as a whole (30%). The standard deviation of
HMO entollment at the MSA level continued to be higher than the mean enrollment for these
cities, but the ratio between the standard deviation and the mean had dropped to less than 2.0.
HMO enrollment continued to be somewhat concentrated, but there was large absolute
growth in HMO entrollment (>500,000) in east coast MSAs, notably Philadelphia, Washington-
Baltimote and Boston as well as New York.

% As discussed in Chapter 3, Section D, the value of -14.76% for Stockton constitutes both an outlier and an inaccurate
measurement.

97 The relationship between the Mean and the Standard Deviation changes somewhat depending on whether the units are
enrollees or percent of MSA population enrolled.

9% It’s not entirely clear whether the Florida Blue Cross HMO, Health Options, had enrollees in the Sarasota-Bradenton area in
1988.
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A2 EXPLANATORY VARIABLES

Table 4-4 presents 1970s summary statistics for the 25 explanatory variables used in the
regression analysis. In order to understand the effects of any vatiable, it is necessaty to
understand the distribution of that variable. Similarly, coefficient values generated by
regression analysis can only be understood if the typical values and the range of the
explanatory variables are known. Table 4-3 presents much of this necessary background.

Table 4-4 lists the same 25 explanatory vatiables ptresented in the same order as in Tables 3-2
and 3-3.” For each vatiable, the table lists the year it was measured, the units of measurement
and the minimum, maximum, mean and standard deviation (SD) values for the 46
obsetvations included in the 1970s analysis. As mentioned in Table 3-2, the Longitude of
'Honolulu was changed for the purposes of this study. In order to reduce the influence of
Honolulu on all analyses using this vatiable, the distance between that city and the next most
westetly MSA (Portland) was approximately “cut” in half.

By and large, the aggregate statistics shown for the explanatory vatiables are consistent and
reasonable. RNs only outnumbered MDs by less than 3 to 1. There were generally half or
fewer LPNs as thete were RNs in most MSAs, and Pharmacists were far outnumbered by
MDs, not to mention RNs. The explanatory vatiable with the greatest relative vatiation is
Population Density per square mile, which ranged from 45.5 to 1,907. Th1s reflects the
somewhat arbitrary definition of urban county employed by the Census Bureau.'”

Examination of histograms of the explanatoty variables for the 1970s (not included hete)
shows a variety of distributions, but few outtageous outliers and no truly freakish disttibutions.
Population Density shows 2 conspicuous outliers, New York and Chicago, both with values in
excess of 1,750 persons per square mile. Both of these values are more than 3 standard
deviations above the mean and more than 1 standard deviation above the next highest value.
For some statistical applications, log transformation of Population Density might be desirable
to reduce the influence of these 2 observations.

Table 4-5 corresponds precisely to 4-4, except that it describes the explanatory vatiables for
the 1990s analysis for all 75 MSAs in the study frame. As with Table 4-4, the aggregate
statistics of minimum, maximum, mean and standard deviation, ate consistent and reasonable.
This table includes 3 new variables, Proportion of Family Physicians, Economic Growth and
Population Growth. Examination of hlstograms for all 1990s explanatory vatiables (not
included here) confirmed that their distribution is generally favorable to the application of
linear regtression analysis. Once again, the Longitude of Honolulu was altered to reduce that
observation’s potential influence, and Chicago and New York were outliers to the disttibution
of Population Density, with values in excess of 3 standard deviations above the mean.

Please see Appendix C for a btief analytic compatison of the 1970s and 1990s values for the
explanatory variables.

99 This is why Table 4-3 includes 3 variables for which no data were available for the 1970s analysis.

100 However, any definition of urban area for the U.S. would have some arbitrary applications, and the census method, then
and now, reflects the reality that urban areas are structured and perceived differently in different parts of the country.
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B. Regression Results

B1 TESTING ALL VARIABLES

The statistical inference process began with simple, or single, ordinary least squares (OLS)
regression of the HMO Market Shate on all of the explanatory variables. Detailed results,
including several tables, ate presented in sub-sections B2 to B9. This sub-section discusses
some of the patterns and issues that atose over the course of both sets of analysis.

For a few variables, initially strong results wete "soaked up" when the variable was included in
multiple regressions. For the 1970s, Age of Oldest HMO showed a t statistic of 2.78 in the
1970s single regression. But when this vatiable was included in a regression with Group
Practice and MD per capita variables, the effect completely disappeared (t = -.55). A possible
1990s effect of the concentration of Licensed Professional Nurses (LPNs) was not robust to
the addition of Economic Growth and Physician (MD) vatiables in double regtessions.'*

One major specification decision was whether to use Income or Economic Growth in the final
1990s model. These 2 vatiables are highly cotrelated (r =.67), and behave in a remarkably
similar manner throughout the analysis. Single regressions with Income and Economic
Growth yield t statistics of -3.46 and -3.10 respectively. Both variables continue to show
substantial effects when placed in mote complex regressions. But when these 2 variables are
included in the same regtession, the magnitude of one or both t statistics goes down
considerably even though the model goodness of fit, as measured by R?, remains competitive.

Under this circumstance, the principle of parsimony called for only including one of these
vatiables in the final model. The ptior hypothesis was that Economic Growth had a negative
effect on HMO growth duting the 1988-93 period (Markovich 1999). As discussed in Chapter
3, the HMO bust of the late 1980s most greatly affected cities that had seen the most
spectacular HMO growth in the mid 1980s, and these tended to be MSAs experiencing rapid
population and economic growth.

Because of this observation, it made more sense to test for a statistical association with
economic growth rather than with high-income levels per se.”

B2 FINAL 1970s MODEL:

Table 4-6 shows the final result of the 1970s regression program. A model using Group
Practice, MDs pet capita, RN's per capita and Latitude was chosen to explain growth in HMO
matket share. Higher values of the fitst 3 vatiables are likely to increase HMO growth.

106 1 jkewise, initially weak results do not preclude a variable showing an association when other variables ate controlled for. In
the 1970s data set, Latitude showed no indication of a statistically significant association in single and double regressions.
However, when it was added to a regression including the Group Practice, MD and RN variables, a strong association
appeared.

107 This was a serious decision. Economic prosperity, as expressed by per capita income, and -economic growth are 2 very
different concepts, and their measures are not necessarily highly correlated. The issue might be resolved by the use of
additional observations and more sophisticated techniques. Two ways of adding more data would be to generate
observations for more MSAs and to lower the level of aggregation from MSA to County. If it were found that the effect
was caused more by high income per se, then it might be explained by high income people perceiving HMOs as a less
desirable form of insurance, a perception that probably grew throughout the 1990s.
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TABLE 4-6
FINAL 1970s MODEL

FOR GROWTH IN HMO MARKET SHARE
ANOVA Table and t Statistics:

ANOVA TABLE

SOURCE  SS df MS N: 46
Model 135 4 33.64 F(4,41) 20.4
Residual 67 41 1.65 Prob > F 0.0000
Total 202 45 4.49 Adj R% .63
Root MSE: 1.28
t Statistics
Explanatory Variable Coeff. t Value P Value
% Physicians in Group Practice 172 7.52 0.000
MDs per capita 21.07 3.56 0.001
RN per capita 9.25 371 . 0.001
Relative Latitude -1.37x10° -3.15 0.003
Intercept -9.07 -6.83 0.000

NOTE: Unit used to develop ANOVA table is Percentage Point Growth of MSA population
enrolled in HMOs at MSA level from 1973 to 1978. The 1.28 Root Mean Square (RMS) value
displayed at the lower right cometr of ANOVA table means that the model predicts growth in
HMO market share with a standard error (SE) of 1.28%. This value should be compared with
the SD of HMO market share growth of 2.12%.'*

Latitude, which measures a city's position along the north-south axis, was included as a control
variable. The results show that higher latitudes are associated with less HMO market share

growth.

The chosen specification yields the highest adjusted R* of any regtession using 4 or fewer
explanatory variables.'” Sixty three petrcent of the variance in HMO market share growth is

explained by the 4 variables used here.

The results of this regression can be explained in terms of estimating HMO market share and
enrollment. Application of this model enables an analyst to reduce the Standard Deviation of
the outcome variable of 2.12% to a Standard Error of 1.28%. For a Metropolitan Area in this

108 Technically, the population standard deviation for HMO market share growth is 2.10%. Statistical software assumes that
the data represents a sample rather than an entire population, and that is why this value is normally shown to be 2.12%.

109 The specification with 5 explanatory variables that showed the highest adjusted R2, 67%, included Hospital Beds as well as
Group Practice, MDs, RNs and Latitude. However, given the small size of the 1970s data set (46 observations), I was
cautious about adding explanatory variables.
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data set with a population of 1.0 million, a naive analyst would apply the average growth of
1.99% of population, or an increase of 19,900 HMO membets. Because of the Standard
Deviation of 2.12%, or 21,200 people, the analyst could have little confidence in this estimate.

However, with the assistance of the 1970s model selected hete, an analyst would generate a
different estimate of enrollment growth for the same metropolitan area, one that would
depend on the values of the Group Practice, MD, RN and Latitude vatiables for that city.
Whatever that estimate might be, let's say 25,000 enrollees in this hypothetical case, it would be
more teliable because the applicable Root Mean Squared Error (RMSE), comparable to the
Standard Deviation, is only 1.28%, or 12,800 members."

B3 FINAL 70s MODEL AND ALTERNATIVE ANALYSES

Alternative Mode! Specifications

Because of the small number of observations used, it would have been unwise to construct a
final model with a large number of explanatory vatiables. Such models showed little additional
explanatory power, as measured by adjusted R?, compared to the rather parsimonious model
presented in the previous sub-section. However, in the interest of thoroughly analyzing the
data, a very large number of regtession specifications were tested, ranging from single
regressions to numerous specifications with 4 explanatory variables and several with more than
4 independent variables.

One advantage of testing numetous specifications is the opportunity to check fot robustness
of effects of specific variables actoss specifications. Comparing the coefficients for one ot
mote specific variables is 2 good way to do this.""! Table 4-7 compates the results of the final
model with 2 other stages of the analysis. The left part of the data in this Table ptesents
results from the 22 single regressions that were performed for the 1970s. The center part
presents results from the final model, repeating material from Table 4-6. The right part shows
results from a regtession selected using the Stata Stepwise algorithm."?

Table 4-7 shows the number and name of each vatiable. Three explanatory variables were not
available for the 1970s analysis, but Table 4-7 maintains consistency with the variable
numbering scheme of the other tables; therefore, variable numbers 11,16 and 20 are missing.
For the single regressions, coefficients, t values and R* values are all presented. For the final
and stepwise models, coefficients and t values ate shown in adjacent columns, with the R?
values shown in a  separate row  below  the listed  vatiables.

110 Admittedly, in such a case, the 95% Confidence Interval for such an estimate would still include zero growth. But the
analyst could be confident that the MSA did not experience substantial decline in HMO membership.

This discussion sidesteps the more difficult issues of using the results to estimate HMO growth in cities not included in the
data set or to "predict" growth for the included cities, but for periods other than the 1973-78 period that was analyzed.
Unfortunately, there are no ready formulas to generate Standard Errors (SEs) for such estimates. But the use of Bayesian
techniques and other estimation methods hold promise generating plausible and testable estimates of such SEs. For discussion
of a similar problem, see Ghosh and Rao, "Small Area Estimation: An Appraisal" with Comments and Rejoinder, Statistical
Science, February 1994, pp.55-93.

111 E-mail correspondence to author from Jerry Kominski, January 23, 2001

112 Stata Corporation, Reference Manual, Stata Press, Release 4, 1995, Vol. 3 pp 124-127. This algorithm employed forward
stepwise regression. The Stata default parameters were used, except that fenter, the F value required for variable entry, was
set at 1.0. The purpose here is not to endorse Stepwise regression or to promote its results. Rather, it is used to present a
plausible and convenient specification that is less parsimonious than the final 1970s and 1990s models.
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For the 4 vatiables included in the final model, coefficients are all consistent in terms of sign
(positive or negative). The MD vatiable shows the greatest consistency of magnitude, with the
single and final models generating virtually identical coefficients. The stepwise tegtession
generates an MD coefficient about 25% greater than do the 1" 2 models. Generally consistent
coefficients were generated for the Group Practice variable, with a range of .146 to .203.

The coefficients of the RN variable vary by a factor of about 2, tanging from 5.82 in the single -
regression to 11.2 in the stepwise model. For Latitude, the coefficients ate somewhat
inconsistent. In single regression, Latitude generated a coefficient of -.123 and a laughable t-
statistic of -.21. The Final and Stepwise models wete quite consistent with each other for this

variable. :

Several vatiables not included in the final model show inconsistent results between single
regtession and stepwise model. For Hospital Days, the coefficient swings from —1.59 to 8.15
in the stepwise model. The coefficient of income changes by more than an otder of
magnitude, going from .308 to 7.57.

Ovetall, Table 4-7 tends to confirm that the coefficients of the selected final model show
teasonable robustness. Conversely, none of the over two dozen variables excluded from the
final model consistently showed substantial explanatory power.

Testing of Final 1970s Model On Alternative Data Sets :

As previously mentioned, there is considerable diversity among the cities in the study frame in
terms of the presence of any HMO entollees in the years 1973 and 1978. Less than half of
these 75 cities had operational HMOs in 1973. By 1978, there was positive HMO entollment
in 46 of them. Such qualitative changes, and the qualitative differences they cteate between
cities in the full data set, need to be analyzed carefully. The ptimary analysis presented in sub-
section B2 excludes the cities with no HMO enrollment throughout the 1973 to 1978 petiod.
However, all 19 metropolitan areas that saw their first enrollment between 1973 and 1978 are

included, boosting the sample size from 27 to 46.

To help assess the impact of these data set decisions, 3 supplementary analyses were
conducted using the 4 explanatoty vatiables from the final 1970s model. First, the model was
used to estimate growth for the 27 cities with positive HMO enrollment in 1973.""% This was
to determine the performance of the model in predicting growth when the confounding issue
of initial HMO establishment is eliminated. Second, the model was used to estimate HMO
market share growth for a data set with 74 MSAs, almost the entire set for which data is
available."™* This was to determine the extent to which the addition of 28 cities with no HMO
enrollment throughout the period detracts from the model’s goodness of fit. Thitd, the 4
explanatory variables were used in a logistic regression to estimate initial HMO establishment
(by 1978) for the 47 cities with no enrollment in 1973.

113 Including Las Vegas, which had positive HMO enrollment in 1973, but no enroliment in 1978.

114 For the reasons presented in Chapter 3, the city of Stockton, CA, is not included in any of the 1970s regression analyses
presented in this chapter.
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The results of these 3 supplemental analyses suppott the findings of the primary analysis with a
few caveats. Regression analysis using the 27 cities with initial positive HMO enrollment
shows a good fit between the model and the data, with a higher Adjusted R? for a smaller data
set. The t-values and coefficients for the explanatoty variables were generally consistent with
those of the Final 1970s Model, with only the MDs per capita variable losing statistical
significance in this supplemental analysis.

The results for the 2™ supplemental analysis are mixed. When the model is run on the set of
74 cities, the Group Practice and RNs per capita vatiables show moderate declines in t-values
and coefficients, but they both comfortably retain statistical significance. The coefficient for
MDs per capita gets cut to less than half its value in the primary analysis, and that variable
loses statistical significance. Latitude shows no indication of any statistical relationship when
tested with this larger data set.

Taken together, the primary 1970s analysis and the first 2 supplemental analyses indicate that
the final model petforms very well in explaining HMO growth in cities with established
HMOs in 1973, quite well in explaining overall growth for those cities where operational
HMOs were established between 1973 and 1978 and not well in explaining the lack of HMO
operations in the remaining cities. This indication is supported by the 3* supplemental
analysis, which uses logistic regtession to distinguish the 1973-78 startup cities from those that
still had no HMO entollment in 1978. The 3 supplemental analysis indicates that these 4
vatiables are useless for this purpose. ‘

Therefore these supplemental analyses ate quite consistent in indicating the strengths and
weaknesses of the Final 1970s Model. This model’s poor performance in differentiating cities
where HMOs were initiated from those where nothing happened suggests some caveats
concerning the strength and interpretation of the primary results. The specific combination of
cities in which HMOs wete established and growing during the years 1973-78 may have had a
substantial influence on the factors found to influence that growth. And if that specific
combination did have a substantial influence, it would be desitable to know how that
combination came about.'”

However, the model’s good performance at explaining growth once HMO operations began is
favorable for compating these results with those for the 1988-93 period. Since HMOs
opetated in 73 out of 75 metropolitan areas by 1988, the initiation of operational HMOs 1s not
a majot factor in explaining HMO growth during the later period. Therefore, the comparison
of the 1970s results with those for the eatly 1990s (see sub-section B9) holds particular

interest.

For the specific results of the 3 supplemental 1970s analyses, please see Appendix H.

115 Most saliently, was the successful establishment of an initial HMO in some of these cities primarily a random process? If
so, we could imagine that the magnitude and pattesn of HMO growth in the 1970s would have been very different had that
initial “roll of the dice” tumed out differently. However, given the economic, social and political significance of the small
HMO:s of that era, I believe a far more exhaustive investigation would be needed before disregarding the numerous plausible
hypotheses concerning causal factors lying behind these organizations existence or non-existence during this seminal pesiod.
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B4 PHYSICIAN VARIABLES IN THE FINAL 1970s MODEL

These results, particulatly the 7.5 t-statistic for Group Practice, show that physician related
variables account for the bulk of this model's explanatory power. A double regression using
just the Group Practice and MD variables generated an adjusted R* of 52%.""® This is the
single most important finding of the analysis of the 1st period. It can be plainly expressed in
the phrase "It was the Docs."

As shown in Table 3-2, the Group Practice vatiable was hypothesized to influence HMO
growth because physicians in group practice were believed to more open to the HMO style of
practice, specifically the supervision HMOs imposed to control costs and insure quality of
care. In fact, eatly HMOs wete teferred to as Prepaid Group Practices (PGPs). Therefore
physicians in states with a tradition of the group practice of medicine were mote willing to
affiliate with HMOs and treat HMO enrollees.""”

As was discussed in Chapter 3, the explanatory vatiables were chosen to exclude endogenous
effects. For the health related explanatory vatiables, taking the measurement at the beginning
of the petiod did the trick. However, for a number of these variables, including Group
Practice, it was not possible to collect measurements for the exact beginning of the growth
petiod, the year 1973.

The percentage of MDs in group practice, on the state level, was available for 1975, and that
data were used to generate the Group Practice vatiable used in the final 1970s model. When a
very strong effect of this vatiable was found, Glenn Melnick raised the concern that the 1975
Group Practice values may include an endogenous component. If HMO growth caused
greater numbers of physicians to practice within groups, then the 1975 Group Practice values
reflect HMO growth for the petiod 1973 to 1975. There would be little value to using such
values to explain HMO growth for the overlapping 1973 to 1978 period.

To test whether the effect of 1975 Group Practice values on HMO growth stemmed from the
endogenous nature of the 1975 measutements, I reran the final 1970s model using Group
Practice values for 1969 instead of 1975."® The fesults for both the final model and the
alternative specification are shown in Table 4-8.

When the model was run with the 1969 values of Group Practice, this variable showed a
positive association with HMO growth (t=5.60). This is not as high as the 7.52 value in the
final model, but it constitutes an extremely strong association. With the 1969 values, the

116 By contrast, a double regression using the RN and Latitude variables generated an adjusted R2 of only 9%.

117 The term PGP is discussed in Luft, Harold, HMOs: Dimensions of Performance, Transaction Books, 1987 (originally
published 1981), pp. 1-7. Also see an early work on HMOs, MacColl, William A., Group Practice and Prepayment of Medical

Care, Public Affairs Press, 1966.

Howevet, group practice in the 1960s and 1970s was not synonymous with physician HMO employment or affiliation, just as
those 2 concepts are not synonymous today. What these results show is that, for many physicians, familiarity with Group
Practice was an important pre-cursor to HMO affiliation or employment. In fact, even as HMOs began to move away from
a strict group practice structure, MSAs in states with a strong group practice tradition experenced the most rapid HMO
enrollment growth.

118 1969 was the most recent year previous to 1975 for which the AMA had collected MD Group Practice statistics. Roemer
et al analyzed these statistics in a 1974 Medical Care article.
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TABLE 4-8 ‘
ALTERNATE 1970s MODE
USING PRIOR VALUES FOR GROUP PRACTICE VARIABLE

Regression Results Compared w those for Final Model
(Outcome Variable remains Growth in HMO Market Share 1973-1978)

w 1969 Values w 1975 Values
for Group Practice for Group Practice
Explanatory Variable Coeff. t Value Coeff. "t Value

% Physicians in Group 203 5.60 172 7.52
Practice

MDs per capita 22.13 312 21.07 3.56
RNs per capita 9.25 3.15 9.25 3.7
Relative Latitude -1.07x10° 211 -1.37x10° -3.15
Intercept -8.07 5.30 -9.07 -6.83
Adjusted R? .51 .63

N ‘ 45" 46

coefficient for Group Practice is .203, higher than the coefficient of .172 for the 1975 values.
This is because the average value for this variable was much lower in 1969."% Therefote the
higher coefficient is consistent with the lower t value and the somewhat weaker association
found with the older values. ’

Table 4-8 also shows that the t-statistics for the other explanatory variables go down
moderately when the oldet values for Group Practice are used. However, the altetnative
specification still shows that these vatiables have a significant association with HMO growth.
As would be expected, the alternative specification yields a lower adjusted R? of 51.

In my opinion, the "decline" of the t-statistic and the adjusted R is not due to an endogenous
component in the 1975 value. Rather, the 1975 values accurately reflect the group practice
environments that influenced HMO growth, and the 1969 values are older data that naturally
show less of an effect."” The main point is that the effect of Group Practice on HMO growth
is robust when tested by using data from before the beginning of the growth petiod.

The othet MD vatiable found to effect HMO growth is the concentration, or supply, of MDs
per unit of MSA population. As shown in Table 3-3, this variable was measured in 1973, the
beginning of the growth petiod. Table 3-2 shows the initial hypothesis that a greater supply of
MDs would spur HMO growth. The teason for this was simple. A larger number of

119 No value for this variable was available for Washington DC in 1969.

120 In this particular data set, the average value for Percent of Physicians in Group Practice is 14.97% for 1969 and 24.57% for
1975.

121 1f MSA level data on Group Practice had been available for 1973, it appears that this variable would have shown an even
higher t-stat and the model would have explined a few more percent of the variance in outcomes.
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physicians per capita, all other things being equal, result in greater competition for patients and

incteased pressure on individual physicians to participate in new economic institutions.'®

The strong statistical association is consistent with the hypothesis. It suggests that, in the mid
1970s, MD:s in such cities tesponded to competitive pressures by contracting with HMOs.
With an adequate physician netwotk in hand, many of these HMOs were able to successfully
market their health plan to employers and consumers.'”

B5 NURSES IN THE FINAL 1970s MODEL
The finding that the supply of nurses, specifically RNs, also had a statistically significant
association with HMO growth is without precedent in the published literature.

The result for the supply of nurses is comparable with the result for physician supply, both
conceptually and in terms of the magnitude of the effect.” However, the mechanism by
which the relative supply of RN is likely to have influenced HMO growth is less clear than it
is with the 2 physician variables. Nutses wete (and ate) a significant component of the direct
and indirect workfotce employed by HMOs. But the employment of nurses, in any role, has
not been seen as a substantial bottleneck for HMO growth.'”

If supply of nutses influenced HMO growth, there are several possible explanations. One
plausible hypothesis is that the nutse labor market influenced the ability of HMOs to negotiate
favorable contracts with hospitals. At that time, a very high percentage of nurses worked for
general hospitals, and, convetsely, a high percentage of hospital employees were RNs.

HMOs achieved some of their cost advantage by reducing rates of hospitalization for their
enrollees (Luft 1978). Many HMOs have also been able to negotiate favorable rates from
hospitals in spite of their lower utilization of such facilities (Melnick et al 1992). It may be that
hospitals in nurse surplus areas were able to extract surplus from nurses in the labor market
only to find HMOs wete able to extract some or all of that surplus in the hospital setvices

market.'?

122 Findings that areas with more physicians have higher medical expenditures and corresponding hypotheses of induced
demand do not nullify this principle. Even if physicians in such areas collectively succeeded in upholding high levels of
demand and expenditure, some or all of them may still face increased pressure to take unusual steps to generate high

incomes.

123 As discussed in Chapter 1, until the 1970s the A.M.A. and other physician organizations had actively opposed, and to some
extent suppressed, the HMO movement. However, by 1973, when the federal HMO act was passed, medical organizations
were forced to accept the existence of HMOs in an increasing number of cities and states. The prior opposition to HMOs
may have contributed to pent up pressure for HMO expansion and accentuated the HMO-positive effect of physician

concentration in the 1973-78 pedod.

124 If the number of MDs per 100 population increased by .036 (1 SD for this population of MSAs), the expected increase in
HMO enrollment would go up by .76%, or 7,600 enrollees in an MSA of 1,000,000. For RNs, the comparable SD is .101 per
100 population, and a corresponding increase in their numbers would yield a corresponding jump in HMO enrollment of .93%
or 9,300 enrollees in an MSA of 1,000,000. Please see the calculations and examples provided in Appendix E. When both
physician variables are considered, it appears that physician attributes did have a much greater effect on enrollment growth than

did nurse attributes.

125 For example, LD Brown (1983) discusses HMOs' need for support from physicians and physician controlled organizations
(such as medical schools) at length but fails to mention the need to recruit nurses.

126 Jim Destouzos discussed the view that institutional arrangements are designed to extract surplus in imperfect markets in his
RGS Micro-economics II class. But why do direct measutes of hospital resources and utilization appear to have little or no
effect on HMO growth during this period?
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Another hypothesis is that nurses assisted the growth of HMOs in capacities other than as
hospital employees. They may have taken additional clinical responsibilities in the offices of
HMO affiliated physicians, or they may have directly worked for HMOs in administrative or
marketing functions. It is unlikely that large numbers of nurses served in either of these ways.
But in slack markets, a small number of nurses of supetior ability may have abandoned
traditional nursing career tracks to patticipate in the HMO movement. If so, these nurses
could have boosted fledgling HMOs during their very sensitive initial years.

Lastly, nurses may have been as influential as consumets as they wete as employees. Besides
usually making health insurance decisions for their families, they may have influenced many
employer insurance decisions and been opinion leaders in their cities. Unfortunately, little
evidence is available concerning the attitudes of most RN's towatd HMOs during this period.

In any case, the hypotheses presented hete ate not mutually exclusive. It may be that the nurse
effect was produced by some combination of these factors and possibly other factors still to be
considered. The hypothesis of nurse labor matket influencing the "downstream" hospital
services market seems to have the most evidence in its favor. This hypothesis is also the most
likely to be testable using available data.

B6 LATITUDE IN THE FINAL 1970s MODEL

Like the relationship with nurse supply, the telationship between geographic Latitude (position
along the North-South axis) and HMO growth has not been investigated in any published
study.’” In the final model this variable generated a t-statistic of 3.15, easily passing the
standard test of statistical significance. When included in a variety of regression specifications,
Latitude always showed a statistically significant association when the Group Practice, MD and
RN vatiables were also included.

However, the Latitude finding does not reflect a structural effect; Latitude is included in the
analysis as a control vatiable. It is not possible to change a city’s latitude without changing its
fundamental identity. Thetefore it is not meaningful to speak of a city’s latitude, in isolation,
generating a causal effect on other city attributes.

In addition to Latitude serving only as a conttol vatiable, there are additional reasons to apply
caution in describing the statistical relationship between Latitude and HMO growth duting the
1973-78 period. First, Latitude showed virtually no association when analyzed within the
context of single and double regressions. Secondly, it is unclear why Latitude per se would
have an association with HMO growth. Thirdly, there may be some confounding between
Latitude and Firm Size. These 2 vatiables have a positive cotrelation of +.38, and separating
theit effects within this data set is challenging.

It may be that hospital statistics included in this analysis do not effectively reflect the degree of tightness or market power in
these markets. But the RNs per capita measure may accurately portray conditions in the nursing market. And nurse market
conditions could have influenced the ability of HMOs to negotiate favorable contracts with hospitals.

127 Of course, it has been frequently noted that HMOs first reached prominence on the West Coast and that the movement
spread to other parts of the country.
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Fourthly, as shown in Table 4-7, the magnitude of the Latitude coefficient is not tobust actoss
different regression specifications. Fifthly, the coefficient and the cotresponding t statistic are
not robust to incremental changes in the composition of the data set. As pointed out in
Section C of this chaptet, removal of Honolulu reduces the Latitude t-statistic from 3.15 to

2.06.

Firm Size shows a statistical association with HMO growth in a number of model
specifications, including one with Group Practice, MDs and RNs."” But when Latitude is
thrown in with the same 1st 3 variables, it definitely shows superior explanatory power.
Furthermore, when both variables are included in the same regtression, the statistical
association with Latitude remains strong while the statistical association with Firm Size shrinks

considerably.

The process of opetationalizing Firm Size presented substantial conceptual issues and
measutement problems. In a wotd, the estimates ate fuzzy. But Latitude is a very
straightforward concept, and the estimates included here are more than sufficiently accutate
for the purposes of this study. It may be that if Firm Size were better conceptualized and
more accurately measured, then regression analysis would show that it produces most ot all of
the statistical relationship attributed to Latitude.

However, Latitude may be highly cotrelated with a set of economic vatiables other than Firm
Size. These variables telate to attractiveness of various locations to wotkets and firms. During
the 1970s, the long-term shift of economic development from the Northeast and Midwest to
the Southeast and Southwest was at its height. Workers were attracted southward by mild
weather, and firms were attracted by the lower wages that usually prevailed in southetly areas.
These 2 economic effects compounded each other. This overall phenomenon appeats to have
sputred innovations in labor relations, working conditions and employer benefits. Thetefore,
Latitude may reflect a broad set of economic conditions that influenced the growth of HMOs.

The negative statistical association between Latitude and HMO growth only came through
after Group Practice, MDs and RN's wete controlled for in the regression equation. The RNs
variable has a positive cortelation of .58 with Latitude, meaning that nurses tended to be much
mote concentrated in northerly cities; MDs has a positive correlation of .27 with Latitude. It
appears that the HMO growth effect of these concentrations of providers in northetly cities
masked the negative association with Latitude in single and double regressions.

B7 FINAL 1990s MODEL

Table 4-9 shows the final result of the 1990s regression progtam. A model using Economic
Growth from 1978 to 1993, Group Practice, MDs pert capita and the East Midwest dummy
variable was chosen to explain growth in HMO market share. The remarkable aspect of this
result is that the effects of Group Practice and MDs ate in the opposite direction from those

found for the mid 1970s petiod.

128 The regression with Group Practice, MDs, RNs and Firm Size generated an Adjusted R2 of .58 with Firm Size yielding a t-
statistic of -1.94, not quite statistically significant.
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TABLE 4-9
FINAL 1990s MODEL
FOR GROWTH IN HMO MARKET SHARE
ANOVA Table and t Statistics:

ANOVA TABLE

SOURCE ~ SS df MS N: [E
Model 858 4 214.55 F(4,41) 6.38
Residual 2,354 70 33.63 Prob>F 0.0002
Total 3,212 74 4341 Adj R% 23

' Root MSE.: 5.80
t Statistics ,

Explanatory Variable Coeff. t Value P Value
Economic Growth -7.68 -3.16 0.002
% Physicians in Group Practice -.153 -1.93 0.058
MDs per capita -22.05 -1.94 0.057
E Midwestetn Location -4.59 -2.30 0.024
Intercept 26.75 5.31 0.000

NOTE: Unit used to develop ANOVA table is Percentage Point Growth of MSA population
enrolled in HMOs at MSA level from 1988 to 1993. The 5.80 Root Mean Square (RMS) value
displayed at the lower right corner of ANOVA table means that the model predicts growth in
HMO matket share with a standard errot (SE) of 5.80%. This value should be compared with
the SD of HMO market shate growth of 6.59%.'”

All of the explanatory variables in this model have a negative association with HMO growth.®
This specification yields an adjusted R” of 23%, the highest value of any regression tried with
Economic Growth and 3 othet explanatory variables.” This R? value is far lower than was
achieved for the 1st period, and these results are less satisfying than those for the 1970s.
Howevet, this lower R applies to a data set with much higher vatiance in terms of HMO
market share and especially in tetms of numbers of HMO enrollees.

To explain this result in terms of HMO enrollment, the 1990s model enables an analyst to
reduce the Standard Deviation of the outcome vatiable of 6.59% to a Standard Error of
5.80%. For an MSA of 1.2 million people, a naive analyst would apply the average growth of

129 Technically, 6.54%, please see footnote to Table 4-6.

130 Technically, the population standard deviation for HMO market share growth for the 1988-1993 period is 6.54%. As was
the case with the 1970s analysis, the minute difference in the computation of the standard deviation docs not warrant
transgressing conventional presentation.

131 For quadruple regressions including Income an adjusted R2 as high as 23% was also generated. But, as explained in Section
B1 of this chapter, Economic Growth is preferred as an explanatory variable.
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3.78%, or an increase of 45,360 HMO members. Because of the Standard Deviation of
6.59%, or 79,080 membets, the analyst could have little confidence in this estimate.

With the assistance of the 1990s model, the analyst would use the MSA values for Economic
Growth, Group Practice, MDs and the East North Central dummy to generate a different
estimate, let's say an increase of 75,000 members. The applicable Root Mean Squated Etror
(RMSE ot s) is 5.80%, or 69,600 members. Since the construction of a 95% confidence
interval involves the addition or subtraction of 2 Standard Errors, the knowledgeable analyst
would still have little confidence in saying whether HMO enrollment grew or shrunk in this

hypothetical city.

B8 FINAL 90s MODEL AND ALTERNATIVE SPECIFICATIONS

The 1990s data set includes 75 observations, noticeably more than the 46 used for the 1970s.
Howevet, 75 obsetvations still ptovides a setious constraint on the number of independent
vatiables that can reasonably be used in regression analysis. The final 1990s model uses 4
explanatory variables, the same number as the 1970s model. As with the 1970s model, a large

number of regression specifications were tested.

Table 4-10 setves the same purpose for the 1990s analysis that Table 4-7 setved for the 1970s
analysis. Table 4-10 provides a compatison of vatiable coefficients across up to 3 different
specifications. The table includes results from 23 single regressions, and it repeats material
from Table 4-9 concerning the final 1990s model. The last part of Table 4-10 shows resuits
from a regression using the Stata Stepwise algorithm."

Table 4-7 did not show the 3 explanatory vatiables that were not available for the 1970s
analysis, and Table 4-10 does not show the 2 vatiables that are not available for the 1990s
analysis. The meticulous reader will notice that vatiable numbers 9 and 13 are missing. As
with Table 4-7, Table 4-10 shows coefficients, t values and R?values for single regressions, the
final model and the stepwise model. The R? values for the final and stepwise models are
shown in a separate row below the listed variables.

The 2 physician related variables included in the final 1990s model show reasonably consistent
coefficient values across the 3 specifications. The coefficient for MDs pet capita ranges from
—21.5 to —26.2, and the coefficient for Group Practice ranges from -.153 to -.225." The
Economic Growth variable shows very similar coefficients in the single regression and the
final model, but this value decreases by more than 80% in the stepwise model. As discussed
above, in the 90s data set, it is very difficult to distinguish between effects caused by Economic
Growth and effects caused by per capita Income per se.'>*

132 Stata Corporation, Reference Manual, op cit. The method used for the 1990s was slightly different from that used for the
1970s. For the 1990s all Stata default parameters were used, including the default for fenter, the F value for variable entry.
This default value is .5.

133 It appears a curious coincidence that the effects of the Group Practice and MD variables reversed direction from the 1970s
to the early 1990s, but their order of magnitude consistently remained within the same range.

134 Examination of cortelations between Economic Growth and the other variables included in the 1990s Stepwise Regression
does not suggest that any of these 9 variables individually had a major effect on the Economic Growth coefficient. But the
collective inclusion of several of these variables may have substantially contributed to its decrease.
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The 4™ explanatory variable in the final model, East Midwestern location, is a control variable
for the same reason that Latitude is a control variable in the 1973-78 analysis. It is not possible
to change a city’s east Midwestern location without changing the city’s identity, so it is not
meaningful to discuss east Midwestern location, by itself, as a causal factor in the
determination of other city atttibutes. ’

Additionally, east Midwestern location shows little consistency in coefficient value. In single
regtession, it generated a coefficient of —2.43, and the magnitude of this value increased to —
4.59 in the final model. However, East Midwestern location was not included in the Stepwise
model, indicating it added little predictive value in numerous tests by the Stata Stepwise
algorithm. It seems unlikely that coefficients as high in absolute value as —4 or even -3 were
generated in any of the stepwise runs. Therefore, this variable cannot be said to show a robust
effect.

As before, several variables not included in the final model show inconsistent results between
single regression and stepwise model. In single regression, Hospital Expenditures per capita
showed an effect of -92 with a t-statistic of -2.57, but it was not included in either the final ot
stepwise model. For example, when this variable was included in a triple regression with
Economic Growth and Group Practice (not shown in Table 4-10) the coefficient went down
to -.065. The Proportion of MDs Aged 45-64, another promising vatiable in single regression,
was included in the stepwise model, but the coefficient went down from +42.5 to +10.34.

B9 EXPLANATORY VARIABLES IN THE FINAL 1990s MODEL

Econonzic Growth

The explanatory variable in the final 1990s model with the highest absolute t value is
Economic Growth. This vatiable yielded a t-statistic of -3.16, and when it was applied in a
single regression it generated an adjusted R* of over 10%.

As discussed in section B3 of chapter 3, economic growth was hypothesized to have a negative
effect on HMO growth from 1988 to 1993 because cities with rapid economic growth had
seen the most rapid growth during the 1970s into the 1980s. ' When the HMO bust took
place from 1987 to 1990," these cities were more likely to have unstable HMOs being run
with poor management practices.

It appears that rapid economic growth rapidly shifted from being a favorable factor for HMOs
to becoming a cause of declining enrollment or at least slower growth. Convetsely, HMOs
continued to grow at a healthy rate in more stable cities because the boom and bust dynamic
applied much less and because undetlying health economic factots continued to be favorable
to HMOs. It is not known whether cities with high economic growth continued to expetience
lower rates of HMO growth beyond 1993.

135 Unfortunately, Economic Growth was not tested as an explanatory variable for the 1st period, but a positive effect of
Economic Growth may be associated with the negative effect of Latitude.

13 The bust was triggered by premium wars in 1986 and Maxicare's report of $256 million in losses in 1987. Although
national HMO enrollment kept growing slowly from 1987 to 1990, over 200 HMO plans went bankrupt, merged out of
existence or lost membership. See Appendix F, Generation of Expected Results, for more information.
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Physician V ariables

Two of the other variables included in the final 1990s model also present paradoxical results.
Both Group Practice and MDs per capita wete included in the final 1970s model, and their
associations with HMO enrollment growth wete cleatly positive, in the case of Group Practice
overwhelmingly so. But in the 1990s model, these associations are negative.

The negative associations of the 1990s are not as strong, either in terms of t-statistics ot of
numbets of enrollees, as the positive associations of the 1970s.”" The negative Group Practice
association is robust to a wide variety of specifications. The negative MDs per capita
association is also robust to several specifications, but it is not robust to the composition of
the data set. As pointed out in Section C of this chapter, removal of Raleigh-Durham reduces
the t statistic for MDs per capita from —1.93 to -.62, with a corresponding reduction in the size
of the coefficient.

Why would the Group Practice variable swing from a very strong positive association to 2
highly likely negative association? And why would the MD variable shift from a strong
positive association to a possible negative association? Assuming that these associations do in
fact reflect causal effects, there appear to be 2 classes of explanations. The first class of
explanations is very specific to changes in HMOs’ relationships with physicians. The second
class of explanations is much mote general and flows out of the diffusion of innovations
framework presented in Chapter 1. Both classes of explanations may have some validity.

In order to develop the first class of explanations, it is desirable to begin with the evolution of
HMOs from 1973 to 1993. During this period, most HMO enrollment shifted from non-
profit group based plans to for profit Independent Practice Associations (IPAs) with
incteasingly broad physician networks.

Whereas group practice physicians in the 1970s may have felt that HMOs offered an
essentially friendly and familiar form of management, group practice physicians in the 1990s
may have seen HMO supetvision as an intrusion on their collegial and collaborative practice
style. Another hypothesis is that physicians started going into group practice to improve the
financial viability of their practices, and that group practices were in a better position to avoid
contracting with HMOs or taking large numbets of HMO patients. Concerning the MD
variable, it is possible that physicians in cities with higher concentrations of MDs wete better
organized or more motivated to resist HMO growth on a covert or implicit basis.

The second class of explanations is not specific to HMOs ot even to the health sectot. The
diffusion of innovations literature (Rogers 1995, LA Brown 1981) long ago established that
eatly adopters of an innovation differed in several respects from later adopters. For example,
one major study found that the very first gtoup of Iowa farmers who started using hybrid corn
had mote formal education than those who started later (Rogets 1995, 33). Such findings were
usually based on analysis using individuals or households as the unit of analysis, but similar
analysis has been applied both to otganizations and to cities (LA Brown 1981, 152-175).

137 For example, if a state's percentage of group physicians increased by 18% (or 2 standard deviations in the 1990s data set),
then, all else being equal, 2 city of 1.2 million in that state would experience a decrease in HMO market share of 2.75%, or
33 000 fewer enrollees
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Applying the results of this study to the diffusion of innovations framewotk, MSAs that grew
mote rapidly from 1973 to 1978 ate the early adopters, and MSAs that grew mote rapidly from
1988 to 1993 are the later adopters. The eatly adopter cities had a greater need or
predisposition toward HMO insurance. Under this reasoning, it was only after enroliment
growth in the eatly adopters had begun to level off that enrollment began to grow rapidly in
the later adopter cities. In this context, it is natural that that the later adoptets have different
attributes, such as different physician population attributes, than the eatly adopters. Whether
by conscious design or the invisible hand, HMO establishment, marketing and sales efforts
were shaped by this undetlying dynamic.

Such a view is completely consistent with the product life cycle concept referenced by LA
Brown (1981). The HMO insurance product approached matutity in the eatly adopter cities
while it was still in the early part of the growth stage in the late adopter cities. (The
implications of product life cycle analysis for the HMO movement as a whole and for its
future ate explored further in Chapter 5, Conclusions). However, one key ptremise of this
reasoning is that HMO insurance could apptoach or reach maturity in geogtaphic areas well
before entollment of 100% of the population would be reached.”

Eastern Midwest Dummy V ariable

The final statistical finding for the 1990s is that location in the eastern Midwest, in the states of
Ohio, Indiana, Iilinois, Michigan and Wisconsin,® had a negative relationship with HMO
growth during this petiod. On average, market share in these MSAs gtew by 4.6% less than
would otherwise be expected. As is indicated above, this vatiable is considered to be a control
vatiable. Since the coefficient was not robust to other specifications, even inclusion as a
control variable can be questioned. However, this statistically significant finding is worthy of
some discussion.

The data provide a few suggestions as to why this region was particulatly unfavorable for
HMO growth during this period. In 1988, the average market share for the entire data set was
16.8%, and the average market share in the eastetn Midwest was 19.9%. But by 1993, eastetn
Midwestern cities had an average market shate of 20.4%, just slightly below the average of
20.6%. HMO entollment in this region was stagnant while the rest of the country, on average,
expetienced substantial growth. '

If the eastern Midwest dummy is excluded from the regtession, the resultant model (using -
Economic Growth, Group Practice and MDs as explanatory vatiables) would expect
substantial growth in this region, ptimarily because of the Economic Growth variable. The
eastern Midwest shows lower than average economic growth duting the 1978-93 period, and
the model shows that lower economic growth would lead to higher HMO growth duting this
petiod. This relationship didn't hold in this region.

A possible explanation is that HMO marketers, in the boom phase, worked aggressively to
increase enrollment in the eastern Midwest. They disregarded th¢ low economic growth of the

138 This premise is supported by the findings of Kemper et al (1999 /2000) and discussed in Chapter 2 of this report.

139 The 11 MSAs in the data set in this region are Chicago, IL, Indianapolis, IN, Detroit and Grand Rapids, M, Cincinnati,
Cleveland, Columbus, Dayton, Toledo and Youngstown, OH, and Milwaukee, WI.
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region,® and treated it pretty much the same way they treated the Northeast - as prime
territory for HMO expansion. This explains why the eastern Midwest was above average in
HMO enrollment in 1988.

However, because of the previously low economic growth, and possibly because of other
factors not captuted in the model, eastern Midwestern HMOs had even less support and
stability than HMOs throughout the country. Therefore, when the HMO bust struck, this
tegion was particularly affected. The big picture is that, in most of the country, the 1988 to
1993 petiod saw HMO infill and recovery from the HMO bust. But the eastern Midwest may
have been out of phase, and the false success of the 1980 to 1987 period seems to have
delayed, rather than accelerated, the growth of HMOs thete. A

140 In fact, by 1993, the Midwest was growing faster than the rest of the country and was already enjoying the overall economic
boom of the 1990s.
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C. Regtession Diagnostics

Analysis of residuals was undettaken to test regression assumptions and to identify influential
points. Diagnostic methods included visual inspection of residual plots and generation of
fitted values, residual values, studentized residual values, Cook's distances and DFbetas. This
diagnostic analysis showed that both of the chosen models are sound and approptiate.

Residual plots for the final 1970s and 1990s models are shown and discussed in Appendix B.
Table 4-11 shows obsetvations for both petiods with noticeable values of Cook's distance.
Cook's distance is an overall measute of the influence of individual observations on the results
of a specific regression. With multiple regtession, Cook's distance by itself does not indicate
the extent to which specific variable coefficients wete influenced by different observations.

Authorities disagree on what value of Cook's Distance, ot D, warrants attention and analysis.
Applied Linear Regression states "If the largest D; is substantially less than 1, deletion of a case
will not change the estimate of (the matrix) Beta by much."* By that standard, all of the
observations in both sets of final analyses fit well within the model. On the other hand, the
Stata Manual states "... values of Cook's Distance greater than 4/n should also be examined.""*
This would imply a critical value of .087 for the 1970s analysis and a critical value of .053 for
the 1990s analysis. :

Table 4-11 uses a relatively tight standard of .10 for Cook's D. Those observations with greater
values are listed and explained. However, based on the examination of residuals, it appeats
clear that those observations with Cook's D of less than .20 (5 out of the 7 cases listed) do not
exert remarkable influence. The 2 cases that generate Cook's distances of greater than .20 both
occur with the 1990s model. Raleigh-Durham (R-D) is a tremendous high outlier for the 1989
MDPC vatiable (z = 4.5), possibly because it has a vety large concentration of medical
residents in only a medium sized urban area. It also had one of the greatest declines in HMO
market shate duting the 1988-1993 period; HMO entollment dropped by over 15% of the
population.

It is not surptising that Raleigh-Durham is a very influential point, with a Cook's distance of
1375, and that almost all of its influence is exerted on the MD variable. If Raleigh-Durham
were removed from the data set, the t-statistic for the MD variable changes from -1.93 to -.62.
Without Raleigh-Durham, there is no MD effect in the 1990s. It was not dropped from the
analysis because the data seem to be reasonably accurate, and it is possible that the physician
concentration in the city was connected with the dramatic drop in HMO market share.'®
However, these diagnostic results considerably weaken confidence in a possible MD effect on
HMO market share during this period.

141 Weisberg, Sanford, Applied Linear Regression, Wiley, 2nd ed., 1985, p.120.

142 Stata Corporation, Reference Manual, Stata Press, Release 4, 1995, p.393. This source references Bollen and Jackman
“Regression Diagnostics: An Expositosy Treatment of Outliers and Influential Cases” in Modern Methods of Data Analysis,
Sage Publications, 1990, pp.257-291.

143 Arguably, the concentration of medical residents in this MSA is largely irrelevant to HMO enrollment, so that R-D’s large
contribution to the MD effect would be artifactual. But it could also be that residents, like RNis in the 1970s, did influence the
economic conditions of HMOs. Additional data on the nature of the physician workforce in R-D and a better understanding
of the drastic decline of the HMO industty in this MSA could clarify this issue.
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For the early 1990s data set, the other prominent influential point is Indianapolis, with a
Cook's distance of .210. In this case, the influence is largely on the coefficient for the eastern
Midwest dummy variable. Indianapolis, an east Midwestern city, showed the greatest decline
of HMO market share of any MSA in the data set, and it contributed disproportionately to the
negative effect the dummy vatiable showed. If Indianapolis is removed from the data set, the
t-statistic for this variable would change from -2.30 to -1.39.

Indianapolis cleatly qualifies as an influential point, but the evidence still favors the existence
of an east Midwest effect. After all, Indianapolis is in the east Midwest, and the evidence of a
substantial drop in HMO market share there is strong. Additionally, another 1990s outliet,
Dayton,'* suppresses the size of this estimated effect. If Dayton alone were to be dropped
from the data set, the t-statistic of the east Midwest vatiable would jump (so to speak) to -3.04.
If both Indianapolis and Dayton wete taken out, the final 1990s model would yield an adjusted
R2 of 22% and the east Midwest dummy variable would show a t-statistic of -2.10.

144 Dayton is the last entry in Table 4-9 with a Cook's distance of .150.
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D. Chapter Summary

Section A presents descriptive statistics for both the outcome and explanatory variables. In
general, these variables are distributed in a fairly symmetric manner and do not have many
outliers. They are suitable for the application of ordinary least squares regression analysis.

The primary purpose of this chapter is to present the results of the regtession analysis; this is
done in Section B. The final 1970s model is presented and explained in detail; then the same is

done for the final 1990s model.

The final 1970s model explains growth in HMO matket share as a function of 4 explanatory
vatiables, the percent of physicians in group practice, MDs per capita, RNs pet capita and
relative latitude. The percent of physicians in group practice shows the strongest statistical
relationship, and it is the most important explanatory variable. This result is strong evidence
that physicians in group practice were mote open to the HMO style of ptactice and more
willing to join HMOs during the 1973-78 period. The statistical relationship between MDs per
capita and HMO growth suppotts the hypothesis that a higher concentration of physicians led
to greater competition between them and, consequently, more willingness to patticipate in new
economic institutions, such as HMOs. '

The finding that the concentration of nurses shows a statistically significant association with
HMO growth was not expected or precedented. There ate several possible explanations for
this finding. One possibility is that conditions in the nurse labor market influenced hospitals’
competitive position and consequently influenced negotiations and arrangements between
hospitals and HMOs.

The relationship between latitude and HMO growth cannot be a causal relationship because it
is not possible to change a city’s latitude without changing its basic identity. Howevet, latitude
is included in the final model as a control variable. Latitude may setve as a proxy variable,
representing factors related to firm size, labor matket conditions or other explanatory variables
that are difficult to measure accurately.

The final 1990s model also includes 4 explanatory variables, but the statistical relationships ate
markedly weaker. The astonishing aspect of the 1990s results are that the physician related
explanatory variables from the 1970s analysis show evidence of a statistical relationship in the
opposite ditection. Both petcent of physicians in group practice and MDs per capita show a
negative association with HMO growth for the 1988-93 period. Howevet, for both these
variables this negative association falls just short of statistical significance.

The 3td vatiable included in the final 1990s model is economic growth, which shows a
statistically significant negative association with HMO growth. The final variable in this model
is Eastern Midwestern location (i.e. location in the states of Ohio, Indiana, Illinois, Michigan ot
Wisconsin), which shows a bately statistically significant negative association.

The most important conclusion from the 1990s analysis is that the relationships seen for the

1970s definitely did not prevail in the eatly 1990s. In fact the 2 key relationships between
physician variables and HMO gtowth may have reversed direction. The dynamic of HMO

92




growth changed between the 1973-78 period and the 1988-93 period. Perhaps the best way of
explaining this is to suggest that the HMO insurance product was in a different stage of its life
cycle by the eatly 1990s. The implications of this suggestion are explored in Chapter 5,
Conclusions.

Section C presents regtession diagnostics for the final 1970s model and the final 1990s model.
Residual plots, Cook’s distance and other statistics are used to test regression assumptions and
identify influential points. This analysis raises some interesting points, but it does not refute
the statistical assumptions. None of the major findings are dependent on one specific
obsetvation.

In overall summaty, this analysis finds strong positive relationships between HMO growth and
2 physician variables for the 1973-78 petiod. There was also a strong positive relationship
between the concentration of nurses and HMO growth. For the1988-93 period, there is no
evidence of these relationships. These results strongly suggest that the nature of HMO
enrollment growth at the MSA level changed between the 2 petiods. Chapter 5, Conclusions,
will further address the interpretation and evaluation of the final models for both periods. It
will address implications for policy, and it will place the results within the context of the
literature on the economics of HMO:s.

93




Chapter 5: CONCLUSIONS

“At your age the heyday in the blood is tame, it’s humble.”
Shakespeate (Hamlet to Gertrude)

This chapter consists of Basic Conclusions, Policy Analysis and Technical Conclusions. After
summatizing the statistical findings, Basic Conclusions places the results within the diffusion
framewotk presented in Chapter 1. Policy Analysis discusses broad policy implications,
specific policy issues and the future of HMOs. Technical Conclusions compates the findings
with the priot expectations and with the results of previous studies. The methodological
implications of this study are briefly discussed, and numerous suggestions for futther tesearch
‘ate offered. A brief Chapter Summary concludes this chapter and the main part of this study.

A. Basic Conclusions

A1l. RESEARCH FINDINGS '

The regression analysis of HMO growth in the 1973 to 1978 petiod shows a connection
between provider variables and HMO growth. As discussed in Chapter 4, MD and RN
vatiables show strong explanatory power when HMO enrollment growth in cities that had

opetational HMOs in 1973 is analyzed.

A local tradition of the group practice of medicine appears to have been especially favorable
for HMO growth. On the MSA level, an increase in the number of physicians in group
practice by 1% of the physician population is associated with a .17% increase in overall HMO
matket share.'” The congruence between group practice and HMO management during this
period may be responsible for this relationship. The overall proportion of MDs in the
population also generated a statistically significant positive association. It appears that
increased competition for patients drove many physicians to affiliate with distasteful HMOs.
Although these 2 relationships reflect distinct mechanisms, together they suggest that MD
acceptance was essential.

The overall proportion of RNs in the population is positively associated with HMO growth
during the mid 1970s. This may have been a consequence of sutplus value being transferred
from nurses to hospitals to HMOs, and other attributes of nurses may have contributed to it.
We also see that HMOs tended to grow mote rapidly in MSAs of lesser Latitudes, ie. mote
southetly cities. The most likely explanation for this unprecedented finding is that Latitude is a
proxy for Firm Size or other economic variables that are difficult to measute directly.

Numerous hypothesized variables do not show any relationship with HMO growth during the
1973-78 period. No direct measure of any hospital attribute shows any relationship. Available
measutes of Per Capita Income, market power of Blue Cross plans and several othet variables
showed no effect.'*

145 In a hypothetical city with 1 million people and 1,500 MDs during this period, an increase of 15 MDs in Group Practice in
1975 is associated with an increase of 1,700 HMO members from 1973 to 1978.

146 Table 4-7 lists the 25 variables that were tested and provides a quick summary of findings for each.
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Regression results for the period 1988 to 1993 are weaker, both in terms of statistical
significance and of material telationships with HMO growth. Once again, most of the
hypothesized relationships are not remotely bome out by statistical testing. Howevet, thete is
an extraordinary suggestion that the proportion of Group Practice MDs and the number of
MDs per capita actually had a negative effect on growth during the later petiod. " There was
also a finding that Economic Growth had a negaUVe association with enrollment growth
during this petiod, also an initially surprising finding.'**

A2 FINDINGS WITHIN THE DIFFUSION FRAMEWORK

In Chapter 1, an applicable framewotk on the diffusion of innovations was reviewed. Based
on the work of Lawrence A. Brown, this framewotk uses 6 elements to define the process and
extent of diffusion. It offers 4 categoties of factors that influence the establishment of
diffusion agencies and the success of the diffusion; these categories are matket potential,
public exposure, agency characteristics (in this case charactetistics of individual HMOs) and
the role of other institutions. Brown also incotporates product life cycle stages from the
marketing literature, namely introduction, gtowth, maturity and decline. Product life cycle fits
in well with this literature because it illustrates how successful diffusion strategies can, and
often do, change over time.

Chapter 1 showed that the tesearch design of this study is consistent with Brown’s framework.
In patticular, the conduct of parallel statistical analyses for 2 time petiods separated by 15 years
allows for possible advancement of the HMO product and industry from one life cycle stage
to another. It was noted that the explanatoty vatiables employed in this study primarily relate
to the categoties of market potential and role of other institutions.

The role of other institutions receives particular attention because HMO relationships with
physicians have always been crucial to the success of the industry. However, the physician
relationship issues that (mostly) fledgling HMOs faced in 1970s were very different than those
that faced many large and growing HMOs in the 1990s. MDs per capita and 4 other physician
wortkforce variables were hypothesized to affect the rate of HMO growth on the MSA level.

Chaptet 2 discussed how the diffusion of innovation literature relates to litetature on the
economics of HMOs. Specifically, the health economics concept of favorable and adverse
selection relates to the adopter categotization system. Typically, diffusion researchers classify
the very first adopters of an innovation as “innovators™ and those who adopt well ahead of the
majority as “eatly adopters.” Although the concept of selection is different in several respects,
the adopter categotization system provides a helpful analogy for understanding why the
evidence indicates that favorable selection is less of a factor behind HMO cost savings than it
may have been in the 1970s and 1980s.

Chapter 2 also discusses findings from the late 1990s that HMO enrollees disproportionately
tend to be willing to trade off provider choice for health care cost savings. This suggests that

147 In the final model for the late 80s/early 90s, both Group Practice and MDs per capita associations fall just shy of statistical
significance.

148 As would be expected, the Economic Growth and Per Capita Income variables were highly correlated in the 1988 to 1993
data set, and it was difficult to determine which variable was should be included in the final model. Please see Chapter 4,
pages 13-14, for an explanation of the choice of Economic Growth.
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the natural market for HMO health insurance does not include the entite U.S. population but
only persons with certain attitudes and circumstances that are congruent with HMO
entollment. As a result, it becomes plausible that the HMO industry reached maturity in the
1990s despite never enrolling more than 30% of the U.S. population.

The results of this study, presented in Chapter 4, offer significant evidence that the
relationship between HMOs and the physician profession changed substantially between the
1970s and the eatly 1990s. In the eatlier petiod, more physicians in group practice and 2
higher concentration of physicians overall wete associated with faster growth, but in the later
period these factors showed a moderate association with declines in HMO enrollment. Non—

physician factors associated with HMO growth also changed.

When these results are viewed within the diffusion of innovations framewotk, it appears that
the HMO industry was approaching maturity in the late 1980s and early 1990s. If the adopter
categotization system is applied to entite MSAs, these results suggest that the innovator and
eatly adopter cities had passed theit petiod of maximum growth by 1988, and rapid growth
was more likely to be seen in late majority and laggard cities.

This interpretation implies that cities that earlier were hospitable to the HMO movement
started to see their growth curves level off and that the previously less favorable cities began to
catch up. This suggestion is reinforced by subsequent national HMO enrollment trends. U.S.
HMO entollment reached a peak of 80.5 million in 1999 and decreased to 78.0 million by 2001
(InterStudy 2002). This pattern of plateauing or slow decline is consistent with the HMO
product reaching maturity. "
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B. Policy Analysis

This section is divided into 3 sub-sections. The 1% sub-section addresses 3 broad policy
implications of this study. Policy implication #1 is that the changing nature of the HMO
industry may open up new policy levers. But policy implication #2 is that, based on the
available evidence, it is unlikely that new policies can easily or directly increase commercial
HMO enrollment. Policy implication #3 is that HMO enrollment tends to plateau.

The 2™ sub-section addtesses the inter-related issues of health carte costs, the approptiate level
of government to regulate HMOs and a bill of rights for HMO patients. The 3" sub-section
provides some thoughts concerning the future of HMOs.

B1 BROAD POLICY IMPLICATIONS

This research has 3 broad policy implications. First, plausible causal factors associated with
HMO growth or decline have changed in the past, and they may change again. Therefore,
continued research is needed so that policy makers can be advised of any new policy levers
that might influence HMO enrollment in the decade of the 2000s.

However, the second implication is that policies within the normal range of government
actions are unlikely to easily or directly increase commercial HMO enrollment."” One of the
original motivations of this study was to find policy levers by which government could increase
HMO entollment, patticulatly commercial entollment, without mandating it. However, the
factors found to be influential are usually not directly controlled by government policy, or
influencing those factors would entail numerous other consequences besides a possible change
in HMO enrollment. Therefore, if the desire to encourage HMO enrollment wete to return, it
would be difficult to find clear or efficient levers to serve that putpose. Since this study applies
to the MSA level, the results of this study more directly apply to state and local HMO policy
than to federal policy.

For example, the 1990s analysis presents substantial evidence that economic growth/ pet
capita income is negatively related to HMO growth. However, it would be absurd for any
level government to deliberately reduce economic growth and per capital income for the
purpose of increasing HMO enrollment. If the purpose were to decrease HMO enrollment,
this finding is still of no help because economic growth is already a paramount goal of
govemment at all levels, and they are already seeking to promote it as well as they can.

The results of the 1990s analysis also hold out the possibility that physician vatiables may still
have some influence on HMO enrollment, with the caveat that any current influence is actually
opposite in direction from that which may have prevailed during the 1970s. However, any
public policy that affected the supply of physicians or the prevalence of group practice would
have numerous effects on the health care system besides any possible effect on HMO

149 Naturally, there is always the possibility of government intervention for the purpose of discouraging or even eliminating
HMOs. For example, state governments could add difficult or impossible requirements for the issuance of an HIMO license.
However, such policies are not currently being contemplated, and analysis of their potential effects is beyond the scope of
this study.
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enrollment. Therefore, any suggestion that physician wotkforce policy should be revamped in
the hopes of genetating a noticeable impact on HMO enrollment would neither be plausible

not defensible.

The same logic applies to the related finding of Dranove et al (1998) that hospital
concentration is negatively associated with HMO market share. There is no possibility that
basic policy concerning the concentration of the hospital industry will be changed solely, ot
even ptimatily, for the purpose of influencing HMO enrollment.

Review of previous federal health policy initiatives leads to a similar conclusion that
substantially increasing HMO entollment would be difficult. The White House health care
reform plan of 1993 proposed very substantial changes in the health economy, and a majot
concept of this plan was to use HMOs to control costs and improve access to care. President
Clinton, First Lady Hillary Clinton and their advisers cleatly believed it was not possible to
achieve such effects without sweeping change.' Further back, the HMO Act of 1973 was
intended to encourage HMO growth, but the HMO movement was growing rapidly before the
Act was passed. The Act may have hurt enrollment as much as it helped it.” Both these
episodes illustrate the difficulty of increasing commercial enrollment through deliberate
government policy.

The 3™ broad policy implication is that thete is excellent reason to believe that the growth
years of the HMO industry are over. This is of interest to policy analysts and policy makers
because policies ate often implemented, and often produce their effects, over a petiod of many
years. Policy makers need to judge whether the health insurance industry of 10 years hence
will be dominated by HMOs, ot whether it is likely to have a structure similar to that which
currently prevails.'” The evaluation of many health cate and health finance policies, including
proposals for coverage of prescription drugs by Medicare, may be altered depending on beliefs
concemning the future of U.S. health insurance.

The observed shift in factots affecting HMO growth suggests that enrollment tends to plateau

on the MSA level. On the national level, entollment has peaked, and it has gone down slightly -
in the last 4 years. Congruent with the national results, enrollment seems to be stable or

slightly declining in most states. Thetefore, a similar condition seems to prevail on several

levels. The previous discussion of the diffusion of innovations and the product life cycle

shows why this development is logical, based on published theory and empirical wotk for

other industries. Futther research on the HMO product life cycle might support, deepen and

elaborate on this analysis.

150 Congress and the public rejected the White House proposal because they believed it entailed too much risk and not enough
benefit to justify such sweeping changes.

151 Specifically, the Kaiser system, which accounted for most of national HMO enrollment in 1973, reduced its expansion

program in response to the HMO Act! Brown, Lawrence D. Politics and Health Care Organization: HMOs as Federal
Policy, 1983, p.330. Additionally, the analysis of HMO growth from 1973 to 1978 presented here did not show any effects

that could readily be attributed to the Act. However, it may have contributed to HMO growth in the long run by increasing
awareness of the HMO concept and signaling that legislatures would be unlikely to ban or repress HMOs.

152 Clearly, there are numerous other possibilities for health insurance in the year 2013, including scenarios in which HMO
ensollment is much smaller than it is now.
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B2 SPECIFIC POLICY ISSUES

Chapter 1 introduced sevetal policy issues, including the relationship between HMO growth
and health care cost control. If the question is whether HMOs can continue to serve as tools
for cost control in the commercial insurance matket, then the evidence appeats positive. At
this point, the strong preponderance of the evidence is that HMOs reduce health cate costs,
and they have had a major impact on costs because they have evolved and adapted to local
market conditions throughout the country. Insofar as the basic issues in the health economy
have not changed, it appeats the HMO industry is capable of adapting to the conditions of the
2000s and continuing to offer cost control options to consumers and businesses.

However, if the question is whether further government policy to encourage HMO enrollment
is likely to prevent further escalation of health cate costs, then the answer is no. As discussed
above, government policy does not have that much influence over HMO enrollment,
especially not in the commercial market, and the ability of HMOs to control costs may be less
today than it was 10 years ago. As was discussed in Chapter 1, recent policy initiatives at both
the State and Federal levels have tended to reduce, rather than expand, commercial HMO cost
control capabilities.

Another policy issue concerns whether Federal or State governments should take the lead in
regulating HMOs. This study has not found strong grounds for either substantially different
policy across the 50 states or for Federal imposition of a uniform policy nationwide. Possibly,
level of government and other policy parameters should adjust dynamically to evolutionaty
changes in the industry.

As was discussed in Chapter 1, much of the policy focus has shifted from efforts to encourage
HMO enrollment to assessing and changing the manner in which HMOs operate. One of the
key policy issues of the late 1990s and eatly 2000s was the “Patients’ Bill of Rights.” Despite
this broad title, patients’ bills of rights usually only apply regulations and restrictions on HMO
operations. One major component of many bill of rights proposals is to permit patients to
appeal HMO denials of coverage to outside bodies, sometimes to a medical peer treview

organization (PRO).

California and several other states have enacted patients’ bills of rights. In 2001, different
versions of this legislation passed both the U.S. House of Representatives and the U.S. Senate.
However, the differences between the House and Senate vetsions were not resolved that year,
and this federal legislation did not advance in 2002 ot so far in 2003.'*

In fact, a federal patients’ bill of rights may be less utgent in light of the patterns and trends of
HMO enrollment presented in this study. If there were a strong expectations that HMOs
would dominate U.S. health insurance in the coming yeats, than businesses and individuals
might have little choice but to putchase insurance from HMOs. In that case, it could be
appropriate for the federal government to closely regulate HMO operations and decisions.
However, the reality, for now and for the foteseeable future, is that most businesses and many

153 It is noteworthy that the high water mark of the federal patients’ bill of rights was passage by the House of Representatives
in August 2001, shortly before the September 11 terrorist attacks. Some might argue that this legislation does not appear to
be as urgent for the federal government in the wake of those attacks and the issues they raised.

99




individuals have health insurance choices other than HMOs, most notably preferred provider
otganizations (PPOs).

In this circumstance, the natural regulation of a competitive market is likely to be the most
effective check on HMO operations and practices. If HMOs abuse their power or don’t
respect their patients” medical needs, then it would be reasonable to expect a major shift away
from HMO insurance. The availability of gteater state regulation provides another check on
undesirable HMO practices. In these citcumstances, blanket federal regulation could reduce
local autonomy and deter innovation without offeting substantial additional protection to
consumers. Therefore, the analysis of this study offets a possible reason for the deferral of
federal patients” rights legislation. '

B3 THE FUTURE OF HMOs
Thirty years of vigorous HMO growth have ended, and the tight restrictions on utilization of
the 1990s have significantly eroded.”® Some analysts now anticipate the demise of this
economic form. Two who remain sympathetic with the HMO concept find, “... many health
plans report that they simply have ceased to try to sell the traditional HMO product because of
consumer leeriness and regulatory unwieldiness.””® Another authority states we ate in for a
“very messy and very smelly” process of dismantling managed care."™® Some financial analysts
believe that the blossoming increase in health cate costs will further cut HMO profit
margins."”’ Additionally, the continuing decline in Medicare HMO enrollment and the aging
of the population is not favorable to resumption of HMO growth (NY Times 2001, 2002).

On the other hand, there is some possibility that growth will resume in response to re-
escalation of health care costs and a lower rate of overall economic growth. 1% Thete is also a
possibility that much of HMO enrollment may shift back into staff/group HMOs such as
Kaiser Pertnanente.'

However, the product life cycle is one of the most useful concepts for analyzing and
understanding many industries, including the HMO industry (LA Brown 1981). The results of
the research performed here ate consistent with a life cycle approach, and the ptepondetance
of the evidence indicates that HMO insurance has reached the maturity stage of its product life
cycle. It is rare for products to “become younger” and return to an eatlier stage of their life

154 New York Times “A Changing World Is Forcing Changes on Managed Care” July 2, 2001, American Health Line (AHL)
“Aetna: Can the Ailing Insurer Recover from Recent Woes?” 2/26/01; AHL “Aetna Abandons ‘All Products Policy’ For
Doctors” 12/20/00; AHL “UnitedHealth: Ends Pre-authorization, Gives MDs Final Say” 11/8/99.

155 Hurley and Ginsbueg “Badly Bent Out of Shape: The Transformation of Traditional HMOs” May 2001, draft distributed at
the 8% Princeton Conference On the Future of Managed Care.

156 “Like an unembalmed corpse decomposing, dismantling managed care is going to be very messy and very smelly, and take
awhile.” George Lundberg, quoted in AHL 3/26/01.

157 AHL “MCO Stocks: Wall Street Grows ‘Bearish’ About Industry” 7/3/01.

158 Hewitt Associates estimated that employers and workers were both paying about 7% more for health insurance in 2001 than
in 2000, NYT 7/2/01, and official estimates suggested that health care costs have been re-escalating substantially (Levit et al

2002).

159 AHL 5/2/01 story on Kaiser Permanente and 3/21/01 story on Colorado HMOs. Kaiser remains unique among HMOs in
its ownership of a large chain of hospitals. For background on Kaiser’s previous difficulties, see W] “In Age of the HMO,
Pioneer of the Species Has Hit a Rough Patch”, 12/1/94, p. Al.
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cycle, although this has been accomplished in a few cases through strong promotion or
repositioning (Kotler and Armstrong 2001).

Matketing textbooks indicate that the maturity stage normally lasts longer than the
introduction or growth stages. It is characterized by intense price competition. Firms seek to
defend or increase matket share, which implies that competition is focused on existing
customets rather than on drawing new customers into the market. Firms typically try to
introduce new and improved versions of the product in the interests of extending the maturity
stage and forestalling decline (Bearden et al 2001, Kotler and Armstrong 2001). This suggests
that further HMO evolution and price competition may enable the industry to maintain
enrollment, but substantial overall growth is unlikely. Pethaps there is potential for growth in
certain areas where HMOs have still not attained 20% market share, but there also may be
further enrollment decline in areas with high market share (LA Times 2002). A return to 12-
13% annual growth in U.S. HMO enrollment is very unlikely. :

Although the evidence appeats to be consistent and reasonable, these analyses and projections
must be tempered with caution. This statistical analysis is for a period ending in 1993, so it
cannot reflect new trends ot further shifts in the complex relationships that influence HMO
enrollment. The product life cycle is clearly an applicable concept and tool for the HMO
industry, but predictions based on life cycle assumptions have been just as fallible as all other
predictions. Bearden et al (2001) state, “the product life cycle has limited relevance in
fotecasting future performance.” Finally, HMO enrollment, like all health care organizational
and financial atrangements, is likely to be strongly influenced by technological changes in
health care, including genetic diagnostic and therapeutic methods. At this point, it is not clear
whether these impending changes will lead to higher or lower HMO enrollment.

HMOs were thought to embody a new paradigm in health care finance; they would lead to the
creation of a mote efficient and more effective health care sector in the U.S. (Enthoven and
Kronick 1989). They have certainly had a dramatic effect on the financing and delivery of
health care (Zwanziger et al 2000). But HMO growth has stopped, and many major elements -
of the health care sector, particulatly the central role of physicians, have survived the HMO
challenge. However, the growth of HMOs may be valuable to study as a precedent and
reference when analyzing other health care trends and movements.
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C. Technical Conclusions

In order for a study to be published, its authots must demonstrate how it advances and
improves upon the knowledge of the field. Generally, new findings suggest additional research
questions. Many studies also pioneer or refine methods of operationalizing concepts or
collecting, processing or analyzing data, and these new methods must be documented and their
soundness and effectiveness demonstrated. Sometimes innovative methods generate greater
interest among researchers than the initial findings generated using those methods.

This study may be of interest for its tesearch findings and its research approach and methods.
The findings themselves are summarized in the first section of this chapter, but they ate
compared with prior expectations and placed in the context of prior research hete. This
section also addresses the unusual methods employed and suggests further research to both
advance knowledge of the field and to apply and extend the methods utilized hete.

C1 COMPARISON WITH EXPECTATIONS

Following completion of desctiptive statistical analysis for each of the 2 periods under study,
expectations for the multiple regression results for each of the petiods were developed and
announced.'® For the mid 1970s, hypotheses concerning 4 of the possible explanatory
variables were designated as primary, and expected associations were stated for 11 additional
variables. For the late 80s/ eatly 90s petriod, the author designated 4 primary hypotheses, and
expected associations wete designated for 5 additional vatiables.'®

Table 5-1 compares actual with expected results for the most critical vatiables.'® If the
variable was the subject of one of the ptrimary hypotheses for that petiod, then the expected
association is indicated in capitals; otherwise the expected association is shown in lower case.
This table lists the analysis period, the specific vatiable and both the expectation and the result
for that vatiable. For a few variables, a comment is provided. For each period, the table only
shows those variables that were the subject of ptimary hypotheses or that were included in the

final analytic model.

As Table 5-1 shows, 3 of the associations predicted for the mid 1970s petiod were supported
by the regression analysis. All 3 involved provider-related variables, namely MDs per capita,
RN per capita and % of Physicians in Group Practice. However, only the MD association
had been designated a primary hypothesis for this petiod. The other 3 primary hypothesized
associations, for Hospital Beds per capita, Blue Cross/Blue Shield Matket Share and Income
pet capita, were not supported at all by the regression analysis.

160 This process is more fully explained in Chapter 3, sub-section B3.

161 For the original statements of expectations, please see “Final Memo to Committee Before 1970s Regression Runs”,
unpublished, dated April 4, 1996, and “Final Memo to Committee Ever: Preparation for 1990s Regression Runs”,
unpublished, dated September 27, 1999. These memos are both included in Appendix F to this Thesis.

162 Please see Table F1, Comprehensive Comparison of Results With Expectations, for 2 longer version of Table 5-1 showing
all the expectations stated prior to the completion of each of the regression analyses.
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TABLE 5-1
COMPARISON OF RESULTS
WITH EXPECTATIONS
Petiod Vatiable Expected Actual Comment
(Abbrev) Association Association
1973-78 MDs POSITIVE POSITIVE
Hospital Beds POSITIVE NONE
BC/BS POSITIVE NONE
Income NEGATIVE | NONE
Group Practice | Positive POSITIVE Strongest Result
RNs Positive POSITIVE
Latitude Positive NEGATIVE
1988-93 Econ Growth NEGATIVE NEGATIVE
Establishment POSITIVE NONE
Size
Pop Density POSITIVE | NONE
Net Migration/ | NEGATIVE | NONE
Pop Growth
MDs None NEGATIVE | Reversed Direction from
Previous Petiod
Group Practice | None NEGATIVE | Reversed Direction from
Previous Period
E Notth Central | None NEGATIVE

Additionally, there was some expectation that Latitude would show a positive association in
these regtessions, namely that HMO matket shate would grow faster in more notthetly cities.
But the final model for the 1970s shows a negative association with latitude. The actual
findings and their interpretation and import are discussed at great length in Chapter 4, Sub-
sections B2 to B5.

For the early 90s petiod, only one of the predicted associations, the one for economic growth,
was supported by the regression analysis. The hypothesis that economic growth over the
~ petiod from 1978 to 1993 would have a negative association with HMO growth from 1988 to
1993 was one of the primary hypotheses for this petiod. The other 3 primary hypothesized
associations, for Employees per Establishment (aka Establishment Size), Population Density
and Net Migration/Population Growth'®, wete not supported at all by the regression analysis.
Conversely, 3 of the vatiables that wete not predicted to show any association, namely MDs
pet capita, % of Physicians in Group Practice and location in the East Notth Central (aka

163 Neet Migration and Population Growth have a positive correlation of .75 in this data set.
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eastern Midwest) region, all showed negative associations with HMO growth. The findings for
the late 80s/ eatly 90s ate discussed in Chapter 4, Sub-sections B6 and B7.

The compatison of results with expectations cleatly shows that these 2 analyses yielded a
number of surprises. Both the academic and journalistic literatures had posited a confusing
variety of hypotheses about factors associated with HMO growth, and no one explanation was
strongly suppotrted by the available evidence. However, the 1970s analysis shows that
economic conditions of the health care professions, primarily medicine but also nursing, had a
strong association with HMO growth at the MSA level. The 1990s analysis indicates that the
effect of the physician related variables reversed direction. The counter-intuitive expectation
that Economic Growth had a negative effect on HMO growth from 1988 to 1993 was borne

out.

C2 COMPARISON WITH PRIOR STUDIES

A natural question that arises in reviewing the 1970s findings and analysis is “How do these
tesults compare with those of the similar studies discussed in Chapter 2, Section D (Goldberg
and Greenberg 1981, Mortissey and Ashby 1982, Welch 1984)?” Similatly, the tresults for the
1990s can be compated with those of Dranove et al, which ate also presented in Chapter 2.

The results for the 1970s initially seem very different from those of the prior studies. But
closer examination shows that several observed associations, as measured by vatiable co-
efficients, are roughly comparable. Furthermore, most of the observed differences in co-
efficients can be reasonably explained.

None of the 3 previous studies tested RNs per capita or Latitude, so these results are not
directly comparable.'® The variables for which there are comparable results are Group
Practice and MDs per capita. The comparison is presented in Table 5-2. The top of the table
compares results for Group Practice, and the bottom makes the same compatison for
Physicians per capita. In the table, each study is identified by its authors’ names, with
Markovich listed last. For each study, the table presents the analysis petiod, the size of each
effect, the standard error of the effect and the resultant t statistic.

Two of these 3 studies examined the possibility that Gtoup Practice influenced HMO growth.
Interestingly, both their regression results present evidence of an effect of the same direction
and order of magnitude as this study finds. This Ph.D. thesis finds that HMO enrollment
increased by .17 percentage points (i.e. .17 of 1% of the MSA population) for every increase of
one percentage point of physicians in group practice at the state level. Goldberg and
Greenberg found a comparable effect of .11 percentage points, and Mortissey and Ashby

164 As discussed in Chapter 4, Sub-section B5, there were some indications that the negative association with Latitude was really
driven by a negative effect of Firm Size or by effects of other economic variables confounded with Latitude. Morrissey and
Ashby tested Establishment Size and found very weak evidence in favor of a positive association. However, since they used
a different measure of Establishment Size than is used in this study, it is difficult to analyze the difference in these results,
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TABLE 5-2
COMPARISON OF SELECTED 1970s RESULTS
WITH THOSE OF PRIOR STUDIES

Study Authors Petiod Estimated Standard t-value
Analyzed Effect Error
(% Points) (% Points)

Group Practice

Mottissey and Ashby 1975-78 097 083 1.17
Goldberg and Greenberg 1966-76 110 061 1.80
Markovich 1973-78 172 023 7.52
MD:s per capita

Motrissey and Ashby 1975-78 1.16 1.86 .62
Markovich 1973-78 2.11 592 3.56

NOTE: Unit for Group Practice effect is percentage point increase in HMO enrollment per percentage point
increase in proportion of MDs practicing in groups. Unit for MDs per capita effect is percentage point increase in
HMO enrollment per unit increase in number of physicians per 1,000 population.

found an increase of .10 percentage points. But since the association generated a lower t-
statistic in both prior studies, the finding was not emphasized in one study and explicitly
discounted in the other.'®

Only one of these predecessor studies examined the proportion of MDs in the population as a
factot contributing to HMO growth. The most applicable regression equation found an effect
in the same ditection and order of magnitude. Specifically, this thesis finds an increase in
HMO enrollment of 2.11 percentage points for every additional physician petr 1,000
population, while Morrissey and Ashby find a comparable effect of 1.16 petcentage points.
But again a much lower t-statistic resulted in the finding being disregarded.'®

For both group practice and MDs per capita, the material difference in the size of the effects
seems to stem from differences in the study populations. Goldberg and Greenberg used the
entire state as its unit of analysis, and small rural states had as much influence on their results
as did California and New Yotk. Morrissey and Ashby used MSAs as this study does, but they
included all MSAs while here we only consider the 75 largest. '

165 Goldberg and Greenberg’s finding showed a t-statistic of 1.8, significant at the .10 level, but Morrissey and Ashby only got a
t-statistic of 1.2 (I got 2 t of 7.5). A t of 1.2 is considered to be a non-finding, and the authors explicitly state that in their
conclusions (p. 147). These prior studies got much lower t-statistics because the standard erors of the coefficients for this
vasiable were much higher. It appears that these standard errors were higher because of collinearity among the explanatory
variables in the models they specified and presented.

166 Specifically, their t-statistic is .63 for MDs per capita, while my t is 3.56. As with Group Practice, the difference in the t’s is
largely attributable to a much higher standard error in the pror study, and the higher standard error seems to stem from
collinearity of their explanatory varables. ‘
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In many smaller MSAs in the 1970s, the active physician community may have had only 150 or
fewer members. By contrast, almost all of the 75 largest MSAs had more than 500 MDs, and
most had more than 1,500. The economic relationships and social dynamics within a2 150 MD
community may well have been very different from the relationships within a 1,000 MD
community, and these differences are likely to have influenced the process of HMO
acceptance and affiliation within those differing physician communities.'”

Alternatively, there is a technical reason why a study of all MSAs would find a smaller Group
Practice effect. Group Practice data are only available on the State level. In most cases, a state
average will be mote accurate for larger MSAs, each of which constitutes a greater component .
of that average, than it will for smaller MSAs. It is possible that more accutate measutement
of Physician Group Practice at the MSA level would lead to more similar estimates of this
effect on HMO entollment in both large and small cities.

Taken collectively, the prior studies found some evidence for a negative effect of pet capita
Income, a positive effect of Hospital Costs and a positive effect of Population Mobility.'® As
shown in Chapter 4, this study did not find meaningful evidence for any of these effects. As
with the physician telated vatiables, it is possible that these factors had an effect in smaller
MSAs that did not exist in this study’s population of MSAs.

It is more difficult to compate this study’s results for the early 1990s with those of Dranove et
al. Although the time petiods of the 2 studies ate roughly comparable, the differences in the
definition and measurement of the outcome variable are considerable. Dranove et al use
managed care penetration as theit outcome variable, and PPO enrollment was a larger
component than HMO enrollment by the 1993-95 period. Furthermore, Dranove et al
estimated managed care penetration using a physician sutvey and a market research sutvey.
Such survey results reflect a different perspective on the growth of HMOs and managed cate
than is reflected by the direct enrollment data used by this study. Additionally, most of the
specific explanatory variables tested by Dranove et al differ in substance from the explanatoty
variables utilized in this study.

However, there is some similarity in flavor between the 2 sets of results. Most notably,
Dranove et al found that health cate supply vatiables had a considerable effect on managed
care growth in the 1980s and early 1990s, and this is consistent with the findings repotted here.
They found some evidence of a non-linear relationship between firm size and managed care
during their study period, while this study finds some evidence that HMOs grew mote in cities
with smallet employers during the 1973-78 period.

One atea of possible incomisistency between the studies is the size of physician practices. They
found that large having more physicians in solo practice may have had a negative effect on
managed care penetration, while this study finds that, by 1988-93, there was a negative

167 However, this likely difference detracts from the external validity of this study. The results are valid for the 75 largest MSAs
and the majority of the US population that resided therein, but apparently the causes of HMO growth were (and possibly
still are) substantially different in smaller MSAs and in rural areas.

168 Specifically, for all 3 of these variables, 2 out of the 3 prior studies found evidence attaining or approaching statistical
significance for the effects listed. Please see Appendix G for a Summary Table.
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relationship between physicians in group practice and HMO enrollment gtowth. However,
substantial differences in both the outcome and explanatory variables make meaningful
compatison of these specific results difficult."” |

C3 CONTEXT OF THE HMO ECONOMIC LITERATURE

This report makes extensive reference to 2 broad sets of scholatly literature. The first of these
is the diffusion of innovations literature, which is used to establish a framework of how
industries in genetal grow. The results of this study are placed within the context of the
diffusion of innovations literature in sub-section A2 of this chapter. The second set of
literatute is the HMO economic and health services literature, and Chapter 2 is devoted to that
literatute. This sub-section discusses how the results of this study fit in with and contribute to
the HMO specific literature.

Recent evidence shows that petsons who are willing to give up provider choice for cost
savings ate more likely to enroll in HMOs (Kemper et al 1999/2000). But only a certain
percentage of the population is willing to make that tradeoff, so this finding suggested that
HMO enrollment was likely to plateau. In fact, HMO entollment on the national level has
plateaued in the last few years (InterStudy 2002). This is consistent with the findings of this
study. Analysis of HMO entollments from 1988 to 1993 shows that factors associated with
HMO growth on the MSA level were different than the factors associated with growth during
1973 to 1978. This finding is consistent with the hypotheses that HMOs were approaching
the maturity stage of the product life cycle and that the petiod of rapid growth would end
during the 1990s. Thus this study fits in well with other evidence concerning the overall trend
of HMO enrollment.

Much of the published HMO literature is on the consequences, rather than the causes, of
HMO growth. However, by investigating the causes of HMO growth, this study complements
~ the published literature. Prominent among the mote trecent findings, Escarce et al (2000) find
that HMO growth tends to reduce the number of physicians in an MSA'™. Howevet, during
an ovetlapping period of time, this study suggests that lower numbers of physicians and a
smaller proportion of group practice physicians tend to increase HMO growth at the MSA
level.

In conjunction, the 2 studies suggest an acceleration effect with respect to the concentration of
physicians. At least during the 1988-93 period, lower concentrations of physicians are
associated with HMO enrollment growth, and HMO growth reduced total numbets of
physicians in metropolitan areas. Thus the cities with a relative sparsity of physicians would
have expetienced a further decline in number of MDs (and probably Osteopaths as well)
relative to metropolitan areas with a relative abundance of physicians. If this acceleration
effect were dominant, it would have widened the gap between physician-sparse and physician-
abundant cities during this period. This issue is discussed further in the final sub-section,
Suggestions for Further Research.

169 Dranove et al used the MSA percentage of primary care physicians in solo practice in 1985 as their explanatory variable, while,
for the 1988-93 period, this study uses state level percentage of 4/ physicians in group practice in 1988 as an explanatory
variable.

17 They found that HMO market share did not affect the number of generalists, but it did reduce the number of
medical/surgical specialists and the overall number of physicians.
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Similarly, the findings of this study can be combined with the well-established finding that
HMO growth leads to a treduction in hospital costs to suggest additional hypotheses.
Specifically, during 1988-93 cities with rapid economic growth expetienced less HMO growth
while cities with less economic growth saw fastert HMO growth. However, the lack of
statistical association between hospital costs and HMO growth during this period suggests that
hospital costs did not have a substantive effect on growth. Therefote, using the findings from
other studies (Miller and Luft 2001, Gaskin and Hadley 1997, Miller and Luft 1994), it may be
possible to build a causal chain: lower economic growth led to faster HMO growth, which led

to a reduction in hospital costs.

C4 METHODOLOGICAL IMPLICATIONS

As detailed in Chapter 3, this study has applied some unusual methods. These methods ate
consistent with the framewotk provided by the diffusion of innovation literatue, and they
have generated a substantial set of findings and implications. Researchers may be intetested in
what this process can teach us about the findings of other studies and how future studies can
adopt ot adjust some of these methods.

Rather than setting out to confirm or deny one particular concept or hypothesis, this study set
out to analyze a particular phenomenon, namely the growth of HMOs on the MSA level
Because the subject matter is broad, and because of the limited number ‘of observations in the
data set, a flexible approach was taken in developing a model of HMO growth. Specifically,
for both time petiods that were analyzed, a latge number of variables and combinations of
vatiables were tested before selecting the final model. This approach entails the risk of ovet-
fitting, of developing a model that conforms to the peculiarities or random distutbances of the
particular data set being used at the expense of developlng a useful and applicable structural

model.

To reduce the risk of over-fitting, vety specific expectations were stated prior to the execution
of the 2 sets of analysis. The accuracy of those expectations was just examined in Sub-section
B1l. The ptior statements of expectations did not constrain the development of the final
models, but they restrain the ability to claim that those models were expected all along. By
doing so, the statements made it cleater what knowledge was gained and what value this
knowledge has. Ideally, this new knowledge should be used to state expectations for a
different study using substantially different data. If expectations derived from this study were
confirmed by an independent examination of a related subject, then there would be strong
assurance that the results presented here are accurate.

Another major issue was endogeneity, the threat that the outcome vatiable may have
influenced one or more explanatoty vatiables instead of, or in addition to, the explanatoty
variables influencing the outcome. One approach to this issue is to use an instrumental
variable; an elaboration on the instrumental variable approach is to use 2 Stage Least Squares
(2SLS).""" This approach was not applied here. Instead, ptior values for the explanatory
vatiables, which in the normal course of events could not have been influenced by the

17 This approach is discussed in Chapter 3. For a more technical discussion, please see Kennedy (1992).
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subsequent growth of HMO market share, were used."” In Chapter 3, this is referred to as the
Growth Prediction method. Some of these ptior values showed substantial explanatoty powet
in the regtession analysis, indicating that they had a truly structural, or causal, effect on HMO
growth during the petiods under study. Because of several difficulties with the instrumental
variable/2SLS approach, researchers may wish to consider the Growth Prediction method for
other applications.

Another feature of this study is the application of similar methods to 2 distinct periods of time.
Reference to the product life cycle concept suggested that results for the 2 periods would be
somewhat different. In fact, results were very different, and the statistical associations of the
physician telated variables reversed direction between the 1¥ petiod and the 2 period. These
results can be used to illustrate the usefulness of the product life cycle concept for empirical
tesearch. :

C5 SUGGESTIONS FOR FURTHER RESEARCH

This sub-section makes suggestions for additional research in 10 different areas. The first 3
concem testing the product maturity hypothesis and the inter-relationship between the
physician wotkforce and HMOs, and these will be of immediate interest. Other promising
areas for research include the relationship between the nurse wotkforce and HMOs, resolving
the economic growth/pet capita income issue, extending this analysis to additional years and
geographic areas, conducting separate analyses for commercial, Medicare and Medicaid
enrollment and investigating the influence of HMO model type. The last 2 suggested areas for
further research are Point of Setvice plans, which ate a variety of HMO, and Preferred
Provider Organizations, which are a form of managed care but are distinct from HMOs.

Testing the Product Maturity Hypothesis

One of the most important challenges for further research is to confirm or refute the
suggestion that the HMO industry was approaching maturity during 1988 to 1993 and that the
upcoming leveling off of national HMO enrollment could be infetred from MSA-level growth
trends during 1988 to 1993.

Cleatly, the evidence of this study, the product life cycle concept and subsequent trends in
national enrollment show a consistent pattern. This evidence suggests the potential market for
HMO insurance was always large, but probably less than half the population in most cities and
states. By 1988, the HMO health insutance product was reaching the limit of its potential
matket in a number of MSAs, including Minneapolis-St Paul, Cleveland and Denver. During
1988 to 1993, enrollment hardly grew or actually declined in these cities, and the 1987/88
peaks wete never substantially exceeded. On the national level HMO health insurance reached
maturity in the late 1990s, and overall enrollment is likely to be stable or slightly declining for
many years. However, the available evidence is not conclusive, and any claim that the tesults
of this study anticipate broader trends in HMO enrollment must be carefully scrutinized.

In particular, national HMO entollment did not peak until 1999. Had this statistical analysis
been available in 1993, a fair conclusion would have been that the industry was rapidly

172 If the outcome variable were HMO market share per se, then it would have been much more difficult to provide assurance
that the explanatory variables were not endogenous.
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approaching the maturity stage of the product life cycle and that entollment would probably
peak in the next 3 years. Additionally, the argument concerning the potential HMO market
would be simpler and more testable if all cities, and the country as a whole, have the same
“natural” level of HMO market share, but thete is substantial evidence against such a
hypothesis.

If all geographic areas had the same natural level, one would expect that there would be 2 high
negative cotrelation between 1988 market share and market shate growth between 1988 and
1993. This would be because enrollment would stop growing in cities with high market share
and growth would accelerate in cities with low market share. In fact, for the dataset analyzed
here, the cortelation between 1988 market share and 1988-93 growth is -.08. For this small
data set, this level of correlation suggests there was essentially no relationship between initial
market share and subsequent growth."” A simplistic model under which all MSAs inexorably
honed in on one particular level of HMO matrket shate is not supported by the available data.

' Howevet, it may be that different cities have different natural levels of market shate,
depending on market conditions, health care institutional arrangements and the local labot
market. The data may be consistent with a view that, by 1988, market share growth had
slowed down or stopped entirely in MSAs that were close to their natural level. Conversely,
other cities, including some with high market shates, may have been far short of their natural
HMO matket share in 1988. These may have been the MSAs where market share grew the
fastest from 1988 to 1993.

One goal for further research is to test the usefulness of this set of hypotheses and the
accuracy of the implications that flow from these hypotheses. The central hypothesis can be
referred to as the product maturity hypothesis, the concept that HMO entrollment growth
slows down and eventually stops as the HMO product teaches maturity in a particular matket
or geographic area. One way of testing the product maturity hypothesis and its implications is
to build 2 model of MSA level market share growth around this concept and to assess how
well the data cortesponds to such a model.

A model of HMO product maturation in each MSA would necessatily be mote complex and
sophisticated than the ordinary least squates multiple regtession models employed in this
report. However, it may be possible to opetationalize and test such 2 model by focusing on 2
major elements. The first majot element of the model would generate estimates of the natutal
HMO market shate for each MSA. The second majot element would simulate HMO market
share over time as it approached and stabilized around the natural level. ‘The second element
would incorporate the S-shaped cutve ot logistic function in generating the simulated time
path for each MSA ot other geogtaphic unit included in the study.

If a more sophisticated model of this type could yield a substantial improvement in goodness
of fit over one or mote simpler models, than this would constitute serious evidence in favor of
the product maturity and logistic growth concepts. However, specifying, operationalizing and
testing such a model constitutes a formidable research challenge.

173 However, the comparable correlation was +.38 for the 1973-78 period, and the decline to -.08 for the later period
constitutes further evidence that the dynamics of HMO growth underwent change.
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Factors 1 eading To Initial HMO Establishment

As discussed in Chapter 4, the 1973-78 results offer substantive evidence concetning
entollment growth in many cities that had opetational HMOs at the beginning of the period.
The available results offer little useful evidence to explain why 1 or more HMOs began
opetations in 19 of the 47 cities with no HMOs in 1973. Any comprehensive theory of HMO
enrollment must address that initial diffusion of HMO insurance into any given market."
That diffusion process was almost complete for the 75 largest cities by 1988, but it continued
to be an issue in small cities and rural areas well into the 1990s. To some extent, it remains an
issue today for many such ateas whete there ate still no operational HMOs.

Perhaps the best way to address initial HMO establishment would be to petform a seties of in-
depth case studies of this process in numerous markets over a petiod of 25 yeats or more.
The series could include studies of areas where the HMO concept failed to diffuse within a
specified time period. It would be desitable to include cities of all sizes and rural areas. Such
an approach would be likely to generate well thought out hypotheses concerning the causes of
successful HMO establishment. It would then be approptiate to design statistical studies or
other follow-up research to develop a definitive enumeration of the causes of initial HMO
operation.

However, it is possible that immediate further statistical research could yield noteworthy
results. In particular, it may be useful to use the date of successful HMO establishment as the
outcome variable and to investigate the relationship between that date and a wide range of
variables. It would be desirable to test the geographic dispersion hypothesis — ie. to see if
HMOs were mote likely to begin operations in geographic areas proximal to areas that already
had operating HMOs. Finally, if more specific geographic data could be developed, it would
be wotthwhile to investigate the relationship between the profitability of other health insurers
and initial HMO establishment.

Inter-relationship Between the Physician Workforce and HMOs

As mentioned eatlier in this chapter, Escarce et al (2000) find that HMO growth tends to
reduce the number of physicians in an MSA. When this finding is combined with the finding
that, during 1988-93, HMOs grew faster in MSAs that already had lower concenttations of
physicians, it suggests that HMOs may have widened the gap between physician-sparse and
physician-abundant cities during this petiod. Further research could confirm or deny that this
gap widened during the late 1980s and early 1990s and that MSAs with rapid HMO growth
were the ones experiencing a relative decline in physician concentration.

This proposed research project would requite the construction of an index of the variance in
physician concentration actoss MSAs duting the period of interest. Escarce et al cover the
years 1987 to 1997. A new study might analyze data for the years 1987, 1992, 1997 and 2002.
If such examination of the variances in physician concentration finds that these variances ate
increasing over time, the study should seek to ascertain whether the increase was associated
with HMO matket share.

174 As discussed in Chapter 2, there have been a few studies of the formation of new HMOs and of the demise of individual
HMOs, but no studies of the establishment of initial HMOs by geographic area.
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If physician concentrations actoss MSAs are diverging, it may be that the cities with high and
increasing physician concentrations ate the ones with the lowest levels of HMO market share;
conversely, the cities with low and stagnant physician concentrations may be the ones with the
highest levels of HMO market share. One possible way of testing this hypothesis would be to
use HMO market share to estimate both initial physician concentration and change in
physician concentration for all 5-year periods. Confirmation that high or increasing HMO
enrollment tends to widen dispatities in physician concentration would be of intetest to 2
broad range of researchets, policy analysts and health care decision makets.

Attitudes of Group Practice Physicians Toward HMO:s

The findings of this study concerning the propottion of group practice physicians and HMO
enrollment growth ate tematkable. As discussed in Chapter 4, it may be possible to explain
these findings either specifically in terms of changes in the attitudes of physicians in group
practice or in terms of the overall evolution of the HMO industry. These 2 sets of
explanations are distinct from each other, but not necessarily in conflict. Changes in the
attitudes of group practice physicians may have been, in whole or in part, a consequence of
HMO evolution. (The overall evolution of the industty is addressed in the first suggestion for
further reseatch above.) '

The hypothesis that the attitudes of group physicians toward HMOs became less favorable can
be supported with several points. First of all, part of the evolution of the HMO industry was
the emergence of independent practice association (IPA) HMOs as the dominant form. In the
early 1970s, staff HMOs accounted for the overwhelming majority of HMO entollment, but
by 1993 over two-thitds of HMO enrollees belonged to IPAs or mixed model HMOs that
operated predominantly on an IPA basis (IntetStudy 1994). Therefore, it is very plausible that
group practice physicians of the 1990s saw HMOs as a less congenial form of insurance than
they had in the 1970s. Additionally, the nature of physicians in group practice is likely to have

changed as economic and social forces led many physicians to abandon solo practice and join
175

groups.
Unfortunately, data concerning the attitudes of group practice physicians in the 1970s may not
be available. However, duting the 1990s, tesearchers conducted a number of sutrveys
concerning physician attitudes toward HMOs, and it may be possible to synthesize or extract
detailed information conceming the attitudes of group practice physicians from extant data.
Of more practical interest, it is possible to investigate this issue now. A survey of gtoup
practice physicians could yield valuable information concerning HMO-physician relationships
today and possible effects on future changes in HMO enrollment. The attitudes of today’s
group physicians may be particularly salient because of the continuing shift of physicians into
small groups.

One key issue is whether group practice physicians are more satisfied with the degtee of
physician autonomy in treating HMO patients. Since many HMOs have abandoned some of
their more restrictive utilization review policies, it is possible that group physicians now have

175 For a while it appeared that the physician profession was moving toward organization in very large groups. Many of these
groups have collapsed, and, as of 2002, it appears that this trend has completely halted. However, physicians continue to
abandon solo practice and organize themselves into small groups.
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mote favorable attitudes in this area. A second key issue concerns the effect of HMO
reimbutsement rates on group practice physicians’ incomes. HMOs continue to reimbutse
physicians at lower rates than other commercial health insurance plans do (Polsky and
Nicholson 2001). If group physicians believe that they have a viable option for improving
theit incomes by declining to contract with HMOs, then this could contribute to a decline in
HMO enrollment.

Effect of Nurses on HMO Growth in the 1970s

Researchers may be interested in explaining the unprecedented suggestion hete that nutses
influenced the growth of HMOs in the 1970s. With recent concern about a Registeted Nurse
(RN)) shortage, a better understanding of how the nurse labor market influences the health
economy would be interesting. One possible explanation, discussed in Chapter 4, is that a
surplus of nurses influenced negotiations between hospitals and HMOs. Put bluntly, in certain
markets hospitals extracted surplus value from nurses, and HMOs extracted some of this
sutplus from hospitals.

To test this hypothesis, we would ideally want extensive data concerning nurse wages and
HMO teimbursement of hospitals, but such data are unlikely to be available for the 1973-78
petiod. However, data may be available on hospital profits or surplus during this petiod. If
such data are meaningful, it would be possible to tegtess hospital profits on the MSA level as a
function of the supply of RNs, HMO market shate and other variables. If it were found that a
greater supply of nurses had a positive effect on profits, but that increased HMO enrollment
had a negative effect on profits, this would lend support to this elaborate and intriguing
hypothesis. '

Resolving the Economsic Growth/ Per Capita Income Issue

Another unresolved question concetns the choice between including Economic Growth and
pet capita Income in the final 1990s model. It is clear that one of these 2 vatiables, which have
a cottelation of .67 in the 1988-93 data set, had a negative effect on HMO enrollment. In
Chapter 4 it is explained that Economic Growth was included because such an effect was
mote consistent with the boom and bust cycle that influenced enrollment during this petiod.
But t statistics were generally slightly higher for per capita Income.

The simplest way of resolving the uncertainty concerning these 2 economic vatiables is to
increase the number of observations. Extending the data set to include smaller MSAs ot
disaggtegating to the County level, or both, could do this."" If increasing the number of
observations by itself does not tesolve the issue, it would make it possible to carve out 2 sub-
data sets for comparative analysis. One of these would consist of MSAs, or Counties, that
have consistently had high levels of per capita income, but which experienced only modest
economic growth after 1970. The other subset would consist of MSAs which experienced
rapid economic growth during the 1970-1993 period, but which were still not in the top

1% Either method of expanding the data set could present problems. If smaller MSAs are included, there would be an implicit
assumption that the causes of HMO growth were the same in those cities as in the larger ones. Accurately allocating HMO
enrollment between Counties within each MSA could be very difficult; a less ambitious program would be to disaggregate
the data for the 18 Consotidated Metropolitan Statistical Areas (CMSAs) into the component Primary Metropolitan
Statistical Areas (PMSAs). The good side is that a well conceived and carefully executed extension of the 1990s data set
could offer additiopal insights beyond resolving the Economic Growth vs. per capita Income question.
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quadrant of per capita Income by 1993. Analyzing these 2 contrasting sets of urban units
would be likely to tesolve whether Economic Growth or per capita Income shows the
stronger negative association with HMO growth.

Naturally, if further research finds that one variable or the other continues to show a
statistically significant negative association, then it would be desirable to determine if that
telationship continued during subsequent years. '

Exctending the Analysis of HMO Enrollment

This project has analyzed HMO enrollment growth for the periods 1973-1978 and 1988-
1993. This type of analysis could be performed for other time periods since 1978, including
petiods between 1993 and 2001. In particular, the petiod from 1993-1998 saw accelerated
gtowth, while national HMO entollment has plateaued from 1998-2001. In concept, it
would be simple to replicate this analysis for these petiods, and mote recent tesults would be
of intetest to both policy makers and researchers.

Analogously, it would be desirable to extend this analysis to more geographic areas. As
discussed above, there are some indications that factors influencing HMO enrollment differ in
latge and small MSAs, and rural areas may well differ in this respect from MSAs. Therefore, it
may be wise to conduct separate, patallel analyses for small MSAs and rural areas. However, it
would certainly be noteworthy if any effects were found to work in the same direction and

approximate magnitude in all 3 types of areas.

Separate Analyses for Commercial, Medicare and Medicaid Enrollment

One of the most setious limitations of this study is the inability to analytically separate
Commercial, Medicaid and Medicate HMO enrollment for the 1988-1993 period and for
subsequent pe::iods.177 Some distinct factors influence entollment in each of these 3 matkets,
with Medicaid and Medicare enrollment heavily influenced, but not petfectly controlled, by
administrative policies for these 2 government programs.'™ The analysis of the Commercial
market could use methods quite similar to those employed here, and it would be very
wotrthwhile to determine if the findings of this study are accurate for the Commercial market

by itself.

An analysis of Medicaid HMO entollment at the MSA level would need to include dummy
vatiables reflecting the state where each city is located.' It is not clear what factors influence
State policies toward Medicaid HMOs. Appatently, rapid increases in program costs stimulate
officials to steet more beneficiaties into HMOs in the interest of controlling costs. Possibly
State Medicaid officials consider the accessibility to Fee For Service cate, as reflected in the
numbets of physicians and other providers who accept Medicaid patients.

177 Medicaid and Medicare accounted for a very small percentage of HMO enrollment before 1988.

178 Analysis of combined enrollment offers some advantages, and these are discussed in Footnote 3 to Chapter 3. However, it
would be a big advantage to have separate analyses for each of the 3 markets ¢ addition to analysis of combined enrollment.

17 Clearly proper coding for MSAs split between 2 or more states would be a challenge.

114



For Medicare, it appears that the competitiveness of HMOs is greatly affected by the average
Medicare fee for setvice (FFS) payments in their area. Another unique aspect of the Medicare
HMO industty is the need to offer benefits not otherwise offered by Medicare, most notably
ptesctiption drug coverage, in otder to attract enrollees. An updated analysis of Medicare
HMO entollment would ideally choose analysis periods so as to consider the effect of major
changes in Federal Medicare policy, especially the host of changes initiated by the Balanced
Budget Act of 1997.

Influence of HMO Mode! Type

Another set of HMO categories is referred to as Model Type. We tend to think of 2 basic
HMO types, Group and Independent Practice Association (IPA), but accurate classification is
a setious challenge.”™ A considerable volume of HMO research in the 1970s and 1980s
examined HMOs by type, and some studies found that Group or Staff HMOs offered
supetior preventive cate and continuity of care.”®™ However, the IPA model, whether in pure
or mixed form, had a substantial advantage in the matket place because it offered entollees a
greater choice of physicians and other providers. The influence of HMO type on HMO
enrollment at the MSA level temains an open question, but one that is amenable to statistical
analysis.

Point of Service Plans |

One of the most important HMO trends of the 1990s was the rapid growth of Point of
Setvice plans (POS, also referred to Open Ended plans). Enrollment in this type of HMO
increased from 400,000 in 1988 to 7.8 million in 1997 and approximately 18 million in 2000."*
It appears that these plans have grown because consumers want the option to go outside the
network, but most don’t actually do it. The low outside utilization keeps POS premiums
competitive with those of pure HMOs.'®

POS should definitely be consideted part of the HMO family, and their entollment was
included in the outcome vatiable for this study. But it would be interesting to examine trends
and patterns in POS compared to other Commercial HMOs. In particular, it would be
desirable to see if POS plans are more attractive in high-income areas and to employers with
high-income work forces. It may be that POS plans tended to grow mote in certain types of
cities, and in the neat future POS enrollment will demonstrate an in-fill pattern similar to that
shown by HMOs in general in the 1990s. Study of POS enroliment in MSAs would be
beneficial, but there is also a need to study their entrollment and business practices on the
individual, employet and provider levels.

180 IntesStudy uses 5 categories, Group, IPA, Mixed, Network and Staff, with over 80% of national HMO enrollment in either
IPA or Mixed HMOs as of January 1997.

181 Refer to MOS, SMFR and 1 or 2 others.
182 InterStudy Edge, Spring 1988, p.9. InterStudy Competitive Edge 7.2, October 1997, p.6.

183 A recent study published in JAMA indicates that less than 15% of POS enrollees take advantage of their option to self refer
to any provider at all over the course of a year (AHL 2001).
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PPOs

Preferred Provider Organizations (PPOs) constitute a promising atea for further research.'®
HMOs have always been mote aggtessive in implementing managed care concepts, but PPOs
have been an important alternative for at least 20 years. PPO enrollment grew more than
twice as fast as HMO enrollment from 1987 to 1995 (Dranove et al 1998), and PPOs account
for at least 50% of ptivate insurance in the US (New York Times 1998). However, PPOs do
not track their enrollees, providers and utilization as meticulously as HMOs do, which makes
research difficult. And most states do not regulate PPOs, further limiting data availability
(Ametican Health Line 2001).

Therefore, the next step for analysis of PPO enrollment is to collect available data in
geogtaphically disaggregated form. InterStudy now conducts a PPO Census and plans on
regularly treleasing teports on PPOs. If reasonable estimates of PPO enrollment on the MSA
level are available, then compatison of telative HMO and PPO strength is a promising area.
Another desirable, but difficult, teseatch area is comparison of PPO and HMO premiums and
expenses. In particular, it would be interesting to compare PPOs’ advantage in having lower
administrative costs with their disadvantage in coveting greater utilization at higher
reimbursement rates.

184 Some individual plans may tread on the boundasy between HMO and PPO categories. However, there are clear legal and
substantive distinctions between these 2 types of managed care. Legally, HMOs operate under HMO licenses in virtually all
states. Substantively, HMOs employ elaborate payment and other mechanisms to influence provider behavior, employ
primary care gatekeepers and collect substantial volumes of patient medical data. PPOs almost never do any of this

(Lehnard 1999).
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D. Chapter Summary

This chapter explotes the implications of the findings presented in Chapter 4. These findings
strongly suggest that the relationship between the HMO industry and the physician profession
changed between the mid-1970s and the early 1990s. This suggestion is consistent with
research on the diffusion of innovations, which finds that diffusion strategies usually change as
a product progresses from one life cycle stage to another.

The results of this study are of intetest to policy makers and policy analysts for several reasons.
The results suggest that minot changes in public policy at the state and local levels are unlikely
to generate substantial increases in HMO enroliment. This is because the factors that ate
associated with HMO enrollment growth ate intractable or unsuitable to influence by state and
local policy levers. This study also provides systematic evidence that HMO enrollment tends
to plateau. When this evidence is combined with the observed path of HMO enrollment at
the national and state levels, the case that entollment has plateaued and is unlikely to resume
rapid growth becomes very strong.

The plateau in HMO entollment may be reassuring to those concerned about HMOs’
restriction of benefits or about possible atbitraty decisions denying coverage. As long as
enrollment does not surpass cuttent levels, most businesses and many individuals will have
health insurance options other than HMOs. As a result, enactment of a federal Patients’ Bill
of Rights may be less utgent than it was perceived to be in the late 1990s.

The results of this study substantially improve upon the prior literature on factors associated
with HMO growth. Prior studies of the 1970s found suggestions that the physician group
practice and concentration of MDs vatiables wete positively related to enrollment growth, but
these results did not achieve statistical significance. In terms of the size of the coefficients, the
results of this study are compatable with the prior results. However, here both variables are
cleatly statistically significant.

The results of this study complement those of prior studies on the effects of HMO growth,
particularly findings concerning the geographic distribution of physicians and the reduction of
hospital costs. Most notably, the combined evidence suggests that HMOs may have widened
the gap between physician-sparse and physician-abundant cities, and this hypothesis deserves
further research.

The results of this study suggest several other tresearch projects. To understand the HMO

industry, it would be helpful to tigorously test the hypothesis that HMO entollment tends to
plateau on the MSA level. Further research on HMO growth during the 1970s is warranted
because the events of that era wete crucial to the subsequent growth of the industry. It would
be beneficial to understand why HMOs began operations in certain cities, but not others,
during the 1973 to 1978 period. It would be worthwhile to test whether conditions in the
nurse labor market affected financial arrangements between HMOs and hospitals. This
chapter also tecommends further analysis of HMO enrollment statistics, including analysis of
enrollment in point of service (POS) plans and of entollment broken down by HMO model
type. Finally, the PPO industty, now much larger than the HMO industry, richly desetves
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mote research, including the development and analysis of geographically disaggregated
enrollment statistics.

The most important conclusion from this chapter is that this study contributes to the literature
on the economics of HMOs. It provides additional evidence for, and a fuller explanation of,
the tendency of HMO entollment to plateau. Additionally, the better understanding of the
factors associated with HMO growth is likely to be helpful for future research on the HMO
industry, including tesearch on the effects of HMO growth.

This study was initiated in the belief that the HMO industry could help resolve national
problems with health care costs and lack of access. For many, this prospect was attractive
because HMOs applied entrepreneutial dynamism and flexibility to out hybrid public-private
health sector. Thete is now strong evidence that HMOs did slow the growth of costs duting
the 1990s, but lack of access to health cate remains as much of a problem as ever. The results
of this study, which suggest that there wete always setious limits to HMO gtowth, ate
consistent with the historical record that HMOs, and public policies otiented toward HMOs,
have done little to expand health insurance.

Howevet, once limits are understood, it becomes possible to devise new ways to transcend
those limits. Our understanding of the history and petformance of HMOs should be helpful
in the development of public and private initiatives to resolve the continuing problems of high

costs and lack of access.
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APPENDIX A
DATA DEFINITION AND MEASUREMENT ISSUES

This appendix supplements Chapter 3, Research Methods and Data. That chapter features
procedutes for collecting and processing data on the outcome variable and on the 25 explanatory
variables that wete tested. This appendix goes into further detail on data definition and
measurement for several variables. HMO Market Share, the outcome vatriable, is considered in
section Al. Four inter-related hospital vatiables are addressed in section A2. Section A3 considers
data definition and measurement for Average Years of Schooling. Section A4, the final section,
addtesses issues concerming estimates of Establishment Size.

In all cases, the unit of analysis is the Metropolitan Statistical Area (MSA), and the data set includes
the best possible estimates for each variable for the 75 most populous MSAs in the U.S. as of 1990.
As shown in Table 3-1, the Census Bureau classifies 18 large metropolitan areas, including the 12
most populous cities and Cleveland, Denver and Sacramento, as Consolidated Metropolitan
Statistical Ateas (CMSAs). Technically, each CMSA consists of 2 or more Primary Metropolitan
Statistical Areas (PMSAs), and most Census Bureau statistics are provided for the PMSA level as
well as the CMSA level. As a matter of convenience, the general policy in this report is to refer to all
the included metropolitan ateas as MSAs, ot simply as cities, whether the Census Bureau officially
classifies them as MSAs or CMSAs. '

Al. Allocating Enrollment of HMOs That Served Mote Than 1 MSA

In otder to estimate total HMO enrollment for each metropolitan area (MSA), the enrollments for
all the HMOs operating in that MSA were added. Therefore, this project required the most accurate
possible estimates of enrollment for each HMO for each MSA or CMSA. For many HMOs,
constructing such estimates was straightforward. These HMOs operated entirely within 1 MSA
duting a patticular yeat, and InterStudy’s estimate of enrollment is simply allocated to that MSA.

However, other HMOs operated in 2 or more MSAs during 1 or more of the analysis years, 1973,
1978, 1988 and 1993. A few HMOs operated in rural areas as well. InterStudy’s general procedure
was to allocate these HMOs’ entire enrollment to the MSAs in which each HMO was
headquattered. This was cleatly unsatisfactory, and it was necessary to go through an enrollment
allocation process.

Based on ptior research (Baker 1994) the general algorithm was to allocate HMO enrollment
proportional to the populations of the MSAs or other areas served by each HMO. However, in
some cases, available information indicated that enrollment was not likely to be distributed
propottional to MSA population. For example, some HMOs only operated in a sub-set of the
counties of a particular MSA. In such cases, enrollment was allocated proportionally to the
population of the counties in which the HMO operated rather than proportionally to the entire
MSA population. In other cases, there is clear evidence that the HMO’s provider netwotk and
enrollment was concentrated in one MSA and that setvice in another MSA had only recently been
added on a trial basis. In those cases, the estimated enrollment in the new MSA was downweighted
relative to population, frequently by a factor of 50%.

121




The adjustments had the effect of increasing the HMO market share of some cities and decteasing it
for others. Estimated HMO market share did not drastically change for most MSAs. Most of the
adjustments involved less than 1% of an MSA’s population.

Probably the most significant changes were made for the Sacramento area. About 170,000 Kaiser
enrollees were “transferred” from San Francisco to Sacramento for 1973, and about 243,000 were
similarly reallocated for 1978. Thus, Sacramento’s HMO market share went about by almost 20%
for 1973 and by over 23% for 1978 as a result of these reallocations. In terms of rank, Sacramento
moved from the middle of the pack for both years to having the greatest HMO market share for
1973 and the 2™ greatest for 1978.

The following paragréphs provide additional detail on the specific adjustment processes used for
each of the 4 analysis years.

1973

Available evidence indicates that there were only 2 HMOs in 1973 that operated in more than 1
MSA. These were the 2 Kaiser plans in Califotnia, Kaiser Permanente Northern California and
Kaiser Permanente Southern California. Historical county-level enrollment information was
available directly from the staff of these 2 plans, and this data was used to generate the MSA-specific
enrollment estimates for the 2 Kaiser plans for 1973.

1978

InterStudy’s 1978 enrollment repott, which was officially released by the Federal governmentl, lists
HMO:s by state of headquarters, and it does not indicate whether each HMO operated in mote than
1 MSA at that time. However, in 1982, InterStudy released “Cities Served By HMOs”, which lists all
the HMOs operating in each U.S. metropolitan area at that time. “Citles Setrved By HMOs” also
shows the initial operating date of each HMO. If an HMO with enrollment in more than 1 MSA in
1982 was operational in 1978, it was usually assumed that the HMO operated in the same MSAs in

1978 as in 1982.

Using this approach, I found 17 HMOs that wete likely to be operating in mote than 1 MSA in v
1978. These included the 2 California Kaiser plans 4 other plans operating in California, 6 plans
operating in the Northeast and 4 plans operating in the Midwest. For 1978, direct entollment data
was available for Kaiser Southern California, but not for Kaiser Northern California. Kaiser
Notthern California entollment was allocated proportionally to the populations of the MSAs.

The entollments of the other 15 HMOs wete allocated according to an approptiate propottional
weighting rule. In several cases, the HMO was headquartered in one of the 75 MSAs included in
this study, but it also operated in an MSA or rural area not included in this study’s data set.
Thetefore, the net effect of the adjustments made for those cases was to slightly reduce estimated
total HMO enrollment for the 75 MSAs.

1988
For 1988, it was found that 10 HMOs, including 3 Kaiser plans, needed enrollment allocation actoss

MSAs ot other areas. Because the HMO industry changed so much between 1978 and 1988, most
of the plans whose enrollments were reallocated for 1978 did not need to have their enrollments

1U.S. Department of Health, Education and Welfare “National Census of Prepaid Health Plans 19787, mimeographed
report.
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reallocated for 1988 and vice versa. Some of the HMOs that were reallocated for 1988 were HMO
Colorado, Ochsner of Louisiana and Health Maintenance Plan headquartered in Cincinnati, Ohio.

The 1988 entollments for most of these plans were reallocated according to an apptoptiate
propottional weighting rule. The main exception was Health Options of Flotida. Health Options
only repotted total entollment for the entire state. Health Options enrollment was allocated
proportionally to the square of the population of numerous Florida MSAs. Additional evidence
strongly suggested there was no HMO enrollment in the Sarasota-Bradenton MSA in 1988, so none
of the Health Options entollment was allocated to Sarasota-Bradenton.

1993

For 1993, I was able to secute an internal InterStudy database, maintained in an Excel spteadsheet,
which included InterStudy’s estimates of MSA enrollments for individual HMO:s.? This internal
database, with data for over 500 plans, provided a great deal of valuable information, but it also
included several obvious errors (such as listed percentages adding to less than 50%) and numetous
appatent etrors (such as inconsistencies with InterStudy Competitive Edge published for the same
date, July 1, 1993).

Whenever the internal database appeared to be accurate and consistent, it was used to adjust MSA
level enrollment estimates. In a number of cases, the internal database did not appear to be useful,
and enrollment for those HMOs was generally allocated according to the proportional weighting
rule. In several cases, the internal database appeared to have some good information, but it was
matred by an apparent typogtaphical or arithmetic error. In those cases, common sense was used to
settle on the most reasonable set of estimates. The published report does list Counties served for
each HMO, and this information was useful in applying proportional weights.

A2 Definition and Measurement Issues for Hospital Variables

Because of the central role that hospitals play in our health cate system, 4 variables desctibing the
supply, utilization and expense of hospital services at the MSA level ate included in the statistical
analysis. The 4 hospital variables are: 2) the number of hospital beds per capita, b) the utilization of
hospital bed-days per capita, c) charges per bed-day and d) hospital charges per capita. This section
describes these vatiables, and it addresses major measutement issues concerning them. It also
compares the definitions of these 4 variables for the 2 analysis periods, 1973-1978 and 1988-1993.

1973-1978 Period

The Area Resoutces File (ARF) offers measutes of hospital beds and bed-day utilization for the year
1973. The ARF data for these 2 variables only includes general hospitals, which is approptiate. In
accord with the growth prediction method described in Chapter 3, hospital beds and bed-days are
tested as explanatory variables of HMO growth for the 1973-78 petiod. These 2 vatiables did show
a very high correlation (.95), and it would have been very difficult to distinguish their statistical
associations with HMO market share had the analysis tevealed such associations.

2 InterStudy planned on releasing estimates of total HMO enrollment by MSA. They started releasing those estimates
. with their report for January 1, 1994, and they have been releasing them regularly since.
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The ARF was also used to generate data for 2 measures of hospital costs, charges pet bed-day and
hospital charges per capita. For the eatlier petiod, the ARF only offets a single figure for combined
general and special hospital costs for each county for 1975. This single figure also combines
inpatient and outpatient costs. The county figures have been aggregated to the MSA level.

The estimate for charges per bed day was generated by dividing the ARF’s total hospital costs figure
by total general hospital bed-days in 1973. 1973 was the only year for which any estimate of hospital
bed-days was available, and the inconsistency in the yeats of the numerator and denominator is a
minor problem. But the inconsistency of dividing combined general and special hospital chatges by
general hospital bed-days constitutes a more serious incompatibility of the numerator and
denominator. A related flaw is that the inclusion of outpatient charges further reduces the accuracy
of these estimates of charges per bed day. These problems mean that the dollar figure pet bed-day is
not meaningful per se, and analysis and interpretation based on results generated using this variable
should be approached with caution. But this variable may still be a teasonable index fot comparing
hospital expenditures pet hypothetical unit of setvice actoss MSAs.

Most of the problems of estimating costs per bed-day do not apply to estimates of hospital expenses
per capita. In principal, including special hospital expenses and general hospital outpatient expenses
is appropriate in measuring costs per capita. Additionally, the numerator and denominator ate taken
for the same year, 1975. Therefore, this vatiable is more reliable, and it is a legitimate measute of
hospital expenses at the MSA level. However it is fairly highly cortelated with the variable for beds

per capita (.67) and hospital days per capita (.65).

1988-1993 Period

The same basic set of hospital variables have been generated for the 1988-1993 petiod. The
measure for hospital beds per capita and hospital days per capita are based on 1989 data, and they
are both fully comparable with the 1973 estimates.

For the hospital expenditure variables, the ARF offers total general hospital expenditutes for each
county for the year 1990. Thus, hospital charges per day for this period is estimated by consistently
using general hospital data, making for a much mote credible set of estimates. There is still a slight
inconsistency in this data because the numerator (hospital charges) is for the year 1989, while the
denominator (hospital bed-days) is for the year 1990. Additionally, it is believed that the numetator
still includes outpatient as well as inpatient charges. However, the 1989/90 estimates for hospital
costs per day are much more credible than those for 1975/73 since the later estimates ate
consistently based on data only for general hospitals.

Similarly, the 1990 estimates of hospital charges per capita are based only on genetal hospital
charges, whereas the 1975 estimates used the sum of general and special hospital costs. The 1990
estimates are valid, just not completely consistent with the 1975 estimates. Additionally, the 1990
estimates for hospital chatges per capita have very high cotrelations (>.8) with the 1989 estimates
for hospital beds per capita and hospital bed-days per capita.

A3 Average Years of Schooling
The ARF includes a measure of Median Years of Schooling for evety county for the year 1980.

ARF documentation indicated that this variable was measured to 1 decimal place (i.e. to tenths of a
school yeat), and the intention was to use this variable to test for a relationship between median
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schooling and HMO growth during the 1973 to 1978 petiod. However, the median years of
schooling estimates for 36 of the 46 MSAs worked out to exactly 12.0. Itis not clear if this is
because high school graduation was the median level of schooling for all these MSAs or because the
data for many of the obsetvations was truncated. In any case, there wasn’t enough variability within
this variable for it to be useful in the 1973 to 1978 multiple regression analysis.

For the 1988 to 1993 period, a different source and a different method were used to estimate
average schooling at the MSA level. Average schooling in 1989 was estimated from census data
showing the numbers of persons age 25 and above with various levels of educational attainment for
each city. The 7 categoties ranged from less than the completion of 9™ grade to completion of a
gtaduate ot professional degree. An estimated average number of years of schooling was imputed

* for each of the categories, and these averages wete used to construct a weighted average for each of
the 75 MSAs. No special problems or issues arose with this method.

A4 Establishment Size

Establishment size, i.e. the numbert of employees pet ptivate working establishment, was
hypothesized to affect HMO growth at the MSA level. This vatiable is also refetred to as firm size
" in the main text.

Data classifying private establishments by number of employees was available from the census
publication County Business Patterns. For the 1973 to 1978 period, the best available data was fot
the census year 1980. The data listed the number of establishments in each county falling into each
of 9 establishment size categories. The smallest category was 1 to 4 employees, and the largest was
1,000 or more employees. This data was aggregated to the MSA level, and an estimated average
establishment size was imputed for each category. This permitted the construction of a weighted
average establishment size for each MSA.

For the 1988 to1993 period, the analogous census data for 1990 was used, and the method for
constructing estimated average establishment size was mathematically identical. Howevet, the
collection and processing of the 1990 data was completed far more expeditiously because it was
possible to download the necessary data from the Internet onto an Excel spreadsheet.

There ate several limitations to the estimates for establishment size. The Census Bureau’s exclusion
of government establishments and of self employed persons made the data less accurate and useful
for the purposes of this study. For private companies, defining exactly what constitutes an
establishment requires the application of specific rules, and the formulation and application of these
rules by the Census Bureau may be subject to question. The years for which it would have been best
to have data would have been 1978 and 1993, so the use of 1980 and 1990 census data further ‘
detracts from the data’s accuracy. The imputation of the same estimated average size for each of the
9 categories creates another possible soutce of error.

Overall, the weighted average estimates appear to give some useful information about establishment

size. However, because of the several potential soutces of etror, it is possible that one or mote
estimates of MSA average establishment size include substantial measutement ettot.
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APPENDIX B
REGRESSION DIAGNOSTICS

This appendix consists primarily of plots of residuals and tables of diagnostic statistics for both the
1970s and 1990s.> It supports the brief discussion of regression diagnostics at the end of Chapter 3
and the presentation of diagnostic results at the end of Chapter 4. Section C of Chapter 4 includes
Table 4-11, which features the most influential cases revealed by the diagnostic analysis. Section B1
covers the final 1970s model and Section B2 covets the final 1990s model. Both of the sections
begin with about a page and a half of text. Figures and tables follow the text.

B1. Diagnostics for the 1970s

This section exclusively refets to the final 1970s model, the results of whlch are presented in
Chapter 4 (Table 4-6 and Subsection B3 of that chapter).

Figure B1 shows the studentized residuals for the 1970s analysis (F3tst) plotted against the predicted
- outcome values for the 1973-78 period (F3y). The units of the residuals are essentially the same as
those for the outcome variable — percentage points of total MSA population. Each of the 46 MSAs
included in this analysis have been numbetred, and the MSA numbers, along with values fot Cook’s
Distances and dfbetas, ate shown in Table B1.*

Figure B1 and the diagnostic statistics both show that the residuals ate normally distributed,
independent of predicted y values and independent of each other. There is little indication of
heteroscedasticity here. The small degree of clustering apparent in Figure B1 is most likely a
consequence of the small size of the data set, not of any non-linear relatlonshlps between the
outcome and explanatory variables.

The standard deviation (SD) of the studentized residuals is 1.04 and none of the residuals have an
absolute value greater than 3 SDs. Of the 46 observations, 3 cities have absolute residual values
greater than 2 SDs. These are #15 Omaha, with a residual of —2.41 (z=-2. 32) #41 Portland, with a
residual of 2.34 (z=2.26) and #1 Las Vegas, with a residual of -2.13 (z=-2. 05).°

Figure B2 shows the residuals (F3zst) plotted against the first of 4 explanatory variables, percent of
physicians in group practice (StGt75p). This figute shows that the distribution of the group practice
explanatory variable is somewhat skewed, but the residuals themselves are independent of this
explanatory variable. Figure B3 shows the residuals plotted against the MDs per capita explanatoty
variable (MDPC). Figure B4 shows residuals plotted against RNs per capita (RNsPC). Figure B5
shows residuals plotted against Latitude (RelLat). Like Figure B2, Figures B3, B4 and B5 show that
the residuals are independent of the respective explanatory variables. '

3 'The full version of Appendix B runs 18 pages and includes 10 figures generated using Stata Release 4. Because of
technical difficulties, the figures are not included in the electronic version of the complete set of Appendices formatted
in Word 2000. Hard copies of the figures are available from the author.

4 For this period, the order in which the observations ate numbered does not bear any significance.

5 These ate also the 3 cities with the highest values for Cook’s distance. The reasons for, and implications of, their
influential point status ate discussed in Chapter 4, Table 4-11.
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Table B1, besides providing the MSA numbers used in Figures B1 — B5, lists the Cook’s distances
and the 4 dfbetas for all 46 observations. Cook’s distance provides a measure of the overall
influence of each observation on the coefficient values of the final 1990s model. The 4 sets of
dfbeta values, one each for Group Practice, MDs per capita, RNs per capita and Latitude, estimate
the change in the t statistic for each coefficient if that particular observation were excluded.

“Thete is no consensus concerning the critical value for a dfbeta statistic, but any critical value should
be applied to the absolute value. The literature includes suggestions that 2/ Vn (which equates to
295 for this regression) or simply 1.0 be used.® In this set of dfbeta values, there are none whose
absolute value exceeds 1.0. There are 16 dfbetas in excess of .295, and 5 of these exceed .50. Three
of the values in excess of .50 reflect the influence of Honolulu, Miami and Seattle on the Latitude
coefficient, and these faitly high values are not surprising.

The dfbeta with the largest magnitude is -.785 for the influence of Omaha on the RN per capita
coefficient. As pointed out in Table 4-11, if Omaha is eliminated from the data set, the t statistic for
RN rises from 3.7 to almost 4.5. Therefore this diagnostic analysis tends to confirm the finding
that concentration of nurses had a significant effect on HMO growth from 1973 to 1978. Lastly, a
dfbeta of .570 shows the influence of Las Vegas on the coefficient of MDs per capita. This is also
discussed in Table 4-11.

In conclusion, regression diagnostic analysis supports the validity of the final 1970s model. Where
the analysis shows moderate outliers and influential points, their effects have been considered and
apptoptiate caveats are included in the main text. '

6 Stata Corporation, Reference Manual, Stata Press, Release 4, 1995, p.394.
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Table B1

1970s MSA Numbers and Diagnostic Values
Cook’s Distances and dfbetas

dfbeta dfbeta dfbeta dfbeta
Cook’s Group MDs RNs Latitude
Num | MSA Name Distance Practice per capita pet capita
1 | Las Vegas 13610 .00783 .57041 .30345 -.23581
2 | Bakersfield .00189 -.01008 .04915 .04568 -.02557
3 Sacramento .00808 -.06597 -.03658 12934 -.08569
4 | ElPaso 01634 -.06419 -.19861 -.02301 -.04827
5 | Los Angeles 02704 -.13086 -.21536 .15582 .07498
6 | San Antonio .00519 .03000 .02493 .00703 09730
7 | Kansas City .00390 -.01325 .04961 04437 -.05750
8 | Birmingham .02654 .04405 -.20348 .19830 06975
9 | Houston .02072 .04820 -.09733 .06326 19192
10 | Tampa-St. Pete 00969 05109 13327 -.07070 .13081
11 | Columbus .00012 .00992 .00759 .01033 -.01286
12 | St. Louis .00458 -.00575 -.03362 11982 -.07544
13 | Albuquerque .00127 .02495 -.05301 .02335 .01910
14 | Detroit .00222 -.01939 .00004 -07696 .08018
15 | Omaha 15028 -.25717 22731 -.78490 23103
16 | Allentown .00037 -.01628 -.03211 .02356 -00112
17 | Syracuse .00692 09716 .02117 -.08326 -.01747
18 | Salt Lake City .00486 .00240 .05849 -.11653 09417
19 | Greenville .00705 -.02829 -.13907 -.01739 .00142
20 | Louisville .00281 -.05068 -.03586 -.05007 .04066
21 | Chicago .00641 -.05967 .03872 -.11938 12115
22 | Providence .00315 -.07819 .00076 -.04839 .06868
23 | Indianapolis .00001 -.00019 .00173 -.00467 .00351
24 | Cincinnati .00395 -.05838 -01774 -.07452 06591
25 | Hartford 01912 12092 .02120 -.19437 03717
26 | New Yotk .02068 13793 -.23586 .05901 -.02417
27 | Pittsburgh .00057 .02095 .02321 -.03704 .00929
28 | San Francisco .03661 -.15092 -.37039 06941 05924
29 | Philadelphia .00001 -.00364 .00184 -.00054 .00086
30 | Cleveland .00428 -.03922 07316 -.10085 .08265
31 | Boston .00966 .06697 -.11342 -.02270 -03431
32 | Springfield .01298 -.07233 -.18486 14819 01294
33 | Albany .00198 .03929 01245 -.06553 .01099
34 | Wash.-Balt. 01136 -.02967 -.19557 07977 -.02894
35 | Greensboro .00058 .01810 -.03649 01141 -.00612
36 | Phoenix 01765 03410 -.10745 .11897 -.18382
37 | Denver .00068 -02381 -.01703 -.03691 .01926
38 | Seattle 11607 41521 .08706 -17652 .54911
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Table B1 (continued)

Dibeta Dfbeta Dfbeta dfbeta
Cook’s Group MDs RNs Latitude
Num | MSA Name Distance Practice pet capita per capita
39 | San Diego .04273 17515 23011 -.12178 -.18575
40 | Tucson 01916 05852 08586 16138 -.24871
41 | Portland .09857 37410 12320 -.05021 43191
42 | Milwaukee 02704 -.31185 07626 -.08392 -.06986
43 | Rochester 09797 -.30843 14984 .32753 -.00706
44 | Honolulu 17391 46224 .08252 .28943 -.77990
45 | Miami _ 09608 -.08193 .29862 11206 -.57579
46 | Minn.-St. Paul 03882 -.39000 04097 -.14841 -.04066
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Figure B3

1970s Plot of Residuals vs. MDs per capita
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Figure B4
1970s Plot of Residuals vs. RINs per capita
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Figure B5
1970s Plot of Residuals vs. Latitude Variable
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B2. Diagnostics for the 1990s

This section exclusively refets to the final 1990s model, the results of which are presented in
Chapter 4 (Table 4-9 and Section B7 of that chapter).

Figure B6 shows the residuals for the 1990s analysis (Dmtes) plotted against the predicted outcome
values for the 1988-93 period (DMy).” Again, the units of the residuals are percentage points of
total MSA population. Each of the 75 MSAs included in this later analysis have been numbered, and
the MSA numbers, along with values for Cook’s Distances and dfbetas, are shown in Table B2. Fot
this period, the MSAs ate numbered by the value of Cook’s Distance, with the MSAs with the
lowest Cook’s Distances coming first.

Figure B6 and the diagnostic statistics both show that the residuals are normally distributed,
independent of predicted y values and independent of each other. Specifically, there is little
indication of heteroscedasticity in these residuals. The standard deviation (SD) of the residuals is
5.64, and none of the residuals have an absolute value greater than 3 SDs. Three cities have
residuals with values greater than 2 SDs. These are #74 Indianapolis with a residual of —15.56 (z=-
2.76), #73 Dayton with a residual of 13.36 (z=+2.37) and #72 Syracuse with a residual of —12.19
(z=-2.16).°

Figure B7 shows the residuals (Dmres) plotted against the first of 4 explanatory variables, percent of
physicians in group practice (StG88p). This figure shows that the distribution of the group practice
explanatory variable is somewhat skewed, but the residuals themselves are independent of this
explanatory variable. Figure B8 shows the residuals plotted against the economic growth
explanatory variable (EG7893). Figute B9 shows residuals plotted against MDs per capita

(MDPC89).

Like Figure B7, Figures B8 and B9 show that the residuals are independent of the respective
explanatory variables. The last of the figures, B10, shows the residuals plotted against the eastern
Midwest dummy variable (BiglODum). This figure highlights the presence of 2 outliets,
Indianapolis and Dayton, among the eastern Midwest cities. Otherwise, Figure B10 indicates that
residual values ate independent of this dummy variable. '

Table B2, besides providing the MSA numbets used in Figures B6 — B10, lists the Cook’s distances
and the 4 dfbetas for all 75 observations. Cook’s distance provides a measure of the overall
influence of each observation on the coefficient values of the final 1990s model. The 4 sets of
dfbeta values, one each for Economic Growth, Group Practice, MDs per capita and the east
Midwest dummy variable, estimate the change in the t statistic for each coefficient if that particular
observation were excluded.

7'The figures for the 1990s show simple residuals, unlike the figures for the 1970s that show Studentized Residuals.
However, for these datasets the difference is very small.

8 As discussed in Chapter 4, Indianapolis was the city with the greatest decline in HMO market share from 1988 to 1993,
while Dayton was the eastern Midwest city with the greatest growth in market share. Syracuse was a Northeastern city
that bucked the trend and saw a decrease in market share during this period. Market share in Syracuse went down by
4.10% while it grew robustly in Albany and Rochester, the 2 closest cities in this dataset.
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There is no consensus concerning the critical value for a dfbeta statistic, but any ctitical value should
be applied to the absolute value. The literatute includes suggestions that 2/ Vn (which equates to
.231 for this regression) or simply 1.0 be used.” In this set of dfbeta values, there is only one whose
absolute value exceeds 1.0. That is the dfbeta for the influence of Raleigh-Durham on the
coefficient of MDs per capita. This influential observation is discussed in Chapter 4. There are 17
other dfbetas with absolute values in excess of .231, but only 2 with absolute values greater than .50.
Those 2 reflect the influence of Indianapolis and Dayton on the coefficient for the east Midwest
dummy, as discussed in Chapter 4.

In conclusion, examination of residuals and diagnostic statistics confirms that regression
assumptions are cotrect for the final 1990s model. Where the diagnostic analysis shows outliers or
influential points, their effects have been considered and appropriate caveats are included in the

main text.

9 Stata Corporation, Reference Manual, Stata Press, Release 4, 1995, p.394.
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Figure B6
1990s Plot of Residuals vs. Fitted Values
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Table B2

1990s MSA Numbers and Diagnostic Values
Cook’s Distances and dfbetas

dfbeta dfbeta dfbeta dfbeta

Cook’s Econ. Group MDs East
Num | MSA Name Distance Growth Practice per capita Midwest
1 Austin .000005 -.00158 -.00134 -.00321 -.00141
2 | Wash.-Balt. .000010 00421 .00240 -.00387 .00116
3 | Seattle .000015 00258 -.00762 -.00113 .00334
4 | Atlanta .000026 .00888 -.00346 -.00444 .00011
5 | W. Palm Beach .000030 -.01069 .00528 .00352 -.00148
6 | Tampa-St. Pete .000060 01048 -.00892 -.00880 .00003
7 | Norfolk .000073 00491 -.00870 -.00532 .00832
8 | Richmond .000099 .00958 -.00976 -01275 .00853
9 | Sarasota .000135 -.02222 01178 .00519 -.00276
10 | Buffalo .000293 .02252 01741 -.01139 .00664
11 | Bakersfield .000318 - 02743 -.01079 .02059 .01404
12 | Jacksonville .000342 .02888 -.02110 - -.01712 .00140
13 [ Chatleston .000511 .00796 01393 .02256 -.01495
14 | St. Louis .000522 .01155 -00282 .01030 -.01391
15 | Sacramento .000527 -.00766 .02265 -.01289 -.02238
16 | Denver .000545 -.01135 .00331 -.01044 .01427
17 | Kansas City .000570 .00790 .00090 .00877 .02068
18 | Tulsa .000591 .00706 -.01715 -.03740 -.01063
19 | New York .000799 .00264 .03530 -.03774 .00180
20 | Detroit .000835 -.02145 .02061 00417 04270
21 Phoenix .000956 -.00198 .03154 -.03192 -.02644
22 | Chicago .001361 .01370 -.01635 .015546 .07485
23 | Columbus .001389 .01319 -.01941 -.01082 .07580
24 | Toledo .001487 -.04342 -.00394 .01178 .05567
25 | Nashville 001524 -.04586 -.05070 -.02282 01137
26 | Miami .001680 -.03304 -.03168 03211 -.02313
27 | Greensboro .001849 .05140 -.01478 -.03263 -.01593
28 [ Tucson .002097 .00121 -.05755 -.04069 03707
29 | Albany .002105 .00298 -.08159 -.00155 -.00440
30 | Las Vegas .002348 05723 -.01048 -.08489 -.00709
31 Chatlotte .002770 -01777 .01452 09824 02200
32 | Otlando 003275 -.06026 06191 .08740 .00377
33 | Houston .004029 .04275 .04215 -.00481 .04530
34 [ Honolulu .004147 .03245 -.00169 .00568 05831
35 | Stockton .004383 -.09008 04319 -.08108 -.05477
36 | Oklahoma City .004775 .03877 .03848 .01057 .05231
37 | Dallas .005207 .00719 .05527 10494 03666
38 [ New Otleans .005312 05263 .00524 -12712 .03472
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Table B2 (continued)

dfbeta dfbeta dfbeta dfbeta
Cook’s Econ. Group MDs East
Num | MSA Name Distance Growth Practice per capita Midwest
39 | Wichita .005724 .00362 -.06902 .05065 06939
40 | San Francisco .006469 .13059 -.08044 -.09137 06848
41 | San Diego .006586 -.14798 .07980 01281 -.07911
42 | Omaha .006672 06883 11576 06300 -.03619
43 | Scranton .006837 .10408 -.05628 -12117 -.01137
44 | San Antonio .007156 -.06335 .08301 01894 03106
45 | Providence .007654 -.06029 14767 -.01459 .00030
46 | Birmingham .008412 06606 08401 12114 -.03807
47 | Philadelphia .008425 -.14390 .01259 09151 -.07142
48 | Allentown .008602 12328 .01062 09911 07202
49 | Portland .009141 -.04727 -.04243 02228 -.07359
50 | Albuquerque .009398 .04663 -.07829 13778 -.01383
51 | Little Rock .009603 09851 -.07695 11375 -.00583
52 | Salt Lake City .010321 04675 -.00432 -.03676 -.07277
53 | Grand Rapids .010850 -.03711 -.04140 07466 -.17894
54 | Harrisburg .011553 -.07628 06949 05487 .05385
55 | Pittsburgh .011625 13554 -.04937 11029 -.01082
56 | Los Angeles .011954 21319 -.10131 -.02614 .10079
57 | Knoxville 012235 -.07375 -17772 04637 .06401
58 | Springfield 012290 -.15681 -.05563 -.06911 -.07973
59 | Hartford 014279 .02525 -.17498 11299 -.00766
60 | Fresno 015894 -.13455 .09194 -.16037 -11134
61 | Louisville 017695 14111 13665 04437 -.06779
62 | Youngstown .018371 -.05866 07688 11384 -.25874
63 | Cleveland .018588 .04788 03232 -.11236 -.24418
64 | Boston 023795 -.22556 -.01144 22203 -.08636
65 | Milwaukee 024715 -.07353 .25015 04820 15107
66 | Greenville 026258 -.05702 -.03743 26701 09838
67 | Cincinnati 027744 01196 -.07483 -.00786 33779
68 | ElPaso 028545 13757 07332 .28081 09340
69 | Memphis .034031 21119 .25808 .05099 -.06663
70 | Minn.-St. Paul 038910 01626 -.41828 -.03902 12633
71 | Rochester .041007 -12714 -.31161 .08890 -.05017
72 | Syracuse 050655 15592 .35621 -.02378 06240
73 | Dayton 150037 .22878 -.23591 -.28939 .79022
74 | Indianapolis 209783 -.38161 16409 -.23921 -97113
75 | Raleigh-Durham 375422 -.38830 -.04690 -1.25794 -.02750
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Figure B7

1990s Plot of Residuals vs.
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1990s Plot of Residuals vs. Group Practice Variable
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Figure B9

1990s Plot of Residuals vs. MDs per capita
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APPENDIX C
DESCRIPTIVE COMPARISON OF
EXPLANATORY VARIABLE VALUES

This appendix relates to material in Chaptet 4, primatily Tables 4-4 and 4-5. Those tables provide
descriptive statistics for the study’s explanatory vatiables for the petiods 1973-78 and 1988-93. This
compatison of data for the 2 periods is offered for the purposes of providing information and
possibly stimulating ideas concerning trends in a few of these variables. Howevet, it should be
noted that the 2 datasets are not completely compatrable. As desctibed in Chapter 3, the first dataset
includes only 46 of the 75 MSAs that make up the 2™ dataset.

Table C-1 presents data from Tables 4-4 and 4-5 in a format that facilitates compatison actoss time.
The mean values in all 3 of these tables are simple means of the values for the MSAs in each dataset.
These means ate not national means, nor are they population-weighted means for the included
MSAs. Table C-1 only includes those 14 vatiables for which the mean values are substantively

comparable.

Hospital statistics in Table C-1 are consistent with the national trend of declining hospital capacity
and utilization during the 1970s and 1980s. Variable 1 shows that, by the measure used hete, the
number of hospital beds per 100 population went down from .472 in 1973 to .403 in 1989. Over
the same period, the number of hospital days per 100 population (variable 6) declined from 1.32 to
1.02. Table C-1 reflects considerable inflation in hospital and other health care costs, with the
estimated hospital expenditutes pet capita (vatiable 7) increasing from $213 in 1975 to $943 in 1990.

Table C-1 included 4 variables on the health care work fotce, namely variables 2-5 which
respectively reflect concentrations of MDs, RNs, LPNs and Pharmacists. The table shows that the
proportion of MDs incteased by over 40% and the proportion of RNs more than doubled between
the eatly 1970s and 1989 or 1990. For RNs, a mote detailed examination of the data shows that the
lowest value for 1990, .405, is higher than the mean value for 1972, .380. This suggests that the
proportion of RNs went up in virtually every city included for both time periods. Interestingly,
Table C-1 shows that the propotrtion of LPNs went down slightly, from .179 to .172 per 100
population, between 1974 and 1990. During that same petiod, the concentration of pharmacists
increased by about 60%.

The table includes 2 variables that reflect characteristics of the physician population. The
proportion of MDs aged 45-64, vatiable 10, went down moderately from .370 in 1975 to .343 in
1989. Since we have already seen that the MD population increased substantially during this period,
it is understandable that the proportion of physicians under age 45 increased and the propottion
ranging from ages 45 to 64 decteased. The table also shows a moderate increase in the percentage
of physicians in group practice (vatiable 12); this is consistent with observed medical work force
trends during this period. Vatiable 14, age of oldest HMO, is the final health care system variable in
Table C-1. As would be expected, it shows that the age of the oldest HMO in the average MSA in
these 2 datasets went up from 1978 to 1992.
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The table includes 3 economic variables. The increase in average per capita income (variable 15)
from $7,700 to $20,255 reflects a combination of economic growth and general inflation during the
1978 to 1993 period. The number of estimated employees pet ptivate establishment (vatiable 17)
shows a decrease from 18.3 to 16.0 between 1979 and 1993. As discussed in Appendix A, this
vatiable may not be measured completely accurately. However, this tentative indication of a
substantial decline in average establishment size in thought provoking. The percentage of the labor
force who are union members (vatriable 18) shows a decline from 25.2% in 1976 to 14.7% in 1994.
This is consistent with well known trends.

Population density (vatiable 19) is the only demographic variable included in Table C-1. It shows a
slight increase from 523 to 527 persons per square mile between 1975 and 1993. This inctrease is
probably attificially low. Nine out of the nation’s 10 largest cities alteady had operational HMOs in
1978, and they are included in the 1970s dataset. On the other hand, a large number of medium
sized, relatively low-density cities, such as Memphis, Raleigh and Little Rock, were added to the
1990s dataset. It appears that the addition of these cities kept the average density of the 1990s
dataset from sutrpassing that of the 1970s dataset by very much.
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~ APPENDIX D
ALGEBRA OF HMO COST ESTIMATES

This appendix relates to material in Chapter 2, primarily Section A Nature of Cost Advantage. The
conditions and methods that enabled HMOs to charge lower premiums were the subject of lively
controvetsy in the 1980s and early 1990s. The following text was written to help clarify the nature
of the controvetsy and the exact issues in dispute. However, recent empirical studies (Polsky and
Nicholson 2001, Baker et al 2000 and Kemper et al 1999/2000) have ptrovided new information and
helped to resolve some of the questions. This algebraic analysis is made available for those who
seek a more theoretical perspective from which to view the issues. Additionally, it is always possible
that new data or analysis will revive controversy, and that such a theoretical approach will be needed.

In order to discuss teseatch on premiums/costs, it will be helpful to refer to a few algebraic models.
Relatively simple models can clatify the purpose of an otherwise confusing and disconnected series
of studies. The basic finding of Luft’s (1978) suggests a very simple model of medical care costs,
which might be referred to as Model I ot as the naive model. This model refers to average costs for
a specific population, and it is assumed that everybody in the population is entolled in either an
HMO or an FFS insurance plan.

MODEL I
C=PH+ (1-P)F
where
H = Average Cost pet capita for HMO enrollees
F = Average Cost pert capita for FFS enrollees
P = Propottion of the Population enrolled in HMOs
C = Overall Average Cost per capita for Medical Care

This model assumes that the average cost of enrollees in each system remains the same regardless of
the level of P or any other factor. If this is true, and if H is lower than F, C can be minimized" by
setting P=1, i.e. entolling everybody in HMOs.

It is possible to construe favorable selection as a simple linear phenomenon affecting HMOs’ costs
and consequently premiums. This is done in Model IT (next page).

10 Within the feasible range
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MODEL II
H=2a+bP
F=c+dP
C = P(a + bP) + (1 - P)(c + dP)
C=c+ (a+d-oP+ (b-dP’
where
C = Average Cost per capita for Medical Care
P = Proportion of the Population enrolled in HMOs
H = Average Cost per capita for HMO enrollees
F = Average Cost per capita for FFS enrollees
a = Intercept value for cost of HMO enrollees as enrollment approaches Zero. Is
assumed to be positive.
b = Rate of change in HMO costs as enrollment incteases.
c = Intercept value for cost of FFS enrollees when everybody is enrolled in an FFS plan.
d = Rate of change in FFS costs as enrollment decreases. The favorable selection
hypothesis would imply that d is positive.
In all models presented here, UPPER case letters symbolize directly measurable quantities, while lower case
letters represent coefficients that can be quantitatively estimated.

This model, and similar but less general models, can be used to structute our understanding of how
HMOs affect health insurance matkets. If HMOs consistently enjoy favorable selection, their
average costs will go up as they enroll greater fractions of the population; that is to say coefficient b
will be positive." FFS costs will also increase as P increases in the presence of HMO favorable
selection; coefficient d will also be positive. This is because FFS insurers ate left with only the most
expensive patients as HMOs enroll more of the population.

Under a very simple, but fairly reasonable set of assumptions, b and d are equal. If we then add a
competition effect to the model, it would manifest as a reduction in the value of d. With
appropriate further assumptions, the competition effect is equal to the difference between average
cost escalations for HMO and FFS, namely b minus d. Even if HMOs are not any more cost
efficient than FFS, they can still have a global cost reducing effect if they force FFS insurers to cut
their costs." '

Ideally, Model II will be fleshed out with empirically determined facts concerning medical costs
under HMO and FFS insurance. Determining a specific individual’s costs at a specific time under
two different insurance regimes necessarily requires a counter-factual scenario, and thus it is very
problematic. But it is possible to use individual data to estimate FFS and HMO costs for very

similar groups.

11 Of course, the value of b need not be constant within the feasible range of P. But considering the full range of
possibilities considerably complicates the modeling process and makes testing far more difficult.

12 In this framewotk, HMOs are doing the “wrong” thing by favorably selecting enrollees, yet they get credited with a
“good” result, namely cost containment. However, the less expensive or less tisky enrollees also benefit from favorable
selection, so the problem with selection is essentially one of income or utility distribution, not efficiency.
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APPENDIX E
ILLUSTRATION OF POSSIBLE EFFECTS OF
EXPLANATORY VARIABLES ON HMO ENROLLMENT

This appendix relates to material in Chapter 4, primarily the coefficients of the variables included in
the final 1970s and the early 1990s models. Assuming that these associations reflect causal effects,
these effects are illustrated for several hypothetical sets of citcumstances here. This material is
similar to the discussion in the first footnote to sub-section B5, Nurses In the Final 1970s Model,
but it is more comprehensive.

For each of the 2 analyses, 1970s and early 1990s, 1 vatiable is excluded from this analysis and
discussion. Latitude, which showed a statistically significant association for the 1973-78 period, is
excluded. Logic argues against consideting Latitude to be a causal variable when the units of
analysis are cities. It is not possible to change a city’s latitude without changing its fundamental
identity. Thetefore, Latitude is a control variable in the final 1970s model. Similarly, East
Midwestern Location, which showed a statistically significant association for the 1988-93 period, is
excluded from this discussion. It is not possible to change a city’s east Midwestern location without
changing the city’s identity, so this variable is also treated as a control variable.

For the remaining 6 vatiables (counting Group Practice and MDs per capita twice), Table E-1
illustrates the possible effects of changes in values on HMO enrollment, expressed both in terms of
market share and of typical total entollments. The 3 suitable vatiables from the final 1970s model
ate listed first, followed by the 3 suitable variables from the final 1990s model. After the name of
each variable, its mean, standard deviation and coefficient from the regression analysis are listed.
(Please see Table 3-3 for the year of measurement for each of these variables.) '

The 5" column in Table E-1 shows hypothetical changes in the z-scote of the variable value for any
city. In this table increases 1.0 and 2.0 standard deviations are postulated for each vatiable.
Multiplying the values in the last 3 columns by —1 easily derives the possible effects of decreases of
1.0 and 2.0 standard deviations. The 6" column shows the result of multiplying the standard
deviation by the change in z-score. It shows the change in explanatory variable value that could
produce the effects shown in columns 7 and 8.

Columns 7 and 8 show the “Bottom Line” for this table. Column 7 shows the possible effect in
terms of HMO matket share; most of these values run between 1% and 3% of MSA population.
Column 8 adds anothet hypothetical but plausible element by translating the market share effects
into actual HMO enrollees for a “typical” city. For the 1970s, the typical city in this data set is
assumed to have a population of one million. Fot the eatly 1990s, the typical population is increased
to one million, two hundred thousand. Both these numbers are close to the mean and median
population values for their respective data sets. These hypothetical enrollment effects range from a
low of 7,585 to a high of 53,453.

One purpose of Table E-1 is to facilitate comparing the possible effects of different variables for the
same time period. For the 1970s, the table indicates that the group practice of medicine may have
had a greater effect than either of the other 2 variables. However, those 2 variables, MDs pet capita
and RNs per capita, appeat to have had effects of similar magnitude. For the 1990, this analysis
indicates that economic growth may have had the greatest effect on HMO growth, a negative effect.
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Also for the later petiod, the table can be interpreted as indicating that the 2 MD variables had
negative effects of about the same magnitude.

In terms of both market share percentages and enrollees, the hypothetical effects for the eatly 1990s
are somewhat greater than those for the 1970s. Howevet, both the mean and the standard deviation
for the outcome variable are considerably highert for the later petiod. Thetefore, the higher numbets
shown for the 1990s are misleading. Consistent with both the t and R? statistics shown in Tables 4-6
and 4-9, the 1970s model does better at explaining HMO growth of its period than does the 1990s
model.

Table E-1
Illustration of Possible Effects of
Explanatory Variables on HMO Enrollment
Illustrative Changes and Effects Are Purely Hypothetical

Hypothetical
Hypothetical Possible  Enrollment
. Explanatory Mean Stndrd Hypothetical ~ Change of  Effect Effect on
Variable Value Dev. Coeff. z Change Value HMOMS "Typical" City
Y (see note)
1970s ANALYSIS _
% MDs Gp Pract  24.6% 8.52% 0.172 plus 1.0 8.52% 1.47 14,654
% MDs Gp Pract  24.6% 8.52% 0.172 plus 2.0 17.04% 293 29,309
MDs/100 0.164 0.036 21.07 plus 1.0 0.036 0.76 7,585
MDs/100 0.164 0.036 21.07  plus 2.0 0.072 1.52 - 15,170
RNs/100 0.380 0.101 9.25 plus 1.0 0.101 0.93 9,343
RNs/100 0.380 0.101 9.25 plus 2.0 0.202 1.87 18,685
1990s ANALYSIS »
% Econ Growth  164% 29%  -7.68 plus 1.0 29% -2.23 -26,726
% Econ Growth  164% 29% -7.68 plus 2.0 58% -4.45 -53,453
% MDs Gp Pract  28.7% 8.9% -0.153  plus 1.0 8.9% -1.36 -16,340
% MDs Gp Pract  28.7% 8.9% -0.153  plus 2.0 17.8% -2.72 -32,681
MDs/100 0.235 0.060 -22.05  plus 1.0 0.060 -1.32 -15,876
MDs/100 0.235 0.060 -22.05  plus 2.0 0.120 -2.65 -31,752

Note: Reflecting population trends, the typical city of the 1970s is assumed to have 1,000,000
population, but the typical city of the eatly 1990s is assumed to have 1,200,000 population.
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APPENDIX F
PRIOR EXPECTATIONS FOR
STATISTICAL RESULTS

This appendix relates to material in Chapter 3. Sub-section B3 of this chapter summarizes how the
initial hypotheses fot the results of this study’s statistical analysis wete developed. The bulk of this
appendix consists of the 2 memos, one dated 1996 and the other dated 1999, which stated and
explained the initial hypotheses. Those interested in how the regression results compare with these
2 sets of expectations are referred to Chapter 5, sub-section B1, Compatison With Expectations.

F1 — Memo Submitted Before Performance Of 1970s Regression Runs

Martin Markovich April 4, 1996
RAND Gtaduate School _ , Ph.D. Thesis

FINAL MEMO TO COMMITTEE
BEFORE 1970s REGRESSION RUNS

Preparatory to running the 1st set of analyses for the Thesis, The Rise of HMOs, this memo
will serve 2 putposes. Firstly, it will address some issues which were raised by Glenn concetning the
factors that led to the successful establishment and robust growth of HMOs during the 1970s. In
this connection, I will briefly address the impact of the Federal HMO Act, which was passed in 1973
and amended in 1976.

Secondly, this memo will discuss the specifications and my expectations for the analysis of
HMO Matket Share growth from 1973 to 1978. After briefly describing the data set I have
compiled, it will detail the form of the dependent variable, the explanatory vatiables that will be used
to estimate it and the specific units on which the analysis will be performed. Thete will also be
discussion of subsequent supplementary analyses. Along with the specifications, I will list my
expected results for these regtessions. Naturally, unusually strong or surprising tesults may indicate
modifications in the regtession program and in the final form of the analysis.

A) Descriptive Analysis of HMO Growth in the 1970s

When Glenn Melnick and I met on March 1, we discussed the factots that led to HMO
creation and growth, patticulatly how new HMOs marketed themselves to become viable. The
petiod under analysis in this part of the thesis is 1973 to 1978, so I investigated the literature on
HMO growth during this petiod. My primary source is the Brookings Publication, Politics and
Health Care Organization: HMOs as Federal Policy, by Lawrence D. Brown; although this work s
ptimatily intended to evaluate the effects of the Federal HMO Act of 1973, it also provides
considerable background on the formation, management and success or failure of HMOs duting the
petiod. Page refences in this section refer to Brown's work.

In Chapters 2 and 3, Brown points out HMOs needed to create and maintain a delicate
balance between several stakeholders. The management of each individual HMO had the critical
task of keeping all these stakeholders committed to the organization. In the 1970s, each HMO,
whether established ot aborning, was unique in substance and background and there was no formula
available for forming an HMO and making it thrive. There was still active resistance to the concept;
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rapld gtowth was possible, but explos1ve growth was very unlikely because most providers were still
suspicious of HMOs.

As described by Brown, 5 categoties of stakeholders wete essential to each HMO's success: a
sponsot, subsctibers, physicians, one ot more hospitals and financial institutions. In some cases, the
initial sponsor could also provide financial suppott, but most initial sponsors either didn't have
sufficient financial resoutces ot didn't see the HMO as essential to their operations. Some of the
eatly sponsors included labor unions, both Blue and commercial insurance plans, foundations,
industry, medical schools, groups of physicians and various levels of government. In many cases
financial suppott had to be cobbled together from a combination of these and other sources,
including bank loans.

Serious marketing to employets and their employees could only begin once the organization
had a core staff of physicians (usually at least 6). In some cases the physicians brought their patients
with them. Howevet, most HMOs relied on marketing staffs to secute or increase their enrollment.
Because HMOs teally were new and different, enthusiastic marketing was necessary to overcome
ignorance and tisk avetsion (Brown, pp. 84-85). HMOs that relied on Blue marketing staffs almost
always wete dissatisfied with the results because the needed sales approach was very different from
that which wotked for Blue plans (p.94).

Once the HMO began operation, word of mouth from satisfied customers became critical to
expansion (p.95). However, satisfying customers required another delicate balance - between
testtiction of setvices and overutilization. The 2 primary forms of overutilization were unnecessary
hospitalizations and refertals to fee-for-setvice specialists (p.87). The HMO's Medical Director
played a ctitical role in establishing standards that would strike the balance while keeping their
medical staff happy (p. 100). Given the difficulties involved, its not surprising that most young
HMOs were in a "struggle for life itself." (p. 90)

Brown refets to the "fragility" of HMOs several times (pp.78, 127). This was in context of
his perception of the disappointing growth of HMOs in the 1970s in response to the Federal HMO
act. From the petspective of 1996, when HMOs enroll 56 million persons, collect over $75 billion
in premiums annually and continue to grow at double digit percentage rates, the term "instability",
conveying high potential for gtowth, decline or mutation, seems more cotrect. We see frequent
formations, dissolutions, sales, metgets, divisions and prof ound changes in goals, affiliations and
opetating methods up to the present. For example, in the last 6 months of 1994, a relatively stable
and prosperous petiod for HMOs, 85 out of 520 listings in the bi-annual InterStudy report changed,
with half the changes stemming from the creation of new plans. The HMO story of the past 30
yeats is one of continued growth even as individual HMOs faced highly uncertain futures.

In summary, HMOs in the 1970s did not form or grow by using standard procedures or
tactics. They had to strike and maintain a delicate balance between their stakeholders, and their
policies and pattetns of behavior were very varied, complex, difficult to measure and unpredictable.
Quantification and statistical analysis of intetnal HMO operations during this petiod is neatly
impossible.

Instead I am quantifying and analyzing the environments (MSAs)" in which each HMO
operated. Because of the instability and sensitivity of HMOs to positive and negative factors
affecting their well being, I expect to find certain environmental characteristics were more favorable

13 For HMOs that didn't target the general private insurance market, non-geographic environmental factors were also
important. Other target populations were ptimarily either Medicaid benificiaries or members of specific unions.
Medicaid HMOs continue to be a separate category to this day (some HMOs serve both the general and Medicaid
populations). Although Medicaid HMOs ate probably influenced by MSA specific environmental factors, their existence
poses problems for this analysis. However, HMOs that only served the membezrship of specific unions tended to
expand into the general market or merge with HMOs that did.
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than others; specifics are discussed later in this memo. In principle environmental conditions should
have influenced a) the ability of HMOs to form and achieve viability, b) the willingness of
stakeholders, many of whom reevaluated their affiliation continuously, to maintain participation, and
c) the rate of hospital admissions and specialist referrals by HMO medical staff. My first goal is to
determine which environmental factots had the greatest impact. But a more advanced goal is to
assess whether each influential factor operated primatily through formation, continued affiliation or
control of utilization.

Brown's book largely reflects disappointment with HMO growth in the 1970s because it had
been believed that the Federal HMO Act would stimulate explosive growth in the number and
enrollment of HMOs. Writing in 1982, Brown found that these expectations were unrealistic
because of the difficulty of creating successful HMOs and opposition to HMO provision of health
care. Brown's basic contention was that it would take time for HMOs to assume pre-eminence in
the health finance system under any Federal policy shott of mandating universal membership, and
his position has been validated.

However, based on Brown's account, the subsequent evolution of the industty and the
pteliminary results of my analysis of HMO enrollment in 1973 and 1978, it seems clear that the act
facilitated HMO growth in some ways, but impeded it in others. The Act publicized and legitimized
the concept, which may have been its greatest contribution. The act sought to mandate that
employets offer federally qualified HMO coverage to all employees (dual choice), but that provision
was appatently never formally invoked. The act also offered a program of grants and loans for
HMO establishment and expansion, Brown cites the Rhode Island Group Health Association
(RIGHA) as an eatly recipient of a federal loan.

On the other hand, the act ctreated confusion and even discouragement within many HMOs.
The standards for federal qualification, including comprehensive coverage on a scale rarely seen
even in Blue plans, community rating, open enrollment and others were completely out of touch
with insurance industry practices then ot now (some of these requirements were eliminated in the
1976 amendments). Paradoxically, these stringent requitements may have been more daunting to
large well established HMOs than to newcomers who had little to lose. Specifically, Kaiset, on
whose model the act was partly based, responded by reducing their expansion program in the face of
continued uncertainty over federal policy. Brown cites a Kaiser spokesman who said "Kaiser didn't
need federal money, and we really didn't need dual choice. ... So we decided to delay as long as
possible our qualification and in the meantime work for amendments to the law." (p. 330)

On balance, the act didn't make much difference to overall HMO enrollment during its years
of attempted implementation. In 1981, President Reagan discontinued the program for subsidizing
individual HMOs and reduced the scope of federal activities to support HMOs in general. During
the same petiod, Fedetal policy was changed to facilitate enrollment of Medicare and Medicaid
beneficiaries by HMOs. HMO entollment continued to grow, with almost all of the growth coming
through the enrollment of ptivate insurance policyholders. National enrollment grew from 10.2
million in 1981 to 33.6 million in 1990. Thus the HMO Act of 1973, as amended, stands as an
interesting, but ultimately secondary factor in the colotful history of HMOs. The real action, as
Brown discussed, lay elsewhere.

B) Specifications and Expectations

1) Data

The data set I have compiled has been discussed in the Draft Prospectus and other memos
and presentations to the Committee. As you know, this study is looking at the 75 largest MSAs in
the U.S. as of 1990. Howevet, only those MSAs which had positive HMO enrollment in 1978 or
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1973 are subject to the main analysis. This comes to 47 MSAs, sufficient to run and analyze
regressions with several explanatory vatiables. Because of the relatively small number of
observations, some results may have material substance but not pass the standard test of statistical
significance.

The chief Outcome V will be the change in the petcentage of the population enrolled in
HMOs from 1973 to 1978 for each MSA. For example, if 2% of New Moscow's population were
enrolled in HMOs in 1973, and 6% of its population wete entolled in 1978, than the outcome value
for New Moscow would be +4%, regatdless of any changes in the MSA's population over that
interval. This V is referred to as StrDif.

Using log transformations of the matket share vatiable was initially appealing because
differences in logs should bettetr measure compound growth. However, as Bob Bell pointed out, the
log transformation presented 2 problems; it made it difficult to handle cases where HMO
enrollment increased from 0%, and it assumed that MSAs with high HMS in 1973 would experience
greater vatiance in growth in straight percentage terms. Inspection and analysis of the data did not
bear out this assumption, and we concluded that the StrDif variable was more useful in measuting
changes in HMO enrollment during this period.

A histogram showing the frequency distribution of the StrDif variable is attached. All but 2
of the MSAs show increases in HMO Matket Share (HMS), and these fall into a faitly standard
pattern. 25 MSAs experienced a small degree of growth, between 0.0 and 1.4% of their population.
The density of the histogtam basically decreases as it measures greater degrees of growth, and the 3

MSAs that display growth between 6.0 and 7.3% are the leaders.

These relatively low levels of growth reflect 2 central features of the HMO movement at this
time: 1) the movement had enrolled small petcentages of most utban populations up to that time,
and, for reasons discussed in Section A, usually grew at only modest rates, and 2) the Kaiser system,
which accounted for almost 60% of HMO entollment in 1973 (Brown p. 401), was relatively
stagnant during this petiod, pattly because of uncertainty over the HMO Act.

More strikingly, the histogtam also shows that 2 MSAs saw dec/ine in HMS during this period;
in one of these, market share went down by 14.8%, while the other tegistered a 2.6% decline. These
2 outliers reflect the instability of HMOs. In the MSA with the 2.6% decline a relatively small HMO
went out of business between 1973 and 1978, leaving no HMO enrollment. In the MSA with the
very large loss of matket share, a large (for the time) HMO shrank drastically, reorganized and
changed its name; Glenn suggested eliminating this conspicuous outlier from the analysis.

I expect to use the following explanatory vatiables, listed in 4 categorties, in the analysis. All
these Vs are for the period 1973-1975 unless indicated otherwise. Those Vs marked with an asterisk
* are the focus of this analysis' primary hypotheses:

Medical Supply

BedsPC* - Hospital Beds per capita

MDPC¥* - Active Non-Federal MDs per capita

RNsPC - Registered Nurses per capita

LPNsPC - Licensed Professional Nurses per capita

PharmPC - Pharmacists per capita
Other Medical System Measures

HDPC - Hospital Days per capita (see below)

HXPC - Hospital Expenditures per capita (see below)

BMktSh73* - Percentage of population entolled in Blue Cross ot Blue Shield

Health Insurance Plans

ErsCPD - Crude Measure of Hospital Costs per Day

StGt75p - Statewide Percentage of MDs who practiced in groups in 1975
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StAMA71 - Statewide Percentage of MDs who belonged to the AMA in 1971
MDMAProp - Propottion of MDs aged from 45-64
AOIdest - Age of Oldest HMO in 1978
General Economy
Incom78i* - Pet capita Income in 1978
StU76 - Statewide petcentage of wotkers belonging to Unions in 1976
EmptoE79 - Estimated Mean number of employees per Establishment in 1979
Demogtraphic
RelLat - Relative Latitude (position along North-South axis)
RelLong - Relative Longitude (position along East-West axis)
PopDens - Population Density in 1978
Mig7077p - Net Migtation from 1970 to 1977 as a petcentage of population
MSchY180 - Median Yeats of Schooling as of 1980 '

Issues have come up about a few of these variables. MSchY80 is almost worthless because
a value of "2" is recorded for almost evety urban county in the U.S. (the documentation says that
this vatiable is measured to tenths of years, but that's not the way the data is formatted). EmptoE79
is 2 very crude measure of employment concentration, calculated from some questionable
assumptions, but I think its worth giving it a shot.

Sevetal people have suggested using dummy vatiables for United States Region instead of
Longitude and Latitude. I personally prefer the Longs and Lats because they reflect geographic
reality more accurately, and, in the framework of regression assumptions, it is preferable to use
continuous Vs instead of dummies whenever possible. I have "moved" Honolulu closer to the West
Coast along the Longitude V so that it is less of an outlier. However, it is simple to use region
dummies and see how theit effect contrasts with that of the Longs and Lats.

The most critical issues concetn the measurement of the telated concepts of Supply,
Utilization, and Expense. Four of the Vs measure these concepts: a) the number of hospital beds
(BedsPC), b) the utilization of hospital bed-days (HDPC), c) expenses (and charges) per bed-day-
(E£sCPD) and d) hospital expenses per capita (HXPC). These variables are otganically related, and
will normally show a pattern of correlations.

In fact, the only case whete 2 explanatory Vs show a correlation in excess of .9 is BedsPC
and HDPC (+=.95). There was almost a petfect cortespondence between the number of hospital
beds in an MSA and the number of days these beds wete occupied. This reflects very high hospital
occupancy rates during this period. This result is a little disappointing because Hospital Beds and
Bed-Days are distinct attributes and they could have different effects on HMO Matket Share. The
reality of that time does not permit analysis of this distinction, but the strong equivalence between
Supply and Utilization simplifies the rest of the analysis.

Measuting costs is more problematic. The Area Resource File (ARF) offers a single figure
for combined general and special hospital costs for each county for 1975; these have been ’
aggregated to the MSA level. Thete are 2 principal ways of transforming this V so as to make it
useful for cross-metropolitan compatisons. The 1st method is to compute costs per hospital bed-
day, and the 2nd is to compute hospital costs per capita. Unfortunately, there are distinct problems
with both derivative Vs.

The cost per hospital day V (EtsCPD) is theoretically preferable because it offers a measure
of price. If accurately measured, this is an excellent index of overall health care costs. However, this
V suffers from 2 technical problems. First, only expenditures for General and Special hospitals
combined are available, but bed-days are only available for Genetal hospitals I attempted to remedy
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this problem by using 1981 data, which distinguishes between general and other bed-days and
likewise with expenses. But the 1981 data was of poor quality, so this remedy was not poss1ble

Secondly, the hospital expenditute figure includes outpatient as well as inpatient setvices.
These problems mean that the dollar figure per bed-day is not meaningful, although the V could still
be a reasonable index for compating hospital expenditures per hypothetical unit of service across
MSAs. Nonetheless, confidence that this variable reflects the desited facts must be lower than it is
with most of the other Vs. ’

Interestingly ErsCPD showed a cottelation of -.46 with HDPC (and a correlation of -.38 with
BedsPC). Straightforward economic analysis would interpret this correlation as a reflection of
movement along a demand curve, with areas with gtreatet concentration of hospital beds forced to
reduce charges in order to maintain high utilization rates. However, this result may be mcons1stent
with other studies that have found high utilization tends to coexist with high costs and charges.”
Because the ExsCPD V is flawed to begin with, and because resoving these fundamental but poorly
understood relationships is beyond the scope of this study, this controversial result makes ErsCPD
less likely to be valuable in the analysis and interpretation of HMO Market Shate.

The problems of ErsCPD do not apply to HXPC, hospital expenses per capita. In principal,
including special hospital expenses and genetal hospital outpatient expenses is appropriate in
measuring costs per capita. The problem with HXPC is a cotrelation of .67 with BedsPC (and a
cottelation of .65 with HDPC). This high cotrelation and the small size of the data set make it
unlikely that the analysis will find distinct effects between the Supply and Expense measures.

My solution to these problems is pragmatic. The analysis will begin with the intention to test
the hypothesis that supply of hospital beds (BedsPC) positively influenced the growth of HMOs in
the mid 70s. However, I will also run regtressions with the HXPC and ErsCPD variables. If

patticularly strong results appear, this will be suggestive for interpretation, evaluation and possibly

subsequent research.
With the exception of the problems discussed above, the explanatory Vs ate promlsmg for

regression analysis. Somewhat sutprisingly, they all show considerable ranges and variances. For
example, StU76 varied (in percents) from 6.6 to 37.1 with a mean of 25.3 and a standard deviation of
8.9. Histograms of these Vs show reasonable approximations of a normal distribution and few
outrageous or inexplicable outliers. In general, these Vs show relatively low cotrelations with each
other, reducing concern that the analysis will be marred by multi-collinearity. Out of 210 possible
correlations between these 21 Vs, only 17 show absolute values in excess of .5.

2) Method
The explanatory Vs will be used to estimate the outcome (l\/ISA change in HMO Market

Share from 1973 to 1978) usmg Ordinary Least Squares linear regression. Because of the
precautions I have taken, it is very unlikely that the change in HMO Market Share would have
caused the observed values of any of the explanatory Vs, thus eliminating the problem of
endogeneity. Of course, this does not necessatily mean that the causal relationship runs directly

14 Conceptually, IF special hospital beds and bed-days were very highly correlated in 1981 and IF special hospital
expenses were a fixed function of their days in 1981 and IF these relationships could be assumed to apply to 1975,
THEN I could estimate the general hospital expense component for 1975 by subtracting nnputed special hospital
expense values from the total expenditures. In fact,general hospital expenidtures were missing from about half of the
needed counties, making it 1rnp0551b1e to compare general hospital expenditures for 1985 with those imputed for 1975.
There were other inconsistencies in the 1981 data.

Although it would be possible to attempt further patches using data from still other years. I concluded that
there would be inconsistencies and weaknesses in any estimate of cost per bed-day I could use.
15 Tty to find ref.
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from the measured explanatory V to the outcome, even if the results are statistically significant. As
discussed elsewhere,' 2 correlated variables could both be caused by an undetlying phenomenon, or
the explanatory vatiable may inded have a causal effect on the outcome, but only through a chain of
causal effects which make the relationship hatder to understand and less likely to apply to other
situations.

Taking an approach which is mote associated with statisticians than with econometricians, I

" will be open minded in ascertaining the statistical relationships between the outcome and the
explanatory Vs. While results of ptior studies indicate that certain relationships are likely, much of
this analysis unprecedented in the published literature. Furthermore, most of the explanatory
variables are distinct from each othet, both conceptually and statistically. Thetefote 2 major goal is
to establish the strongest patterns within the data and to build upon the strong findings in making
further inferences.

Modern software such as Stata offers the opportunity to run many regressions and at least
make a quick assessment of the results of each one. Not only does this enable the analyst to try
many specifications in search of the most meaningful results, but it is a substantial aid to
understanding as well. My strategy in running these regressions will be to regress the outcome on
each of the explanatory Vs individually in order to survey the statistical relationships. Simply
examining the cortelation table setves a similar function, but running regressions offers additional
useful information from the coefficients.

Follwing the simple regtessions, I plan to run a large number of regressions using 2 of the
explanatory Vs in ordet to see how the explanatory power adds or overlaps. Regressions with mote
explanatory Vs will follow. Unless preliminary results show a major surprise, the main focus will be
on testing the primary hypotheses, which concern the BedsPC, HXPC, MDPC, BMktSh73 and
Incom78i variables. Where indicated, I will estimate non-linear ot cross-product explanatory Vs, but
the limited number of observations restricts the scope for analysis of more complex relationships.

Although I will be looking for strong patterns in the data, it is not wise to construct final
results simply on the basis of those equations that yield the highest r-squared values. The final goal

' is to construct one or more equations that offer a coherent and useful account of the causes of
variance in the outcome.

Regtession diagnostics, including the examination of residuals, the identification of
influential points and the graphical display of data, constitute a critical follow-up to the regtessions.
Besides confirming ot challenging the assumptions of randomness, normality and independence,
regtession diagnostics can provide insights as to the essence of the results, suggestions for alternate
functional forms and reliable interpretations.

3) Expectations

Expectations and hypotheses were discussed in detail in the Draft Prospectus of March
1995; the BMktSh73 variable was addressed in the Memo to Committee of February 1, 1996. Most
of what follows tepeats matetial from those 2 memos. Several of the variables listed on page 5 have
never been utilized in statistical analysis of HMO enrollment. These include EmptoE79, RNsPC,
LPNsPC and PharmPC. Strangely, geographic position, whether expressed in Longs and Lats or in
Region dichotomous Vs, was not previously used.

16 Markovich, M, Assignment 1, Tutorial on Causality, June 1995, unpublished, pp.3-4.
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The regression analysis will test the effects of the following variables ( in 3 categories) on
HMO Market Share. The expected results are indicated:

Primary Hypotheses
BedsPC Positive
MDPC Positive
BMktSh73 Positive
Incom78i Negative

New Variables
HXPC Positive
EmptoE79 Positive
RNsPC Positive
LPNsPC No Effect
PharmPC _ Positive
RelLong Negative
RellLat Positive

Old Variables
AOldest (Control Variable) Positive
ErsCPD Positive
StU76 No Effect
Mig7077p - Positive
StAMA71 No Effect
StGr75p Positive
MDMAProp No Effect
PopDens Positive
MSchYt80 No Effect

Naturally, it is unlikely that all the hypotheses listed above will be affirmed. Chances are
most of the explanatory Vs will not show statistically significant or materially important effects. The
Vs which I think ate most likely to show significant effects are BedsPC, MDPC, Incom78i, AOldest,
RelLong and Mig7077p. '

The Draft Prospectus also discussed 2 other classes of hypotheses. The 1st of these
concerned the use of ptior period Vs to estimate HMO Matket Share (HMS); the concept was that
the ptior values would have predictive power, but not as much as the current period Vs would.
Because of the problem of causality, superior predictive power of current values may be moot; if the
higher t-statistics are due to the endogeneity of the later values, then such results would say nothing
about the causes of HMS (although they would say something about the causes of the values of the
explanatory variables).

Howevet, if other evidence or reasoning indicated that the explanatory Vs were not
endogenous, then greater predictive power of current values would have 2 important implications.
First, the contrast would show that the causal effect manifested itself in a shorter time than the
petiod of the lag (which is genetally about 4 years), and, second, it would show that these Vs are
useful for generating short term (less than 2 year) forecasts.

The 2nd class of hypotheses concerned the comparison of results for the 2 periods, the mid-
1970s and the eatly 1990s. While HMO enrollment nationwide grew at similar rates during these 2
petiods, it is unclear whether similar forces were responsible at both times. If the 2 sets of
regtessions showed similar results, then this would be powerful evidence that causes of HMO
growth remained strong over several decades. There are some technical problems with comparing
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these 2 sets of regression results; the principle problems concern comparable construction of the
dependent V, inclusion of the same explanatoty Vs and measurement of the similarity/difference of
the 2 sets of results. But these technical problems are surmountable if the data sets are sufficiently
similar and if some additional analysis is performed.

However, this program has not been formally approved by the Committeee. With my
imminent move to Flotida and changes in my working environment, I need direction as to priorities
in completing this Project. I am still ready to complete the parallel analyses if the Committee
approves this plan. But, natutally, the analysis so far has suggested other directions which could
produce insights and other paths to completion and approval of the Thesis. I would like to discuss
this at the Aptil Committee meeting, and I will present the options in a fuller and more structured
way at that time.

4) Supplementary Analyses

Of the nation's 75 largest MSAs, 29 had HMOs with enrollment in 1973. From 1973 to
1978, HMOs were formed in 19 additional MSAs, while 1 MSA saw its only HMO go out of
business. Ignoting the MSA which lost its only HMO, the MSAs can be logically divided into 3
classes: a) those that had HMOs in 1973 and kept at least some HMO enrollment, b) those that saw
their 1st HMO formed between 1973 and 1978, and c) those that didn't have any functioning
HMO:s in 1973 ot 1978.

Logically, any of 3 logit analyses can be conducted to distinguish the 3 groups of MSAs: a vs
b&c, b vs c and c vs a&b. If MSAs qualified for the categoties by a known deterministic process,
than any 2 of these analyses would logically imply the results of the 3td (i.e. if we know what caused
MSAs to have HMOs by 1973 and what caused HMOs to form between 1973 and 1978 in those
MSAs that didn't have them, then we should be able to imply what distinguished MSAs with no
HMOs in 1978 from those that had HMOs). Howevet, since all 3 analyses ate subject to stochastic
uncertainty, then it is possible they would produce results that are inconsistent or even conflicting.

But the regression analysis of HMO Market Share and the logit analysis of HMO existence
may show vety different results for substantive reasons. The factors that lead to the establishment
of a first HMO with 2 small number of enrollees may be quite different than the factors that
ptomote rapid growth by 1 or more HMOs in an MSA. For example, a prior study has found that
pet capita Income is positively associated with HMO presence, but negatively associated with HMO
Matket Share conditional on presence."”’

Howevert, should the logit analysis show tesults similar to that of the multiple regression
analysis, then tobit analysis becomes an option. Tobit analysis would permit combination of data
for MSAs with and without HMOs in 1978 and would offer greater statistical power.

17" An Empirical Analysis of HMO Market Share" by Mortisey and Ashby, Inquiry, Summer 1982, Table 2, p.143.
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F2 — Memo Submitted Before Performance Of 1990s Regression Runs

Mattin Markovich September 27, 1999
Tallahassee, Florida RAND Graduate School

FINAL MEMO TO COMMITTEE EVER!!
PREPARATION FOR 1990s REGRESSION RUNS

This memo is compatable with the “Final Memo to Committee Before 1970s Regression Runs” of
April 4, 1996. The 1st purpose is to provide some description of HMO growth during the 2nd
analysis petiod, 1988-1993. This description will be helpful in explaining differential HMO growth
actoss MSAs duting this period and in forming hypotheses for the multiple regtession analysis.

Secondly, this memo will delineate the specifications and hypotheses for the analysis. Data and
specifications ate very similar to those of the analysis of the 1st petiod, 1973-1978. Thus, only the
distinctions and differences from the prior analysis will be emphasized. However, expectations, or
hypotheses, are different from both the prior set of hypotheses and the prior set of results. Hence,
expected regression results will be explained in detail.

A) Desctiptive Analysis of HMO Growth From 1988-1993

Probably the most important factor influencing patterns of HMO growth during this period was the
industry shakeout of the late 1980s. The explosive growth of the mid 1980s'® was succeeded by an
industry crisis from 1987-90. Many individual plans and a few national HMOs started losing money
in the late 1980s. The most spectacular failure was Maxicare, which dropped from 2.2 million
enrollees in 1986 to less than 300,000 in 1993. '

During the shakeout period, some HMOs continued to prosper and keep growing. Overall national
HMO entollment continued to gtow, but at a rate of less than 4% in both 1989 and 1990. The
number of HMO plans declined, dropping from 662 in 1987 to 556 in 1990.

The main cause of the shakeout was that HMOs had proliferated and grew too quickly in the 1980s.
As both enrollment and premiums rapidly increased, many HMOs became large corporations with
tens or even hundteds of millions of dollars in annual revenues. But many of these organizations
didn’t have the structure, procedures or management skills to handle these tesponsibilities.

~ Lack of propet management made it difficult for some HMOs to control costs, which were rising
tapidly during this petiod. Inept marketing may have caused some to suffer from adverse selection,
which made other cost control mechanisms futile.

76 HMOs went out of operation completely from 1988 to the middle of 1990. Of these, 55, ot
72%, were located in the South and Midwest. On the other hand, only 6 of the bankrupt plans wete

18 National HMO enrollment increased by over 20% during all 4 of the years from 1984 to 1987, and the increase in the
number of plans was even faster.
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located in the Northeast. The trends in shutdowns and enrollment suggest the Northeast was ready
to adopt the evolving HMO concept which had originated in the West.

It is not entirely clear what attributes made the Nottheast receptive to HMO growth during this
petiod while the South and Midwest were less so. Possible explanations include the higher
population densities in the Northeast, higher levels of medical costs there and the long-standing
presence of a few HMOs in that region.

The wotst effects of the HMO shakeout were felt by 1990. But most HMO:s did not attempt to
repeat the heady growth of the mid 1980s. By one measure, national annual enrollment growth
remained under 7% through 1993. The total number of plans in the US did not start growing again
until 1995.

The compound growth in enrollment of all HMOs combined with the reduced number of plans
meant that by 1995 the average HMO had mote than twice the enrollment of the average plan in
1987. Possible reasons include economies of scale, enhanced market power and greater financial
stability of larger plans.

B. Specifications and Expectations

1. Outcome Variable

The Outcome variable (V) will be the change in the percentage of the population enrolled in HMOs
from 1988 to 1993 for each MSA. This can also be referred to as the change in Market Share. For
the 1973-1978 petiod, this V was non-zero for only 47 of the country’s 75 largest MSAs. By 1993,
HMOs had at least some enrollment in each of these MSAs, enabling me to conduct the analysis
with more degrees of freedom (DoF).

There was considerable difficulty estimating HMO market share by MSA for 1993. This was
primarily because many HMOs had significant enrollment in more than 1 MSA. Some Interstudy
data assigning enrollment between MSAs (and in some cases to tural areas) was available, but it was
fragmentary and inconsistent.

The estimates included in this data set were generated after careful scrutiny of available InterStudy
data. In other cases, interpolating assumptions and specific knowledge of HMOs and MSAs was
used to generate enrollment values, as had sometimes been necessary for the years 1973, 1978 and
1988.

Between the 2 periods, the substance of the outcome V changed in 3 notable ways. First, staff and
group HMOs suffered a large decline in relative importance, as virtually all HMO growth occutred
within IPA plans.”” Most HMOs strove to give their subscribers an ever greater choice of
physicians. Cotresp-ondingly, a decreasing percentage of HMO physicians took all their patients
from 1 HMO.

19 InterStudy placed HMOs within 5 classifications, Staff, IPA, Group, Network and Mixed. HMOs classified as
“Mixed” were essentially IPA HMOs which contracted with, but did not rely exclusively upon, large groups. By 1993,
over 60% of HMO enrollment was in IPA or Mixed HMOs.
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The 2nd change was the growth of Medicare and Medicaid HMOs. By 1993 Medicare HMOs
entolled 2.18 million people, and Medicaid HMOs had 1.92 million subscribers. These 2 purchasers
were responsible for almost 10% of HMO enrollees.

The 3rd change was the emetgence of point of setvice plans (POS) as a major type of HMO. POS
enrollment accelerated from 1991 to 1993, and by July 1993, 2.3 million persons were enrolled in
POS. Enrollment would climb to almost 6.3 million in 1996.

This entire analysis rests on the assumption that the HMO concept provides the crucial connecting
thread between a wide diversity of HMOs actoss 2 decades. If one does not accept that assumption,
then the results lose much of their meaning.

A histogram showing the frequency distribution of the Outcome V is attached as Figure 1. As
shown, there are 2 mild outliers where HMO market shate declined by over 15% of total
population, and anothet 15 MSAs that saw smaller declines. 44 of the 75 cities saw growth of
between 0% and 9%, and 12 MSAs saw growth of between 9% and 15%. In 2 cities, market shate
incteased by more than 15% of total population.

For the 1970s analysis, one conspicuous outlier which saw a dramatic decline in HMO Market Share
was eliminated from the analysis. This was justified on 2 grounds. 1st, this outlier would have had a
dominant effect on all regression results under the specification chosen. But mote importantly,
there was reason to suspect that the high level of HMO enrollment reported for 1973 was sputious.
If anything, the subsequent decline in “HMO” enrollment showed that tresistance to the HMO
concept was weakening in that MSA.*

I undertook a preliminary examination of the numbers and conditions of the 2 MSAs reporting the
greatest decline during the 1988-93 period. Difficulties in accurately estimating enrollments make
the extent of the declines somewhat uncertain. However, it is clear that both MSAs saw substantial
declines in enrollment and that these declines were caused by the nationwide HMO shakeout.”
Therefore, unless my current information on either of these 2 MSAs is substantially inaccurate, it is
unlikely that dropping one ot both from the analysis would be justified.* ’

The change in HMO growth at the MSA level between the 1973-1978 period and the 1988-1993
petiod is shown analytically in Table 1 below. Mean HMO growth in the 2nd petiod is almost
double that of the 1st period. But both the standard deviation (S.D.) and the range (Max-Min) mote
than tripled between the 2 penods This shows that, even when the higher overall level is accounted
for, variability of HMO growth is greater in the 2nd data set.””

2 According to most observers, the large HMO operating in Stockton in 1973 was not really an HMO but a physician
sponsored front intended to pre-empt the entrance of Kaiser into that insular but rapidly growing community.
21 The 2 MSAs are Indianapolis and Raleigh-Durham. In both cities, the Maxicare plan and 1 other large HMO lost

most of their enrollment.
22 However, it would be instructive to run the analysis without these 2 MSAs and conduct diagnostic analysis of

influential points on the regression results with them included.
2 If the outlier with large HMO Market Share loss were included, the relative variability for the 1st petiod would be

comparable to that of the 2nd period.
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TABLE 1

DESCRIPTIVE STATISTICS
FOR HMO MARKET SHARE
FOR THE 2 TIME PERIODS
Period Obs Mean S.D. Min Max
% % % %
1973-78 46 1.99 2.12 -2.60 7.26
1988-93 75 3.78 6.59 -17.94 18.40

ii. Explanatory Variables

The explanatory Vs used in the 1990s analysis are very similar to those used for the 1970s. It was
not always possible to replicate the exact same variable, but most of the 1970s Vs have a vety close
analog in this data set. Table 2 lists 25 potential explanatory Vs.2* Of these, 22 were tested in the
1970s analysis, and 23 will be tested in the 1990s analysis. MSA values for 2 of the 1970s Vs, Blue
Cross/Blue Shield Market Share and A.M.A. Membership, were not available for the later petiod.

3 Vs that were not used in the 1970s analysis are being added to the roster of possible explanatory
Vs for 1988-93. These are Population Growth from 1970 to 1993, Economic Growth from 1978 to
1993 and the proportion of MDs who wete family practitioners (FPs) or general practitioners (GPs)
during the 1989/90 petiod. These will be discussed in the expectations sub-section.

Table 2 shows that many of the explanatory Vs wete measured in a straightforward and accurate
manner for both of these periods. For a number of other Vs, minor technical problems atrose, but
the variable is still usable. For example, the 1st analysis used net migration from 1970 to 1977 as an
explanatory vatiable, but the corresponding variable for the 2nd period is net migtation for only 1
yeat, 1991. 2 Vs, hospital costs per day and average schooling are more accurate than they were for
the earlier petiod.”

One major difference between the 1st and 2nd datasets lies in the degtee of correlation among
supply related variables such as Hospital Beds per capita and LPNs per capita. Among 21
explanatory vatiables for the 1970s, only 17 out of 210 possible correlations showed absolute values
in excess of .5. Among the 22 explanatory vatiables for the late 80s /eatly 90s, 29 out of 231
possible correlations show absolute values in excess of .5.

Most of the high (|£]>.5) cotrelations for the later petiod are between supply related Vs such as
Hospital Beds per capita and Licensed Practical Nurses per capita. The greater degtee of correlation
among these variables in the later period may be due to the imposition of increased market
rationalization and discipline in the supply of health care resources.

24 Actually, the 20th variable listed in the table, Regional Dummies, is a set of 8 closely related geographic Dummy
variables.

25 For the 1970s Hospital Costs per day V, only combined General and Special Hospital Costs were available for the
numerator, while only General Hospital Days were available for the Denominator, producing a serious inconsistency.
For the early 1990s, both costs and days are only for general hospitals.
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Some of the other high correlations found within the 1990s data set are to be expected, such as the
cotrelation of .75 between Population Mobility and Population Growth or the correlation of

-.59 between MDs per capita and the proportion of Middle Aged (i.e. from 45 to 64) Mds. The
other high correlations include a value of -.60 between the proportion of RNs and Population

Growth.

The increased number of high correlations within this data set means that there is a greater danger
of multi-collinearity influencing regtession results. When collinearity or multi-collinearity is present
among explanatory variables in a regtession equation, estimated coefficients will tend to have large
vatiances and small t statistics.

The simplest solution to multi-collinearity is to avoid having highly cotrelated explanatoty Vs in a
regression. Since most of my explanatoty Vs are not highly correlated, and since I am trying to
construct a relatively modest regression model with only 3 or 4 explanatory Vs, this problem is

avoidable.

iii. Method

The method will be identical with that used for the 1973-78 petiod. The primary tool will be
ordinary least squares multiple regression. It will be used to develop the statistical model which is
most consistent with the data and contributes most to our understanding of the causes of HMO

enrollment growth.

Numerous regression specifications using different combinations of Vs will be tested in seatrch of
the most structural model. For the 1 ot 2 statistical models which show the most promising results,
regression diagnostics will be applied to test the validity of statistical assumptions and to ascettain if
any individual obsetvations have a disproportionate influence on the model results.

One small addition to this regtession program will be the inclusion of the model that was chosen
from the analysis of the ptior petiod. I found that HMO Market Share Growth was a function of 4
Vs, % of MDs in Group Practice, MDs pet capita, RNs per capita and Employees per

Establishment. Comparing the results of identical models for different periods will provide a crude
index of the extent of change between the 2 periods.” ‘

iv. Expectations

For the 70s analysis I developed 4 ptimaty hypotheses, each referring to a specific explanatory
vatiable. As it turned out, none of the 4 primary hypotheses were supported by the regression
analysis. Howevet, the development and statement of primary hypotheses helped to sharpen the
analysis and improve understanding of the analytic results. This time the primary hypotheses all
reflect my core belief that genetal economic and demographic Vs were more influential in the 1988-

93 period than they were in the 1973-78 period.

Table 3 shows the same 25 explanatoty Vs included in Table 2. For each V, the table shows the
1970s hypothesis, the 1970s tesult, and my hypothesis for the eatly 1990s analysis. Expectations are
listed for 21 of these Vs, 9 of which are expected to show statistically significant effects. These 9 are
discussed in this sub-section.

26 1 plan to calculate several statistical measures to estimate the extent of change in structural relationships and to test its
statistical significance.
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Hospital Costs per day, Age of Oldest HMO, Employees per Establishment, Population Density,
Average Schooling and Propottion of Family Practitioners are expected to have a positive causal
relationship with HMO enrollment growth. Net Migtation, Population Growth and Economic
Growth are expected to have a negative effect. However, Net Migration and Population Growth
have a cottelation of .75, making it unlikely that both Vs will show effects independent of each
other.

I consider the expectations concerning, Economic Growth, Net Migration/Population Growth,
Employees per Establishment and Population Density to be the most important hypotheses for the
1988-1993 period.

My expectation of negative effects from economic and demographic growth may be sutprising at
first, but these expectations are rooted in the descriptive analysis of HMO growth and dlspersmn
duting this petiod. The hypothesls is that the HMO boom of the mid 1980s saw aggtessive growth
in the most rapidly growing and changing metropohtan areas of that period and some of this growth
was wiped out by the subsequent industry shakeout.”’

The expectation of a positive effect of establishment size is based on similar reasoning. I believe
that HMOs had aggtessively marketed to smaller firms during the mid 1980s and that enrollment of
small firm employees accounted for much of the growth of that period. Howevet, marketmg to
small firms generates high administrative costs and considerable risk of adverse selection.”®

Under this hypothesis, HMOs with contracts with latge numbers of small firms went out of business
ot at least had to drop many of their small employer contracts. If this trend was petvasive enough,
MSAs with smaller firms and establishments would have been less likely to see substantial
enrollment growth duting the 1988-93 period.

For the mid 1970s period, I had also hypothesized a positive causal effect of establishment size, but
regression results consistently showed a small negative effect which didn’t quite attain statistical
significance.”” Despite this, I'm hypoth-esizing a negative effect for the 2nd period, albeit for

somewhat different reasons.

The expectation of a positive effect from Population Density reflects other changes in the natute of
HMOs between 1978 and 1988. As they shifted from closed panels to more IPA type arrangements,
HMOs wete confronted with market pressutes to provide consumers with the greatest possible
choice of physicians and other providers. Assembling and supervising large provider networks was
one of the critical challenges they faced during the 1980s and eatly 1990s, and the geographical
dispersion of most American cities made the job harder.

27 A contrasting hypothesis would be that, in the mid 1980s, HMOs grew most rapidly in the MSAs whete they had
previously had little or no presence. The bust tended to revert relative levels of HMO enrollment to those of the early
1980s. This hypothesis could be operationalized by making, say, 1983 market share an explanatory V for 1988-93
growth with an expected positive relationship (i.e. those MSAs with low HMO market share in 1983 would be expected
to have less market share growth for the 1988-93 period).

28 See Health Economics by Phelps, pp. 296-298. '

2 A positive effect was hypothesized in the belief that large patemahsuc employers played a leading role in the growth of
HMOs. However, the negative effect that was found suggests that, during the mid 70s, HMOs were mozre successful at
matketing to the large diverse body of small employers than at securing contracts with large employers.
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My hypothesis is that it was easier to develop and maintain large provider networks in denser MSAs.
The reduced geographic dispersion in these cities may have facilitated meetings and other contacts
between HMOs and providers. This hypothesis was suggested by the accelerated growth of HMOs
in the Northeast while growth was slowing in the Midwest and South.

Complementaty to the shift to larger networks was the increased use of primary care providets
(PCPs). In some cases, HMOs encouraged their entollees to designate a PCP on the grounds that
the PCP could provide more continuous and coordinated care than a loosely connected set of
specialized physicians. However, HMOs also required entollees to have a referral from their PCP in

otder to see any other provider - i.e. the PCP was a gatekeeper.

Some HMOs liked to recruit Family Practitioners (FPs) or General Practitioners (GPs) to setve as
PCPs. FP/GPs wete otiented toward handling a wide vatiety of medical problems. Additionally,
utilization and reimbursement of FP/GPs relative to specialists went down in the 1970s and 1980,
so they were available to contract with HMOs and provide care to large numbers of patients for
economical rates. Thetefore, the hypothesis is that those MSAs with higher concentrations of FPs
and GPs were more likely to increase their HMO market share.*

Hospital Costs per day and Age of Oldest HMO were hypothesized to have a positive effect in the
1970s, but they didn’t show any effect. For hospital costs however, thete ate 2 reasons to believe we
will see an effect in the later period. First, both the overall cost level, adjusted for inflation, and the
rate of price increase wete higher in 1988-93 than they were in 1973-78. The cost dtiven component
of HMO enrollment growth may be stronger for the later period.

Secondly, hospitalizations wete a more significant cost factor for the Medicate population than for
the commercially insured population. Since Medicare HMOs were paid 95% of the average fee for
service Medicare expenses in their geographic sub-region, it is likely that blossoming Medicare
HMO:s in high hospital cost areas had additional resources with which to attract patients in these

areas.

Likewise, Age of Oldest HMO did not show any effect in the mid 1970s. But state Medicaid
administrators may have been influenced by knowledge of and familiarity with the HMO concept.
Therefore, the Age of Oldest HMO in an MSA, or in a state, may have had a positive effect on
Medicaid HMO enrollment, and, through that, on overall HMO market share in that MSA.

Finally, I hypothesize that Average Schooling had a positive effect on HMO enrollment during this
petiod. This is because more educated consumets were likely to be attracted to Point of Service
(POS) plans, which gave patients the option of going to out of network providets in return for 2

higher co-payment.*

3 Subsequently, FPs did not dominate the gatekeeper role. Children generally were teferred to Pediatricians for primary
care, many women preferred to use their Ob/Gyns in this role, and Intemnists signed up to be gatekeepers for many
people with chronic medical problems. Some HMOs allowed patients to list any network physician who was willing to

play that role as their PCP. :
31 Admittedly, if a particular explanatory V only influenced one particular type of HMO, than that hypothesized effect
would be better tested using enrollments in only that type of HMO. But its still worthwhile to test these hypotheses

using overall HMO enrollments.
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In sum, there ate 9 hypothesized relationships that I expect to show causal effects in this analysis.
Howevet, the limitation imposed by only 75 obsetvations makes it unlikely that all 9 variables will
show a substantial effect in one tegression equation.

5 of the hypotheses are intimately related to my belief that growth within MSAs during this petiod
was mote influenced by general demogtaphic and economic conditions than by the characteristics of
the health care industry. The other 4 hypotheses relate mote specifically to certain aspects of HMO
growth during 1988-93.

Conclusions

This project was initially motivated by a simple observation. The large differences in the growth and
levels of HMO entollment in different cities provide a rematkable opportunity to understand the
HMO industty and to consider alternative public policies toward HMOs.

The analysis of the 1973-78 petiod confirmed the judgement of many experienced health care
‘managers and analysts, namely that the availability of providers and the receptivity of physicians
specifically wete critical elements in HMO growth during this early petiod. The forthcoming
analysis of the 1988-93 petiod will show whether these elements continued to be important, or if
broadet demogtaphic and economic factots played a stronger role as the HMO phenomenon
continued to evolve.

HMOs wete considered a very desitable form of health insurance across the policy analysis
community when this project began. Ironically, they are now considered to be inimical to quality
health care by many elected officials, and great pressure is being brought to render HMOs liable in
Civil Court for real and alleged misdeeds. ‘

The forthcoming analysis will test the 9 hypotheses described above and test for causal effects of the
other Vs. Because of the strong results for the 1973-78 petiod, the results of the 1988-93 analysis
are sure to be interesting and meaningful. The policy implications of both sets of results will be
examined in the final repott. :
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, APPENDIX G
SUMMARY TABLE OF 3 PREDECESSOR ARTICLES

This appendix relates to matetial in Chaptets 2 and 5. It presents a table summarizing 3 of the
published articles on the growth of HMOs (Goldberg and Greenberg 1981, Morrissey and Ashby
1982 and Welch 1984). All 3 of these articles used data from the 1970s, making their results roughly
compatable with the results of the first set of analyses performed for this study. Their results are
summarized and discussed in Chapter 2, Section E, Causes of Enrollment Growth. This table
provides additional detail. The results of this study are compared with the results of these previous
studies in Chapter 5, sub-section B2, Comparison With Prior Studies.

Table G-1
Summary and Comparison of 3 Prior Studies
On HMO Enrollment Growth
All Numerical Values ate t-Statistics
Please See Bibliography for Full References

Soutce of Statistics
Goldberg and Morrissey and Welch
Greenberg Ashby

Variable Name Equation 6 Equation V OLS Egn 2
Per Capita Income None -1.65 -1.65
Extent of Unionization 1.83 1.06 ’ None
Hospital Costs 1.98 None 3.05
Extent of Physician Group Practice 1.8 0.72 None
Population Mobility 1.94 1.88 -0.91
State Regulation: Reserves Requirements None None None
State Regulation: MD Employment 0.46 None -2.55
State Regulation: Certificate of Need (CON) 0.16 None 2.25
Lagged Values of HMO Enrollment - None 6.36 23.7 -
Note: Sign for Goldberg and Greenberg’s t-stat for Population Mobility is reversed from the published
statistic because the article uses a measure of Population Immobility. '
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APPENDIX H
RESULTS OF 3 SUPPLEMENTAL ANALYSES FOR THE 1970s

Supplemental analyses were conducted to assess the effects of certain decisions concerning the
composition of the 1970s data set. The rationale for these analyses is presented in Chapter 3, sub-section
B3 and the results are discussed in Chapter 4, sub-section B3. This appendix presents the numetical
results of these 3 supplemental analyses.

Supplemental Analysis 1 »
Rerun 1970s Final Model on Data Set with 27 Cities (all of which had positive HMO enrollment in 1973)

. reg StrDif StG175p MDPC RNsPC Rellat

Soutce | SS df MS Number of obs = 27
+ F( 4, 22) = 1495
Model | 115.909316 4 28977329 Prob > F = 0.0000
Residual | 42.6413422 22 1.93824283 R-squared = 0.7311
+ Adj R-squated = 0.6822
Total | 158.550658 26 6.09810224 Root MSE = 1.3922
StrDif |  Coef. Std. Exr. t P>|t] ‘ [95% Conf. Interval]
+
StGr75p | .1585988 .0320431 4950  0.000 0921455 .2250522
MDPC | 154673 11.34786 1363  0.187 -8.066719  39.00132
RNsPC | 15.60708 4.770113 3.272 0.003 5.714467 25.49968
RelLat | -0000164  5.89e-06 -2.790 0.011 -.0000286 -4.22e-06
_cons | -9.985598 1.923712 -5.191  0.000 -13.97513 -5.996064
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Supplemental Analysis 2
Rerun 1970s Final Model on Data Set with 74 Cities (the entite frame except for Stockton)

. reg StrDif $tGr75p MDPC RNsPC RelLat

Source | SS df MS Number of obs = 74
+ F( 4, 22) = 10.52
Model | 102.586661 4 25.6466653 Prob > F = 0.0000
Residual | 168.23103 69 2.43813087 R-squared = (.3788
+ - Adj R-squared = 0.3428
Total | 270.817691 73 3.70983138 Root MSE = 1.5615
SteDif | Coef. Std. Err. t P> |t| [95% Conf. Intetval]
+ N
StGe75p | 1399291  .0252945 5.532 0.000 : .089468 .1903902
MDPC | 7.495598 4.429943 1.692 0.095 -1.341896 16.33309
RNsPC | 6.504662 2.365279 2.750 0.008 1.78606 11.22326
Rellat | -3.76e-06 4.22¢-06 -0.891 0.376 -.0000122 4.65e-06
_cons | -5.772938 1.191559 -4.845 0.000 -8.150032 -3.395844
Supplemental Analysis 3

Logistic Regtession Analysis of Operational HMO Establishment from 1973 to 1978

. logistic Exist78 StGt75p MDPC RNsPC RelLat

Logit Estimates Number of obs = 47
chi2(4) = 538
Prob >chi2 = 0.2505
Log Likelihood = -29.020726 Pseudo R2 = 0.0848
Exist78 | Odds Ratio Std. Ert. z P>|z| [95% Conf. Intetval]
+
StGr75p | .8623092  .0753807 -1.695  0.090 7265295 1.023464
MDPC | 62.01632 486.5531 0.526  0.599 .000013  2.96e+08
RNsPC | 0672013  .3143981 -0.577 0.564 7.00e-06  645.1861
RelLat |  1.000007  7.99e-06 0.901  0.367 9999915  1.000023

170




THE RISE OF HMOs
BIBLIOGRAPHY

ABBREVIATIONS

Journals and Other Fregnently Cited Sonrces

AER - American Economic Review

AHL — American Health Line

AJPH — American Journal of Public Health
HA - Health Affairs

HCFR - Health Care Financing Review
HSR - Health Setvices Research

JAMA - Journal of the American Medical Association
JEL - Journal of Economic Literature

JEP - Journal of Economic Petspectives
JHE - Journal of Health Economics

JPE - Journal of Political Economy

MCRR - Medical Care Research and Review
MMFQ - Milbank Memorial Fund Quatterly
NEJM - New England Journal of Medicine
NYT - New York Times

QJE - Quarterly Journal of Economics

RW] — Robert Wood Johnson Foundation
WSJ - Wall Street Journal

BIBLIOGRAPHY

Aketlof G "The Matket for Lemons" QJE August 1970

Ametican Health Line (AHL), “Quality: FFS Plans, MCOs Offer Compatable Care” (Report on RWJ
Conference held in Princeton, NJ) May 21 2001 Item 8

AHL “PPOs: Only 13 States Cutrently Regulate” 3/22/01

AHL, “POS: Study Finds Few Enrollees Use Self Referral” May 3, 2001

Armstrong JS Long Range Forecasting: From Crystal Ball to Computer John Wiley & Sons 20d ed
1985

Arrow, K "Uncertainty and the Welfare Economics of Medical Care", AER 53(5):941-973, 1963

Auger and Goldberg "PrePaid Health Plans and Moral Hazard" Public Policy 22:353-393 1974

Babbie E The Practice of Social Research Wadsworth, 6th edition 1991

Baker, Laurence Managed Care, Health Expenditures, and Physician Incomes: Three Essays on

Health Economics Ph.D. Thesis Princeton University 1994

Baker and Cantor “Physician Satisfaction Under Managed Care” HA, Supplement 1993, pp.258-270

Baker, Cantor, Long and Marquis “HMO Market Penetration and Costs of Employer-Sponsored
Health Plans” HA, Sept. 2000, pp 121-128

Bearden, Ingram and LaForge Marketing: Principles and Perspectives McGraw Hill 3« ed. 2001

Blendon et al “Understanding the Managed Care Backlash” HA, July 1998, pp 80-94

Borowsky et al “Are All Health Plans Created Equal?” JAMA 278:917-921 Sept 17, 1997

Bothwell and Cooley "Efficiency in the Provision of Health Care: An Analysis of HMOs" Southern
Economic Journal April 1982:970-984

Brealey and Myers Principles of Corporate Finance, Chapter 2 The Concept of Net Present Value and
Chapter 7 Introduction to Risk and Return in Capital Budgeting, McGraw-Hill 2nd ed. 1984 (1st
ed. 1981)

Brown, Lawrence A Innovation Diffusion: A New Perspective Methuen & Co 1981

171




Brown, Lawrence D Politics and Health Care Organization: HMOs as Federal Policy Brookings 1983
Campbell and Stanley Experimental and Quasi-Experimental Designs for Research 1963

Cave ] "Equilibrium in Insurance Markets with Asymmetric Information and Adverse Selection"
RAND R-3015 1988

Center for Studying Health System Change “Issue Brief: Policy Implications of Risk Selection in

Medicare HMOs” November 1996

Chetnew ME "The Impact of Non-IPA HMOs on the Number of Hospitals and Capacity" Inquiry,

Summer 1995; 32(2) pp.143-154.

Christianson et al "The HMO Industry: Evolution in Population Demogtaphics and Market

Structures" Medical Care Review 48(1):3-46 1991

Coulam and Gaumer, “Medicare’s Prospective Payment System: A Critical Appraisal”, HCFR, 1991
Supplement: 45-77

Cromly and Shannon "The Establishment of HMOs:A Geographical Analysis" AJPH 73(2):184-187
1983

Cutler and Zeckhauser “Adverse Selection in Health Insurance” NBER Working Paper 6107, July
1997

Davis et al, Health Care Cost Containment, Johns Hopkins, 1990

Dick, Andrew, Seminar on Hawaii health insurance policies at the RAND Corporation circa 1993,
publication unknown

Dowd et al "Health Plan Choice and Utilization of Health Care Services" Review of Economics and
Statistics, February 1991: 85-93

Dranove, Simon and White “Determinants of Managed Care Penetration” JHE 17(1998) 729-745

Dudley and Luft “Managed Care In Transition” NEJM April 5 2001 pp 1087-1092

Enthoven A Health Plan Addison-Wesley 1980

Escatce et al “HMO Growth and Geographical Redistribution of Generalist and Specialist
Physicians, 1987-1997” HSR October 2000 pp 825-848 ‘ _

Enthoven and Kronick “A Consumet-Choice Health Plan for the 1990s: Universal Health Insurance
in a System Designed to Promote Quality and Economy” New England Journal of
Medicine, 320:29-37 and 94-101, 1989 ’

Farley D. Effects of Competition on Dialysis Facility Service Levels and Patient Selection =~ (RGSD-

109) Santa Monica, CA: RAND 1993.

Feldman and Dowd "The Effectiveness of Managed Competition: Results from a Natural
Experiment" Presentation at the American Enterprise Institute, April 21-22, 1993

Feldman and Dowd “The Effectiveness of Managed Competition in Reducing the Costs of Health
Insurance” 1993 pp 176-217 (This is Chapter 7 of a book)

Feldman and Sloan "Competition Among Physicians, Revisited" JHPPL 13(2):239-261

Feldman et al "The Effect of HMOs on Premiums in Employment Based Health Plans" HSR
27(6):779-811, 1993

Feldman et al “A Descriptive Economic Analysis of HMO Mergers and Failures, 1985 - 1992”
MCRR June 1995 pp 279-304

Feldman et al “Economic and Organizational Determinants of HMO Mergers and Failures” Inquiry
Summer 1996 pp 118-132

Feldman et al "HMOs: The Beginning or the End?" HSR 24(2):191-211 1989

Feldman et al "The Demand for Employer Based Health Insurance Plans" The Journal of Human
Resources 24(1):115-142, 1989

Feldstein, Martin “The Welfare Loss of Excess Health Insurance” JPE, March-April 1973 pp.251-

280

Fielding ] Corporate Health Management Chapter 13 HMOs, Addison Wesley 1984

Foster, Mark S. Henry J. Kaiser - Builder In the Modern American West, University of Texas Press, 1989
Fuchs, V, “Economics, Health and Post-industrial Society” MMFQ, Spring 1979, pp153-182

Fuchs V, "Has Cost Containment Gone Too Far?" MMFQ 64(3) 1986
Fuchs, V, “The Health Sector’s Share of GNP” Science 1990

172




Gabel et al "The Commercial Health Insurance Industry in Transition" HA Fall 1987:46-60

Gaskin and Hadley “The Impact of HMO Penetration on the Rate of Hospital Cost
Inflation, 1985-93”, Inquiry, Vol. 34, Fall 1997.

Galbi, Douglas, Seminar on Sickness Insurance in America circa 1900, presented at the RAND
Corpotation, February 16, 1993 '

General Accounting Office (GAO) California Public Employees” Alliance Has Reduced Recent
Premium Growth November 1993

Given, R "An Economic Analysis of the California HMO Industry, 1986 -1 992" Ph.D. Thesis, UC
Berkeley Department of Economics, 1994.

Given, R “Economies of Scale and Scope As an Explanation of Mezger and Output Diversification
Activities in the HMO Industry” JHE, 1996 pp 685-713

Gold M "HMOs and Managed Care" HA Winter 1991:189-206

Gold and Hodges "HMOs in 1988" HA Winter 1989:125-138

Gold et al “Effects of Selected Cost Containment Efforts” HCFR, Spring 1993, 14:3 pp 183-225

Goldberg and Greenberg "The Determinants of HMO Enrollment and Growth" Health Services
Research 16(4):421-438 1981

Goldberg and Greenberg The HMO and Its Effect On Competition 1977. (Released by the Federal
Ttrade Commission)

Greenberg, Warren (ed.) Competition In the Health Care Sector: Past, Present, and Future 1978

Goldman and Leibowitz "Redistributional Consequences of Health Care Reform" Unpublished
Draft November 1993

Griliches Z “Hybrid Corn: An Exploration in the Economics of Technical Change” Econometrica
1957 (25:501-522, referenced in Rogers 1995 and LA Brown 1981)

Gruber et al "From Movement to Industry: The Growth of HMOs" HA Summer 1988: 197-208

Hagerstrand, T The Propagation of Innovation Waves Lund Gleerup 1952 (referenced in LA Brown
1981) '

Health Insurance Association of America Source Book of Health Insurance Data 1993 (referred to in
footnotes as HIAA)

Holland P “Statistics and Causality” with Comments and Rejoindet, Journal of the American
Statistical Association, December 1986

Home Textiles Today “Going Through the Life Cycle”, January 21, 2002 (v.23, 20 19(1))

'Hoy et al "Change and Growth in Managed Care" HA Winter 1991:18-36

Hutley and Ginsburg “Badly Bent Out of Shape: The Transformation of Traditional HMOs” Paper
presented at the 8 Princeton Conference on the Future of Managed Care, May 2001

Iglehart ] "The American Health Care System - Managed Care" NEJM 327(10):742-747 1992

InterStudy Competitive Edge - Industry Report 1994

InterStudy Competitive Edge, Vol.5, No.2, Part I HMO Directory, Part II Industry Report and Part
III Regional Market Analysis, November 1995

InterStudy Competitive Edge, Vol.7, No.2,in 3 Volumes, 1997

InterStudy “HMO Enrollment Decreases, Though Decline Appears To Be Slowing” Press Release,
4/4/02

Jackson-Beeck and Kleinman “Evidence of Self-Selection Among HMO Entollees” JAMA
11/25/83 Vol. 250, pp 2826-2829 _

Kemper, Reschovsky and Tu “Do HMOs Make a Difference? Summary and Implications” Inquiry
Winter 1999/2000 pp 419-425

Kennedy, Peter A Guide to Econometrics MIT Press 1992

Kessel, Reuben “Price Discrimination in Medicine” Journal of Law and Economics Oct. 1958 (Ist
issue!) pp.20-53

Kimberly, de Pouvourville and Associates The Migration of Managerial Innovation, Jossey-Bass,
1993

Kimberly and Zajac "Strategic Adaptation in Health Care Organizations: Implications for Theory and
Research" Medical Care Review Fall 1985:267-302

173




Kotler P Marketing Management: Analysis, Planmng and Control Prentice Hall 1972 (referenced in
LA Brown 1981)

Kotler and Armstrong Principles of Marketing (Activebook Version 1.0) Prentice Hall 2001

Kronick et al "The Marketplace for Healthcare Reform" NEJM 328(2):148-152 1993

Lehnard MN “Testimony before the US House Sub-committee on Health and Environment” (on

behalf of the Blue Cross Blue Shield Association) March 24, 1999.

Levit et al "Health Spending By State: New Estimates for Policy Making" HA Fall  1993:7-26

Levit et al, “National Health Spending Trends in 1996” HA, 17:35-51, Jan/Feb, 1998

Levit et al, “Inflation Spurs Health Spending in 2000” HA 21:172-181, Jan/Feb, 2002

Long and Marquis, “The Uninsured ‘Access Gap’ and the Cost of Universal Coverage” HA Spring

(ID) 1994, pp.211-220

Los Angeles Times “Entollment by Californians in HMOs Slipping” 2/20/02

Los Angeles Times “HMO ‘Gag Clauses’ On Doctots Spur Protest” 4/14/96,p Al

Luft and Miller "Patient Selection in a Competitive Health Care System" HA Summer 1988:97-119

Luft H "How Do HMOs Achieve Their Savings" NEJM 298(24):1336-1343 1978

Luft H HMOs: Dimensions of Performance Transaction Books 1987 (1st ed. 1981)

Manning et al "A Controlled Trial and the Effect of a Prepaid Group Practice on the Use of

Services" NEJM 310:1505-1510 1984 ’

Manning et al, "Health Care and the Demand for Medical Care: Evidence from a Randomized

Experiment", AER, Vol 77(3):251-277, 1987
Markovich M “Final Paper: Application to HMS” revised, August 1995 (Unpublished)
Markovich “Final Memo To Committee Ever” September 27, 1999 (Unpublished)
Marquis and Long “Worker Demand for Health Insurance in the Non-Group Matket” JHE May 17,
1995 pp 47-63

McKeown, Thomas “Determinants of Health” in Lee and Estes, ed., The Nation’s Health James and
Bartlett 1990. Original article published in Human Nature 1978.

McLaughlin C “HMO Growth and Hospital Expenses and Use: A Simultaneous Equations
Approach” HSR June 1987 pp 183-205

McLaughlin C "Market Responses to HMOs: Price Competition or Rivalry" Inquiry Summer
1988:207-218 (McLaughlin 1988a)
McLaughlin C “The Effect of HMOs on Overall Hospital Expenses: Is Anything Left After
Cortecting for Simultaneity and Selectivity?” HSR August 1988, pp 421-441 (McLaughlin
1988b)
McLaughlin C “Effects of MCOs: What You See Depends on Where You Look and What You Ask”
HSR (Editorial Column) October 2000 pp 757-760

McLaughlin et al "The Impact of HMO Growth on Hospital Costs and Utilization" in Advances in
Health Economics and Health Services Research v5 JAI Press 1984

McNeil and Schlenker "HMOs, Competition and Government" Millbank Quarterly Spnng 1975:195-
224

Melnick and Zwanziger "Hospital Behavior Under Competition and Cost Containment
Policies: The California Experience, 1980-1985" JAMA 260(18):2669-2675, 1988

Melnick et al "The Effects of Market Structure and Batgaining Position on Hospital Prices" JHE
11:217-233 1992

Metrill, Jackson and Reuter "Factors That Affect HMO Enrollment: A Tale of Two Cities" Inquiry

 22:388-395 1985

Metrill and McLaughlin "Competition vs Regulation: Some Empirical Evidence" JHPPL 10(4):613-
623 1986

Miller and Luft, “Managed Cate Plan Performance Since 1980, JAMA, 271(19) 1512-1519, May 18,
1994.

Morrissey M Price Sensitivity in Health Care: Implications for Health Care Policy Washington DC
The NFIB Foundation 1992

Mortrissey and Ashby "An Empirical Analysis of HMO Market Share" Inquiry 19:136-149, 1982

174

]




Nelson, Richard R “A ‘Diffusion’ Model of International Productivity Differences in Manufacturing
Industry” AER Dec. 1968 (Vol 58 (5), pp 1219-1248)

New York Times, “A New Formula for Health Plans” 7/28/95 p. D1

New York Times, “As 1 Million Leave Ranks of Insured, Debate Heats Up” August 27, 1995 p.1

New Yotk Times “(Loosely) Managed Care Is In Demand” September 29, 1998 p. Cl1

New Yotk Times “HMOs Flee Medicare Despite Rise In Payments” 12/4/01 p. A16

New York Times (NYT) “Anthem to Buy Virginia Blue Cross Plan” 4/30/2002

New Yotk Times “HMOs For 200,000 Pulling Out Of Medicare” 9/10/2002

Newhouse, Joseph “Medical Care Costs: How Much Welfare Loss?” JEP Summer 1992

Pauly M "The Economi.s of Moral Hazard: Comment"” AER 58(3):941-973 1968

Pauly, M., "Taxation, Health Insurance and Market Failure" JEL 24:629-675, 1986

Pauly, M. "Is Medical Care Different? Old Questions, New Answers" JHPPL 13(12): 227-237, 1988

Pauly and Redisch, "The Not-For-Profit Hospital as a Physicians' Cooperative" AER 63(1):87-99,
1973

Phelps, Charles E, Health FEconomics HarperCollins 1992 :

Pindyk and Rubinfeld, Econometric Models and Economic Forecasts McGraw-Hill 34 Ed. 1991

Platt ] "Strong Inference" Science, 1964, pp.347-353

Polsky and Nicholson “Why Are Managed Care Plans Less Expensive: Risk Selection, Utilization ot
Reimbursement?” Submitted to JHE March 2001

Popper K The Logic of Scientific Discovery Hutchinson 1959 (originally published in German
1935)

Porter, M. Competitive Strategy especially Chapters 1, 2 and 5, Free Press 1980

Poulier, JP “Health Data File: Overview and Methodology” HCFR 1989, Annual Supplement,
pp-111-118

Reschovsky JD “Do HMOs Make a Difference? Data and Methods” Inquiry Winter 1999 /20000 pp
378-389 :

Robinson J "HMO Matket Penetration and Hospital Cost Inflation in California" JAMA
266(19):2719-2723, 1991

Robinson J “The Future of Managed Care Organization” HA March 1999 pp 7-29 (including
Perspectives from Schaeffer and Volpe and from Halvorson)

Robinson and Luft "Competition, Regulation and Hospital Costs, 1982 to 1986" JAMA
260(18):2676-2681, 1988

Rogers EM Diffusion of Innovations Free Press 4% ed 1995 (1+ ed 1962)

Rosenbloom and Sundstrom “The Sources of Regional Variation in the Severity of the Great
Deptession: Evidence from U.S. Manufacturing, 1919-1937” Joutnal of Economic History
Sept. 1999 (Vol 59 (3), pp. 714-747)

Rothschild and Stiglitz "Equilibrium in Competitive Insurance Markets: An Essay in the Economics
of Impetfect Information" QJE Nov. 1976

Russell, Louise B., “Some of the Tough Decisions Required By a National Health Plan” Science,
46:892-896, November 17, 1989

Safran et al, “Primary Care Performances In Fee For Service and Prepaid Health Care Systems:
Results From the Medical Outcomes Study” JAMA, May 25, 1994, pp 1579-1586

Schwartz and Mendelson "Why Managed Care Cannot Contain Hospital Costs — Without Rationing”
HA Summer 1992:100-107

Shain, Max, “The Change to Experience Rating in the Michigan Blue Cross Plan” AJPH, pp. 1695-
1698, Oct. 1966

Sheils and Haught “Managed Care Savings For Employers and Households: 1990 Through 2000”
Reportt to the American Association of Health Plans, May 23, 1997, The Lewin Group.

Short and Taylor "Premiums, Benefits and Employee Choice of Health Insurance Options" Journal
of Health Economics 8:293-311, 1989.

Silicon Valley / San Jose Business Journal “PC Industry Mature, Future Sales Growth To Be Jagged”
May 10, 2002, p.23

175




Somers and Somers Doctors, Patients and Health Insurance The Brookings Institution 1961

Southam A "The Southern California HMO Marketplace: Growth, Innovation and Integration"
Joutnal of Ambulatory Care Management 14(3):1-8 1991

Stapleton, David C. “The Impact of HMOs on Health Care Spending Growth” Report by =~ Lewin-

VHI May 1995
Starr P The Social Transformation of American Medicine Bas1c Books 1982 (tefetred to in footnotes

as STAM)

Statistical Abstracts 1988 and 1994

Stigler, Geotge, “The Theory of Economic Regulation”, Bell Journal of Economics, Spring 1971, pp
3-21

Sullivan, Kip “On the ‘Efficiency’ of Managed Care Plans” HA July 2000: 139-148

Takiff ] “Gamers Rejoice: E? Started With Price Wars and Got Better”, Tallahassee Democtat June
10, 2002, p.1D

Tu, Kemper and Wong “Do HMOs Make a Difference? Use of Health Services” Inquiry Winter
1999/2000 pp 400-410

U.S. GAO "Health Care Spending: Nonpolicy Factors Account for Most State Differences" HRD
92-36 1993

USA Today “Slump Hangs Up Cellphone Makers” 6/12/02

Vladeck, Bruce “The Matket vs Regulation: The Case For Regulation” MMFQ Spring 1981 pp 209-
223

Wall Street Journal “Study Criticizing Consumer Price Index Is Disputed by Labor Statistics Bureau”
12/20/96 p.A2

Wall Street Journal, article on Cardiac Procedures in Lubbock, Texas, 7/16/96 pp.1, 5

Ware et al, “Differences in 4 Year Health Outcomes For Elderly and Poor, Chromcally Il Patients
Treated in HMO and Fee For Service Systems”, JAMA, Oct. 2, 1996, pp 1039-1047

Weiss Ratings “HHMOs Return to Profitability Earning $990 Million™ Press Release 8/6/2001
Accessed at www.weissratings.com/NewsReleases/Latest/index.htm 8/13/2001.

Welch WP "The Elasticity of Demand for HMOs" The Journal of Human Resources 21(2), 1986

Welch WP "HMO Enrollment: A Study of Matket Forces and Regulations" JHPPL 8(4):743-758
1984

Welch and Frank "The Predictors of HMO Entrollee Populations: Results From a National Sample”
Inquiry 23:16-22, 1986

Whitmore H “Policy Implications of Risk Selection in Medicare HMOs: Is the Federal Payment Rate
Too High?” Issue Brief #4 by the Center for Studying Health System Change 1996

Wholey et al "The Effect of State Regulation on Development of HMO Markets" Advances in the
Study of Entrepreneurship, Innovation and Economic Growth (4) JAI Press 1990

Wholey et al “The Effect of Matket Structure on HMO Premiums” JHE 1995 pp 81-105

Wholey et al “Scale and Scope Economies Among HMOs” JHE 1996, pp 657-684

Wilson C "The Nature of Equilibrium in Markets with Adverse Selection" Bell ]ournal of Economics
11(1):108-130 1980

www.cabletvadbureau.com/01Facts/ factscontents.htm “2001 Cable TV Facts: Complete List of
Contents” Accessed 5/25/02

Zellner and Wolfe “HMO Growth and Hospital Expenses: A Cotrection”, HSR August 1989 with
Author Response and Rejoinder, pp 409-429

Zwanziger, Melnick and Bamezai “The Effects of Selective Contracting On Hospital Costs and
Revenues” HSR October 2000 pp 849-867

176




