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1    SUMMARY 

The objectives of this research project are to develop CFD techniques and to conduct DNS 
studies of fundamental flow physics leading to boundary-layer instability and transition in 
hypersonic flows. During the three-year period, we have conducted extensive DNS studies 
on the receptivity of a supersonic boundary layer over a blunt cone, and over both sharp and 
blunt leading edge; and on the receptivity of the Gortler vortices. DNS studies were also 
compared with Stetson's 1984 stabiUty experiment on Mach 7.99 flow over a blunt cone. Our 
studies have led to new understanding of a number of hypersonic boundary layer receptivity 
mechanisms. Such understanding can lead to better tools for the prediction and control of 
high speed boundary layer transition. 

The main research contributions are: 

1. It was found that the receptivity mechanisms of hypersonic boundary layers are fun- 
damentally different from those of subsonic boundary layers. The synchronization 
location between a stable mode I and the second Mack mode plays an important role 
in the receptivity of the second Mack mode to fast acoustic waves. The synchroniza- 
tion interaction of mode I and the second mode explains the delay of excitation of the 
second mode in hypersonic flow over a blunt cone. 

2. We have studied the receptivity of the transient growth of a hypersonic boundary layer 
over a blunt wedge. It was found that strong transient growths are obtained in the 
cases of freestream standing vorticity or entropy waves, but not acoustic waves, and 
the surface roughness can strongly increase the magnitude of growth. 

3. We have conducted DNS studies on the instability and receptivity of GSrtler vortices 
to freestream vorticity waves for the same flow. It was found that the growth of the 
disturbances near the leading edge is associated with the early transient growth due 
to the coupling of non-orthogonal eigenvectors. 

4. We developed a new high-order nonuniform-grid scheme and a parallel implicit algo- 
rithm for DNS of hypersonic flows. High-order schemes are necessary in such flow 
simulations because lower-order schemes do not have sufEcient accuracy to compute 
small flow details. These new methods and computer codes have been not only applied 
to our DNS studies, but also extended to other areas of studies, such as MHD control 
of hypersonic boundary layer stabiHty and transition. 
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2    RESEARCH OBJECTIVES 

The prediction of laminar-turbulent transition in supersonic and hypersonic boundary layers 
IS a critical part of the aerodynamics and heating analyses for the development of hypersonic 
vehicles. The key for an accurate transition prediction is the understanding of the physical 
mechanisms that lead to transition. However, many important physical mechanisms leading 
to hypersonic boundary layer transition are currently still not well understood. Among 
them, receptivity, which can provide the missing Hnk between environment disturbances and 
boundary layer instability growth and transition, is currently poorly understood and is the 
subject of the current investigation. In recent years, direct numerical simulation (DNS) 
has become a powerful tool in the studies of the stability and transition of supersonic and 
hypersonic boundary layers. 

Supported by AFOSR, we have been developing high-order shock-fitting DNS methods, 
which can be applied to hypersonic boundary layers over realistic blunt bodies with the 
effects of nose bluntness, the presence of bow shock waves, and the real-gas effects at high 

temperatures. In the past several years, we have developed^^^ fifth-order DNS methods and 
computer codes for the DNS studies of hypersonic boundary layer stability and transition in 

non-trivial geometries with bow shock effects. We have also studied ^^^ the receptivity aad 
stability of a number of 2-D and 3-D hypersonic flows over blunt bodies. 

The main objectives of this research are to develop high-order and efficient CFD tech- 
niques for DNS of transient hypersonic flows, and to conduct DNS studies of fundamental 
hypersonic flow phenomena associated with hypersonic (and supersonic) boundary-layer sta- 
bdity and transition in 2-D and 3-D hypersonic flows. The DNS numerical tools, as well as 
other theoretical approaches such as the Hnear stability analysis, are used to gain a new 
fundamental understanding of transition phenomena of 3-D chemically-reacting hypersonic 
boundary layers. The goal of these studies is to achieve new improvements on the predic- 
tion tools for hypersonic boundary layer transition, by incorporating the efi^ects of forcing 
disturbances. 

Four major research tasks have been undertaken in this research project. They are: 

A) DNS of receptivity of Stetson's Mach 7.99 blunt cone stability experiment ^^\ 

B) receptivity to freestream acoustic waves for Mach 8 flow over a sharp wedge; 

C) leading edge receptivity of GSrtler vortices in a Mach 15 flow over a blunt wedge; 

D) DNS of transient growth in a Mach 15 boundary layer over a blunt leading edge. 



The main approach is to use DNS as a research tool to study hypersonic boundary layer 
receptivity physics. Linear stability analysis (LST) is used in conjunction with DNS to 
help better understand the flow instability mechanisms in numerical solutions. Our fifth- 

order upwind finite diiference shock fitting method ^ for the DNS of hypersonic flows with 
a strong bow shock is used. The use of the high-order shock-fitting scheme makes it possible 
to obtain highly accurate mean flow and unsteady solutions, which are free of spurious 
numerical oscillations behind the bow shock. 

3    RESEARCH ACCOMPLISHMENTS 

The research described in the previous section was carried out in a three-year period from 
December 15, 1999 to November 30, 2003. The three-year research project supported by this 
grant has led to the publications of 

1. Six papers in the archive journals or book chapters, 

2. Thirteen conference papers (mainly AIAA papers), 

3. Two Ph.D. theses by two students who have graduated with their Ph.D. degrees. 

4. The results of this research have also been applied to the area of MHD flow control, as 
demonstrated by a AFRL SBIR grant in MHD supersonic boundary layer transition 
control. 

More importantly, the research has produced a large amount of new results, and has led 
to new understanding of a number of hypersonic boundary layer receptivity mechanisms. 
The understanding of the receptivity process is the key to improving current hypersonic 
boundary layer transition prediction methods. In the following sections, the major research 
accomplishments are summarized, followed by more details discussions of some of our new 
results in hypersonic boundary layer receptivity. " 

3.1    DNS of Receptivity of Stetson's Mach 7.99 Blunt Cone Sta- 
bility Experiment 

Publications: [9], [13], [18]. 

Despite decades of extensive research, the prediction of hypersonic boundary layer laminar- 
turbulent transition is still based on mostly empirical approaches because many mechanisms 



leading to the transition are currently not weU understood. Among them, receptivity, which 
IS the process of environmental disturbances initiaUy entering the boundary layers and gener- 
atmg disturbance waves in the boundary layers, can strongly affect the location of transition. 
Stetson's stability' ^ experiment of Mach 7.99 flow over a 7= blunt cone is one of the few 
stability experiments that contain detailed instability wave information (see Fig 1) We 
conducted a numerical simulation study of the receptivity to freestream fast acoustic distur- 
bance waves for this flow, and compared the numerical results with experimental results and 
with the numerical simulation results reported by Herbert and Esfahanian ^^l 

In hypersonic boundary layer flow involving a blunt nose, the receptivity to freestream 
disturbances is altered considerably by the presence of bow shock and entropy layer created 
by the blunt nose. It is crucially important that the interaction of disturbance waves with 
the bow shock is accurately computed in the numerical simulations of the receptivity. In our 
studies, both steady and unsteady flow solutions for the receptivity problem are obtained by 
computing the full Navier-Stokes equations using a fifth-order accurate shock-fitting finite 
difierence scheme, which accurately accounts for the efiects of bow-shock/free-stream-sound 
interactions. In addition, a normal-mode linear stabiHty analysis is used to study the stability 
and receptivity properties of the boundary layer. 

It was found that the receptivity mechanisms of hypersonic boundary layers are funda- 
mentally different from those of subsonic boundary layers. The main new findings axe that 
the second mode waves are not excited in the early region along the cone surface where 
they are predicted to be unstable by the linear stabiHty analysis. The results show that the 
delay of the second mode excitation is a r^ult of the fact that the receptivity process is 
governed by resonant interactions among the forcing waves and a number of boundary layer 
wave modes. It was found that the synchronization location between a stable mode I and 
the second mode plays an important role in the receptivity of the second Mack mode to fast 
acoustic waves. The synchronization interaction of mode I and the second mode explains 
the delay of excitation of the second mode in current hypersonic flow over a blunt cone. 

Figure 2 shows the steady flow solutions. The locations of bow shock obtained by Esfaha- 
nian and Herbert are also marked in the contour plot of the figure. Our current solutions 
tor the shape of the bow shock agree very well with the experimental results and those of 
Esfahaman and Herbert. This figure also shows that the current solutions of the steady 
pressure and velocity profiles compare very well with those of Esfahanian and Herbert and 
reasonablely well with the experimental results. Figure 3 shows the unsteady solutions for 
the development of wave ampHtudes of pr^sure perturbations in the boundax^ layer. The 
forcing waves are a group of free-stream planar fast acoustic waves with 15 frequencies The 
lines m the first plot repr^ent 15 different frequencies of / = nf*, where /f = 14 922*^2 
The figure shows the development of wave modes induced by the freestream forcing waves' 
However, there is no apparent presence of the unsteady second mode in the main computa- 
tional region until at the end of the computational domain. This was an unexpected r^ult 



because the LST analysis has shown that the second mode is unstable starting from the 
region near xfr = 90 for frequency at 149.2 kHz (n = 10). This fact is a result of the 
receptivity through the mode I waves in the botmdary layer. In the upstream regioUj the 
forcing waves induce mode I waves, which induce the second mode downstream through syn- 
chronization interaction with the second Mack mode. At the synchronization point, mode 
I waves convert to the second-mode waves. Because the synchronization point is located 
downstream of the branch I neutral stability point of the second mode, there are no notice- 
able second mode components in the region before the synchronization location even though 
the second is hnearly unstable there. 

3.2    DNS Study of Supersonic Boundary-Layer Receptivity Mech- 
anism 

Publications: [3], [4], [8], [14], [19]. 

Understanding the receptivity process is critical for prediction and control of boundary 
layer transition. Fedorov and Khokhlov ^^' performed a theoretical study on the process. In 
spite of its simple geometry, receptivity of a supersonic boundary layer over a flat plate has 
complex wave-mode interactions We used the 5th-order shock-fitting scheme to study the 
receptivity mechanisms in a Mach 4.5 boundary layer over a flat plate subject to freestream 
disturbances. The effects of frequenci^, amplitude and orientation angles of free stream 
disturbances were investigated. An LST-code based on a multi-domain spectral method has 
been developed to identify instability modes. The specific flow conditions are the same as 
Kendall's experiment of Mach 4.5 flow over a flat plate. Figures 4 shows the results of 
a test case where a plane acoustic wave with orientation angle ^ac = 0 and a frequency of 
F = 2.2 X 10~^ enters the bow shock from the freestream. The phase velocities of various 
wave modes in the boundary layer show that there are two branches of the wave modes 
near the leading edge, where the phase velocities of the two modes approach 1 -|- 1/Moo (fast 
acoustic mode) and 1 - IfM^o (slow acoustic mode). The DNS results show a very complex 
wave pattern with the co-existence of several botmdary layer wave modes excited by the 
forcing waves. Both the mode-I and the mode-II boimdary-layer disturbances are generated 
due to resonance with the acoustic waves. The mode I can convert to the unsteady second 
mode after it synchronize with the second mode. Extensive parametric numerical studies 
have been carried out to to better understand the receptivity of different wave modes by 
forcing disturbajices. 



3.3    Receptivity to Ereestream Acoustic Waves for Mach 8 Plow 
over A Sharp Wedge 

Publication: [10], 

The receptivities to freestream fast and slow acoustic waves for a Mach 8 flow over a 
shajrp wedge are studied. The main objective is to understand the receptivity mechanisms 
and to compare the receptivity mechanisms between fast and slow acoustic forcing waves. 
The specific flow is a Mach 8 flow over a sharp wedge with half-angle 5.3% which was studied 
by Malik et al. . The main finding of this study is that the second-mode receptivity to 
freestream slow acoustic waves is an order of magnitude stronger than that to the f^t 
acoustic waves due to their different receptivity mechanisms. 

Figure 5 shows the results of the two sets of receptivity studies. Before acoustic waves 
enter the boundary layer, they are first processed by the shock wave. The figure shows 
different patterns of boundary-layer disturbances are generated for the two c^es. There is 
a boundary-layer mode change located near x* = 0.34m for those induced by fast acoustic 
waves, while there is no apparent mode change for the slow acoustic wave cases. In receptivity 
to freestream fast acoustic waves, as shown in our previous study on receptivity of supersonic 
boundary-layer flow ^^°\ mode I waves are first generated and ampHfied due to resonant 
mteractions with the forcing fast acoustic waves, followed by an excitation of the Mack 
mode in the synchronization region between mode I waves and the first-mode waves. On the 
other hand, in receptivity to freestream slow acoustic wav^, the first Mack mode waves are 
generated directly through the resonant interactions with the forcing slow acoustic waves 
near the leading edge. As a result, the receptivity to slow acoustic is an order of ma^tude 
stronger than that to fast acoustic waves. The results also show that the receptivity to slow 
acoustic waves drops off dramatically when the forcing wave orientation angles increase, 
while there is no such sharp decrease in the fast acoustic wave cases. 

3.4    Leading Edge Receptivity of Gortler Vortices in a Mach 15 
Plow over a Blunt Wedge 

Publications: [2], [12], [15], 

We have studied'"' leading edge receptivity of Gortler vortices in a Mach 15 flow over a 
blunt wedge with a unit Reynolds number of 1.5 x lOVm. Forcing disturbances are standing 
or travehng vorticity waves imposed in the freestream. We first investigated receptivity to 
freestream vorticity waves with zero frequency and with dififerent spanwise wavenumbers. 
Figure 6 shows examples of the simulation results. All four cases of standing vorticity waves 
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show that the disturbances increase near the leading edge and decay before they reach the 
concave surface region, where the Gortler vortices become unstable. The growth of the dis- 
turbances near the leading edge is associated with the early transient growth due to the 
coupling of non-orthogonal eigenvectors. Tumin and Reshotko f"^ studied such transient 
growth in compressible boundary layer flow and showed that the optimal disturbances are 
stationary with zero frequency and a particular spanwise wave number. We have also sim- 
ulated a case of vorticity waves with frequency (w = 50). Streamwise distribution of the 
disturbance amphtude is shown in the figure. Vorticity waves with frequency do not show 
growing disturbances either near the leading edge or in concave region. The main conclusion 
of this receptivity study is that the Gortler vortices are mainly induced by freestream stand- 
ing vortices. The traveling freestream vortices and other types of freestream waves induce 
very weak Gortler vortices in the boundary layer. The penetration of traveling vorticity 
waves into the boundary layers is difficult since most disturbances are outside the boundary 
layers, while standing vorticity waves can excite growing disturbances inside boundary layers 
near the leading edge which excite the Gortler modes in concave region. 

3.5    DNS of Nonlinear Interaction of Hypersonic Gortler Vortices 
and Second Mode Waves 

Publications: [2], [20]. 

We have investigated the interactions of the strong Gortler vortices with second-mode 
wav^ in a Mach 1& flow over a blunt body with a concave surface. Three different ampHtudes 
(10 ^Uoo, 10 ^U^, and 4 X IQ-^U^) of second modes are imposed on O.20oo Gortler vortices 
in a Max;h 15 flow. The 2-D second modes develop three dimensionaUy due to the interaction 
with Gortler vortices. Figure 7 shows nonhnear development of Gortler vortices in a Mach 15 
flow. The figure also shows instantaneous streamwise velocity disturbance contours of Gortler 
and second modes inside the boundary layer. When the ampHtude of second mode is lO-^&oo, 
the structure of Gortler vortices does not change which indicates that the interactions are 
weak. However, as the amphtude increases, the vortices are modulated and exhibit the 
vaiicose mode structure as the flow moves downstream. 

3.6    DNS of "Ransient Growth in a Mach 15 Boundary Layer over 
a Blunt Leading Edge 

Publications: [1], [11], 

We have conducted DNS studies of the receptivity and the initial transient growth of the 
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flow disturbMices m the stagnation point region. The effects of surface roughness are also 
simulated The purpose is to study the complete process of receptivity and transient growth 
of flow disti^bances m the leading edge region. The specific flow conditions are M^ = 15 
and Ee^ = 60265 5. The unsteady viscous flows are computed by imposing continuous plane 
waves on the steady flow variables at the free stream side of the bow shock. The following 
three kinds of freestream forcing waves have been considered: fast obHque acoustic wav^ 
entropy waves and vorticity waves. The main findings are: 1) strong transient growths are 
obtained in the cases of freestream standing vorticity or entropy waves, but not acoustic 
waves; 2) tlie surface roughness can strongly increase the magnitude of growth.  Figure 8 
shows the 3-D streamwise velocity perturbation contours at spanwise wavenumber 3 = 01B 
rhe figure shows that after freestream streamwise vorticity waves enter the computational 
domain one kind of disturbance grows inside the boundary layer near the leading edge and 
decays fiirther downstream. By changing the values of spanwise wavenumber/3, we found 
the laxgest growth caa be approached at ^ = 0.18. To study the surface roughness induced 
by transient growth inside the hypersonic boundary layer near the leading edge, two kinds of 
surtace roughness have been considered in our computational cases. The first kind of surface 
rougtoess is simpHfied as a wavy wall which is sinusoidal and is superimposed on the shape 
of surface. The second kind of surface roughness is added by using random roughness. This 
ftgure shows that, by adding random roughness on the surface, much stronger growth can 
be achieved near the leading edge. 

3.r    New Nonuniform-Grid High-Order Schemes and ParaUel Im- 
plicit Algorithms 

Publications: [5], [6], [7], [18], [21]. 

for DNS of hypersonic flows. High-order schemes are necessary in such flow simulations be- 
cause lower-order schemes do not have sufficient accuracy to compute small flow details 
Currently most high-order finite-difference schemes axe derived on uniformly spaced grid 
pomts. The schema are appKed to a nonuniform grid by a coordinate transform from the 
nonumform physical domain to a uniform computational domain. The main limiting factor 
m tbe application of high-order schemes is the numerical instabihty of high-order bound- 
ary closure schemes ^ K It is necessary to overcome the instabihty of boundaxy closure 
schemes m order to have wide applications of axbitrarily high-order schemes to practical 
multi-dimensionai flow simulations. We showed that it is possible to use high-order (up to 
nth order) exphcit and compact finite difference schemes with stable boundary closures for 
high accurate numerical simulation of incompressible and compressible flows. We proposed a 
simple and effective way to overcome the instabihty in arbitrarily high-order finite difference 
schemes with boundary closure schemes. The new high-order (up to U-th order) schemes 
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have been analyzed and tested by computing a linear wave equation with oscillatory bound- 
ary conditions, and the DNS of the receptivity and stabiHty of hypersonic boundary layer 
flows over a 2-D blunt body. It was found the high-order schemes are stable and produce a 
much higher degree of accuracy than lower order schemes. 

Meanwhile, we have also developed a flexible high-order paralleHzed computer code that 
includes a parallel Fourier spectral method for the direct simulation of fully 3-D hypersonic 
boundary layers over a blunt body to freestream acoustic disturbance using Navier-Stokes 
equations. Divide and conquer methods are chosen to solve the banded matrix parallelly be- 
cause of their good performance. Two kinds of communication methods , all-to-all broadcast 
and folded skip-decoupling method are studied by computing the same test case. The pro- 
gramming has been completed. Parallel iterative methods are also considered. The new 3-D 
parallel hypersonic DNS code has been applied to DNS of the receptivity of 3-D hypersonic 
boundary layer flows over a parabolic leading edge. 

4    SUMMARY OF RESEARCH ACCOMPLISHMENTS 

In the report period, we have mainly focused on the DNS studies of receptivity of supersonic 
aud hypersonic boundaxy layer flows. Our studies have led to a new understanding of a 
number of hypersonic boundary layer receptivity mechanisms. The main research accom- 
plishments are 

1. We have conducted receptivity studio on hypersonic flow over a blunt cone, supersonic 
and hypersonic flow over 2-D flat plate boundary layer, and hypersonic flow over a sharp 
wedge. It was found that the receptivity mechanisms of hypersonic boundary layers axe 
fundamentally diflferent from those of subsonic boundary layers. The synchronization 
location between a stable mode I and the second Mack mode plays an important role in 
the receptivity of the second Mack mode to fast acoustic waves. The synchronization 
interaction of mode I and the second mode explains the delay of excitation of the 
second mode in hypersonic flow over a blunt cone. 

2. We have studied the receptivity of the transient growth of a hypersonic boundary layer 
over a blunt wedge. It was found that strong transient growths are obtained in the 
cas^ of freestream standing vorticity or entropy waves, but not acoustic waves, and 
the surface roughn^s can strongly increase the magnitude of growth. 

3. We have conducted DNS studies on the interactions of the strong Gortler vortices 
with second-mode wav^ in a Mach 15 flow over a blunt body with a concave surface, 
aad leading edge receptivity of Gortler vortices in the same flow to freestream vor- 
ticity waves. It was found that the growth of the disturbances near the leading edge 
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IS associated with the eaxly transient growth due to the coupling of non-orthogonal 
eigenvectors The Gortler vortices axe mainly induced by freestream standing voices. 

ItfTf'T'' '^"^l ^""'''"^'^ ^^^"^ ^^*° *^^ ^^^^'^^y l^y^^^ is difficult since 
most disturbances aare outside the boundary layers, while standing vorticity waves can 
exate^growmg disturbances inside boundary layers near the leading edge which excite 
tue Uortler modes m concave region. 

4. In addition to flow physics studies, we developed a new high-order uonuniform-grid 
scheme and a parallel impHcit algorithm for DNS of hypersonic flows. High-order 
schemes are necessary in such flow simulations because lower-order schemes do not have 
sufficient accuracy to compute smaU flow details. These new methods aad computer 
codes have been not oidy applied to our DNS studies, but also extended to other areas 
of studies, such as MHD control of hypersonic boundary layer stabiHty and transition. 

5    RESULTS ON HYPERSONIC BOUNDARY LAYER 
RECEPTIVITY 

One of the major accomplishments of the current research project is on revealing the unique 
features o the receptivity of hypersonic boundary layers, as compared to that of subZc 
boundary layers. These results are discussed in more detailed in this section. Details of tSe 
results have been published in Publications: [3], [4], [8], [9], [10], [13], [14], [l| [19]! 

5.1    Flow Conditions 

Despite decades of extensive research, the prediction of hypersonic boundary layer laminar- 

le^d^:^^^^^^ 
wMch is thf Jn       T "' -"-% -t well understood. Among them, the receptivity, 
wkch IS the proems of environmental disturbances initially entering the boundary layers 

tTiS w' / r" "'"" f .*'^ '^""'^ '^'^''^ '^ ^*--gl' ^-* *he location o tmisition. We conduc a numerical simulation study of the receptivity to freestream acoustic 
disturbance way^ for Mach 7 99 axisymmetric flow over a r half-angle blunt cone. The flow 
conditions -|the same a. those of the bounda.y-layer stability experiments reported by 
btetson et al. . The current numerical results are compared with those of the experiments 
and with the numerical simulation results reported by Herbert and Esfahaniaai «. 

M hypersonic boundary layer flow involving a blunt nose, the receptivity to freestream 
disturbaaces is altered considerably by the presence of bow shock and Lropy laytrc^e't^ 
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by the blimt nose. It is cmciaUy important that the interaction of disturbance waves with 
the bow shock IS accurately computed in the numerical simulations of the receptivity Both 
steady and unsteady flow solutions for the receptivity problem are obtained by computing the 
fidl Navier-Stokes equations using a fifth-order accurate shock-fitting finite difference scheme 
which accurately accounts for the effects of bow-shock/free-stream-sound interactions In 
addition, a normal-mode hnear stability analysis is used to study the stabihty aad receptivity 
properties of the boundary layer. It is found that, for the case of receptivity to fa^t freestream 
,^oustic waves with a blunt nose, the second mode waves are not excited in the early region 
^ong the cone surface where the second modes are predicted to be unstable by the linear 
stability^alysis. The results show that the delay of the second mode excitation is a result of 
tfie tact that the receptivity process is governed by resonant interactions among the forcing 
waves and a number of boundary layer wave modes. 

^ The air flow conditions for the test case studied in this paper are the same a^ Stetson et 
al. s    experiments on a blunt cone, i.e., 

, Moo = 7.99, i2e.„=p^£Pr-/^^= 33,449 
p* = 4 X 10^ Pa, T* = 750K 

1 = 1A, Pr = 0.72, R = 2B6MNm/kgK 
Freestream unit Reynolds number: iie^ = 8.78 x 10® m-^ 
Blunt cone half angle: $ = 7" 
Spherical nose radius: r* = 3.81 x 10"^ m 
Sutherlajad^s viscosity law: i; = 288 K, Z = 110.33 K, 

Hr = 0.17894 xW-^kg/ms 

The body surface is assumed to be a non-sHp wall with an adiabatic waU for the steady base 
flow solution. The total length of the cone of the experimental model is L = 1 016 m The 
corresponding Reynolds number at this length is Rei, = 8.92 x 10®. 

In order to reproduce similar flow conditions in the numerical simulations of the recep- 
tivity process, it is necessary to introduce initial forcing waves to excite the instabiHty waves 
m the boundary layer. The forcing waves can originate from the freestream or at the wall by 
surface roughness or vibrations. For a receptivity simulation, it is necessary to impose forc- 
ing disturbaiices in the freestream. In Stetson et al.'s experiments (Pig. 1), the freestream 
IS dominated by acoustic waves generated by the wind tunnel wall. Since the wave fields 
m the experiment contain a wide range of second-mode frequencies, we introduce by sur- 
face blowing and suction, disturbances of a number of frequencies near the dominant second 
mode waves m the simulation. The subsequent receptivity and development of the instabihty 
waves at these frequencies aad their harmonics due to nonlinear interactions are computed 
by the numerical simulation. . 
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Specifically, we impose simultaneously 15 independent 2-D,planar fast acoustic waves 
of different frequencies in the freestream. The relative amplitudes of the freestream waves 
among different frequencies are proportional to the wind tunnel spectra. The receptivity 
problems are studied numericaUy by solving the unsteady Navier-Stokes equations using a 
fifth-order shock fitting scheme described in [1]. Body fitted grids are used in the computa- 
tions, where the oscillating bow shock is treated as an outer computational boundary. The 
wave interactions with the shock and the development of disturbance waves in the boundary 
layer axe simultaneously resolved by the simulation. 

5.2    Steady Base Plow Solutions 

The steady base flow solutions of the Navier-Stokes equations for the axisymmetric Mach 
7.99 flow over the blunt cone are obtained first by advancing the solutions to a steady state 
without forcing waves. Some results for the case of isothermal wall at T* = BOOK have been 
presented in a previous paper     . 

The simulation is carried out by using a multi-zone approach using 35 zones with a total 
of 4200 by 121 grid points for the axisymmetric flow field from the nose to the 250 nose 
radius surface station. The corresponding Reynolds number at the 190 nose radius surface 
station is 8.37 x 10®. The results presented in this paper are those for the case of adiabatic 
wall only. 

For their LST calculations, Esfahanian and Herbert ^^'^^ performed highly accurate mean 
flow calculations of the same flow considered in this paper using the thin-layer Navier-Stokes 
equations and a fine grid of 1300 by 100 points. The shock was computed by a shock-fitting 
scheme. They compared some of their mean flow solutions with the av^lable experimental 
results of Stetson et al. In our studies, we compared our results of the full Navier-Stokes 
equations with those of Esfahanian and Herbert ^^'^^ and the experimental results of Stetson 
et al. It should be pointed out that the full Navier-Stokes equations are used in the current 
study, while Esfahanian and Herbert used the thin-layer approximation of the Navier-Stokes 
equations. Though the differences between the two sets of equations should be very small in 
the downstream region, it is expected that there may be some noticeable differences in the 
two results in the region near the stagnation streamHne, where the thin-layer approximation 
used in Esfahanian and Herbert's studies may be less accurate. 

Figure 9 shows the Mach number contours of the current steady state solution in the 
first half of the computational domain. In the simulation, the bow shock shape is not known 
in advance and is obtained as the solution for the freestream computational boundary. The 
results show that the Mach numbers immediately behind the bow shock approach a constant 
value of about 7 behind the shock at downstream locations. The locations of bow shock of 
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the experimental measuremeBts by Stetson et al. are marked as circular symbols in the same 
fagure. The shapes of the two bow shocks agree very well. The locations of the bow shock 
obtained by Esfahaman and Herbert are also compared with the current solutions. Though 
the figi^e ,s not presented here due to the length limitation, it is found that the numerical 
stock shapes of Esfahanian and Herbert agree very well with the current results and with 
those of Stetson et al.'s experiments. Therefore, the current results on the bow shape are 
accurately predicted by the high-order shock fitting scheme. 

Figure 10 compares the steady pressure distributions along the cone surface between 
the current numerical solutions, the experimental results- of Stetson et al. ^% and thin-layer 
Navier-Stokes results obtained by Esfahanian and Herbert. There is a discontinuity in surface 
curvatures at the junction of the sphere nose and cone afterwaxd. The flow experiences an 
overexp^sion at the junction and goes through a recompression along the cone surface 
afterward. As a result, there is a slight adverse pressure gradient at downstream surface 
locations as shown in this figure. The figure shows that the surface pressure predicted by the 
cuixent calculations compare very weU with the experimental results and those of Esfahanian 
and Herbert The surface temperature distributions along the cone surface for the current 
case of adiabatic waU are compared in Fig. 11.. The current Navier-Stokes solutions agree 
very weU with those of Esfahanian and Herbert of the thin-layer Navier-Stokes solutions 
However, both sets of independently obtained numerical solutions predict higher surface 
temperatures than the experimental results, which indicate that the cone surface in Stetson 

fnT" onS^f^^""*,' ^^ ''''* P^*^*^y adiabatic. The actual surface temperatures are about 
10 to 20% lower than those of the adiabatic waU. Therefore, it is necessary to study the 
eifects of wall temperatures on the receptivity and stabihty of the same flows For the 
current study, only the erne of adiabatic waU is considered. The paxametric effects of wall 
temperatures, as weU m other effects, wiU be studied in future papers. 

The tangential velocity profiles across the boundary layer at a surface location of 5 = 94 
and 128 are shown in Fig. 12. Again, current Navier-Stokes results are compared with those 
of Esfahaaian and Herbert and the experiments. The experimental measurement could 
only reach to a certain minimum distance from the wall surface because of the sise Hmit 
of the experimental probes. The figures show that the current results agree very weU with 
those obtamed by Esfahanian and Herbert's calculations. The velocity magnitudes agree 
well with the experiments in the flow region outside of the boundary layer. The computed 
velocities mside the boundary layer are sHghtly larger than the experimental valu^ The 
discrepancy between the two sets of numerical simulations and the experiments may be due 
to the uncertainty m experimental measurements. Similarly, the profiles of current pressure 
and temperatur^ at 3 = 54 station are compared with those of Esfahanian and Herbert 
m *igs. 13 and 14. No experimental results are avmlable for comparison in these figures 
Agmn current results agree very well with the thin-layer Navier-Stokes solutions obtained 
by Jbslahaman and Herbert. 
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5.3    LST for Axisymmetric Boundary Layers 

The Hnear stability properties of hypersonic boundary layers over the Stetson et al.'s 7^ 
half-angle bknt cone have previously been studied extensively by several researchers'^'^^^''^ 
by using the normal-mode linear stabiHty theory. However, previous LST studies have been 
mainly focused on the instability of the unstable first and second Mack mode waves. On 
the other hand, the other wave modes, which are always stable, have not been studied for 
axisymmetric hypersonic flow over blunt cones. In a previous receptivity study of Mach 4.5 
boundary layer flow f"', it was shown that a family of other wave modes, which are always 
stable m a hnear stability analysis, play an important role in the receptivity process They 
are termed mode I, II, III, etc. in [10]. The stable wave modes are generated by the forcing 
waves through resonant interactions with the forcing waves. Once theyare generated, they 
can interact with the instability waves downstream also through resonant interactions. In 
order to understand the receptivity process, it is necessary to understand the characteristics 
of these stable wave modes, in addition to the Mack modes. The characteristics of these stable 
wave modes in hypersonic flows with nose bluntness have not been studied. Therefore, we 
will use the LST approach to study the wave mode properties of mode I, mode II, etc. in 
addition to those of the first and second Mack modes. In addition, the LST analysis is used 
to identify and analyze the boundary layer eigenmodes generated by forcing disturbances in 
the numerical simulations. 

A LST computer code based on multi-domain spectral method of Malik '^^^ is developed 
for axisymmetric boundary layer flows. Before we use it to carry out the linear stability 
computations to identify instabihty modes in the boundary layer, the LST code is validated 
and compared with experimental results of Stetson et al. and other pubHshed LST results 
for the Mach 7.99 flow considered in this paper. 

Figure 15 compares spatial growth rates for the Mach 7.99 flow over the 7* half-angle 
blunt cone with adiabatic wall for base flow at surface station s = 175. The 2" = 0 boundary 
condition for wall temperature perturbations is used in the current study. The experimental 
results of Stetson et al. and other LST results ^''-'^^ axe plotted in the same figure for 
comparison. The figure shows that our results on the second-mode growth rates (lOOkHz < 
f* < IWkHz) associated with an isothermal wall boundary condition compare weU with 
other LST results that use the same wall boundary conditions. The differences between 
the current LST results and those of other authors are mainly due to different mean flow 
solutions used by different LST computations. The growth rate for the first mode in the 
current paper is for two-dimensional disturbances only, while those of MaUk et al. are for 
the most unstable three-dimensional first mode. As a result, the two sets of results do not 
agree m the first mode region of lower frequencies. As stated early in this paper, the hnear 
stabihty theory predicts much higher second-mode growth rates than the experiments do. 
Smce the DNS simulations of the current paper involve minimum simplifications in flow 
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models, the growth rates predicted by the fdl Navier-Stokes simulation are expected to shed 
light on the reason for the difference in growth rates predicted by LST and those observed 
m experiments. Figure 15 also shows that at the surface location of 175 nose radii^ the 
second mode instabiHty range is in the range between 100 kHz and 170 kHz. The first 4ode 
unstable frequency range is lower than 100 kHz. 

5.4    Receptivity Results 

Having obtained the steady solution, the receptivity of Stetson et al.'s Mach 7.99 axisym- 
metric flow over the blunt cone to freestream acoustic waves is simulated by solving the fuU 
Navier-Stokes equations. The forcing waves are free-stream planar fast acoustic waves with 
15 frequencies. The unsteady flow solutions are obtained by imposing acoustic disturbances 
on the steady flow solutions in the freestream before reaching the bow shock. The subsequent 
mteraction of the disturbances with the shock and the receptivity of the boundary layer over 
the cone surface are computed by using the full Navier-Stokes equations. 

In the current test case, the freestream acoustic waves contain 15 frequencies with the 
lowest frequency of /* = UMkHz corresponding to dimensionless frequency of Fi = 9 04 
and^he highest frequency of f*^ = 223.8^^2 corresponding to dimensionless frequency of 
Fis - 135.5. The effects of entropy layer and nose bluntness on the receptivity are studied 
by simulation of the full Navier-Stokes equations. The wave modes are identified aud the 
growth rates and wave spectra are compared with LST analysis and with Stetson et al.'s 
experiments. The relative wave amplitudes among different frequencies in the freestream 
are set according to the experimental freestream wave spectra reported by Stetson et al. 
The phase angles of the freestream forcing waves are chosen randomly. The overaU wave 
ampHtude is e = 6.2578 x 10-^ which is small enough so that the receptivity process is 
linear, with 15 frequencies {N = 15). 

The unsteady calculations are carried out until the solutions reach a periodic state in time. 
Temporal Fourier analysis is carried out on local perturbations of unsteady flow variables 
after a time periodic state has been reached. The Fourier analysis leads to the amplitude 
of local disturbances and the local phase angle with respect to the forcing waves in the 
freestream. 

The results presented in this subsection are those for the case of zero temperature pertur- 
bation boundary condition, while the steady base flow has an adiabatic waU. The unsteady 
flow solutions are obtained by imposing freestream disturbances, containing 15 frequencies. 

Figures 16 to 20 show the development of ampHtudes of pressure perturbations for 15 
forcing frequencies on the cone surface as functions of x. The pressure perturbation amph- 
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^J^mTsTrt / ^ "{" "'"! ^^ = "-''^'^^ and n = 1,2,.., 15. k relative 
jpMudes m the freestream of waves for each freqiiency is set to be proportional to those 
ot tJie btetson et al.'s experiments. 

• A^^T^^fu '^°^ *^* *^' receptivity process leads tea complex wave stmcture for 
induced disturbance waves ^ the forcing frequencies. The wave structures are different 
for daiferent frequencies m different sections of the cone surface. As shown in a later paxt 
of this paper, the basic receptivity mechanism in the current hypersonic flow over a blunt 
cone IS the same as that of a hypersonic boundary layer over flat plate, which werestudied 
numerically by Ma and Zhong ^ ^^ theoretically by Fedorov ". For a given frequencv 
he characteristics of the induced waves undergo gradually changes from dominantly mode 

I waves near the nose to mode II waves downstream. The second Mack mode waves can 
only be induced m the receptivity to fast acoustic waves through resonance interaction with 
the "lode I wave induced by the forcing waves. The forcing acoustic waves do not directly 
ii^eract with the second Mack mode. The main feature of the induced waves shown in the e 
hgures are briefly described here. 

^    Figure 16 shows the amplitude development along the cone surface of the first six lower 

3r^ TK ' '?'"! ^'"^ "-^ ^' *" ^'' ^^' (" = l'-'6)- The induced wave 
growth m the boundary layer at these frequencies axe not the Mack modes. Instead, they 
axe the stable mode I waves which are induced directly by the forcing acoustic waves through 
their resonant interactions. The waves developing near the nose in this figure are dominantly 
mode I waves . At low frequencies of n equals to 1 and 2, this figure shows an increase of 
the pressure disturbances at the waU due to the growth of the mode I waves. As frequency 
increases, the length of this early region of mode I decreases. In the caae of n = 5 SLTe I 

IT'Tt ^ ""T^T f T ^* "" '^ "^' ^^ ^"^^y ^^^^**- Tte higher the frequency, 
the earlier the peaks of mode I waves will be reached. This figure also shows wave modllati^ 
for the cases of n = 3 and n = 4, consisting of components of both mode I waves and the 
forcing acoustic waves due to their resonaot interactions. 

Figure 17 shows the amplitude development along the cone surface of the next three 
frequ^cies (n = 7 8,9) ranging from 104.5 kH. to 134.3 kHs. Again, the waves defelop[^ 
near the nose are dominantly mode I waves in the region of a: < 75. The size of the mode I 

AIrthtT""'' ?.f "^"'f 7 '''''''^- ^^' °^"^^ ^ "^"^^ ^^''^y ^*^^ '-^^m their pealcs. After the decay of the mode I waves and an extended region of low wave ampHtudes the 

Mack mode waves do ^ot appear m the early surface locations even though the second mode 

n - 9, the LST analysis has shown that the second mode is unstable starting from the 

stTnt MT /^ ^'*'-^""* ^'f ^' ^* ' = '"'• Tl^^ ^^^^y - *^- development "f the 
second Mack mode is consistent with Stetson et al.'s stabihty experiments, which also shows 
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that the disturbances waves are not dominated by the second mode until they reach the 
region much downstream at 212 surface station. As shown in later sections, the generation 
of the second Mack mode waves is determined by the resonaat interaction between mode I 
waves and the second Mack mode, which is not related to the branch I neutral stability of 
the second mode. Therefore, the receptivity process, not the branch I neutral stability point 
determines the generation of the second Mack modes. ' 

Figures 18 to 20 show the amplitude development along the cone surface of the higher 
frequency waves (n =10, ■ ■ •, 15) ranging from 149.2 kHz to 223.8 kHz. At these frequencies 
the second mode is either stable at high frequencies or weakly unstable with a very small 
region of mstabihty at relative low frequencies. For these frequencies, the waves developing 
near the nose aie dominantly mode I waves ^^°^ in the region of x < 75. After the decay of 
the mode I waves, there are no visible second mode waves components because the second 
Mack mode is either stable or is very weakly unstable. Instead, the amplitude growth after 
the decay of mode I waves are dominantly mode H waves induced directly by the forcing 
acoustic waves through resonant interactions. 

Figure 18 also shows a strong wave modulation for the cases of n = 10 and n = 11 m 
the region of resonaait interaction between the forcing waves and mode H. As a result the 
oscillations in wave amplitudes consist of components of both mode II waves and the forcing 
acoustic waves. At higher frequencies of n = 12 to 16, the disturbances in the downstream 
regions aie dommated by mode 11 waves, which grow due to interactions with the forcing 
acoustic waves. Since mode II is always stable, they reach a peak and decay afterward. 

The development of wave amplitudes along the cone surface of all frequencies can be 
shown more clearly by the frequency spectra of surface presure perturbations, as shown in 
l-ig. 21 for a number of surface stations ranging from 1.6 to 270 nose radius The figure 
shows the spectrum of mainly three dominant wave modes induced in the boundary layer- 
mode I, the second Mack mode, and mode II. At early surface stations, the wave modes 
Mre mainly mode I waves. At locations further downstream along the cone surface the 
frequency of dominant mode I waves decreases, while mode II and second mode appears. 
The second Mack mode of frequencies around UOkHz does not appear until the waves reach 
2U0 nose radius. The specific repons of the dominant wave modes are marked in Fig 22 
At surface location of 11 nose radius, all wave modes induced in the boundary layer are 
m^nly mode I waves, which are linearly stable and eventually decay. They are generated 
and ampMed m a local region when they are in resonance with the forcing waves. At a later 
station of s = 52, the waves of lower frequencies are still dominated by mode I waves but 
mode II start to develop at higher frequency waves. At the downstream location s = 174 
the mode I wave region continues to decrease. The second mode starts to develop in the 
frequency abound IbOkHz. There are also mode II waves at higher frequencies. At a further 
downstream location at 5 = 274, unsteady second Mack mode starts to develop in the 
frequency around IZOkHz. As the boundaxy layer become thicker at further downstream 

19 



locations the doimnaat frequencies of the second mode decreases. There are also mode I and 
11 waves at lower and higher frequencies, respectively. 

The disturbances for a given frequency rm^ induced in the boundary layer can be repre- 
sented by the real part of the temporal FFT results. Figure 23 shows the contours of real 
Pf^, _*^'^P^'^^*^^ perturbations in the whole computational iow field for the frequency 
of /* - IWAkHz (n = 8). The figures show the development of induced waves at a fixed 
frequency m the entire flow field, from the nose to 273 nose radius surface station down- 
stream.  The interaction of forcing waves with boundary layer waves and the subsequent 
development of the induced waves can be observed in the figure. In the region of x < 20 the 
hgare shows that the forcing waves from the freestream passes through the bow shock'and 
enter the boundary layer to generate mode I waves in the boundary layer. This is the inter- 
action region between the forcing waves, and mode I stable waves. In the subsequent region 
ot m<x< 60, mode I gradually becomes less synchronized with the forcing waves   Con- 
sequently it develops and decays along the boundary layer in this region. The disturbance 
waves m the boundary layer are dominantly weakening mode I waves. In the next region of 
60 < a; < 200, the wave modes are a mix of forcing waves and mode I waves. At still further 
downstre^n, the second Mach mode at this frequency starts to develop further downstream 
at ar > 220 BS shown in Fig. 23 because the interaction of mode I and the second Mack mode 
1 be figure shows a rope wave, which is a signature feature of the second mode, at the edge 
of the boundary layer. After they are generated, the second mode waves grow because they 
^e hneaxly unstable. Though not shown in these figures, the second mode will peak at its 
Brancli II neutral stability point and decays afterward.  At^still downstream stations, sta- 
ble mode II wiU be generated due to resonajice interaction with the forcing acoustic waves 
Ihe mduced mode II waves will grow and decay downstream of the resonance interaction 
locations. 

The induced wave modes, mode I, mode 11, and the Mack mode, in the boundary layers 
^e identified by their stability probabihty and by their perturbation patterns. Figure 24 
shows the contours of real part of temperature perturbations in locaHzed regions of the 

f°1^1f !fJr fr""* "^""^^'^ '■^■' "^"^^ ^ ^^ ^^^ region around 170 nose radius at 
/ -iWAkMz {n = 8), mode 11 m the region around 261 nose radius at /* = 179 IkHz 
(n - 12), and the second Mack mode in the region around 261 nose radius at /* = 119 4kHz 
(n - 8). The figure shows that the wave structures inside the boundaxy layer are different 
from th^ three wave modes, mode I and II have distinctively different structure from the 
second Mack mode the the region near the wall. The second Mack mode has a typical "rope 
wave structure with strong perturbation at the edge of the boundaxy layer, while mode I 
and II have stronger wave amplitudes in the boundary layer. The wave structures of mode I 
are slightly different from those of mode 11 in the middle region of the boundary layers The 
computationally obtained wa^e modes in the boundary layer wiU be identified by comparison 
witli the LST results m later sections. 
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The stability of hypersonic boundary layer flow over the Stetson et al.'s 7= half-angle blunt 
cone has been studied extensively f^'''"'^J by using the normal-mode linear stability theory 
These previous LST studies mainly focused on the growth rates of the most unstable first and 
second Mack mode waves. In Ma and Zhong's receptivity study of Mach 4.5 boundary layer 
flow , it was found that a family of other wave modes, which are stable in a Hnear stability 
analysis,^ play an important role in the receptivity process. They were termed mode I, 11, 
III, etc. in [10]. These stable wave modes, which axe generated by the forcing waves through 
resonant mteractions, can interact with the instabiHty waves once they are generated. In 
order to understand the receptivity process, it is necessary to understand the characteristics 
of these stable wave modes in the current axisymmetricflow in addition to the Mack modes. 
So far, the characteristics of these stable wave modes in hypersonic flows with nose bluntness 
have not been studied. Therefore, in this section, the LST approach is first used to study 
the wave mode properties of mode I, mode II, etc. brides the first and second Mack mod^ 
Subsequently, the results of the LST aiialysis are used to identify and analyze the boundary 
layer eigenmodes generated by forcing disturbances in the numerical simulations. 

A similar LST study is carried out in the current study for axis3Tnmetric Mach 7 99 
boundary-layer flow over the r half-angle blunt cone. Figure 25 shows the distributions of the 
phase velocities of three discrete modes, i.e., mode I, mode II and the Mack modes, changing 
a functions of the frequencies at a fixed surface station of 5 = 175. The phase velociti^ 
of the fast acoustic wave (1 + 1/Moo), entropy/vorticity wave (1), and slow acoustic wave 
(1 - 1/Moo) are also shown in the figure for comparison. Both mode I and mode II originate 
with an initial pha^e velocity of the fast acoustic wave (1 + l/M^). Before these two modes 
become distmct modes, their eigenvalues merge with the continuous spectra at the same 
velocity as the fast acoustic waves. After these two wave modes appear as discrete modes, 
their phase velocities decrease gradually with increasing w. As a result, the diiferences of 
the phase velocities between mode I and mode II aad that of the fast acoustic waves become 
larger as w becomes larger. 

Figure 25 also shows that the distributions of phase velocities vs w for both mode I 
and mode II are discontinuous when they across the line of the phase velocity of the en- 
tropy/vorticity wave (1). This discontinuity-of the phase velocity curves is a result of the 
fact that the trajectory of mode I passes across middle continuous spectra. In fact, mode I 
merges with this continuous spectra when it intersects the middle continuous spectra. Later 
another eigenvalue firom this continuous spectra becomes discrete mode I. Therefore there 
IS a gap in the phase velocity curve of mode I shown in Fig. 25. Consequently, there Jre two 
branches of mode I (and mode II) in the phase velocity curves. They are labeled as mode I 
(1) and mode I (2), respectively. With the further increase of w, the phase velocities of mode 
I continue to decrease further and intersect with the phase velocity curve of the Mack modes 
At the intersection point (u, = 0.1825), mode I is synchronized with the second Mack mode 
because the two modes have the same firequency and phase velocity there. In addition, both 
modes have very similar profiles of perturbation eigenfunctions. The only exception is that 
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the two modes have different growth rates at this synchronization location. 

The phase velocity curve for mode 11 shown in Fig. 25 is very similar to that of mode 
1. Specifically, a discrete mode II appears from the continuum spectra related to the fast 
acoustic waves, and its phase velocities decrease as w increases. The curve also becomes 
discontinuous when it cross the line corresponding to the entropy/vorticity wave. Mode II 
will eventually intersect with the Mack mode at a high frequency. This intersection point is 
also a synchronization location for the two modes. 

The phase velocities for Mack modes, on the other hand, show an. opposite trend as u 
mcxemes. For very small a;, Fig. 25 shows that the Mack modes are synchronized with 
ttie slow acoustic waves. As w increases, the phase velocities of the Mack modes increase. 
They wiU interact with mode I and later mode II as w increases further. The locations 
of the intersection points between the Mack mode curve and the curves of mode I and 
mode II are the wave synchronization locations. Through the resonant interactions at these 
synchromzation locations, the. Mack modes interact directly with mode I and mode II. The 
figure shows that the fast acoustic waves do not interact directly with the Mack modes. 

At the synchronization location between mode I and the Mack modes, two kinds of mod^ 
have the same frequency and wave speed (or real part of the wave number, a^). But they 
are distinctive by the fact that they have very different growth rates, or the imaginary part 
of the wave number, a,-. The growth rates (a,) of different normal modes, at the same fiow 
conditions as those of Fig. 25, are plotted in Fig. 26. While the growth rates of Mack modes 
are continuous, there are two gaps in the growth rate curves for mode I and mode II. It shows 
that both mode I and mode II are modes that are always stable. When they initially appear 
at relatively low frequency, th^e two modes are close to zero growth rates. As w increases, 
their growth rates are always on the stable side and becomes more and more stable. 

On the other hand, the growth rates of the Mack modes are represented by a single 
continuous curve in Fig. 26. The figure shows that the Mack modes are unstable in multiple 
regions of different frequencies. Mack modes are slightly unstable in the range of a; between 
0.0485^|id 0.117. The Mack mode in this range is the conventional first mode identified by 
Mack . Though not shown here, the first Mack mode is most unstable when the waves 
are three-dimensional obhque waves. On the other hand, in the range of w between 0.171 
and 0.243, the unstable Mack modes are the conventional second mode. In this range, the 
growth rates of the second mode increases dramaticaUy to a peak and decays afterward As 
shown m Fig. 25 and 26, the first mode and the second mode identified by Mack are in fact 
diff-erent sections of a single wave mode. Therefore, in this paper, both the first and the 
second Mack mode are simply called Mack mod^ for convenience of discussion. 

Figure 15 compares spatial growth rates at surface station s = 175 for the Mack mod^ 
at a range of frequencies. The experimental results of Stetson et al. and other LST r^ults 
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are plotted in the same figure for comparison. The figure shows that our LST results for the 
second Mack mode growth rates compare reasonably well with other LST results that use 
the sMae wall boundary conditions. The small differences among the LST results obtdned 
by different authors are mainly due to different mean flow solutions used by different LST 
computations. These LST results predict that, at 175 surface station, the second Mack mode 
IS unstable m an approximate firequency range between 100 kHz and 170 kHz. The second 
Mack mode of 130 kHz has the largest growth rate at this surface station. The first mode 
^stable frequency range is lower than 100 kHz. The experimental frequency of the second 
Mack mode with the maximum growth rates is approximately 140 kHz, which is about 7 7% 
larger than that predicted by LST. On the other hand, compared with Stetson's experimental 
results, the hnear stabiHty theory predicts much higher growth rates than the experiments 
do. . 

Another important characteristic of boundary-layer instabiUty is the neutral stabihty 
curve, which is the trajectory of neutral stabiHty locations of the Mack modes. Figure 27 
compares the present neutral curve of the Mack modes with that of obtained by Malik ^^^^ 
There axe two peaJcs in the curve.. The first peak with lower frequencies (lower than 100 
inrf S ^r ^^ ^ackmode, while the second peai with higher frequencies (higher than 
100 kHz) IS for the second Mack mode. In the figure, R is the Reynolds number based on 
boundary layer thickness length scale. The value of R in the figure can be converted into 
non-dimensional surface length 5 by 

s   =   fflRer^ (1) 

wherej!e^„ is the freestream Reynolds number based on nose radius. For the current flow 
Re - 33,449. The figure shows that overaU, there is a good agreement between the present 
result and Mdik's result in the neutral stability curve. There axe sHght differences between ' 
the two sets of results, especially in the boundary region between the first and second Mack 
modes The current steady base flow solution is obtained with a much higher grid resolution 
than that used in MaHk's LST calculations. The difference between them is due to different 
mean flows used in LST analyses. Based on the current result, the critical local Reynolds 
number {R) for boundary-layer instability is the second mode at surface location of 1580 
which corresponds to s = 75 and a. = 72.5 This critical value is very close to Malik's result 
R = 1540 for a = 70.9 and a: = 68.8. Below this critical Reynolds number, aU boundary-layer 
modes are stable. As for the first Mack mode, the first unstable twodimensional first mode 
appear at i? = 2270, which corresponds to s = 154 surface station. Figure 27 also shows that 
botJi tlie first mode ajid the second mode are stable for high frequencies above /* = l%mHz. 

The results of the lineax stabiHty theory are used to identify different dominant wave 
modes m the boundary layer induced by freestream fast acoustic waves. Phase velocities 
aad structures of boundaxy-layer disturbances from the unsteady flow numerical simulations 
axe compaxed with the corresponding values from eigenvalues and eigenfunctions of the Hnear 
stability theory at the same frequency. In the numerical simulations, receptivity results of 
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15 independent frequencies are obtained.   In tWs paper, only the results of three typic^ 
frequencies axe chosen for the comparisons with the LST results. These three frequencies 
axe T4.61 kHz for n = 5, 119.4 kHz for n = 8, and 223.8 kHz for n = 15. The evolution of 
pressure perturbation amplitudes {\pn{x,y)\ for n = 5,8,15) on the wall due to freestream 
disturbances at these three frequencies are redrawn in Fig. 28. The figure shows the growth 
and decay of wave ampHtudes along the surface for each frequencies. The induced waves at 
these three frequenci^ axe dominated by different modes in different regions. These modes 
include the Mack modes, mode I, and mode II. For the case of n = 5 frequency the induced 
waves m the boundary layer are mainly mode I wav^. For the case of n = 8 frequency on 
the other hand, the induced waves in the boundary layer are mainly mode I waves before 65 
nose radius surface station, and the second Mack mode after 230 nose radius station  Finally 
for the case of n = 15 frequency, the induced waves in the boundary layer are mainly mode 
11 wav^. For the receptivity to freestream acoustic waves, no significant first Mack mode 
components are found in the boundary layer, despite the fact that the first mode is also 
linearly unstable m the present boundary layer as shown by Fig. 27.  In order to identify 
the wave modes m different regions at each frequency, the phase velocities of different wave 
modes are tracked from upstream to downstream by the Unear stability theory  The wave 
structures of mode I at n = 5, the second Mack mode at n = 8 and mode II at n = 15 
from numerical simulations are compared with those from the Unear stability theory at their 
respective locations. 

The phase velocities of the induced boundaxy-layer disturbance obtained from the nu- 
merical simulations are calculated based on pressure perturbations on the wall surface by 
using the temporal Fourier analysis. The value corresponds to streamwise wave number (a ) 
of a smgle wave if the numerical solutions axe dominated by a single discrete wave mode in a 
local region. On the other hand, if the numerical solutions contain a mixture of two or more 
wave modes, the values of streamwise wave numbers calculated wiU demonstrate the result 
of modulation of these mixed wave mode. At- each frequency, the induced boundary-layer 
disturbances can be identified by compaiing the wave numbers, the phase velocities and 
wave structures from simulations with the eigenvalue and eigenfiinctions obtained from the 
Lb 1 calculations. Here, the three typical frequencie with n = 5,8 and 15 are chosen for the 
comparison of both eigenvalues and eigenfunctions. For other frequencies, the reults of the 
compaxison between the numerical simulations and LST axe very similax to th<^e of these 
tnree typical frequencies. 

The development of wave components with a higher frequency of 119.4 kHz is considered 
next. At this frequency. Fig. 27 shows that the Branch I neutral stabiHty point, which marks 
the starting point where the unstable region of the Mack modes, is located at the surface 
station of 143^4 n<^e radius. The unstable Mack mode at this frequency is the second mode 
As sJiown m Fig. 28, at this frequency, the ampHtudes of the induced disturbances in the 
boundaxy layer increase initially, reach a peak approximately at the surface station of 30 
nose radius, and decay afterward. In the foUowing region between surface station of 65 nose 
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radms to 200 nose radras, the ampHtudes of the disturbance waves stay at a constant level 
with sHgM iuctuations. There is no apparent second Mack mode growth in the second mode 
unstabk region (x > 143.4). EventuaUy, the wave amphtudes increase dramatically in the 
region after 200 surface station. This significant amphtude growth is a result of the second 
mode excitation and instabiHty. Similar to the case of n = 8 frequency, the wave behavior of 
the numerical simulation results can be understood by the comparison with the LST results 
at the same frequency. 

Among different frequencies, Fig. 28 shows that the induced boundary-layer disturbances 
. are most strongly amplified at frequency of n = 8 (/* = 119AkHz) near the exit of the 

computational domain. LST is used to identify the dominant normal mode included in 
boundary-layer disturbances at different locations. At firat, the distribution of streamwise 
wave number and phase velocity of induced boundary-layer disturbances at this frequency is 
compared with those of LST for different normal modes, which is presented in Figs 29 and 
30 Similar to the results shown in Fig. 25, there is a gap in the streamwise wave number 
and phase velocity curves of mode I waves according to the LST. The synchronization point 
between mode I and the Mack modes is located at the surface station of 192 nose radius 
which IS downstream of the Branch I neutral stabiHty point of the second mode at 143 4 
nose radius. 

The phase velocities of the numerical solutions of the induced waves in the boundary 
layer are compared with those of mode I and the second Mack mode. Figure 29 shows that 
the streamwise wave numbers of the induced waves are very close to those of mode I waves 
m the eaxly region of a: < 66, wWch indicates that the induced' boundary-layer disturbances 
are dominated by mode I waves in this region. These mode I waves are generated by their 
resonant interactions with the forcing fast acoustic wav^ near the nose. The induced mode 
I waves m this region can be confirmed by comparing the wave structures of the numerical 
simulations with the eigenfunctions of mode I waves obtained from LST. It is found that the 
induced waves modes m the receptivity simulations agree very well with those of mode L 

Ma and Zhong t'°J showed that the development of mode I waves can be characterized by 
a non-dimensional frequency a;, which is related to F and R. This observation also appHes 
to the current receptivity of axisymmetric Mach 7.99 flow over a blunt cone. For the two 
frequenci^ of n = 5 and n = 8 discussed so far, the locations of mode I waves reaching a 
pea^ amplitudes are ar = 37.1 for n = 8 and a. = 109.2 for n = 6. The corresponding values 
ot tlie nondimensional frequencies w can be calculated as: w = 0.083 far = 37 1) at frequencv 
with n = 8, and ca = 0.087 (a: = 109.2) at frequency with n = 5. These two numbers Je 
very close, which also demonstrate that the waves in these two frequencies are indeed mode I 
waves. This also indicates the similarity in wave patterns of the growth and decay of mode I 
waves at different frequencies when the distributions are scaled by u. Again, for the current 
frequency of n = 8, the resonaat interaction between mode I wav« inside the boundaxy 
layer and fast acoustic waves outside the boundary layer results in the amplification of the 
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induced boundary-layer disturbances in the region with s < 37,1. 

Meanwhile, the modulation between the mode I waves and the f^t acoustic waves, and 
the stable properti^ of mode I waves can explain the growth and decay of boundary-layer 
disturbances during their propagation downstream in the region between 37.1 < s < 190 
(Fig. 28). The wave modulation also leads to strong iuctuations in the distribution of 
amphtudes of the boundary-layer disturbances in the same region as shown in Figs. 29 and 
30. At the earlier surface stations {x < 66), this kind of amplitude iuctuations is around 
the streamwise wave numbers of mode I, when the components of mode I waves included 
m boundary-layer disturbances are relatively strong. In the subsequent region (s > 66), 
the modulation of wave modes is around the phase velocity of the fast acoustic waves^ 
which indicates the relative dominance of fast acoustic waves included in boundary-layer 
disturbances in this region. In the region downstream after x > 200, the boundary-layer 
disturbances at frequency with n = 8 are strongly amplified as shown in Fig. 28, From 
distribution of streamwise wave number and phase velocity curves shown in Figs. 29 and 30, 
the wave numbers and phase velocities of the induced boundary-layer disturbances match 
those of the second Mack modes in the region after x > 250, which shows that Mack mode 
waves are dominant there. 

The identification of induced Mack-mode waves is confirmed by comparing the distur- 
bance structures of the numerical simulations with the eigenfunctions of the second Mack 
mode from the LST at the station with x = 271. Figs. 31 and 32 shows the comparisons 
of the eigenfunctions for the pressure perturbations and the temperature perturbations, re- 
spectively. There is a good agreement in wave structures between the numerical simulation 
results and those from LST for the second Mack mode. Th« shght difierences in the compar- 
ison is because there are other wave components, such as fast acoustic waves, included in the 
boundary-layer disturbances besides the second-mode waves from the numerical simulation. 

Having identified the second Mack-mode waves to be the dominant waves inside the 
boundary layer the surface region downstream of 200 nose radius, it is not difficult to under- 
stand the strong amphfication of induced boundary-disturbances because of the instabiHty of 
the second mode waves after they are generated by the resonant interaction with mode I. The 
growth rates of boundary-layer normal modes at frequency at n = 8 from the LST are shown 
m Fig. 33. At this frequency, the second-mode Branch I neutral stability point is located 
at X - 143.4. The second Mack-mode waves become unstable m the region of a; > 143.4. 
In addition, the growth rates of the second-mode waves reach peak value of a,- = -0.0051 
at a; = 234. In other words, the second mode is most unstable and should be strongly 
ampUfied at this location. However, there are no amplified second-mode waves at frequency 
with n = 8 shown in Fig. 28 between 143.4 < a; < 192. On the contrary, the amplitude of 
boundary-layer disturbances sHghtly decays in this region. Therefore, the generation of the 
second-mode waves do not coincide with their Branch I neutral stability point. As shown in 
Figs. 29 and 30, there is much difference in wave number curves between Mack-mode wav^ 
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aad fast acoustic waves. Thus, there is no direct interaction between Mack-mode waves and 
the forcing fast acoustic wav^. Instead, there is a bridge, i.e., mode I waves, between Mack 
modes and fast acoustic waves. During propagation downstream, mode I waves generated by 
fast acoustic waves reach the synchronization point between mode I waves and Mack-mode 
waves located at s = 192, w = 0.185. Here, the location of synchronization point in term of 
w IS very close to that shown in Fig. 25 with u = 0.1825 at the station s = 175 (or x = 172) 
where local Reynolds number R is fixed while frequency is changing. At the synchroniza- 
tion pomt, both mode I and Mack mode have very similar proiUes of eigenfhnctions. As 
a result, mode I waves convert to Mack-mode waves because Mack-mode waves are much 
more unstable than mode I waves as predicted by the LST calculations, which are shown 
in Fig. 33. Because the second Mack-mode waves are generated by mode I waves at the 
synchronization point, there is no ampHfication of second-mode waves in the region before 
this point, even though the second Mack mode unstable region begins much earUer. After 
the generation of the second-mode waves, the boundary-layer disturbances are significantly 
amplified resulting from the unstable property of the second mode in the downstream region 
with X > 192, which is obviously shown in Pig. 28. 

Therefore, it is clear that the strong powth of the disturbance waves in the boundary 
layer in the region downstream after x > 200 is the result of excitation and unstable growth 
of the second Mack mode. The second mode is generated by its resonant interactions between 
the mode I waves, which in turn are generated by the forcing fast acoustic waves in the nose 
region. Such receptivity mechanisms based on resonant interaction between the forcing waves 
and various boundary wave modes are very different from those the subsonic boundary layers. 
The resonaat interaction mechanisms also explain the fact that the second Mack mode is not 
generated in the boundary layer before the synchronization point between mode I and the 
second {x = 192), even though the second Mack mode becomes unstable at earlier surface 
stations at 143.4 nose radius. These receptivity results also demonstrate the importance of. 
the receptivity studies in transition prediction because the initial wave generation determines 
the ampMtudes of the subsequent growth of an instability wave. 

5.5    Results Discussions 

To summarize the general features of the waves induced in the boundary layers, there is a 
complex development of wave modes induced by freestream acoustic waves. The second mode 
does not develop in the region where LST predicts unstable second modes to be dominaat. 
The second modes ajre excited at a later location than predicted by the LST analysis. This 
delay is shown to be caused by the current receptivity process, and is governed by the 
resonant interactions between the forcing waves and the stable boundaiy layer wave modes. 
There is also a strong presense of the stable boundary layer modes, mode I and mode II in 
the boundaiy layers. Mode I is generated in the early region of the fiow field near the nose, 
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wMle mode 11 is generated downstream of the second Mack instability region. In order to 
quantitatively study the induced waves in the boundary layer, it is necessary to identify, by 
using LST results, the wave modes in the boundary layer in the receptivity process and to 
identify the cause of the delay in the development of the second mode waves. 

It is clear that the synchronization location between mode I aad the second mode plays 
the most important role in the receptivity of the. second Mack mode in the boundary layer. In 
the current flow over a blunt cone, the synchronization location is located downstream of the 
branch I neutral stability location of the second mode. As a result, there are no noticeable 
second mode components in the region before the synchronization location even though the 
second mode is linearly unstable there. In addition, due to the resonant interaction with 
the forcing acoustic wav^, there is amplification of mode I waves in the region upstream 
and amplification of mode II wave in the region downstream for different frequencies where 
all normal mode may be predicted to be stable. The delay in the excitation of the second 
mode in the current receptivity process leads to a delay of the second mode excitation in 
hypersonic boundary layers over a blunt cone. The results also show that excitation of the 
mode II waves for higher frequency waves at downstream locations. Overall, the receptivity 
mechanisms are very different from those of the incompressible boundary layer flow. The 
resonant interaction between the forcing waves and boundary layer wave mod^ and the 
resonant interactions among these normal modes is the main cause of the excitation of the 
unstable Mack modes in hypersonic boundary layer over a blunt cone. 
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Figure 2: Steady flow solution for Much 7.99 flow over a r half-angie blunt cone with an 
adtabattcwall: Mack number contours, pressure along the cone surface, and angential velocity 
profiles at 128 nose radii surface location. 
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Figure 3: Results of receptivity simulation: 1) pressure peHurbations along the cone surface; 
2) contours of temperature peHurbations (f* = U9.2kHz, n = lOj; S) phase velocities along 
the cone surface at freqaencies of n = 10. 
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Figure 4: DNS of receptivity of Mach 4.5 iow over a flat plate. The forcing wive is a plane 
acoustic wave with zero angle (F = 2.2 x 10"'*). 
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Figure 5: DNS of receptivity of Mack 8 flow over a sharp wedge. The forcing waves are 
plane fast and slow acoustic wave-with zero angle at lOOkHz: 1) instantaneous pressure 
perturbation contours; 2) distribution of phase velocities; 3) response coefficients of the second 
mode; 4) pressure perturbations along the wall surface. 
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Figure 6: DNS of receptivity of Gortler voHices in a Mach 15 flow over a blunt wedge 
induced by freestream voHicity wave: disturbance amplitude distributions, and strearnvrise 
velocity disturbance contours at u; = 50 and 0. 
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Figure 7: DNS studies of Gortler/second-mode interaction: cross sectional streamwise dis-' 
turbance contours of Gortler and 2-D second modes at Moo = 15, i^Coo = 1.6 x 10^/m. 

Figure 8: DNS of receptivity and transient growth due to streamwise vorticity waves in a 
Mack 15 flow over a blunt wedge (with and without surface roughness). 
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Figure 9: Mach number contours for steady Mach 7.99 flow over a T htf-angle blunt cone 
The experimental bow stock shape (Stetson et al., 1984) is compared with the current 
numerical solutions. 
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Figure 10: Steady pressure along the cone siirface 
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Figure 11: Steady temperature along the cone surface. 
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Figure 12: Steady tangential velocity profiles along the wall-normal direction at the surface 
location of 94 nose radii. 

Steflon: s/r = 54 

Lbie: Nainer-Stokes 
SymiKris: Esfahanian (1991) 

Figure 13:  Pressure profiles at station s = 54.   The results are compared with those of 
Esfahanian and Herbert (1991). 
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Figure 14: Temperature proffles at station 5 = 54. The results are compared with those of 
Esfahanian and Herbert (1991). 
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iFigure 15: Comparison of disturbance growth rates predicted by LST and experiments at 
s = 175 (x = 172). 
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Figure 16: Amplitudes of pr^sure perturbations on the cone surface vs. s. The lines repre- 
sent 6 diiferent frequencies of /« = n/j, where /* = U.m2kHz and n = 1,2, • • •, 6.. 
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Figure 17: Amplitudes of pressure perturbations on the cone surface vs. a;. The lines repre- 
sent 3 different frequencies of n = 7,8,9. 
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Figure 18: Amplitudes of pr^sure perturbations on the cone surface vs. x. The lines repre- 
sent 2 different frequencies of n = 10,11. 
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Figure 19: Amplitudes of pressure perturbations on the cone surface vs. z. The lines repre- 
sent 2 different frequencies of n = 12,13. 
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Figure 20: Amplitude of pressure perturbations on the cone surface vs. x. The lines repre- 
sent 3 diiferent frequencies of n = 14,15,16. 
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Figure 21: The frequency spectrum of the pressure perturbations on the cone surface at a 
number of surface locations. 
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Figure 22: The frequency spectrum of the pressure perturbations on the cone surface at a 
number of surface locations. 
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Figure 2S:   Contours of real part of temperature perturbations in the low field for the 
frequency of/* = 11% AkHz (n = 8). 
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Figure 24: Contours of real part of temperature perturbations in a localized region of the 
flow field for three different mod^: top figure, mode I at /• = IWAkHz (n = BY mid figure 
mode II at /* = 179.1^^^ {n = 12); bottom figure, second Mack mode at/* = 119 4kHz 
(n = 8). 
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Figure 25: Phase velocities of three discrete modes, i.e., mode I, mode 11 and the Mack 
modes, chaaging with frequencies at the station s = 175. 
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Figure 26: Growth rates of three discrete modes, i.e., mode I, mode 11 and the Mack modes, 
changing with frequencies at the station ^ = 175. 
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Figure 27: Comparison of the neutral curve of Mack modes with Malik's (1990) results 
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Figure 28: The evolution of pressure perturbations on the wall due to freestream disturb, 
at three frequenci^. 
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Figure 29: The distribution of the streamwise wave number of induced boundary-layer dis- 
turbances at frequencv with n = 8 f f* = IWAkHz) from the simulation. 
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Figure 30: Comparison of phase velocity of induced boundary-layer disturbances at frequency 
with n = 8 (/* = 119 AkHz) from the simulation with that of boundary-layer normal modes 
from the LST. 
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Figure 31: Profiles of induced disturbances in the numerical simulation at a; = 271 compared 
with the second Mack mode waves from the LST (n = 8). 
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Figure 32: Profiles of induced disturbances in the numerical simulation at s = 271 compared 
with the second Mack mode wav^ from the LST (n = 8). 
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Figure 33: Distribution of growtt rates of boundaiy-layer normal modes at frequency with 
n = 8. 
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