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Section 1 
Summary 

The development of technologies for utilizing a network of atmospheric infrasound sensors to 
monitor compliance with a Comprehensive Nuclear-Test-Ban Treaty (CTBT) is currently 
underway. Detection and localization capabilities are required for achievement of an effective 
monitoring system. The dynamic nature of the atmosphere, the uncertainties involved in 
characterizing high-altitude temperatures and winds, and the long ranges over which infrasound 
signals propagate combine to make accurate predictions of infrasound propagation difficult. 
Reliable models are needed in order to predict infrasound propagation paths from potential event 
locations worldwide. Existing model implementations can be difficult to use and neglect 
dynamic atmospheric effects. 

In this effort, propagation modeling techniques and sources of atmospheric data were reviewed, 
and models and databases deemed most suitable for application to infrasound monitoring were 
selected for incorporation in an integrated software tool kit. The software called InfraMAP, for 
Infrasonic Modeling of Atmospheric Propagation, was developed to support the CTBT 
researcher and analyst. The software includes three types of high-fidelity propagation models: 
ray fracing, normal modes, and parabolic equation (PE); it also includes two empirical models of 
the global atmosphere that include temporal effects: a horizontal wind model, and a 
temperature/density model. Enhancements to the existing propagation models were also 
implemented to improve the fiinctionality of the software. Algorithms were developed for 
assessing variability in propagation parameters, specifically travel time and arrival azimuth, 
based on perturbations to mean wind profiles. 

The propagation models are integrated with the environmental characterizations through a 
common graphical user interface. The software is user-friendly and provides a wide range of 
display options for visualizing both the atmospheric models and the results from the propagation 
models. Following the development of a prototype "beta" version of the software, InfraMAP 
was installed at two sites, and scientists there were trained on its use. Feedback was obtained 
from the users, based on their experience with the software and on their requirements, and beta- 
testing recommendations were incorporated in the final version of the software. A user's manual 
for the software was prepared. Progress and results were reported to the research commimity 
throughout the effort, in the form of symposium posters, workshop presentations, and technical 
papers. 

Output from the propagation models was compared to measured data from historical events of 
interest in order to validate the models. These comparisons have allowed identification of both 
the strengths of the software and areas where fiiture efforts should be focused. The software was 
used extensively both to model scenarios of interest for CTBT monitoring and also to study the 
sensitivity of propagation results to variations in the environment, the event time, or the location. 
Results of the analyses demonstrate the utility and flexibility of the software and also highlight 
important issues that must be addressed in order to achieve adequate estimates and estimate 
bounds of infrasound source location. 



Section 2 
Introduction 

2.1 Background. 

Verification of the Comprehensive Nuclear-Test-Ban Treaty (CTBT) will require the ability to 
detect, localize, and discriminate nuclear events on a global scale. Monitoring systems such as 
the International Monitoring System (IMS) rely on several sensor technologies to perform these 
functions. The current IMS infrasound system design includes a network of low-frequency 
atmospheric acoustic sensor arrays, which contribute primarily to the detection and localization 
of atmospheric nuclear events. 

Infrasound source location estimates are made using a "back azimuth" approach that entails 
looking back along the azimuths measured by two or more arrays. Travel time information can 
be used to improve the infrasound source location estimates. Because of the temporal and spatial 
variability of the atmosphere, there are no stable, reliable, simply predictable propagation paths 
that can be used in standard back-azimuth and time-of-arrival localization approaches. 

The technical challenges involved in monitoring the CTBT using infrasound include the proper 
consideration of the effects of upper atmospheric dynamics on propagation. The large spatial and 
temporal variability of the atmospheric temperature and wind speed produces a very complicated 
infrasound propagation environment in which sound speed varies with time, location and 
altitude. Variability in sound speed and uncertainties inherent in characterizations of temperature 
and wind represent sources of uncertainty in source localization. The approximations currently 
in use operationally are expected to result in localization performance significantly worse than 
the monitoring network design goal of 1000 sq. km [Clauter and Blandford, 1996]. 

Numerous propagation models have been developed for the study of atmospheric and ocean 
acoustics. Prior to this effort, the atmospheric models applicable to infrasound were used 
primarily in basic research, were individually exercised on a case-by-case basis, and were often 
restricted by assumptions such as range-independence or a windless, constant sound speed. 
Furthermore, user interface to the models was not straightforward. 

Similarly, many databases and models characterizing the atmosphere have been compiled. 
However, few if any investigations have been conducted of the suitability of the various 
databases for use in conjunction with long-range infrasound propagation models. No 
straightforward interface between environmental data and propagation models has existed. 

2.2 Purpose. 

It has been anticipated that thvi ability to identify infrasound phases, and to include the 
appropriate travel-time and bearing corrections for each arrival into localization procedures, 
would dramatically improve localization performance. Reducing uncertainties in location 



estimates from the infrasound network would also improve the ability to associate detected 
events with hydroacoustic and seismic signals. 

The purpose of this effort was to develop a tool that will allow infrasound analysts and 
researchers to easily model propagation through realistic characterizations of the atmosphere. 
The tool should provide enviroiraiental integration and execution capabilities for a baseline set of 
acoustic propagation models. Development of such an integrated set of models should allow for 
high fidelity propagation modeling by offering features such as range-dependent sound speed 
and winds. The ability to predict the critical infrasoimd propagation characteristics (travel time, 
azimuth, amplitude) that affect localization and network performance would therefore be 
enhanced. 

The functionality of the software tool developed during this effort addresses these needs and the 
problems of interest in CTBT monitoring. The tool allows the research community to model or 
evaluate the performance of infrasound localization and detection algorithms. Use of the 
software is anticipated to lead to increased efficiency and effectiveness of CTBT operational and 
research components. 

Once the modeling tool has been developed, systematic sensitivity analyses and validation 
studies are necessary to imderstand the effect of enviroiunental and model parameters on 
accurate modeling of long range infrasound propagation. These investigations serve to identify 
specific areas where additional infrasoimd research and further development of modeling 
capabilities are needed. They will also help to define requirements for an infrasoxmd knowledge 
database. The CTBT research community will benefit from improved imderstanding of 
modeling issues, e.g., confidence boimds on predictions, the need for in situ atmospheric data or 
synoptic models, and the relative importance of temporal and spatial variability in the 
environment. 

2.3 Scope. 

The scope of this effort was to develop software that can be easily used to meet infrasound 
modeling requirements for CTBT monitoring purposes. The specific goals for this effort were: 

■ Develop an integrated software system capable of: 

(a) defining the state of the atmosphere, such as temperature and wind speed profiles, as 
required for infrasound propagation modeling; 

(b) predicting the phases, velocities, travel times, azimuths and amplitudes of 
atmospheric explosions measured by infrasound sensors; 

(c) supporting prediction of localization area of uncertainty and detection performance, 
by quantifying environmental variability and propagation sensitivity. 

■ Conduct sensitivity studies to determine the effects of environmental variables on 
infrasound propagation, and validate that the modeling software techniques are consistent 
with measured data. 

■ Prepare a users' manual and documentation describing the models. 



Progress toward these goals is discussed in the following sections. 

2.4 Outline. 

This section provides an introduction to the research effort. The remainder of the report 
summarized the technical work that has been performed. Section 3 addresses methods, 
assxmiptions, and procedures in the model development process. Section 4 discusses the results 
of the effort by describing the software and its functionality, summarizing studies that have been 
performed using the sofbvare and presenting example applications. The report ends with 
conclusions and recommendations. 



Section 3 
Methods, Assumptions and Procedures 

This section describes the procedures that were followed during the development and evaluation 
of the InfraMAP software. First the selection of environmental characterizations is discussed. 
This is followed by discussions of the selection of propagation models and the approach to 
network analysis and variability assessment. Finally, the software development methods are 
summarized. 

3.1 Environmental Characterization. 

In order to make adequate predictions of infrasound propagation, it is necessary to identify 
environmental characterizations that are suitable for defining the propagation environment. 
Determination of the atmospheric sound propagation environment requires knowledge of 
temperature and wind speed profiles. 

The existence of multiple atmospheric layers and large spatial and temporal variability in the 
atmospheric temperature and wind speed produces a very complicated infi^asound propagation 
environment. Lower, middle and upper atmospheric temperature and wind data, required for 
predicting infi-asound propagation paths, are currently available in a variety of formats at varying 
temporal and spatial resolutions, but no one data source contains all of the required 
environmental parameters at all locations and altitudes. Most of the readily accessible data 
pertains to altitudes less than 30 km, whereas infi-asound propagation modeling requires 
information at much higher aUitudes. Multiple atmospheric databases and models have been 
evaluated for use in InfraMAP, with consideration given to spatial and temporal resolution, 
coverage, and ease of implementation. 

For an integrated infrasound modeling capability, both historical and "real-time" or updated 
environmental data are potentially usefiil for determining the best estimate of the enviroimiental 
conditions affecting infrasound propagation. Consideration of the merits of individual data 
soiirces includes: 

■ Which sources of information have the most complete coverage (location, altitude and 
time)? 

■ Are these data at a resolution sufficient for accurate infrasound modeling? 

■ How should different data sources at different atmospheric layers be joined together? 

Data sources generally fall into one of two categories: (1) raw data, such as those from individual 
measurements, and (2) assimilated data, which may consist of data on a standard grid or models 
that characterize a set of observed data. 

Examples of raw data sources include radiosondes, satellites, and surface weather stations. None 
of the raw data sources provides the complete set of temperature and wind speed profile 



information needed for infrasound modeling. If raw data are used in conjunction with 
propagation models, temperature and wind speed profiles must be merged and interpolated onto 
a uniform grid to be supplied as input to the models. There are a number of technical issues that 
arise when merging databases together, especially when the component databases have different 
resolutions or coverage. These issues include: 

■ Accessing data from a variety of formats, 

■ Interpolation and extrapolation, 

■ Accounting for the various measurement error bounds, and 

■ Forming a consistent, useful data representation for processing the data in multiple 
software applications. 

Assimilated data sources are convenient since data quality control, interpolation and 
extrapolation have been performed by the generating organization. The atmospheric models used 
in data assimilation generally account for some temporal effects; however, in most instances, 
their output data represent the best fit to historical measurements rather than predictions based on 
updated or near-real-time measurements. Therefore, assimilated data sources that are based 
piu-ely on historical databases will not accurately predict all of the atmospheric fluctuations that 
may occur on relatively short time scales. 

Several assimilated atmospheric databases and software products were obtained from 
government sources. These include: 

■ Upper Air Gridded Climatology, (Navy FNMOC); 

■ Global Upper Air Climatic Atlas, Volumes I and II (Navy FNMOC); 

■ Marine Climatic Atlas of the World (Navy FNMOC); 

■ Intemational Station Meteorological Climate Summary, (Navy FNMOC); 

■ Extreme and Percentile Environmental Reference Tables, (Air Force Combat 
Climatology Center); 

■ Upper Air Climatology, (Air Force Combat Climatology Center). 
Additional databases from NOAA's National Climactic Data Center (NCDC) and from NASA's 
Goddard Space Flight Center were also investigated. 

Two empirical atmospheric models, developed at NASA and currently maintained by the Naval 
Research Laboratory, were also obtained. These models were selected for integration with the 
propagation models in InfraMAP. They are: 

■ the Horizontal Wind Model (HWM) [Hedin et al., 1996] and 

■ the Extended Mass Spectrometer - Incoherent Scatter Radar (MSIS or MSISE) 
temperature and density model [Picone et al, 1997]. 

HWM provides zonal and meridional wind components, and MSISE provides temperature, 
density and atmospheric composition. These environmental models have global coverage from 
the ground into the thermosphere, account for diurnal and annual effects, and were anticipated to 



be relatively easy to integrate. The models are described in more detail in Section 4. Historical 
solar and geomagnetic data that are used as input to the models were obtained from the National 
Geophysical Data Center (NGDC). 

The use of updated data in conjunction with the assimilated databases and empirical models was 
also investigated. This capability could potentially improve the characterization of the 
infrasound propagation environment. Some of the issues that must be addressed include: 

■ Are these data updated at a sufficient rate? 

■ How should data be accessed? 

■ Is there reliable global coverage 24 hours a day? 

■ How should updated raw data be used to supplement an assimilated data set? 

A procedure was developed during this effort for downloading and formatting radiosonde data 
from the National Weather Service web site. A spline technique was used during this effort to 
join a radiosonde profile to a modeled profile for application to a case of interest. Atmospheric 
research satellites represent another potential source of updated raw data. However, none of the 
updated sources of raw data provides the complete set of temperature and wind speed profile 
information needed for infrasound modeling. 

Based on the success of the empirical models at defining the propagation environment in the 
InfraMAP software, it was determined that the use of updated or in situ data sources would not 
be automated during this effort. Updated environmental profiles, for example radiosonde data, 
can be used in conjunction with the propagation models, in a range independent mode, via a 
software option that allows user-defined profiles. The software does, however, provide the 
infrastructure to incorporate updated atmospheric data in the fiiture, for purposes of improving 
the estimate of current propagation conditions. For example, the Navy's updated climatological 
assimilation NOGAPS (Naval Operational Global Atmospheric Prediction System), which uses 
an extensive data set of ship-based, land-based and satellite measurements to provide gridded 
wind speed at several altitudes every 12 hours, may be a candidate for integration in fiiture 
efforts. 

3.2 Propagation Modeling. 

It was anticipated that a range of modeling capabilities would be required in order to meet the 
CTBT monitoring objectives of predicting travel time, azimuth, amplitude, and ultimately 
waveform or spectral characteristics of infrasound phases. A variety of infrasoimd propagation 
models exist that can account for varying degrees of lateral and vertical variability in wind and 
sound speed. However, no one model is sufficient for predicting all essential propagation 
features. Classes of propagation modeling techniques were evaluated in order to determine their 
sfrengths and weaknesses and to identify specific models to be integrated in the software. 

Models were evaluated to determine suitability for handling environmental features such as: 
range-dependence, double-channel sound speed profiles, wind speeds with magnitudes that 
approach the ambient sound speed, reflections from the earth's surface, etc. For each model, it 
was necessary to determine whether it would be feasible to integrate range dependent 



environmental characteristics or if model execution would be restricted to range independent 
profiles. Similarly, the feasibility of incorporating absorption into each of the models was 
addressed; available atmospheric absorption models were reviewed as part of this effort. 

Ray theory in a moving inhomogeneous medium is well established and accounts for wind 
effects in three dimensions. It permits evaluation of the ray trajectories that infrasound waves 
might follow through laterally varying wind and sound speed profiles. In addition to vertical and 
horizontal refraction, the model accounts for horizontal translation of the ray path, which can 
cause significant azimuth biases in the propagation path. An advantage of the ray tracing 
technique is that it is capable of stepping either forward from a source or backward from a 
receiver. A ray tracing code developed at NOAA [Jones, et ah, 1986] was obtained. 

Pierce developed a computer code based on the normal mode theory for infrasound propagation 
in a relatively low frequency band of interest, motivated by interest in long range propagation of 
infi-asound due to large (i.e., megaton yield) events [Pierce and Kinney, 1976; Pierce et ah, 1973; 
Pierce and Posey, 1970]. The normal mode approach is generally usefiil for estimating received 
time series or waveforms. A version of Pierce's normal mode code, modified to determine 
propagation of higher frequency modes, was provided to BBN by Los Alamos National 
Laboratory (LANL). 

Parabolic equation (PE) models are frequently used in imderwater acoustics and in short range 
atmospheric acoustics. Following an informal literature survey and review of available parabolic 
equation software, an implementation of the wide-angle finite-difference PE model was 
developed intemally at BBN for use in evaluating infrasoimd propagation. 

Fast field programs (FFP's) are frequently used for modeling windless, short range scenarios. A 
review was conducted of available software. FFP implementations useful for infrasound studies 
were concluded to be costly to develop and computationally intensive. Therefore, a FFP 
capability was not included in the software. 

The use of empirically derived relationships to estimate key propagation parameters was 
evaluated for inclusion in the software. These candidate techniques were considered in order to 
offer the capability of very rapid "zeroth-order" estimates of travel time, azimuth, and amplitude 
for a given scenario. Feedback obtained from the research community indicated that efforts in 
this area should be given a lower priority than efforts in other areas, so these models were not 
incorporated. 

Before software integration of a selected model was undertaken, the model was exercised using 
simple environmental profiles as test cases. Analytic results from propagation theory were 
compared to numerically calculated results. 

3.3 Variability and Network Performance. 

Approaches to assessing localization performance of an infrasound network were reviewed. 
Goals of a network model include characterization of the Area of Uncertainty, which sunmiarizes 
the effects of all uncertainties in the localization solution including propagation uncertainties. 



The uncertainties in results of a propagation model depend to a large degree on uncertainties in 
the environmental characteristics. The feasibility of developing models for bearing error and 
travel time error for infrasound sensors based on the techniques developed for the HydroCAM 
hydroacoustic model [Farrell and LePage, 1996] was evaluated. However, statistics of the 
atmospheric infrasound propagation environment are not as well known or as stable as those of 
the ocean environment. 

Historical temperature and wind data were considered for use in determining statistics of the 
propagation environment. Certain of the assimilated data sets discussed above contain variance 
estimates of winds and temperatures; however, these estimates generally do not extend to 
sufficiently high ahitudes for the variability of the infrasound propagation environment to be 
adequately assessed. Informal technical collaboration during this effort with Dr. Douglas Drob 
of the Naval Research Lab, who is currently investigating variance in atmospheric data, resulted 
in the definition of stochastic techniques to estimate realistic wind perturbation profiles. 

A Monte Carlo approach to assessing the variability of both bearing and travel time was 
developed for infrasound propagation paths, based on application of ray tracing through a 
perturbed set of atmospheric profiles. This stochastic approach has the advantage of allowing 
flexibility in the choice of wind perturbation spectra, so the sensitivity of localization parameters 
to realistic characterizations of environmental variability can be assessed. The technique has 
been implemented so that it can be applied to any infrasound station in a user-defined network. 
Understanding variability in propagation paths is a necessary step in the development of a 
complete infrasound network model. 

3.4 Software Implementation. 

The development of the infrasound software tool kit followed an approach analogous to that used 
for the Hydroacoustic Coverage Assessment Model (HydroCAM) [Farrell and LePage, 1996], 
which was developed under the Department of Energy's CTBT R&D program. The HydroCAM 
software contains the best available seasonal databases of the ocean envirormient from the US 
Navy, the National Oceanic and Atmospheric Administration (NfOAA) and other institutional 
sources, and is used to predict hydroacoustic travel time, amplitudes, fravel time variances and 
network performance throughout the world's oceans. 

Previous efforts at BBN, including HydroCAM, have produced a flexible software architecture 
for the manipulation and visualization of environmental data. For example, approximately 20 
oceanographic and meteorological databases are currently accessible by the database software, 
and complex sound speed profile databases can be assimilated and interpolated to create sound 
speed fields for use as inputs to propagation models. This architect\u-e was used during the 
infrasound development to rapidly provide an integrated database access and analysis capability. 
A goal for the infrasound software development was to maintain a flexible infrastructure so that 
additional models or databases could be added at a later time in order to improve functionality. 

The infrasound software package was rapidly prototyped to develop a baseline functional 
capability. First, a detailed system block diagram was developed. The software design 
philosophy was to use existing models, databases and access software whenever possible. The 



graphical user interface (GUI), including forms and data display formats, was designed and 
implemented using MATLAB®. 

Models and databases were identified and prioritized for integration by using a benefit/cost 
tradeoff The benefits included the ability to meet operational requirements and acceptance by 
the infrasound research community. The cost included the estimated integration effort and 
computational requirements. As fiinctions and models were added, each new capability was 
tested to determine accuracy and to assess functionality. More complex models were integrated 
and tested as justified by the fidelity of the results. Once the models were integrated with the 
environmental databases, they were exercised to determine sensitivity of propagation paths to the 
primary input parameters. As integration of the modeling components progressed, enhancements 
were added to the software to simplify and speed execution. 

Measured infi-asound data sets were obtained fi-om a number of sources. Reports describing 
historical events of interest were provided by AFT AC and LANL. Data from recent events were 
obtained from the prototype Intemational Data Center (IDC). Information in the open literature 
was also reviewed. Models were exercised, and results were compared to measurements for a 
subset of the available measured data. 

Feedback on the software was obtained from experts in the community. A program review was 
scheduled in order to discuss development plans and agree on priorities. Beta testing of a 
prototype version of the software was conducted by experts at AFT AC and LANL. Following 
the testing, priorities for remaining development efforts were agreed in consultation with the 
experts. 
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Section 4 
Results and Discussion 

Results obtained during this effort are discussed in this section. Accomplishments include 
development of the integrated software and application of the tool to selected problems of 
interest. First, the capabilities of the software are discussed. Next, reports and presentations that 
were completed during the effort are summarized. Following this, examples of analyses that 
have been conducted using the software are presented, specifically, sensitivity studies, validation 
efforts, and example applications. 

4.1 InfraMAP Software Tool Kit. 

An integrated software package for infrasound modeling was developed during this effort. 

A prototype (beta-release) of the model was provided to two locations (AFT AC and LANL) as 
part of the development process. BBN provided support to these users by (1) installing the 
software at the user location, (2) providing limited training on the use of the software, (3) adding 
capability as requested by the users and (4) fixing software errors as required. Feedback and 
recommendations provided by the users were incorporated in the software before the final 
release. 

The software contains tools for modeling infrasound propagation through a dynamic atmosphere 
and for visualizing modeled propagation results and atmospheric characteristics. The 
atmospheric models, acoustic propagation codes, and display functions are integrated in a 
common software environment that allows for user-friendly data access and model execution. 

The tool kit, called InfraMAP, for Infrasonic Modeling of Atmospheric Propagation, is a systems 
analysis tool that enables the user to perform propagation studies over global scales and at 
infrasonic frequencies. It can be applied to predict travel times, bearings, and amplitudes from 
potential event locations worldwide. 

The InfraMAP user interface runs as a MATLAB application on UNIX-based workstations. It 
contains an assortment of databases, infrasound propagation models, and software for visualizing 
and interpreting results at each stage in the prediction process. The components of InfraMAP are 
in a variety of data formats and software languages: FORTRAN 77, FORTRAN 90, C++ and 
MATLAB script. The user interface makes all of this transparent and provides a capability to 
perform the following functions: 

■ Access, analyze and display a variety of enviromnental models. 

■ Evaluate global-scale infrasonic propagation using various modeling techniques. 

11 



The software design enables a user to run propagation models quickly and efficiently via pre- 
defined menus, and simultaneously provides flexibility both in the choice of model parameters 
and by allowing user-defined manipulation of data via the command line input. 

Operation of InfraMAP is based on a graphical user interface (GUI) consisting of: 
■ A main window, 

■ Pull-down menus, and 

■ Forms (new menus that appear based on selections made in the main window). 

Menus are organized by task for the most common operations, and are divided into the categories 
of "Environment" and "Propagation." 

■ An Environment menu allows the user to visualize the atmospheric characterizations, 
either versus a spatial dimension or versus a temporal or geophysical model parameter. 

■ A set of three Propagation menus allows the user to define a scenario and execute 
InfraMAP's integrated modeling capabilities. 

a) A Propagation Scenario menu is used to select source and receiver locations, event 
date and time, and environmental parameters. 

b) A Propagation Model menu is used to select the propagation model and its required 
input parameters. Default values of model parameters are provided automatically but 
can be modified by the user. 

c) A Propagation RunA'^iew menu is used to commence model execution and to display 
results on completion of a run. Model results are automatically stored and can be 
recalled later for analysis or display. A range of display options is available. 

■ A Propagation Variability menu is used to set up and run a Monte Carlo perturbation 
analysis of two ray parameters: azimuth deviation and travel time. 

Additional fiinctions such as printing, zooming, adding overlays, etc. are also available. 
Graphical representations of output data are displayed as MATLAB figures. 

Operation of the software is fiilly described in a User's Manual [Norris et ah, 1999], which was 
prepared as part of this effort. The manual includes instructions for installing and using the 
software. 

4.2 Environmental Characterization. 

The baseline envirorunental characterizations that are available for display and that have been 
integrated with the propagation models in Infi-aMAP are: 

■ the Horizontal Wind Model (HWM) [Hedin et al., 1996] and 

■ the Extended Mass Spectrometer - Incoherent Scatter Radar (MSIS or MSISE) 
temperature and density model [Picone et al, 1997]. 

HWM provides zonal and meridional wind components, and MSISE provides temperature, 
density and atmospheric composition. 
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4.2.1 Horizontal Wind IVIodel (HWiVI). 

HWM is a comprehensive empirical global model of zonal and meridional wind components that 
is based on accumulated measurements using a variety of techniques, including satellite, radar, 
and ground-based optical measurements. The model is used to determine winds while accounting 
for time, space, and geophysical variations. It provides a comprehensive statistical mean estimate 
based entirely on observational data. 

Inputs into HWM include day of year, local time, latitude, longitude, altitude, solar flux, and 
geomagnetic activity. The first edition of the model, released in 1987, was intended for modeling 
of winds above 220 km and was built from wind data obtained from the AE-E and DE-2 
satellites. The model was later extended down to 100 km by including wind data from ground- 
based incoherent scatter radar and Fabry-Perot optical interferometers, as well as MF/Meteor 
data. In 1993, HWM was extended down to the ground. 

4.2.2 Mass Spectrometer - Incoherent Scatter Radar Atmospheric Model (MSIS). 

The MSIS empirical model provides temperature, density and atmospheric composition based on 
in-situ data from seven satellites and numerous rocket probes. They provide predictions of 
temperature, and the densities of N2, O, O2, He, Ar, and H. Low order spherical harmonics are 
used to describe the major variations throughout the atmosphere including latitude, annual, 
semiannual, and simplified local time and longitude variations. These models facilitate data 
comparisons and theoretical calculations requiring a background atmosphere. 

The MSIS model uses a Bates temperature profile as a function of geopotential height for the 
upper atmosphere and an inverse polynomial in geopotential height for the lower atmosphere. 
Exospheric temperature and other key quantities are expressed as fiinctions of geographical and 
solar/magnetic parameters. These temperature profiles allow for exact integration of the 
hydrostatic equation for a constant mass to determine the density profile, based on a density 
specified at 120 km, as a ftinction of geographic and solar/magnetic parameters. 

4.2.3 Additional Environmental Data. 

Topography 

Topographic and bathymetric databases in InfraMAP are based on standard products from 
NOAA. The primary database is known as ETOPO (Earth TOPOgraphy) and is available at two 
resolutions: ETOPO30 (30 minute resolution); and ET0P05 (5 minute resolution). An option 
for displaying topography in an azimuthally equidistant projection is offered. 

Solar/Magnetic Indices 

The variables F10.7, F10.7A, and Ap are used as input to the HWM and MSIS models. 

■ Ap is the planetary equivalent amplitude of daily geomagnetic disturbance, 

■ F10.7 is the daily solar radio flux at 10.7 cm, adjusted to 1 AU, and 
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■   F 10.7 A is the 81 day average of F 10.7 values, centered on the day of interest. 
Further documentation describing these parameters, along with archives of historical values, are 
available online at the National Geophysical Data Center (NGDC). Default values are provided 
in InfraMAP. 

Temperature/Wind Options 

InfraMAP provides the software infrastructure to integrate additional atmospheric 
characterizations with the propagation models. Existing options in the software include: a linear 
temperature profile, a linear wind profile, a logarithmic wind profile, and user-defined data files 
of temperature and/or wind speed. InfraMAP contains a list of 1,676 locations where radiosonde 
data are collected. Further documentation describing radiosonde data, along with archives of 
historical values, are available online at the National Climatic Data Center (NCDC). 

Examples 

To view resuhs of an environmental model, a user chooses the variable of interest, temporal and 
spatial parameters, resolution, and the type of data plot desired. Examples of output from the 
environmental models are presented in Figures 1 and 2. Figure 1 shows a global image of wind 
magnitude at a fixed altitude of 120 km, with wind vectors superimposed. Figure 2 displays 
temperature profiles at 500 km increments along a great circle path from the equator to the north 
pole. 

HWM: Wind magnitude (m/s). Yr: 1999, Day: 15, GMT: 12:00, Alt: 120 l<m 

W\m^ 

0 
Vector Height: 120 km 
Vector Max: 100 m/s 

Figure 1. Global display of wind magnitude at fixed altitude (from HWM). 
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Figure 2. Temperature profiles at locations along a path (from MSISE). 

4.3 Propagation Models. 

The baseline set of acoustic propagation models contained in InfraMAP consists of: 

■ Ray Tracing: a three-dimensional ray theory model, HARPA (Hamiltonian Ray-Tracing 
Program for Acoustic Waves in the Atmosphere) [Jones et al, 1986], 

■ Normal Modes: a WKB version [Dighe et al, 1998; Hunter and Whitaker, 1997] of the 
normal mode model [Pierce and Kinney, 1976; Pierce et al, 1973; Pierce and Posey, 
1970], and 

■ PE: a continuous-wave, two-dimensional parabolic equation (PE) model [Jensen et al, 
1994; West era/., 1992]. 

InfraMAP provides integration of these three models with the environmental characterizations 
described above. Source and receiver locations, date, and time-of-day can be selected to define 
the scenario of interest. The use of each model requires selection by the user of various model 
parameters; however, guidance is provided in the form of default values that were selected 
during the course of the software development. 

Capabilities and characteristics of the propagation modeling techniques are suimnarized in 
Table 1. Sample output from the three models is shown in Figures 3 through 5. 
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Table 1. Capabilities and characteristics of propagation models. 
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Figure 3. Vertical projection of ray paths (Eigenrays). 
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Figure 5. Amplitude field from parabolic equation model. 

17 



4.3.1 Ray Tracing. 

The ray tracing code incorporates a range-dependent atmosphere in propagation calculations. It 
is defined in a three-dimensional domain using spherical coordinates. In addition to vertical and 
horizontal refraction, the model accounts for horizontal translation of the ray path due to the 
moving medium. A spherical earth model is used to determine range, and interaction with the 
surface is handled with specular reflections. Azimuth and elevation angles, travel time, and 
absorption can be calculated at each point along a ray path. The model predicts ray path 
attenuation due to viscous and thermal losses. 

A single ray or a "fan" of rays can be launched from any given point. The ray tracing technique 
is capable of stepping either forward from a source or backward from a receiver. An option for 
"Reversing Propagation from a Receiver" is included in the software; when this option is 
selected, rays are "launched" from the receiver through an inverted propagation environment. 

During this effort, an algorithm for finding eigenrays, rays that connect a source and a receiver to 
within a specified tolerance, was developed and implemented in InfraMAP. In the eigenray 
mode, an iterative algorithm is employed to search for rays that connect a source and receiver 
location to within a tolerance of a user-defined distance. The algorithm utilizes a shooting 
method to launch rays at various elevations and azimuths until eigenrays are identified. 

A plotting option was also developed for the display of ray paths on an azimuthally equidistant 
projection. 

4.3.2 Normal Modes. 

A version of Pierce's normal mode code, modified to determine propagation of higher frequency 
modes, is integrated into InfraMAP. The model uses the Wentzel-Kramer-Brillouin (WKB) 
method to calculate a dispersion curve, which in tum is used to calculate a received waveform, 
comprised of a finite sum of modal solutions, at a given range and azimuth. 

Only range-independent environments are supported. The environmental profiles can be 
retrieved from the source location, receiver location, or from averaged values along the entire 
path. 

An option is offered for solution of the set of dispersion curves only. In this case, full calculation 
of the received waveform is not performed. 

InfraMAP can automate the selection of the waveform time window, calculated from a specified 
signal velocity and range. In addition, the special case of dual-duct propagation is identified and 
automatically processed, in which case the frill waveform solution is the sum of the upper and 
lower duct solutions. 
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4.3.3 Parabolic Equation. 

A continuous-wave, split-step implementation of the wide-angle finite-difference Parabolic 
Equation (PE) model was developed during this effort for use in Infi-aMAP. The PE technique 
steps forward fi-om a source, which is characterized by a starter field, and calculates an 
attenuation field useful for predicting amplitudes along a vertical slice of the atmosphere. 

The 2-D model can accommodate a range-dependent atmosphere. It does not account for 
horizontal refi-action and therefore cannot provide predictions of azimuth deviation. 

A number of mput parameters must be chosen, including frequency, number of steps per 
wavelength, normalized ground impedance, and maximum altitude. Data can be displayed as an 
amplitude field over a vertical slice of the atmosphere, or as amplitude vs. range at a fixed 
altitude. Amplitude is expressed in decibels (dB) relative to the pressure at the source. 

4.4 Network Performance. 

InfraMAP incorporates a number of tools that support the assessment of network performance. 
Networks consisting of any number of stations can be defined and saved. Such networks can 
include stations in the IMS network, which is predefined and available in Infi-aMAP, existing 
prototype stations, and user-defined locations. 

The ray tracing option for laimching fans of rays from a receiver rather than from a source 
provides a convenient method for modeling travel time and azimuth deviation fi-om a wide range 
of potential source locations to a single known receiver location. This capability can provide the 
basis for developing a grid of travel time and bearing corrections corresponding to a specific 
scenario of interest. 

The capability of identifying eigenrays allows the key parameters that affect source localization 
(travel time and azimuth deviation) to be predicted for a particular combination of source and 
receiver locations. This can be useful for testing hypotheses of source location based on single 
station observations. 

The Propagation Variability menu provides the capability of performing a Monte Cario 
perturbation analysis about a reference eigenray. There is a choice of analysis variables: either 
azimuth deviation or travel time. This analysis approach allows assessment of (a) the sensitivity 
of ray tracing calculations to variability in wind profiles, and (b) the resulting effect on the key 
parameters that affect source localization. The modeled distributions of propagation variables 
can be used in assessing areas of uncertainty in source location. 

In the Propagation Variability analysis, the environmental perturbation fields are defined using a 
1-D vertical wave munber spectrum of the horizontal wind, and individual realizations of spatial 
fields are generated through a random-phase technique [Peitgen, H. and D. Saupe, 1998]. Wind 
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profiles are perturbed repeatedly, and a Monte Carlo simulation is executed where multiple rays 
are traced through the sum of mean and perturbed profiles, and ray parameters are calculated for 
each perturbation. The perturbation model generates a unique wind perturbation profile for each 
realization calculated. 

■ If azimuth deviation is chosen, then the wind component normal to the great circle path 
(crosswind) is perturbed and the wind component along the great circle path (headwind 
or tailwind) is not perturbed. 

■ If travel time is chosen, then the wind component along the great circle path (headwind or 
tailwind) is perturbed and the wind component normal to the great circle path (crosswind) 
is not perturbed. 

The wind perturbation is based on a power spectral density (PSD). Default values of the power 
law exponent, the perturbation wavelength range (in km), and the PSD magnitude are provided. 
The user must specify the number of realizations in the Monte Carlo simulation. 

Three output displays of analysis results are presented: 

■ Probability density function estimate, 

■ Density of calculated ray ground hit points as a function of range, and 

■ Locations of ray ground hit points (overlaid on an azimuthally equidistant projection of 
topography). Perturbed ray endpoints are shown compared to the ground hit point of the 
unperturbed reference ray. 

Examples are shown in Figures 6 through 9. Figure 6 depicts a wind perturbation spectrum, and 
Figure 7 shows a realization of a perturbation profile calculated using this spectrum. Figure 8 is 
a plot of ray ground hit points resulting from a Monte Carlo simulation, and Figure 9 is the 
corresponding probability density function estimate. 

The software provides the infrastructure to add additional capabilities to support network 
performance evaluation, for example, station detection characteristics, estimates of noise levels, 
area of uncertainty estimates, etc. 

4.5 Reports to the Research Community. 

As required under the contract, BBN personnel attended both the 20* and 21^' Annual Seismic 
Research Symposia on Monitoring a CTBT. Papers were published in both proceedings [Gibson 
and Farrell, 1998; Gibson et al., 1999], posters were presented at both meetings, and an 
InfraMAP software demonstration was presented at the 21*' Symposium. A BBN technical 
memorandum was issued in December 1998 [Gibson et al., 1998], documenting a portion of the 
poster that had been displayed at the 20* Symposium. In addition, a program review was held in 
December 1998 where interested parties provided feedback on the design of the developing 
software. 
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The research program was summarized in a presentation to the CTBT Infrasound monitoring 
commtmity at the hiformal Workshop on hifrasound, held in France in July 1998 [Gibson, 1998]. 
Specific research results were presented at the 1999 Spring Meeting of the American 
Geophysical Union (AGU), during a special session on Infrasound [Norris and Gibson, 1999a], 
and at the 138* meeting of the Acoustical Society of America in Fall 1999 [Norris and Gibson, 
1999b]. 

4.6 Sensitivity Analyses. 

The InfraMAP tool kit allows sensitivity analyses to be conducted readily. Model parameters 
can be varied systematically in order to compare results from a range of propagation scenarios. 
Such studies are useful for assessing the accuracy, flexibility, and robustness of different 
modeling approaches and for defining spatial and temporal resolutions required for accurate 
predictions of infrasound travel times, bearings, and amplitudes. They can also be used to 
identify systematic biases in travel time and azimuth that it may be possible to eliminate in a 
localization technique. 

As discussed above, the selection of certain input parameters, e.g., step size, is required for 
successful operation of the propagation models. Models were tested and sensitivity studies were 
performed during the software development phase in order to determine appropriate default 
values for these parameters for use in InfraMAP's user interface. These tests are not described in 
detail in this report. 

Examples of analyses that have been conducted during the effort addressing the sensitivity of 
propagation results to environmental parameters are presented here. 

4.6.1 Diurnal Sensitivity. 

A sensitivity study was carried out to evaluate the effect of diurnal variability of atmospheric 
winds and temperature on ray paths. Four source-receiver geometries were studied. 

■ Two geometries had a source location in Central Asia (50.5 N, 78.0 E). One receiver was 
2500 km west at a bearing of-90 degrees, and the other was 2500 km North at a bearing 
of zero. 

■ Two geometries had a source location in Nevada (38.7 N, 115.8 W). One receiver was 
1000 km east of the source at a bearing of 78 degrees, and the other 1000 km north at a 
bearing of zero. 

For these event scenarios, the time of year was mid-September. Specific attention was given to 
azimuthal deviation and travel time, as these ray parameters impact localization algorithms. 

Example results from the 2500 West path from the Central Asia source are given in Figures 10 
and 11. Five eigenrays were identified and all had tuming points in the thermosphere at altitudes 
in the range 110-130 km. Over the 24-hour period of the sensitivity study, the travel time 
variability was up to 2.3% and the change in azimuthal deviation was up to 4.3 degrees. The 
diurnal variability in temperature was small and found to have a negligible impact on the 
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eigenrays. However, changes in the zonal and meridional winds were significant; winds at the 
source location are shown in Figures 12 and 13. The greatest variability occurs above 100 km, 
where the effects of the semi-diurnal solar tide are apparent. 

The travel along a ray path is directly influenced by the projected wind along the path; the wind 
subtracts or adds to the effective sound speed depending on wind direction. This property is 
observed in the high correlation between the zonal wind and travel time. For example, the ray 
travel times reach a maximum for events at 10-11 UT. This correlates with the minimum 
extreme in the eastward zonal wind above 100 km. Westward ray paths at this time of day 
encounter a headwind with a maximum speed of 60 m/s at their turning points. Similar 
observations can be made regarding the azimuthal deviations. The crosswind along a ray path 
acts to translate and/or refract the path, resulting m a change in the observed azimuthal deviation 
at the receiver. Maximum azimuthal deviation in the negative direction occurs for events at 6 
UT. This correlates with the maximum in the meridional winds above 100 km. Ray paths at this 
time of day encounter a maximum crosswind of 60 m/s at their turning points. 

Similar conclusions were drawn from the study of the Nevada source geometries. The diumal 
variability of ray travel time, signal velocity, and travel time are summarized in Table 2 for all 
four geometries. 

Table 2. Summary of diurnal variability results for four geometries. 

Western US 
Path 

Eigenrays Diurnal change in: 
Travel Time 
(±%) 

Signal Velocity 
(m/s) 

Azimuthal 
Deviation (deg) 

North Stratospheric — — 

Thermospheric 1.2-1.9 7-9 1.0-3.0 
East Stratospheric 0.2-0.4 1-3 0.1-0.8 

Thermospheric 1.6 9 2.8 

Central Asia 
Path 

Eigenrays Diumal change in: 
Travel Time 
(±%) 

Signal Velocity 
(m/s) 

Azimuthal 
Deviation (deg) 

North Stratospheric — — 

Thermospheric 1.7-1.9 ~3 0.5-1.7 
West Stratospheric — — - 

Thermospheric 1.3-2.3 2-4 1.5-4.3 

In summary, it is concluded from the diumal sensitivity study that modeled diumal changes in 
winds can generate observable changes in travel time and azimuthal deviations for ray path 
solutions over fixed source-receiver geometries. These changes correlate strongly with the wind 
at the ray tuming points. Only thermospheric rays are discussed here. Similar, although weaker, 
diumal effects were also foimd to hold for stratospheric rays [Norris and Gibson, 1999a]. 
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Figure 10. Travel time variations over diurnal cycle; 25001cm path. 
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Figure 11. Azimuth deviation variations over diurnal cycle; 2500 km path. 
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Figure 12. Zonal wind variations over diurnal cycle; Central Asia (-i-Eastward). 
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Figure 13. Meridional wind variations over diurnal cycle; Central Asia (-i-Northward). 
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4.6.2 Seasonal Sensitivity. 

A sensitivity study was also carried out to evaluate the effect of seasonal variability of 
atmospheric winds and temperature on ray paths. The identical Western US source-receiver 
configuration to that in the diurnal sensitivity study was used here. The time of day was held 
constant at 12 UT, and the time of year was varied over a full year in 15-day increments. 

The winds again dominate the propagation characteristics. Figures 14 and 15 give the zonal and 
meridional wind profiles at the source as a fimction of calendar day. The dominant feature is the 
strong zonal wind at stratospheric heights of 40-60 km. Li the winter, these winds are eastward 
with a magnitude of approximately 60 m/s. In the summer, the stratospheric wind reverses to a 
60 m/s westward flow. 

140 

120     180     240     300     360 
Calendar Day 

Figure 14. Zonal wind variations over diurnal cycle; Nevada (+Eastward). 
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Figure 15. Meridional wind variations over diurnal cycle; Nevada (+Northward). 

For the East path, both stratospheric and thermospheric eigenrays were identified. The 
stratospheric paths only exist in the winter period when the stratospheric winds create a lower 
propagation duct. The eigenrays found at calendar day 301 are shown in Figure 16. The reversal 
of wind direction resuUs in a large deviation in travel time for the thermospheric rays. The travel 
time difference between winter, when the stratospheric winds are in the direction of propagation, 
and summer, when they are against it, is approximately 600 sec. The seasonal travel time 
variability for all eigenrays is shown in Figure 17. 

0 200 400 600 800        1000 
range (km) 

Figure 16. Eastward eigenrays from Nevada; Day 301. 
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Figure 17. Travel time variations over annual cycle; 1000 km path. 

For the North path, only thermospheric eigenrays are identified. The strong zonal winds result in 
large azimuthal deviations. Due the zonal wind reversal in the stratosphere, the azimuthal 
deviation changes from a minimum of -6 deg in the winter to 3 deg in the summer. A summary 
of the seasonal variability for both North and East paths is given in Table 3. 

Table 3. Summary of seasonal variability results for two geometries. 

Western US 
Path 

Eigenrays Seasonal change in: 
Travel Time 
(±%) 

Signal Velocity 
(m/s) 

Azimuthal 
Deviation (deg) 

East Stratospheric 0.6-1.0 4-6 0.2-0.5 
Thermospheric 1.1-5.6 6-31 0.5-1.4 

North Stratospheric — — — 

Thermospheric 0.2-0.4 1-2 5.0-8.7 

This sensitivity study indicates that seasonal effects on 1000 km are significant. Travel time 
changes are on the order of 6%, and azimuthal deviation changes are on the order of 9 degrees. 
The magnitude of these changes indicates that seasonal effects must be accounted for in 
infrasonic localization algorithms to meet performance goals. As an example, for the East path, 
the ±6% change in travel time (assuming a signal velocity of 275 m/s) results in a receiver 
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localization uncertainty of 50 km. For the North path, the ±4.5 deg change in results in a 
receiver localization uncertainty of 150 km. [Norris and Gibson, 1999b] 

4.6.3 Sensitivity to Solar IVIagnetic Disturbance. 

InfraMAP was used to evaluate the effect of variability in solar magnetic activity on ray paths. 
Geomagnetic disturbances from solar activity influence atmospheric temperature and winds at 
high altitudes. The planetary equivalent daily disturbance amplitude, Ap, is used as an input 
parameter in the wind and temperature models and it affects the modeled environment at 
altitudes above 100 km. 

Archived values of A? over a six-year period were reviewed to determine a realistic parameter 
range for the study. 

■ Values of Ap ranged from approximately 1 to 100. 

■ Approximately 97% of the days had A? values of less than 50. 

■ 10% of the days had A? equal to 4. 

The values of Ap chosen for the study were: 4, 8, 16, 32, 64, and 128. 

In the modeled scenarios, the source was located in Central Asia (50.5° N, 78.0° E), and the 
receivers were due West and due North at a range of 2500 km. The time of year was mid- 
September and the time of day was 12 UT. Five eigenrays were identified and all had turning 
points in the thermosphere at altitudes in the range 110-125 km. At these altitudes, modeled 
temperatures and winds are sensitive to solar effects. 

The effects on travel time and azimuth deviation of the eigenrays are shown in Figures 18 and 
19, respectively, for the northward path. Over the Ap range of the sensitivity study, the travel 
time variability was up to 2% for each ray path. This effect due to Ap is small compared to the 
range of travel times among the five rays. The change in azimuth deviation was up to 2 degrees, 
which is of the same order as the range among the five rays. 

For this particular modeled event scenario, it is concluded that solar magnetic disturbance effects 
may resuh in observable changes to thermospheric ray paths but are unlikely to represent a large 
source of variability in propagation. However, the effect of Ap variability may be more 
prominent in other geographic regions or in other event scenarios. 

4.6.4 Sensitivity to Latitude. 

Atmospheric characteristics, particularly zonal winds, vary greatly depending on latitude. 
Monitoring stations in the IMS will be located at a wide range of latitudes. The effect of receiver 
latitude on key propagation parameters was studied for the case of northward propagation. 
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Figure 18. Travel time variability due to solar magnetic disturbance. 
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Figure 19. Azimuth deviation variability due to solar magnetic disturbance. 
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For the scenarios modeled in this study, the range from source to receiver was held constant at 
2500 km. In all scenarios, the source and receiver locations were along the same meridian at 
longitude 78.0° E, with the receiver to the north of the source. The source and receiver latitude 
range for the study was from near the South Pole to near the North Pole. Latitude increments of 
10 degrees were used in the study. The time of year was mid-September and the time of day was 
12 UT. 

The zonal winds in a slice of the atmosphere at longitude 78.0° E and from 0 to 120 km in 
altitude are shown in Figure 20. The slice extends from the South Pole (shown at 0 km) to the 
North Pole (shown at 20000 km). Positive values indicate eastward winds. 

HWM: Zonal Wind, +E (m/s). Yr; 1999, Day: 258, GMT; 12:00 
1201 

5000 10000  15000  20000. 
Close   I  Range along great-circle path (km)     [ cpiorbaf iirntts j 

Figure 20. Zonal winds (+E) along slice of atmosphere from South Pole to North Pole, 
78" E. 

At stratospheric altitudes: 
■ Strong eastward winds are present in the Southern Hemisphere; 

■ Winds are westward near the equator (shown at approximately 10000 km range); and 

■ Relatively weak eastward winds are present in the Northern Hemisphere. 
The zonal wind represents a crosswind for the northward propagation paths modeled in this 
study. It should be noted that there is an effective shift in the direction of the crosswind for 
propagation paths that cross over one of the poles; this is due to modeled wind circulation around 
the poles. 
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From two to five eigenrays with turning points in the theraiosphere were identified for each path. 
Paths with turning points in the stratosphere were only identified near the South Pole. Travel 
time and azimuth deviation for each ray are shown as a function of source latitude in Figures 21 
and 22, respectively. (Note: Paths with the source at 80° N traverse over the North Pole. Paths 
with the source indicated at -100° N traverse over the South Pole. The actual source location for 
this latter path is at approximately 80° S, 102° W, and the receiver location is at longitude 
78° E.) 

The modeled variability in travel time is small for this set of meridional paths. This is because 
the strong zonal wind represents a crosswind for these paths rather than a headwind or tailwind. 
Meridional winds are smaller in magnitude than the zonal winds and vary less with latitude. The 
cross-range translation of the rays due to the zonal wind does not have a large effect on travel 
time for these paths. 

Conversely, the modeled variability in azimuth deviation is large for these paths. The change in 
modeled azimuth deviation over the range of this sensitivity study is approximately 8 degrees. 
The strong zonal wind represents a crosswind for these paths, and the high crosswinds result in 
large values of azimuth deviation. At those latitudes where zonal wind velocities are high in the 
eastward direction, azimuth deviation is negative, and vice versa. 
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Figure 21.VariabiKty in travel time due to source latitude; meridional path. 
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Figure 22. Variability in azimuth deviation due to source latitude; meridional path. 

In summary, this study indicates that, for meridional propagation paths with thermospheric ■ 
turning points, (a) zonal winds, which vary strongly with latitude, have a strong effect on 
azimuth deviation, and (b) changes in travel time resulting from high zonal winds are likely to be 
relatively small. 

4.7 Validation Studies. 

During the effort, data describing a number of historical infrasound events were obtained from 
various sources. These data were reviewed with scientists at AFT AC and LANL to determine an 
appropriate baseline measurement set for comparison with the model predictions. Additional 
measured data were obtained from the prototype IDC and from published literature. 

For the data obtained from AFT AC and LANL, events were categorized by parameters such as 
source location, receiver location, range, time of year, and time of day. Data sets that had a 
reasonable distribution of events over a significant range of parameter values were identified for 
further study. Travel velocity, azimuth deviation and amplitude data were compiled for events 
by category. Diurnal and seasonal trends in travel velocity and azimuth deviation were 
examined. Events at several source and receiver locations were found to show seasonal trends. 
Events at one set of source and receiver locations were identified as showing diumal trends in 
azimuth deviation. Ray tracing propagation modeling at a range of dates and/or times was 
conducted for several of the scenarios of interest. Comparisons between measurements and 
model predictions were generally favorable. Preliminary results from these investigations were 
presented at program reviews during this effort. These results are not presented in this report. 
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Comparisons between observations and predictions are presented here for one event: the meteor- 
fireball, or super-bolide, of 9 October 1997 above Horizon City, Texas, near El Paso, as observed 
at two locations. The primary objective of this case study was to assess the utility of three- 
dimensional ray tracing for predicting travel time and azimuth. The HWM and MSISE models 
were used to characterize the environment. 

Infrasound from the bolide was observed at the two arrays at Los Alamos, NM and at the TXIAR 
array in West Texas. The atmospheric explosion was determined to have occurred at 18:47:15 
UT at the location 31.8° N, 106.1° W and an altitude of 28-30 km, based on visual observations, 
satellite data and seismic signals [ReVelle et al., 1998]. Four separate arrivals were associated 
with this event at both LANL [Armstrong, 1998] and TXIAR [Herrin et al, 1998]. 

InfraMAP was used to identify eigenrays from the source location, at a height of 29 km, to: 

■ TXIAR, at a range of 359 km and a back azimuth of approximately 320°, and 

■ LANL, at a range of 453 km and a back azimuth of 177°, corresponding to near- 
northward propagation. 

A tolerance or miss-distance of 5 km was allowed for each ray at the receiver. The rays represent 
distinct infrasonic "phases," or separate bundles of energy that could constitute separate 
observed arrivals. 

Vertical projections of five ray paths to TXIAR are shown in Figure 23. Two stratospheric rays 
and three thermospheric rays, two of which include a ground reflection, were identified. Vertical 
projections of three ray paths to LANL are shown in Figure 24. One stratospheric ray and two 
thermospheric rays, one with a ground reflection, were identified. 

Table 4 compares the modeled travel time and azimuth deviation with those of the observed 
arrivals at TXIAR. The main arrival at 1239 seconds is well modeled as a stratospheric path. 
The arrival at approximately 1465 seconds is also well modeled as a thermospheric path with a 
ground boxmce. The weak first phase was observed to arrive approximately 6% earlier than 
predicted. The predicted thermospheric phase at 1365 seconds was not reported as observed. 
The modeled azimuth deviations are within 1 degree of the observed deviations. 
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Figure 23. Modeled eigenrays from El Paso bolide to TXIAR array. 
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Figure 24. Modeled eigenrays from El Paso bolide to LANL array. 

36 



Table 4. Comparison of observed and modeled arrivals at TXIAR array. 

Travel Time (seconds) Azimuth Deviation 
(degrees) 

Observed Modeled Observed Modeled 

1139 +1.8 

1211 +1.7 

1239 1233 +1.2 +1.1 

1365 +3.4 

1464 
1466 

1475 
1476 

+4.0 
+4.0 

+3.2 
+3.2 

Table 5 presents similar results for LANL. The main arrival at 1525 seconds is well modeled as a 
stratospheric path. The arrival at 1694 seconds is also well modeled as a thermospheric path with 
a ground bounce. The observed azimuth deviations are not well modeled; this may be due to 
variability in zonal wind. 

Table 5. Comparison of observed and modeled arrivals at LANL array. 

Travel Time (seconds) Azimuth Deviation 
(degrees) 

Observed Modeled Observed Modeled 

1425 +3 

1525 1524 +3 -2.4 

1604 -3.1 

1694 1695 +3 -2.9 

1885 +3 
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Efforts were also made to model propagation from the bolide event to LANL using in situ 
radiosonde data to define the environment. [Gibson et al., 1998] The objective was to compare 
predicted propagation results using an empirically modeled characterization of the atmosphere 
with those using measured atmospheric data. 

Measured data from a sonde at El Paso (at 11:00 UT) were used to define the environment up to 
35 km, and values calculated from MSISE and HWM were used above 40 km. Values and 
derivatives of the model data were calculated at an altitude of 40 km, and a cubic spline was used 
to fit the modeled data above this point to the measured data below. Ray tracing was performed 
without range dependence. 

Results using the modeled atmosphere and the "hybrid" atmosphere were compared for a 
stratospheric ray path. Differences in travel time were negligible. Azimuth deviation changed by 
less than 1 degree. In this particular case study, use of available in situ data did not have a major 
effect on propagation predictions; however, other scenarios may show larger effects. 

4.S Example Application. 

hi this section, the application of InfraMAP to a hypothetical source location problem is 
described. 

4.8.1 Scenario. 

Propagation paths were modeled from a location in the South Pacific (55.0° S, 132.0° W, 1 km 
altitude) to the nine nearest station locations in the IMS infrasound network. The location of the 
source was chosen such that the range to the nearest IMS station was approximately 3000 km. 
The most distant of the nine stations chosen was approximately 5000 km. Great circle paths from 
the source to the stations are shown in an azimuthally equidistant projection, with contours 
shown at 1000 km increments, in Figure 25. The stations in this study were: 

Easter Island, Windless Bight, Antarctica, 
Juan Fernandez Island, Chatham Island, 
Paso Flores, Tahiti, 
Ushuaia, Marquesas Islands. 
Siple Station, Antarctica, 

The azimuths from soiu-ce to receiver (with respect to true North) vary widely among the nine 
station locations. 

Eigenrays through the modeled atmosphere were calculated for two days of the year: 1st January 
(Day 1) and 1st July (Day 182). Zonal winds above the source location are depicted over an 
annual cycle in Figure 26. Winds are strongly westward in winter (Day 1) and strongly eastward 
in summer (Day 182). 

Several eigenrays were identified for each path. Travel time and azimuth deviation were 
calculated for each ray. Source-to-receiver range was divided by travel time to determine signal 
velocity for each ray. 
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Ray Trace: Raypath, Azimuthal Equidistant Projection 
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Figure 25. Paths from SoMth Pacific source location to nine infrasound stations; 1000 km 
contours. 
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Figure 26. Zonal winds (+Eastward) at South Pacific source location over annual cycle. 
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4.8.2 Signal Velocity. 

Values of signal velocity are shown as a function of source-to-receiver azimuth in Figures 27 and 
28. Figure 27 is for Day 1, and Figure 28 is for Day 182. Most of the rays had turning points in 
the thermosphere; those rays with turning points in the stratosphere are specified in the figures. 

On Day 1, with westward winds, paths with azimuths between 0° and 180° represent upwind 
propagation, while paths with azimuths between 180° and 360° represent downwind propagation. 
Figure 27 shows that the upwind paths have lower signal velocities than the downwind paths. 
Stratospheric rays, denoted by the symbols enclosed by the box, are only predicted in cases of 
downwind propagation. 

On Day 182, with eastward winds, paths with azimuths between 0° and 180° represent 
downwind propagation, while paths with azimuths between 180° and 360° represent upwind 
propagation. Figure 28 shows again that the upwind paths have lower signal velocities than the 
downwind paths and that stratospheric rays, denoted by the symbols enclosed by the box, are 
only predicted in cases of downwind propagation. The signal velocity varies from approximately 
0.19 to 0.32 km/sec. 
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Figure 27. Signal velocities to 9 IMS stations at a range of azimuths; Day 1. 
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Figure 28. Signal velocities to 9 IMS stations at a range of azimuths; Day 128. 

4.8.3 Azimuth Deviation. 

Values of azimuth deviation are shown as a function of source-to-receiver azimuth in Figures 29 
and 30. Figure 29 is for Day 1, and Figure 30 is for Day 182. 

On Day 1, with westward winds, paths with azimuths between 90° and 270° represent 
propagation with a crosswind to the right of the direction of travel. Figure 29 shows that these 
rays have negative values of azimuth deviation. Conversely, paths with azimuths between 0° 
and 90° or between 270° and 360° represent propagation with a crosswmd to the left of the 
direction of travel. These rays have positive values of azimuth deviation. 

On Day 182, with eastward winds, paths with azimuths between 90° and 270° represent 
propagation with a crosswind to tiie left of the direction of travel. Figure 30 shows that these 
rays have positive values of azimuth deviation. Conversely, paths with azimuths between 0° and 
90° or between 270° and 360° represent propagation with a crosswind to the right of the 
direction of travel. These rays have negative values of azimuth deviation. The azimuth deviation 
varies from approximately -7 to +9 degrees. 
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Figure 29. Azimuth deviations to 9 IMS stations at a range of azimuths; Day 1. 
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Figure 30. Azimuth deviations to 9 IMS stations at a range of azimuths: Day 182. 
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4.8.4 Summary of Predicted Biases. 

Results are siimmarized from the study of propagation at various source-to-receiver azimuths (or 
bearings). The following conclusions are drawn regarding biases in the key parameters that affect 
source localization. In the presence of strong zonal wind: 

■ Azimuth deviation depends strongly on bearing; 

■ The largest values of azimuth deviation are predicted for meridional paths; 

■ Signal velocity of thermospheric rays varies widely depending on bearing; 
The largest deviations from the mean signal velocity are predicted for eastward or westward 
paths. 

4.8.5 Effect of Biases on Localization. 

Arrival azimuths observed by infrasound arrays are used in source localization techniques. An 
operational approach is to look back from each array or station along the observed azimuth. The 
scenario discussed above is used to study the effect of the predicted biases on source location. 

Results from the ray fracing model were used to predict the observed arrival azimuth at each 
station. This observed azimuth is equal to the sum of the great circle azimuth and the modeled 
azimuth deviation. Looking back from the stations along the observed azimuths that are 
predicted using this technique gives an estimate of the source location that might be predicted 
operationally for this scenario. 

There is some uncertainty associated with each estimate of observed arrival azimuth. Referring 
to Figures 29 and 30, a distribution of azimuth deviation values is shown for each path. The 
exfremes of the distribution at each station are used in this study to identify two azimuths that 
define boimds of the back-azimuth estimate from that station. 

Figures 31 and 32 show, for Day 1 and Day 182, respectively, the intersections that resuh from 
looking back on a great circle along the two bounding azimuths from each of the nine stations. 
The star at the origin of each figure indicates the actual source location used in the modeling. 
Contours are drawn at 100 km increments. A dot at the end of a back-azimuth indicates a point 
that is at a range equal to 115% of the known source-to-receiver range. 

On Day 1, with westward winds, the back-azimuth intersections are to the west of the actual 
source. On Day 182, with eastward winds, the back-azimuth intersections, which represent 
estimates of the source location, are to the east of the actual sowce. The points of intersection, 
which represent estimates of the source location, miss the true source location by approximately 
100 to approximately 800 km, respectively. 
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Figure 31. Back-azimuths from 9 IMS stations, with contours at 100 km increments; Day 1. 
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Figure 32. Back-azimuths from 9 IMS stations, with contours at 100 km mcrements; Day 
182. 
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It should be noted that this could be considered a worst case scenario due to the long paths from 
the chosen source location and the high zonal winds on the chosen days of the study. Smaller 
location biases would be anticipated for shorter paths and/or lower wind speeds. 

This study shows that the day of year is an important parameter in determining the effect of wind 
on infrasound propagation. Furthermore, it demonstrates that winds can have a dramatic effect 
on the accuracy of source localization. The study also indicates that models can be used to 
determine appropriate corrections to observed arrival azimuths. These corrections could be 
applied in localization techniques to improve estimates. Large localization errors may occur if 
corrections are not made for biases in azimuth. 
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Section 5 
Conclusions and Recommendations 

A user-friendly software tool kit has been developed to predict the critical propagation 
characteristics that affect localization and detection performance of an infrasound monitoring 
network. Travel time, azimuth, and amplitude of atmospheric infrasound phases can be modeled 
for combinations of source and receiver locations worldwide. The software incorporates a 
common user interface for: 

■ Accessing atmospheric characterizations, e.g., temperature and wind profiles, 

■ Exercising infrasound propagation models, 

■ Integrating the propagation models with the atmospheric environment, and 

■ Viewing output data. 
The user interface automates many of the procedures necessary for propagation modeling and 
therefore will lead to increased efficiency among CTBT infrasound researchers and analysts. 
The tool kit's capabilities can be leveraged in fiiture efforts to generate components of an 
infrasound knowledge database for use in CTBT monitoring. 

The integrated set of models allows for higher fidelity propagation modeling than has previously 
been available to the infrasound monitoring community. Specific features of the software that 
represent improvements over existing infrasound modeling capabilities include: 

■ Integration of range-dependent sound speed and winds with propagation models, 

■ The ability to account for time-of-day and day-of-year effects rather than simple seasonal 
or monthly averages, 

■ An algorithm to identify eigenrays, rays that connect a source and receiver, 

■ Automatic identification of dual-duct propagation environments and automatic 
calculation of the summed modal solution for both ducts, 

■ Development of a perturbation approach to model propagation variability. 
The ability to model infrasound propagation and assess source location is therefore enhanced. 
Further investigations of environmental variability and its effect on propagation should be 
conducted. Additional development of network performance models incorporating these 
variability effects should also be performed. 

Classes of propagation modeling techniques were reviewed, and ray tracing, normal mode and 
parabolic equation models were selected as being most appropriate for application to monitoring 
issues. Model-to-model comparisons should be conducted to validate the modeling techniques 
and to define confidence levels. Enhancements to the fiinctionality and efficiency of the baseline 
models should be incorporated into a next-generation version of the software. 

46 



Atmospheric databases and models were reviewed, and empirical models of wind and 
temperature were selected as appropriate characterizations of the propagation environment that 
could be efficiently integrated with the propagation models. As higher fidelity characterizations 
become available, they should be integrated into a next-generation version of the software. 
Efforts should also be made to incorporate near-real-time updates to the propagation 
environment, based on updated measurements or synoptic models, and to evaluate resulting 
improvements over the mean environmental models. 

Model output has been compared to measured infrasound data corresponding to historical events. 
Agreement is generally good for a number of cases investigated; however, certain cases are not 
well modeled using the mean atmospheric characterizations. Additional comparisons with data 
should be made; these investigations will serve to highlight the areas where fUrther model 
development is most needed. 

Systematic sensitivity analyses have been conducted to understand the effect of temporal, spatial 
and enviromnental parameters on acciu-ate modeling of long range infrasound propagation. 
Major effects on propagation were shown to result from variations in time-of-year, in 
propagation direction with respect to zonal winds, and in source or receiver latitude. Significant 
effects on propagation were also predicted due to the diurnal cycle. Smaller variations were 
predicted due to changes in solar disturbance activity. These sensitivity investigations should 
continue in order to identify specific areas where additional infrasoimd research and fiirther 
development of modeling capabilities are needed. 

It has been shown via modeling that significant biases in travel time and azimuth over ranges of 
CTBT interest are anticipated, and that these biases must be corrected for in order to avoid large 
location errors. The software tool kit provides the infrastructure for incorporation of a 
localization capability as well as the existing propagation and variability modeling capabilities. 
The tool could be upgraded to aid analysts in the operational monitoring commimity via the 
addition of infrasound localization and detection algorithms, and through automated linkages to 
sources of updated atmospheric characterizations and measured infrasoxmd data. 
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Appendix 
Abbreviations and Acronyms 

AFTAC 
AGU 
Ap 
AU 
CTBT 
ETOPO 
FFP 
FNMOC 
GUI 
HARPA 

HWM 
HydroCAM 
IDC 
IMS 
InfraMAP 
LANL 
MSISorMSISE 
NASA 
NCDC 
NGDC 
NOAA 
NOGAPS 
NRL 
PE 
PSD 
TXIAR 
UT 
WKB 

Air Force Technical Applications Center 
American Geophysical Union 
planetary equivalent disturbance amplitude 
Astronomical Unit 
Comprehensive Nuclear Test Ban Treaty 
Earth Topography 
Fast Field Program 
Fleet Numerical Meteorology and Oceanography Command 
Graphical User Interface 
Hamiltonian Ray-Tracing Program for Acoustic Waves in the 
Atmosphere 
Horizontal Wind Model 
Hydroacoustic Coverage Assessment Model 
Intemational Data Center 
International Monitoring System 
Infrasonic Modeling of Atmospheric Propagation 
Los Alamos National Laboratory 
Extended Mass Spectrometer - Incoherent Scatter Radar model 
National Aeronautics and Space Administration 
National Climatic Data Center 
National Geophysical Data Center 
National Oceanographic and Atmospheric Administration 
Naval Operational Global Atmospheric Prediction System 
Naval Research Laboratory 
Parabolic Equation 
Power Spectral Density 
Texas Infrasoimd Array 
Universal Time 
Wentzel-Kramer-Brillouin method 
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