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1. Research Objectives 

Quantitative measurements of radical concentrations in flames are required for an understanding of 
important interactions between fluid mixing and chemical reactions (Drake and Pitz, 1985). Laser- 
induced fluorescence (LIF) possesses both the spatial and temporal resolution necessary for monitoring 
radical concentrations in reacting flows (Barlow and Carter, 1994), but usually suffers from an inverse 
dependence on the local quenching rate coefficient. Although laser-saturated fluorescence (LSF) permits 
measurements of species concentrations without recourse to quenching calculations (Reisel et al., 1997), 
the LSF technique requires large laser powers, which forces the laser repetition rate to be on the order of 
10 Hz. This repetition rate can provide mean concentrations and probability density functions (PDFs), 
but is clearly too slow to resolve species fluctuations in turbulent flames. High repetition rate lasers, on 
the other hand, can be utilized for measuring turbulent species fluctuations but the quenching rate coeffi- 
cient must be obtained within sampling times on the order of the Kolmogorov temporal scale. 

Measurements of minor-species concentrations in turbulent flames are of interest owing to their 
importance in pollutant chemistry and to their use as markers of instantaneous flame structure. Hydroxyl 
(OH) and methyUdyne (CH) measurements have been reported by many researchers in a wide variety of 
flames; however, most of these studies have employed high-power, low-repetition-rate, pulsed lasers. 
With such instrumentation, two sequential measurements are further apart in time than most correlations 
arising from turbulent fluctuations. Thus, the measurements are temporally independent from one shot to 
the next and yield only single-time statistics, including the mean, variance, and probability density func- 
tion (PDF). 

Time-scale information can be provided by scalar time series when repetition rates are sufficiently 
fast to resolve turbulent fluctuations. The optical technique employed in this research investigation, pi- 
cosecond time-resolved laser-induced fluorescence (PITLIF), operates by monitoring the LIF signal using 
a novel four-bin, integrated photon-counting procedure. Quenching data can be recovered from the time- 
resolved bins and used to correct the total fluorescence signal, yielding a temporal record of quenching- 
independent fluctuations in species number density. From this temporal record, both power spectral den- 
sities (PSDs) and PDFs can be computed that correspond to local concentrations in the flame. The PSDs 
and PDFs can then be used for validation of theoretical turbulence and combustion models. The PITLIF 
approach has previously been demonstrated, in particular, for concentrations of CH (Renfro et al., 1996) 
and OH (Renfro et al., 1999a). 

Based on this background, the primary goal of the current research project was to apply PITLIF to 
the measurement, interpretation, and modeling of OH and CH concentrations in turbulent nonpremixed 
H2/CH4/N2 flames. Proper interpretation and modeling of these reactive scalars was aided by a stochastic 
simulation completed under the present program. Taken together, these measurements and simulations 
indicate that the laminar flamelet approximation can be used to predict scalar fluctuation rates in non- 
premixed flames. An additional turbulent H2/N2 diffusion flame was also investigated in collaboration 
with researchers from Technische Universitat Darmstadt. The PITLIF measurements in this flame have 
provided the first direct comparison to time-scale predictions from large-eddy simulations (LES). The 
predicted time scales are too slow by a factor of two as compared to the measurements, but other statis- 
tics such as the PSD shape are well predicted by LES. Future work is planned to exploit such compari- 
sons for improved model development. 

2. Background 

2.1 Theory and Practice for PITLIF 

Rate Equations 

The basic PITLIF procedure for producing a quenching-independent measurement of concentration 
can be understood by applying the radiative rate equations to a simple two-level model. A laser pulse 
first excites molecules from the ground level to an excited electronic level. The initial population is as- 
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sumed to be entirely in the ground level before excitation and the width of the laser pulse. A/, is assumed 
to be short compared to the quenching time. For sufficiently low laser power, the number density in the 
excited level immediately following the laser pulse, A^°(cm''), is given by 

where N° is the initial number density of the species of interest and W^^ is the average rate coefficient for 
stimulated absorption (s'), as computed from an integration over the exact laser pulse shape. Subsequent 
to the laser pulse, the population of the excited level decays to the ground level. In the absence of laser 
irradiation, absorption and stimulated emission can be neglected so that during the decay the number 
density within the excited level is given by 

N,{t) = N;^,^texl>{-t/T^), (2) 

where th is the excited-state (or fluorescence) lifetime (s). This excited-state lifetime is given in terms of 
the rate coefficient for spontaneous emission, A2\, and that for quenching, Q21, by 

^n=(^,+G2,r'. "• (3) 

The temporal fluorescence signal depends linearly on both the number density in the excited level 
and the collection volume, Vc {cm'). Hence, the temporally resolved fluorescence decay is given by 

5(0 = W[,A//^,K^A^;exp(-//r„), (4) 

where S(t) represents the output of the PITLIF instrument in photons/second. While temporal analysis of 
S(t) yields the fluorescence lifetime, integration gives 

S, = jS{t)dt=W,,AtA,XrnN:, (5) 
0 

which corresponds to the integrated fluorescence signal. All terms in Eq. (5) can be determined through 
calibration except Xa and N°. For a two-level system, the excited-state lifetime can be determined from 
the decay represented by Eq. (4). Equation (5) can then be used to determine the initial number density 
corrected for electronic quenching. For a multilevel system, the total number density can be obtained 
from N° by using the appropriate Boltzmann fraction. In either case, the integrated fluorescence signal is 
proportional to the concentration of target molecules in the flame. 

Experimental Setup and Procedure 

A diagram of the laser system, including the burner, is shown in Fig. 1. In general, the Spectra 
Physics Tsunami, regeneratively mode-locked, Ti:Sapphire laser was pumped by a 20-W, Spectra Physics 
argon-ion, multi-mode laser and provided a pulse repetition rate of 80 MHz. For OH measurements, the 
resulting IR beam had a temporal pulse width pf 18 ps and was frequency tripled to -309 nm in a CSK 
SuperTripler. The output beam was recollimated by two UV lenses and focused by a 22.9-cm focal 
length, 5.1-cm diameter UV lens to form the probe volume above the burner assembly. For the tripled 
beam, the beam diameter (e"^) was measured at the probe volume to be -71 |im. The laser power was 18- 
24 mW which resulted in an average probe volume irradiance of -3.5x10^ mW/cm^. The Q,(8) transition 
of the (0,0) vibronic band (309.33 nm) of OH was chosen for excitation. This line displays an approxi- 
mately ±5% Boltzmann fraction variation over the relevant temperature range of 1500-2250 K. For CH 
measurements, the IR beam had a temporal pulse width of 1.5 ps, was instead frequency doubled to 430.6 
nm, and was focused to a spot size of 140 Jim. The narrower temporal width resulted in a broader spec- 
tral width; thus, the laser excited -10 Q-branch transitions in the (0,0) X-A vibronic band. This multi- 
line excitation scheme provided a temperature sensitivity of ±3% at 1500-2500 K. 
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Figure 1. Experimental setup for PITLIF 
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The OH or CH fluorescence was 
collected at a 90-degree angle from the 
incident laser beam by using two 14.1-cm 
focal-length, 10.2-cm diameter UV lenses 
with a magnification of 4.1. This permit- 
ted collection of approximately 1/15 of 
all fluorescence photons emitted from the 
probe volume. The wavelength of the 
measured fluorescence was selected by 
use of a 0.25-m monochromator. An ad- 
justable slit at the entrance to the mono- 
chromator permitted the probe volume in 
the flame to be limited along the beam 
path. The beam diameter itself defined 
the other two probe-volume dimensions, 
although black tape on the monochromator was used to limit some flame-emission in the axial direction. 
These probe-volume settings were varied throughout the measurements to control the total signal level. 
For most measurements, the spectral window was set at a total bandwidth of 10 nm centered at 309 nm 
for OH or 431 nm for CH. A Hamamatsu HS5321 PMT detected the fluorescence at the exit plane of the 
monochromator. The PMT was biased at -2450 V to increase the single-photon pulse height for subse- 
quent leading-edge discrimination. This PMT has a risetime of 700 ps and a transit time spread of 160 
ps. Figure 2 shows representative fluorescence decays with fluorescence lifetimes (TA) of 1.5 and 4.0 ns, 
along with three areas D2, D3, and D4 that represent three of the four measurements of the gated, photon- 
counting system. The remaining measurement, Dj, which is not shown, is ungated and measures all pho- 
tons; thus Dj represents the total integrated fluorescence signal under either curve in Fig. 2. 

The detailed wire schematic for the gated, photon- 
counting system is described by Pack et al. (1998). 
Briefly, the system consists of two LeCroy model 
4608C, eight-channel discriminators connected to four 
EG&G Ortec logic-pulse counting boards. Several 
channels on the first discriminator are used to convert 
each PMT pulse into four logic (NIM) pulses. The sec- 
ond discriminator gates three of the four NIM pulses 
(D2-D4) from the first discriminator using a photodiode 
output from the Ti:Sapphire cavity. Separate cable de- 
lays for each of the three PMT inputs to the second dis- 
criminator ensure that each gate passes the appropriate 
portion of the fluorescence decay. The ungated PMT- 
NIM pulse from the first discriminator and the three out- 
puts from the gated discriminator are separately counted 
by the four EG&G pulse counters shown schematically 
in Fig. 1. These comprise the measured bins D2-D4 of 
Fig. 2 and the integrated measurement Di. The four 
photon-counting boards each have an 8192 channel 
memory and can be sampled simultaneously. Each channel acquires counts over many thousands of laser 
pulses as set in software. The maximum sampling rate (channel advance rate) for the boards is 500 kHz, 
well above that needed for turbulence studies. 

The fluorescence lifetime, ta, and the flame-emission background, B, can be found fi-om the gated 
counts using the expressions (Pack et al, 1998) 
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Figure 2. Graphical representation of the PITLIF 
method. DziDj, and D4 are each 3.5 ns 
wide. The background, B, is typical of 
flame emission, and the amplitude. A, is 
proportional to concentration. 



^n = 
M 

H(D,-D,)/iD,-D,)] 

B = ^2£ZA 
At(C-l) 

(6) 

(7) 

where At is the width of each integrated bin (3.5 ns) and C=exp(-Mrn). Following Eq. (4), the concen- 
tration of the excited state immediately following the laser pulse is proportional to the amplitude of the 
exponential decay. A, shown in Fig. 2, and can be determined from 

A = 
exp(-fyr„)(l-C')(l-C)T„ (8) 

where to is the delay between the laser pulse and the start of bin D2. This amplitude is also directly pro- 
portional to the concentration of the ground state, following Eq. (1), which in turn is directly proportional 
to the total number density of the molecule of interest multiplied by a temperature-dependent Boltzmann 
fraction. Since the excitation wavelength can be chosen to experimentally jninimize the variation of the 
Boltzmann fraction with temperature, A in Eq. (8) can usually be taken as proportional to the species 
number density. 

^ The applicability of PITLIF was first demonstrated for quantitative hydroxyl measurements in 
laminar premixed and opposed non-premixed flames at sampling rates below 500 Hz (Pack et al., 1998). 
However, at the higher sampling rates needed for 
turbulent flames, corrections owing to photon pulse 
pileup are required for Eqs. (6-8). The requisite 
procedure was developed by Renfro et al. (1999b), 
and has been shown to provide reliable fluorescence 
decay amplitudes, lifetimes, and backgrounds at 
data collection rates up to 35 million photoelectrons 
per second. For the Ti:Sapphire laser system, this 
collection rate represents an average of almost one 
detected photon per two laser pulses. 

The correction procedure accounting for pho- 
ton pulse-pileup is based on the following scenario. 
Upon receiving an analog pulse which meets the 
threshold criterion, the discriminator begins to out- 
put a NIM logic pulse (0 to -0.8 V, typically less 
than 5 ns duration, with ~1 ns rise and fall times). 
However, if a second acceptable analog pulse ar- 
rives during the time required to complete the NIM 
pulse output, the discriminator is unable to respond 
(or is dead) and the measured count rate will be 
lower than the actual incoming pulse rate. For the 
LeCroy discriminators, the dual-pulse resolution 
(DPR) is 6.5 ns based on our measurements. Fortu- 
nately, the output pulse rate is directly related to the 
input pulse rate; hence, a one-to-one relationship 
can be derived such that the measured output rate 
can be used to infer the actual input rate. 

The resulting iterative procedure, termed "saturate-and-compare," is similar to convolute-and- 
compare routines that are commonly used to evaluate instrumentation response functions for accurate 
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Figure 3. Radial profiles of OH concentration and fluo- 
rescence lifetime in a Re^SOOO H2/M flame. 
Error bars represent the repeatability of the 
measurement (95% confidence interval). 



determinations of fluorescence lifetimes (Renfro et al., 1999b). The general procedure is as follows: (1) 
assume values for the decay parameters (Tn, B, and A); (2) simulate a perfect decay; (3) saturate the decay 
based on the observed behavior of the PITLIF system; (4) compute the simulated bin counts, D2-D4; and 
(5) compare the simulated and measured counts, eventually converging to the correct decay parameters. 
While the full mathematical procedure is described by Renfro et al. (1999b), the general scheme is based 
on simply fitting measured photoelectron count rates to a saturated exponential array to represent the 
fluorescence decay. 

2.2 Previous PITLIF Time-Series Measurements 

The first quantitative time-series measurements in turbulent flames were obtained with previous 
AFOSR support for a series of Hz/Ar/air jet diffusion flames (Renfro et al, 1999a). Time-series rheas- 
urements of OH concentrations were made at five axial locations in five Ar-diluted, H2/air nonpremixed 
flames ([Ar]/[H2]=0.282). The Reynolds numbers based on room-temperature exit conditions for the 5.5- 
mm diameter burner were 2800, 5000, 9000, 13,000, and 17,000. At each height, measurements were 
made at many radial positions across the peak [OH] location. These fluorescence and lifetime time-series 
measurements were taken at a sampling rate of 4 kHz. 

Figure 3 shows the measured radial profiles of [OH] and fluorescence lifetime in the Re=5000, 
Ha/Ar diffusion flame. In these flames, the lifetime is determined almost exclusively by the local tem- 
perature and water concentration. The lifetime changes from the air side to the fuel side of the [OH] 
peak low in the flame are due mostly to changes in water concentration across the OH peak. Higher in 
the flame, little change occurs in the lifetime over the spatial range where substantial OH is found. At 
these downstream locations, the temperature and water concentration change more gradually with dis- 
tance from the flame centerline, leading to the observed lifetime trends. For the mean [OH] measure- 
ments, the lifetime correction is significant as the average lifetime at x/D=2 is 12% higher than that at 
x/D=20 and the maximum lifetime in the flame is 43% higher than the minimum lifetime. 

Figure 4 shows a comparison of concentration PSDs (corrected for lifetime) to uncorrected fluo- 
rescence PSDs in the Re=13,000 Ha/Ar flame. There is no difference in the concentration and fluores- 
cence PSDs, indicating that the lifetime measurements 
are relatively unimportant to accurate frequency infor- 
mation from the concentration fluctuations. Each meas- 
urement location in every Ha/Ar flame was examined 
and each showed a similar comparison as that of Fig. 4. 
This independence can arise if the statistical weight of 
the lifetime fluctuations is small, so that concentration 
fluctuations dominate the fluorescence time series. For 
OH measurements, the local gradient of the lifetime 
profile (Fig. 3) is much less than that of the concentra- 
tion profile. Thus, as fluctuations cause the probe vol- 
ume to sample different portions of the radial [OH] dis- 
tribution, the concentration time series will contain 
more intense fluctuations than the lifetime time series. 
The measured fluorescence time series will then reflect 
these stronger concentration fluctuations. At each loca- 
tion for which this comparison has been verified, the 
fluorescence PSD can be interpreted directly as a con- 
centration PSD with significant improvements in sig- 
nal-to-noise ratios and usable bandwidth in the PSD 
(Renfro era/., 1999). 
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Figure 4. PSDs measured at x/D=5, l-mm to the 
air side of the radial [OH] pealc in the 
Re=13,0O0H2/Ar flame. 



Figure 5 shows the measured PSDs as a function of Reynolds number in each of the Ha/Ar/air 
flames. The relative energy in the PSDs at low frequencies decreases as the Reynolds number increases. 
Likewise, the relative energy at high frequencies increases and the high-frequency slope becomes less 
steep. Tl^is evolution versus Reynolds number is apparent at each axial height and radial location. The 
variation in the PSDs can be characterized by computing the integral time scale of each spectrum. An 
initial examination of this variation indicated that the OH time scales varied as approximately 1/Re 
(Renfro et al, 2000a). However, with only five flames, the actual dependence on Re could not be deter- 
mined accurately. The most important observation from these initial measurements is that the PSDs col- 
lapse to a single curve when normalized by the local integral time scale, as shown in Fig. 6. This col- 
lapse indicates that the variation in shape of the PSD in Fig. 5 is an artifact of only the change in integral 
time scale (fluctuation rate) as a function of Re. Integral time scale variations were also observed for OH 
as a fiinction of radial and axial positions within each jet flame, but a thorough characterization or under- 
standing of these variations was not completed owing to the limited range of measurements. 
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Figure 5. PSDs measured at x/D=20 at the radial location of peak [OH] in the Hj/Ar/air flames 

Figure 6. Normalized hydroxyl power spectra from Fig. 6. 

3. Research Accomplishments 

As summarized in Section 2, previous work for AFOSR has produced a working PITLIF instru- 
ment and provided the first application of PITLIF to turbulent flames. The following observations can be 
made from these initial measurements: 

(1) Fluorescence lifetime fluctuations are an insignificant portion of the total fluorescence signal. 
Hence, the fluorescence statistics can be taken to represent species concentration statistics with negli- 
gible error but improved signal-to-noise ratios. 
(2) Variations in the autocorrelation functions and PSDs throughout the flame studies are well charac- 
terized by the integral time scale. 
(3) Significant variations in the PSD, integral time scale, and PDF are observed as a function of Rey- 
nolds number, axial height, and radial location within each jet flame. However, a physical interpreta- 
tion for these variations is incomplete owing to the limited data set available. 

Based on these observations, the objectives of the present research program were to apply PITLIF 
to multiple species in a large set of nonpremixed jet flames and to provide a clearer physical understand- 
ing of the accompanying scalar fluctuations. The specific jet flames were chosen to take advantage of a 



large available database of major-species concentration, mixture fraction, velocity and temperature. The 
analysis and interpretation of the PITLIF measurements was thus guided by comparisons among the 
measured species and by simplified time-series simulations developed with an improved use of known 
mixture-fraction statistics. 

3.1 Time-Series Measurements of OH and CH in Turbulent Nonpremixed Flames 

Detailed OH and CH measurements were made in seven jet diffusion flames with a fuel composi- 
tion of 33.2% H2, 22.1% CH4, and 44.7% N2 (by volume). The fuel issued from a circular nozzle into 
still air with cold-flow Reynolds numbers ranging from 2800 to 15,200. Two burners were examined 
having diameters of 3.4 and 7.8 mm. The seven flames studied are designated A1-A5 and D1-D2, as 
shown in Table 1. Radial profiles of time-averaged [OH] were obtained at x/D=l, 2, 5, 10, 20, 40, and 
60 in each 3.4-mm flame and at x/D=l, 2, 5, 10, and 20 for each 7.8-mm flame. Radial profiles of time- 
averaged [CH] were only obtained at x/D=l, 2, 5, 
and 10 in both the 3.4-mm and 7.8-mm burners 
owing to the reduced fluorescence signal. These 
concentration profiles, including the CH and OH 
profile widths and peak values, are available in 
Renfro et al. (2000b) and Renfro et al (2000c), 
respectively. At each height, time-series meas- 
urements were also obtained for three radial loca- 
tions near the [CH] and [OH] peaks at sampling 
rates of 10-40 kHz, as given in Table 1. Fifty time 
series of 4096 points each were collected to obtain 
clean statistics at each measurement location. 
PDFs, PSDs, autocorrelation functions, and inte- 
gral time scales were computed from these time  ' '■ 1 
series, including corrections for any measured contribution of shot noise (Renfro et al, 1999a). 

Sample OH time series for flames Al, A3, and A5 are shown in Fig. 7 (Renfro et al, 2000c). 
These measurements represent the first 20 ms of data collected at the radial location of peak [OH] at 
x/D=20. A range of fluctuation time scales is present at each location in the flow, and the fluctuation 
rates depend strongly on Re. In each flame, the OH concentration often becomes zero as the OH layer 
fluctuates completely away from the fixed laser beam. These intermittent periods are typically longer in 
flame Al than in flame A5. Likewise, periods for which measurable OH exists in the probe volume 
([OH]>0) display a longer duration at lower Re. 

The fluctuation rate variations are quantifiable in terms of autocorrelation functions, yObn, which 
are plotted for the radial location of peak [OH] in Fig. 8a at two heights in each of the seven flames. The 
autocorrelation functions for flames at higher Reynolds numbers decay much faster than for those at 
lower Re. This result is a manifestation of the faster fluctuations observed at greater Re in the time 
traces of Fig. 7, and represents the same information as apparent from the PSDs of OH in Fig. 5. Figure 
8(b) shows the autocorrelation functions of Fig. 8(a) normalized by their respective integral time scales, 
as obtained via integration of yObn (Renfro et al, 2000a). The normalized autocorrelation functions col- 
lapse to essentially a single curve. Since the PSD and autocorrelation function constitute a Fourier trans- 
form pair, this collapse is observed equally in the frequency domain, as shown by the H2/Ar/air meas- 
urements of Fig. 6. This demonstrated collapse of two-time statistics implies that the distribution of fluc- 
tuation rates is independent of location within the flow. Hence, the integral time scale is a good repre- 
sentation of temporal variations in [OH]. 

CH autocorrelation functions measured on the air-side of the [CH] peak are also nearly exponen- 
tial and similarly depend strongly on Re (Renfro et al, 2000b). Therefore, normalization by the integral 
time scale again successfully collapses the statistics.  However, the shapes of the autocorrelation func- 

Table 1. Burner diameter (D), average velocity (V), 
cold-flow Reynolds number, and time-series sampling 
rate (SR) for H2/CH4/N2 jet diffusion flames. 

Flame D V Re OHSR CHSR 
(mm) (m/s) (Hz) (Hz) 

Al 3.4 16.3 2800 10,000 10,000 
A2 3.4 29.0 5000 12,500 20,000 
A3 3.4 52.3 9000 20,000 20,000 
A4 3.4 75.5 13,000 27,027 30,303 
A5 3.4 88.3 15,200 31,250 40,000 
Dl 7.8 22.8 9000 10,000 20,000 
D2 7.8 38.5 15,200 20,000 30,303 
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Figure 7. Sample time series of OH fluorescence at x/D=20 in H2/CH4/N2 non-premixed turbulent flames. 

Figure 8. Autocorrelation fimctions for peak [OH] (a) measured and (b) normalized by the integral time scale. 

dons on the fuel-side are notably different from those on the air-side. Figure 9 shows CH autocorrelation 
functions about 0.1 mm to the fuel-side of the [CH] peak at x/D=5 for each of the flames from the 3.4- 
mm burner. Measurements at the [CH] peak essentially replicate these fuel-side measurements. For 
small time delays (high frequencies), the fuel-side CH autocorrelation functions are nearly exponential; 
however, a significant positive correlation exists for very large time delays (low frequencies). This dif- 
ference in autocorrelation functions for large time delays can be equivalently observed as a low- 
frequency difference in slope for the associated PSDs (Renfro et al., 2000b). 

The CH autocorrelation functions on the fuel side are indicative of fluctuations with a second and 
longer time scale as compared to those on the air side. Since the CH time series are highly intermittent 
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Figure 9. Fuel-side [CH] autocorrelation functions at x/D=5 for flames A1-A5 scaled by the Reynolds number. 

Figure 10. Hydroxyl integral time scales as a ftinction of Reynolds number. 



(much more so than for OH), the corresponding autocorrelation functions are quite sensitive to the rates 
of flame-front fluctuations across the fixed laser beam. However, this observation also applies to the OH 
measurements, for which we observe no such extended autocorrelation functions. The difference may be 
related to the fact that the CH radical exists farther into the fuel stream than does OH (Renfro et al., 
2000b; Renfro et al, 2000c), and thus lies closer to the shear layer and the associated region of intense 
mixture-fraction fluctuations. 

The self-similarity of the OH and CH PSDs and their autocorrelation functions is only valid suffi- 
ciently far downstream of the jet exit. Note that data for x/D=l and x/D=2 (and for larger heights at 
lower Re) are not included in Fig. 8. At x/D=2, the CH and OH fluctuations remain correlated for long 
periods of time (At>50 ms), especially when compared to the downstream data which become uncorre- 
lated for At>10 ms even at the lowest Re (Renfro et al, 2000c). Hence, the fluctuations at x/D=2 are 
much slower (lower frequencies) than those incorporated into Fig. 8. This same trend is apparent in the 
CH measurements of Fig. 9 at Re=2800. These features are consistent with images of the reaction zone 
in the near field of jet diffusion flames, which often display highly laminarized flame sheets (Clemens 
and Paul, 1995). 

Because of the statistical collapse of most of the PSDs, the task of describing fluctuations through- 
out the various jet flames is reduced to describing only the integral time scales. Simple eddy-tum-over 
time scaling predicts an integral time scale variation of 

(Renfro et al., 2000c). To examine Eq. (9) in more detail, a series of OH measurements at r/x=0.075 and 
x/D=20 was obtained in 18 flames at Re=2980-15,200. The resulting integral time scales are shown in 
Fig. 10, where Ti-Re"''*'*"'^ at the 95% confidence interval. For other OH and CH data (Renfro et al, 
2000a; Renfro et al, 2000b), the integral time scale also appears to decrease faster than Re"'°, although 
in many cases the uncertainty does not preclude the relationship of Eq. (9). This stronger dependence on 
Re may arise because the virtual origin (and its dependence on Re) has been neglected, as an asymptotic 
approach toward Re"'" is observed with increasing height in the flames. 

If all of the OH data from flames A1-A5 are normalized to account for the observed dependence 
on Reynolds number, the results are found to be consistent with the radial scaling of Eq. (9). However, 
only three radial measurements were initially obtained at each axial height. As a more stringent test, a 
series of integral time scale measurements were made at 12 radial locations for axial heights of x/D=10, 
20, 40, and 60 in Flame A3. These measurements (Renfro et al, 2000c) show a much more complicated 
profile shape than predicted by Eq. (9). Moreover, the axial scaling of the OH time scales is much closer 
to x"'^ than to x^. Therefore, simple eddy-tum-over-time scaling does not appear to be sufficient for the 
integral time scales of reactive scalars. Such features can be explained more thoroughly through the de- 
velopment of time-series simulations. 

3.2 Analysis of Radical Statistics Using an Assumed-PSD Model 

In this section, a stochastic assumed-PSD model developed during the previous AFOSR work, and 
refined during the present grant period, is discussed as a method for understanding radical statistics in 
turbulent nonpremixed flames (Renfro et al, 2002). This assumed-PSD model is analogous to assumed- 
autocorrelation models, as developed, for example, by Faeth et al (1991), Kounalakis et al (1991), and 
Sivathanu et al (1991). Mixture fraction time series are simulated by assuming a normalized PSD shape 
and forcing a random time series to reproduce this statistic. Previous efforts employed a flat PSD shape 
up to a knee frequency of 100 Hz and a power-law region with a slope of -2.0 above this frequency 
(Renfro et al, 1999c). This shape is similar to those observed for velocity, temperature and hydroxyl in 
turbulent nonpremixed flames. The value of the PSD at each frequency is related to the amplitude of the 
time-series fluctuations at that frequency. Using this approach, no specification was required for the in- 
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tegral time scale and the PDF remained Gaussian for all simulations. 
The revised approach was to assume values for certain critical mixture-fraction (Z) statistics and to 

construct a realistic time series replicating all of these statistics. The PDF, PSD, and integral time scale 
were chosen as the important statistics since considerable information is available about their shapes. 
With this approach, a synthetic Z time series has the correct frequency content and the correct range of 
instantaneous values. A simulated mixture fraction time series was constructed using 

Z(r,) = Z+3-'{VFr,,P5D,(yjr,^)xe'*'^>} , (10) 

where the mean and rms values are taken from curve fits to the data of Meier et al. (2000) in similar 
flames, and the PSD shape is computed from an exponential autocorrelation function (which is similar to 
the observed OH PSDs). The phase spectrum is computed randomly and the integral time scale for mix- 
ture fraction, r,^, is computed from the jet momentum half-width divided by the local velocity (taken 
from the data of Schneider et al, 2000). This simulated time series inherently produces a near Gaussian 
PDF; thus, the time series of Eq. (10) must be mapped to the chosen PDFz. This map affects the shape of 
the PSD; thus, an iterative procedure was developed to simultaneously specify both the PDF and PSD 
shapes for Z. For comparison to OH and CH data, the synthetic Z time series were mapped by using a 
one dimensional flamelet state relationship, constructed using OPPDIF (Lutz et al, 1996) with GRI-2.11 
chemistry (Bowman et al, 1995). The resulting scalar time series could then be used to compute the 
mean, rms, PSD, PDF, and r, for OH, CH, or number density. More complete details of this simulation 
are available from Renfro et al (2002). 

Sample simulated time series for Z and OH are shown in Fig. 11, as simulated for r/x=0.1 at 
x/D=20 in flame A3. An exponential autocorrelation function and a Beta PDF are used for all of these 
simulations. Two reference lines on the Z time series show the limits (Z=0.06-0.20) beyond which negli- 
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Figure 11. Simulated time series for OH and Z at r/x=0.1, x/D=20 for Re=9000. Regions of scalar intermittency (A) and 
enhanced scalar fluctuations (B) are emphasized. 

Figure 12. Comparison of predicted to measured OH integral time scale profiles for Re=9000. The predicted profiles in 
the bottom panel have been scaled but this does not alter the predicted profile shapes. 

11 



gible OH exists, based on the OH state relationship. This limited range causes several important differ- 
ences between the Z and OH time series. For example, the Z time series contains fluctuations outside the 
range Z=0.06-0.20 that are completely nonexistent in the scalar time series (region A). In contrast, re- 
gion B shows a location where very small deviations in Z are amplified in the OH time series because 
they occur near the edge of the OH distribution. Hence, the spectral content of the OH distribution dif- 
fers considerably from that of the Z distribution. As a result, the integral time scale will generally be 
much less for a more narrowly distributed scalar such as OH. 

Figure 12 shows a comparison of measured and simulated OH integral time scales at each of four 
axial heights for flame A3. The simulations in the top graph employed convective scaling via Eq. (9) to 
determine the mixture fraction time scales. Quantitative agreement between the simulations and meas- 
urements cannot be achieved because there is no basis for an a priori selection of the proportionality con- 
stant in this scaling relationship. However, since the simulated time scales depend linearly on the input 
time scales for mixture fraction (as discussed by Renfro et al., 2002), the shapes of the profiles are a true 
test of the predictions. This feature is accentuated in the bottom graph of Fig. 12, where the profiles have 
been divided by a constant to improve quantitative agreement with no effect on the profile shapes. In 
general, the simulation does a good job of replicating the shape of the radial ti profiles. The nearly flat 
time-scale profile for r<0 (fuel-side of the OH peak) is surprising since the Z time scales decrease by a 
factor of two or more over this same range. Nevertheless, the laminar-flamelet approximation captures 
this experimental trend with reasonable accuracy. However, the simulation does not capture the axial 
change in time scales. The measurements show that the integral time scales at the [OH] peak and on the 
fuel-side of the peak are invariant with axial height, whereas the simulation follows typical convective 
vective scaling as observed in the top graph of Fig. 12. 

Since the simulation effectively predicts the radial 
profile of the OH time scale in normalized coordinates, a 
reasonable extension of this technique is to extrapolate 
mixture-fraction temporal statistics from measured OH 
data. An estimate for the mixture-fraction time scale was 
determined by dividing the measured OH and CH time 
scales by the predicted ratio, r/Ti^, at each measured data 
point. The extrapolated mixture-fraction time scales are 
shown in Fig. 13 for heights x/D=20, 40, and 60. For 
comparison, the OH and CH data are accompanied by 
similar total number density (ND) measurements, as ob- 
tained via Rayleigh scattering (Lakshmanarao, 1999). 

The number density and hydroxyl estimates for the 
Z time scales are independent estimates, and at each 
height the two calculations are nearly identical (with the 
exception of one point at x/D=40). A similar independ- 
ent estimate taken from the CH data is displayed for 
x/D=20, and this value is also close to the other calcula- 
tions (CH data could not be collected at large x/D). A 
comparison of the three estimates for TJ^ cannot be made 
at all locations because of errors caused by entrainment 
of particles from room air for the Rayleigh scattering 
technique (Lakshmanarao, 1999), and because the PSDs 
for CH at some locations are not represented by a single 
time scale (Renfro et al., 2000b). 

For flame A3, the number density is well de- 
scribed by the laminar flamelet approximation, so the 
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above simulation should yield the true Z time scale. Figure 13 also shows the convective time scales 
when using the measured velocity profile. Notice that the extrapolated mixture fraction profile is much 
shallower. Moreover, there is almost no discemable change of r,^ with x/D for these conditions. Hence, 
we find that for jets with heat release, the time scale cannot be simply computed as the jet width divided 
by local velocity. 

33 Application of PITLIF to LES Validation 

Many turbulence models do not recover information that can be directly compared to PITLIF data. 
For example, traditional Reynolds-averaged models purposefully filter all temporal fluctuations to pro- 
vide a tractable calculation. The utility of PITLIF data for improving these models is problematic. On 
the other hand, newer models can provide predictions of time-correlation statistics. In particular, large- 
eddy simulations filter fluctuations below a certain temporal and spatial scale but directly model large- 
scale fluctuations. As the PSD is dominated by large-scale phenomena, its shape can be predicted by 
LES. Hence, a direct comparison between LES predictions and PITLIF measurements offers a unique 
opportunity to assess the limiting assumptions regarding sub-grid-scale models for LES and to provide 
new insights into interpreting PITLIF data. 

For this purpose, additional OH time series were obtained in the so-called "H3" turbulent diffusion 
flame discussed by Meier et al. (1996). Briefly, the H3 configuration employs an 8-mm diameter fiiel-jet 
surrounded by a contoured air co-flow to provide a uniform velocity inlet condition. The flame of inter- 
est bums a 50% Ha. 50% Nj (by volume) mixture at a Reynolds number of 10,000. Previous experimen- 
tal work at TU-Darmstadt and DLR-Stuttgart has examined the velocity (Pfuderer et al, 1996), major- 
species, OH, and NO concentrations (Meier et al, 1996; Neuber et al, 1998) throughout this flame and 
also for other similar flames with different Reynolds numbers or nitrogen-dilution levels. However, be- 
fore our measurements, no reactive-scalar, time-scale statistics existed for these flames. On the other 
hand, LES has been applied to the H3 flame by Janicka (2000). 

Radial profiles of time-averaged [OH] were obtained at x/D=10-40 in the H3 flame by using a 
sampling rate of 10 Hz and an averaging time of five seconds. At each of four heights, time-series meas- 
urements were obtained at a sampling rate of 12 kHz. Fifty time series of 4096 points each were col- 
lected to obtain clean statistics at all measurement locations. Time-series measurements were also ob- 
tained at the burner centerline for an axial range x/D = 20-40. PDFs, PSDs, autocorrelation functions, 
and integral time scales were computed from these time series in the same manner as reported by Renfro 
era/. (2000c). 

In general, the following results were obtained from these experiments. 
• The time-averaged OH concentrations are nearly Gaussian functions of the radial coordinate. The 

only parameters necessary to specify the full profile shape are the peak OH concentration, the radial 
location corresponding to the peak concentration, and the profile FWHM. This behavior is identical 
to that of our previous work in H2/CH4/N2 flames (Renft-o et al, 2000c). 

• The autocorrelation functions (or the PSDs) collapse to a single curve for most measurement loca- 
tions when appropriately normalized by the integral time scale. This result implies that the relative 
distribution of OH time scales at a single point in the flame is independent of Reynolds number, axial 
height, or radial location. The scalar fluctuations are thus accurately characterized by just the inte- 
gral time scale. These collapsed statistics are consistent with our previous OH measurements in 
Hj/Ar (Renfro et al, 1999b) and H2/CH4/N2 (Renfro et al, 2000c) flames. A typical comparison for 
these autocorrelation functions is shown in Fig. 14. 

• Hydroxyl measurements along the jet centerline display a slowly decreasing integral time scale with 
a minimum at x/D = 34, followed by a sharp increase farther downstream. Our previous measure- 
ments in non-premixed flames did not contain a sufficient number of axial heights or locations above 
the flame tip to observe this trend. Thus, we do not know presently if this feature is universal to non- 
premixed flames or is an artifact of this particular fuel and geometry. 
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Figure 14. Comparison of OH autocorrelation functions for H3 flame to an exponential decay and to the previous meas- 
urements of Renfro et al. (2060c). 

Figure 15. Integral time scales at different axial heights for H2/N2/air turbulent non-premixed flame (H3). 

The most important and unique result from this study concerns the behavior of the measured inte- 
gral time scales for the hydroxyl radical. Figure 15 shows integral time scales as a function of radial lo- 
cation (r/x) for three different axial heights in the H3 flame. For these heights, the time scales range 
from 0.7 to 2.1 ms. The dashed vertical lines in Fig. 15 mark the peak OH locations at the corresponding 
heights. The integral time scales at peak locations for x/D=20 and x/D=30 are almost equal, and those 
for x/D=40 are almost twice as large. The OH time scales in similar H2/CH4/N2 flames were previously 
observed to be constant within the jet; that is, below the flame tip and on the fuel side of the reaction 
layer (Renfro et aZ. .2000c). The same trend is observed here for x/D=20 and x/D=30, where the integral 
time scales on the fuel side are nearly constant until the peak OH location and increase rapidly towards 
the air-side into the mixing layer. At x/D=40, the peak OH concentration occurs at the jet centerline and 
is past the flame tip, which had previously not been examined by PITLIF measurements. 

An LES investigation of flame H3 was performed by Kempf et al. (2002) using a laminar flamelet 
model. Based on our time-series simulations, this model is expected to be reasonable for OH time-scale 
predictions. Moreover, our measured PDFs of OH strongly support this formulation. Figure 16 shows 
PDFs measured in the H3 flame at various radial and axial locations. For a fixed axial location, the dis- 
tribution of instantaneous OH values is nearly the same, with the only difference being the frequency of 
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Figure 16. PDFs of relative [OH] for H3 flame: (a) at different radial locations for x/D = 20, and (b) at different axial 
heights along the jet centerline. 
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[OH] fluctuations. This result implies that for different radial positions, the flame sheet that fluctuates 
past the probe volume is the same and only its fluctuation frequency is dissimilar (Renfro et al, 2000c) 
For different axial locations, the distribution of OH values within the flame can vary as shown in Fig. 16 
Hence, the laminar flamelet approximation accurately describes OH distributions at a fixed height, but 
varymg state relationships may be required as a function of x/D. This complication can be expected to 
impact the prediction of mean [OH] but not OH time scales (Renfro et al, 2002). 

A representative time series predicted by LES is shown in Fig. 17.  The simulation displays the 
same type of mtermittent behavior observed in the measured time series, (e.g.. Fig. 7). These predicted 
time series were processed to compute OH integral time scales using the same program as for the PITLIF 
measurements. Figure 18 shows the predicted OH PSDs along the jet centeriine for flame H3. The LES 
results correctly predict a collapse of the power spectra when normalized by their integral time scales 
More importantly, the predicted and measured PSD shapes compare very well, as shown in Fig  19 
There is considerably more scatter in the LES power spectrum since the total time for the simulation is 
only 140 ms, compared to approximately 50 seconds of measured PITLIF data.  Low-frequencies are 
therefore noisy in the simulation. The comparison still shows excellent agreement, indicating that LES 
predicts the correct distribution of large-scale fluctuations as determined by. the intermittent OH concen- - 
trations. 
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Figure 17. Hydroxyl time series at x/D=10 from LES for the H3 flame. 

Figure 18. Normalized PSDs from LES for the H3 flame. 

10-' la' 10-' 10" 

Frequency x T, 

10' 

Figure 20 shows the OH integral time scales from both PITLIF and LES as a function of axial 
height along the jet centeriine. The measured r, values range from 0.8 to 1.7 ms and dip to a minimum at 
x/D = 34. This axial location corresponds to the peak in mean [OH] concentration. The time scales r, 
are nearly constant in the x/D = 20-25 range (consistent with previous measurements), decrease some- 
what until x/D = 34, and then increase rapidly to significantly higher values farther downstream of the 
flame tip. The drop in OH integral time scale up to x/D=34 is particularly surprising since the velocity 
on the jet centeriine is decreasing over this same range. In our measurements for flame A3, we observed 
that the time-scale was nearly invariant with axial height (Renfro et al, 2000c), but we did not previously 
include measurements beyond the flame tip. Since our OH measurements at heights below the flame tip 
are essentially conditioned on the presence of a flame, the trends in Fig. 20 could be a result of velocities 
conditioned on the stoichiometric mixture fraction. Han and Mungal (2000) have shown that the 
stoichiometric velocity (measured as the velocity at the CH contour) is neariy independent of axial height 
up to the flame tip in non-premixed flames. 
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Figure 20. Integral time scales and average [OH] along the jet centerline for the H3 flame 
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In the simulation, the time scales are also nearly constant below the flame tip, and increase sub- 
stantially above the flame tip. However, the simulations do not show a local minimum. The measured 
minimum at x/D=34 is similar to the trend observed in the Ti radial profiles. In particular, we have dem- 
onstrated that the peak [OH] location, either radially or axially, results in a local decrease in the integral 
time scale for OH owing to its narrow distribution in mixture-fraction space (Renfro etal, 2002). Essen- 
tially, small mixture-fraction fluctuations that cross the stoichiometric value will sample both sides of the 
OH profile. Thus a small sinusoidal fluctuation in Z can become a large fluctuation with twice the fre- 
quency for OH. This issue was discussed by Renfro et al. (2002) with respect to simple stochastic simu- 
lations of simultaneous Z and OH time series. 

3.4 PITLIF Measurements in Premixed Flames 

Measurements were also made in premixed turbulent flames to assess the effects of reaction zone 
width on PITLIF statistics. In particular, PILIF has been employed to study turbulent premixed combus- 
tion in the thickened preheat regime (Peters, 1999). Previous investigations for non-premixed flames 
have provided solid evidence for the existence of wrinkled flamelets (Renfro et al, 2000c). Therefore, 
the objective here was to determine whether PITLIF time-series measurements could distinguish between 
flamelet and possible non-flamelet regimes, as hypothesized to exist under some conditions for turbulent 
premixed flames. , 

The thickened preheat regime (Peters, 1999) occurs when small energetic eddies penetrate and 
broaden the preheat zone, but dissipate before they can affect the thin inner reaction zone because of the 
increased viscosity of the higher temperature gases. This eddy penetration into the preheat zone results 
in increased transport of heat and radicals from the reaction zone to the unbumed reactants. Recent ex- 
perimental evidence supports the existence of a thickened preheat regime. Chen et al. (1996), for exam- 
ple, provide two-dimensional Rayleigh scattering images for a set of turbulent stoichiometric methane-air 
jet flames. From their images, locations near the flame front are observed where the distance between 
temperature iso-contours expands within the preheat zone. This result can be explained by small yet en- 
ergetic eddies entering into and broadening the preheat zone, as hypothesized for the thickened preheat 
regime. Similarly, Chen and Mansour (1999) present simultaneous two-dimensional temperature and OH 
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measurements (via laser-induced predissociative fluorescence and planar saturated LIF, respectively) in 
premixed methane-air Bunsen flames. At low turbulence intensities, large temperature and OH gradients 
are typically present, consistent with a wrinkled flamelet concept. However, as the turbulence intensity 
rises, locations having reduced temperature gradients are observed, thus again suggesting movement to- 
ward a thickened preheat zone. 

The thickness of the CH layer in a flame is much thinner than that of OH, and can thus be used as 
a more stringent test for the indication of an instantaneous reaction zone. Mansour et al. (1998) have 
reported simultaneous two-dimensional temperature and CH images in the same flames studied by Chen 
et al. (1996), and have also extracted line profiles from their images to more directly compare tempera- 
ture and CH information. Their results indicate behavior similar to that found for their previous tempera- 
ture/OH imaging measurements (Chen and Mansour, 1999). In particular, locations exist containing 
steep temperature gradients and large CH peaks, corresponding to a wrinkled flamelet. However, loca- 
tions also exist having smaller temperature gradients, thus providing additional evidence for the existence 
of a thickened preheat zone ahead of the inner reaction layer. Reduced CH and even the absence of CH 
are also observed in high strain-rate flames, specifically at locations for which the temperature gradient 
indicates localized extinction. 

The burner used for our turbulent premixed CH^air flames is identical to that used by Prasad et al. 
(1999). The premixed fuel/air mixture exits from a 15-mm, inner-diameter tube that is surrounded by a 
100-mra diameter air co-flow tube. A hydrogen diffusion flame is used as an annular pilot for the flames, 
with the hydrogen issuing from 90 ports, each 0.2-mm in diameter, placed at a mean burner diameter of 
20 mm. The time series were obtained for six premixed methane-air flames at three equivalence ratios 
(0.6, 0.7, and 0.8) and two Reynolds numbers (8700 and 17,400) based on cold flow properties at the jet 
exit. The hydrogen pilot flow rates used in this investigation were 2 mg/s and 3.5 mg/s for the Re=8700 
and Re=17,400 flames, respectively. On average, the pilot accounted for 6 to 8% of the total flame heat 
release. Time series were obtained at five or more radial locations along each mean profile by sampling 
4096 data points at 16 kHz and 32 kHz for the Re=8700 and Re=17,400 flames, respectively. Fifty con- 
secutive time series were taken at each location permitting autocorrelation functions and power spectral 
densities (PSDs) to be averaged, thus resulting in cleaner statistics. 

Typical OH fluorescence time series, obtained in the Re=8700, 0=0.8 premixed turbulent flame at 
x=60 mm, are shown in Fig. 21. On the air side (AS) of the mean [OH] profile, an intermittent behavior 
occurs similar to that found in non-premixed flames (Renfro et al, 2000c). However, at the location of 
[OHlnax, the OH time series displays little or no intermittency. This is a surprising result as the turbu- 
lence alone might be expected to move the reaction zone responsible for producing OH sufficiently far 
from the probe volume so as to observe intermittency in the measured time series. Nonetheless, this is 
clearly not the case at [0H]™„ locations below the flame tip. The resulting change in the fluorescence 
time-series, as compared to those generally found for non-premixed flames (Renfro et al, 2000c), indi- 
cates a reaction zone differing from the typical wrinkled flamelet model. Towards the centerline of the 
burner, into the reactant side (RS) of the mean [OH] profile, we again observe intermittent behavior. 
However, the time scales at which OH fluctuations occur are quite different on the reactant as compared 
to the air side, as is apparent from Fig. 21. In general, the fluctuations at the peak and reactant side of the 
mean [OH] profiles are much faster than those observed on the air side, consistent with the mean velocity 
profiles (Prasad et al, 1999). 

The faster fluctuations on the reactant side of the OH radial profile are also apparent by computing 
OH integral time scales from their respective autocorrelation functions. The results are shown in Fig. 22 
for three Re=17,400 flames at 0=0.6-0.8. The integral time scales low in the flame rise sharply from the 
reactant side to the air side of [OH]m„. In particular, T, values increase radially by a factor of -10 in all 
flames at x=20 mm, with the relative increase becoming smaller farther from the jet exit. This rapid in- 
crease in T, has been observed previously in non-premixed flames, but was limited to a factor of three at 
all heights (Renfro et al, 2000c). From the velocity profiles in the 0=0.8 flames (Prasad et al, 1999), 
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mean axial velocities drop by approximately a factor of eight across the radial locations where OH data 
were collected at x=20 mm. Hence, the fluctuation rates of OH lower in the flames may be strongly in- 
fluenced by mean convective velocities across the reaction zone. 
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Figure 21. Hydroxyl fluorescence time series measured in the Re=8700, $=0.8 premixed jet flame at an axial height of 
60 mm. Intermittency is not present at the location of peak [OH]. Note the different fluctuation rates at 7 
ram to the air side (AS) and 7 mm to the reactant side (RS) of [OHJma,. 

Figure 22. Calculated OH integral time scales from measured time series in the Re=l 7,400 premixed flames. The time 
scales were determined by fitting an exponential to each autocorrelation function. 

The OH integral time scales are nearly constant across the entire width of the flow at downstream 
locations (x>150 mm) above the mean flame brush. For the 0=0.8 flames, the velocities at the greatest 
radial locations where OH data were taken are roughly 50% of the corresponding centerline velocities 
(Prasad e/ al., 1999); thus, traditional turbulent scaling based on a mean convective velocity does not di- 
rectly apply to OH integral time scales at x>150 mm. This departure was also found to be the case by 
Renfro et al. (2002) for non-premixed turbulent flames, where the OH time scales differed from those of 
mixture fraction because of scalar intermittency. For axial locations beyond the flame tip, mean equiva- 
lence ratio plots (Prasad et al., 1999) show that air entrainment has reached the jet centerline. Conse- 
quently, the only reactions relevant to OH are slower three-body recombination reactions. Barlow et al. 
(1990) have estimated a time scale for these reactions on the order of 3 ms, which is comparable to the 
integral time scale at these locations. Hence, the finding that these integral time scales are independent 
of mean convective velocity may be a result of opposing effects between turbulent convection and turbu- 
lence-chemistry interactions for three-body OH destruction reactions. The measurements might also be 
affected by scalar intermittency, as with our non-premixed flames, and thus may require consideration of 
appropriate relationships between velocity and OH. 

18 



4. Conclusions 

The PITLEF technique has been applied to detailed measurements in hydrogen-based jet flames 
with large variations in Reynolds number, burner diameter, and axial and radial measurement location. 
These measurements confirm that scalar fluctuation statistics, such as the PSD, are self similar when 
normalized by the integral time scale. The normalized autocorrelation function is found to be nearly ex- 
ponential, but the variation in integral time scale cannot be explained by using simple eddy-tum-over 
time scaling. In particular, the time scales show a variation with Reynolds number that is stronger than 
1/Re, the time scales are nearly invariant for fuel-side locations below the flame tip, and the time scales 
show a local minimum in regions of high scalar gradients. With the exception of this Re dependence, 
each of these trends can be described by a simple stochastic simulation. The simulation is based on a 
laminar flamelet approximation, which is supported by the measured PDFs. Scalar intermittency causes 
local minimums in the measured integral time scales; however, the variation in time scales among scalars 
is accurately described based on the state relationship widths. Constant fluctuation rates with axial 
height can also be understood based on conditional velocities measured in similar flames. The Reynolds 
number variation may arise from a shift in the virtual origin of the jets with Re, but no conclusive expla- 
nation is presently available. 

Measurements in premixed flames, where the flamelet approximation may not be applicable, show 
significant differences in the structure of the measured PITLDF statistics. The PITLIF technique is 
clearly capable of distinguishing between thin and thick reaction zones, and may be useful for future ex- 
amination of alternate burning modes. In the nonpremixed case, the PITLIF instrument is a useful tool 
for understanding the effects of heat release on turbulent fluctuation rates, and can provide new data for 
improved model validation. 

In fact, an initial attempt to use PITLIF for the validation of large-eddy simulations (LES) was 
completed in a standard hydrogen/nitrogen flame. The LES comparison was conducted in collaboration 
with researchers from Technische Universitat Darmstadt. The PSDs predicted by LES are remarkably 
similar to the PITLIF measurements, thus confirming the capability of LES in capturing the large-scale 
behavior of a turbulent jet flame. However, LES underpredicts the time scales by a factor of two. This 
result has implications for sub-grid scale mixing models, but future work will be required to determine a 
procedure for improving such models. Of equal importance, LES uses a computational time step that is 
based on the predicted fluctuation rates. Since these rates are too fast, LES calculations are inherently 
over-resolved. Hence, improvements to the model will allow not only better predictions for the physics 
of nonpremixed flames, but will also permit simulations to be performed at less computational expense. 
These comparisons are the subject of ongoing collaborative research with Technische Universitat 
Darmstadt. 

5. Personnel and Signiflcant Collaborations 

Professors Normand M. Laurendeau, Galen B. King, and Jay P. Gore have been the co-principal 
investigators for this research program. Dr. Michael W. Renfro was a visiting assistant professor. Mr. 
Walter A. Guttenfelder and Mr. Amit Chaturvedy were M.S. students working on the project. 

A collaborative PITLIF program has recently been developed with the Air Force Research Labora- 
tory (AFRL). The lead AFRL investigator is Dr. James Gord; other participating AFRL researchers in- 
clude Sukesh Roy, Terry Meyer and Michael Brown. This new program was defined following a seminar 
and an extended visit with AFRL researchers at Wright-Patterson AFB in June, 2002. A two-week visit 
is planned by selected AFRL personnel to learn the operating fundamentals of the PITLIF technique in 
January, 2003. An advanced PITLIF facility will then be designed and built at AFRL during the summer 
of 2003 under the direction of Prof. Galen King. This new PITLIF facility will be used to explore turbu- 
lence-chemistry interactions in a variety of turbulent flames at Wright-Patterson AFB. Initial OH ex- 
periments will be conducted by using repeatable vortices produced by an existing Rolon burner at AFRL. 
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CONCENTRATION IN ATMOSPHERIC-PRESSURE 
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Measurements of relative CH concentrations and absolute fluorescence life- 
times are reported in atmospheric pressure, laminar, counterflow diffusion 
flames using picosecond laser-induced fluorescence combined with a novel 
photon-counting technique. Three fuels consisting of nitrogen-diluted meth- 
ane, ethane, or acetylene were used with global strain rates varying from 
20 s~' to 60 s~'. The concentrations were normalized by a measurement in 
one of the methane flames. The resulting (CH) ratios are corrected for 
quenching effects and are quantitative with uncertainties of typically ±7% 
(95% confidence interval). The results were compared to predictions from 
OPPDIF using two chemical mechanisms, GRl-2.11 and GRI-3.0. Both 
mechanisms correctly predict the relative CH concentrations between the 
ethane and methane flames but overpredict those between the acetylene and 
methane flame. Predictions of fluorescence lifetimes were computed from the 
OPPDIF species and temperature profiles using species-dependent quenching 
cross sections from the literature. The predicted fluorescence lifetimes are 
larger than the measurements by 10—15% in the methane and acetylene 
flames and by 50% in the ethane flames. 

Keywords: Picosecond laser-induced fluorescence; fluorescence lifetimes; CH 
concentrations; counterflow diffusion flames 
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INTRODUCTION 

Accurate predictions of emissions from advanced low-NOx combustors 
require an increasingly accurate description of the formation of NO 
through various chemical mechanisms. At lower temperatures, formation 
of NO via the CH-initiated "prompt" mechanism can dominate total NO 
production. Therefore, the ability to predict CH concentrations becomes 
very important to the goal of designing combustors with overall reduced 
pollutant emissions. However, considerably less information is available 
for CH concentrations than for other dame species such as OH and NO 
because of (1) lower concentrations and, hence, lower signal levels (by as 
much as three orders of magnitude), (2) interferences from soot pre- 
cursors in the visible wavelengths associated with the first CH electronic 
transition, and (3) the difficulty of quantifying the CH measxirement. In 
particular, quantifying a CH laser-induced fluorescence (LIF) signal re- 
quires consideration of both the electronic quenching rate coefficient and 
a proper procedure for signal caUbration. 

Despite these difficulties, several quantitative measurements of CH 
have recently been reported in the Uterature. Most of these studies focus 
on low-pressure flames for which the fluorescence Ufetime is long 
compared to typical Q-switched laser pulses (e.g., Luque and Crosley, 
1996; Berg et al., 2000). Calibration is typically performed by com- 
parison to laser Rayleigh scattering signals (Sahnon and Laurendeau, 
1985). In atmospheric pressure flames, the CH Ufetime is of the order of 
2-5 ns and cannot be directly measured using a Q-switched laser. In- 
stead, picosecond excitation must be used (e.g., Renfro et al., 2000). 
Unfortunately, with a typical ps laser, the duty cycle is much larger 
than that for a Q-switched laser (by at least four orders of magnitude) 
such that gated detection is significantly less effective at recovering 
accurate Rayleigh scattering signals from background noise. Thus, 
while the quenching dependence can be removed, an absolute calibra- 
tion is elusive. 

Absolute CH measurements have also been made using direct ab- 
sorption (JokUk et al., 1986; Woiki et al., 1998) or cavity ring down 
spectroscopy (Derzya et al., 1999; Mercier et al., 1999) at atmospheric 
pressure. However, the Umited spatial resolution from these Hne- 
of-sight measurements can be unacceptable in many applications. Pre- 
sently, a robust technique is not available for measuring quantitative, 
spatially resolved, CH concentrations in atmospheric-pressure flames. 
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If fluorescence lifetimes can be modeled with reasonable confidence, 
then LIF with Q-switched lasers can be used with the quenching de- 
pendence numerically removed (e.g., Luque et al., 2000). Nevertheless, 
this calculation depends on the accuracy of species- and temperature- 
dependent quenching cross sections, which are usually measured at very 
low pressures. 

Tamura et al. (1998) provide a thorough discussion of the range of 
cross-section data available for CH. In summary, measurements have 
been made for the most important colliders up to temperatures of only 
1400 K (Garland and Crosley, 1986). Unhke for OH and NO, the 
dominant quenching partner at very high temperatures appears to be 
either N2 or CO2. Unfortunately, measurements of the temperature de- 
pendence of the CH/N2 cross section only extend to 950 K (Heinrich and 
Stuhl, 1995), where a sharp T^'* dependence is observed. Tamura et al. 
refit this data, including available cross sections at 1300 K, and found a 
T^^ dependence, but significant uncertainty still exists at actual flame 
temperatures. In addition, quenching cross sections for some species, 
such as H2O, have not even been examined above 500 K. Clearly, sig- 
nificant work is needed to further refine the existing correlations for 
controlling CH cross sections. 

The purpose of the present paper is to report measurements of 
relative CH concentrations in eight counterflow nonpremixed flames at 
atmospheric pressure. The LIF signal has been corrected for the effects 
of quenching by direct measurement of the fluorescence lifetimes; 
however, an absolute cahbration has not been performed. The con- 
centration measurements are normalized by the peak value in one of the 
methane flames such that the concentration ratios are fully quantitative. 
These ratios have been predicted for the eight test flames using a one- 
dimensional numerical code and two comprehensive kinetic mechan- 
isms. Based on the predictions of major-species concentratioiis and 
temperature, a modeled value for the fluorescence Ufetime is computed 
using species-dependent quenching cross sections. These lifetime and 
concentration ratio predictions are compared to the quantitative mea- 
surements. To our knowledge, this study represents the first comparison 
of directly measured and modeled lifetimes for CH in atmospheric 
pressure flames. A full error analysis is invoked to estimate the statis- 
tical significance of the comparisons such that suggestions for im- 
provements to the model can be made even without an absolute 
concentration cahbration. In addition, the novel use of a gated photon 
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counting   procedure   is   examined   for   improved   measurements   of 
quenching independent concentrations. 

EXPERIMENTAL PROCEDURE 

The experimental setup for ps-LIF of CH is shown in Figure 1 and is 
essentially the same as that used by Renfro et al. (2000). A continuous- 
wave, multi-mode, argon-ion laser was used to pump a mode-locked 
Ti:Sapphire laser at 18 W. The output of the Ti:Sapphire laser consisted 
of 18-ps pulses (FWHM) with a repetition rate of 80 MHz and an 
average power of 2.6 W. These IR pulses were frequency doubled using 
an angle-tuned BBO crystal such that the output had a wavelength of 
430.55—430.75 nm with an average power of 350 mW. At these wave- 
lengths, approximately 10 Q-branch rotational transitions in the 
X ^n — A^A(0,0) vibronic band of CH are excited in the flame. This 
wavelength range is selected to minimize the variation of the Boltzmann 
fraction as a function of temperature. Simulation of the absorption 
spectra versus temperature, using a code developed by Seitzman (1991), 
shows an absorption coefficient variation of only ±3% at 1500—2500 K. 
The resulting fluorescence in the X-A (0,0) band was collected perpen- 
dicular to the laser path using two 50.8-mm diameter lenses with a solid 
collection angle of f/3 and a magnification of 1.1. The fluorescence was 

Jargon-ion 

Ti:Sapphire 

Gated di|criminators 

Pulse counters 

Figure 1. Experimental setup for ps-LIF. 
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focused onto the entrance slit of a 0.25-m monochromator. Based on the 
entrance and exit sUt settings and the focused laser beam diameter 
(~100 \im), the probe volume in the flame was 0.1 x 0.1 x 0.9 mm^ and 
the spectral detection window was 425—435 nm. The longest dimension 
of the probe volume was aUgned radially across the counterflow flame 
(for which no substantial gradients were present), so that the lOO-fim 
beam waist best defined the spatial resolution. A Hamamatsu HS5321 
PMT biased at — 2350 V detected the filtered fluorescence. The resulting 
electronic pulses from the PMT (each corresponding to a single detected 
photon) were discriminated and counted using a four-channel gated 
photon counting system (Pack et al., 1998b). 

The arrangement of the gated photon counting system is shown in 
Figure 2. Three channels {D2, Dj, and D4) count only the photons that 
occur in the temporal range indicated relative to the laser pulse (at 0 ns). 
The photon counts in each bin were averaged over 8x10* laser pulses 
(100 ms) for each reported measurement. Following Pack et al. (1998b) 
and Renfro et al. (1999), the fluorescence lifetime and species con- 
centration can be calculated from these average photon counts as 

At 
■"=      rn,      n,-. (1) 

D2 -DA. D2-D3 

exp(-fo/T)(l - C2)(l - C)t    exp(-fo/T)(l - C)^T ' (2) 

where T is the fluorescence lifetime, At is the width of each gated bin 
(3.5 ns), A is proportional to the CH concentration, and C = exp(-Af/T). 
Eq. (2) is slightly different than that derived by Pack et al., as they com- 
pute the amplitude of the fluorescence decay at the beginning of bin D2, 
which may not be proportional to the CH concentration if a delay, to, 
exists between the laser pulse and the first gated bin. In our present system, 
this delay is about to = 0.9 ns (Renfro et al.). Other than this additional to 
term, Eq. (2) is algebraically identical to that of Pack et al. 

Measurements were made in eight counterflow, laminar diffusion 
flames. The same counterflow burner was previously used by Ravi- 
krishna and Laurendeau (2000) to measure NO concentrations in 
diluted ethane and methane flames. The burner consists of two opposed 
24.1-mm diameter jets with a separation distance of 20 mm, as shown in 
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Figure 2. Arrangement of gated bins for the gated photon counting system. 

Figure 3. The top burner is water cooled and the bottom burner con- 
tains an annular nitrogen jet to shield the flame from disturbances. The 
boundary conditions for the eight flames studied are given in Table 1. 
In each case, sufficient nitrogen dilution was used to avoid both soot 
formation and the resulting interferences that can plague CH LIF 
(Carter et al., 1998). The two methane flames with the lowest strain 
rates (CH4-20 and CH4-35), as well as the three ethane flames, are 
identical to those studied by Ravikrishna and Laurendeau (2000). Un- 
certainties for the measured flow rates and the computed strain rates are 
also given in Table 1. 

Measurements of T and A for CH were made along the centerline of 
each flame. At each location, the results were averaged over 50 separate 
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Figure 3. Schematic of opposed-flow burner used for the present nonpremixed flame 
measurements. 

100-ms measurements. We have not calibrated the resulting data and 
instead report these concentrations relative to the peak CH concentration 
in flame CH4-20. These concentration ratios are quantitative (having 
been corrected for fluorescence lifetime variations and laser power fluc- 
tuations) but the absolute concentrations are unknown. 

NUMERICAL PROCEDURE 

Each of the eight test flames was simulated using OPPDIF (Lutz et al., 
1996) with two chemical mechanisms: GRI-Mech 2.11 (Bowman et al., 
1995) and GRI-Mech 3.0 (Smith et al., 1999). The boundary conditions 



32 M. W. RENFRO ET AL 

Table 1. Flow conditions for the eight test flames 

Experimental boundary Numerical boundary 
conditions conditions* 

Fuel*       Oxidizert     U*      U*,       S* Fuel        Uf      V^x       S 
Flame        (plus N2)    (plus N2)   (cm/s) (cm/s)   (s~')  (plus N2) (cm/s) (cm/s) (s~') 

CH4-20    25.0±1.1% 21.2±1.2%    21.6     20.7     21.1 25%     21.536 20.818   21.2 
CH4             O2 CH4 

CH4-35    25.1±1.1% 20.9±1.2%    37.6      34.7      36.2 25%     37.721 34.696   36.2 
Cri4                 O2 Cri4 

CH4-50    25.0±1.1% 21.0±1.2%    50.0     50.0     50.0 25%     50.000 50.000   50.0 
CH4             O2 CH4 

CH4-60    25.0±1.1% 21.0±1.2%    60.0      60.0     60.0 25%     60.000 60.000   60.0 
CH4             O2 CH4 

C2H6-20   14.4±1.2% 21.2±1.2%    20.2     20.7     20.5 14.5%    19.593 20.818   20.2 
C2H6             O2 C2H6 

C2H6-35   14.5±1.2% 20.9itl.2%    35.3      34.7     35.0 14.4%    35.367 34.696   35.0 
C2H6             O2 C2H6 

C2H6-48   14.5±1.2% 20.3±1.2%    44.4      53.0     48.7 14.5%    44.631 52.044   48.3 
C2H6             O2 C2H4 

C2H2-35    7.0±1.3%   20.9±1.2%    37.5      34.7     36.1 7%      37.721 34.696   36.2 
C2H2             O2 C2H2 

^Composition uncertainty is based on the uncertainty in the volumetric flow rates (1.4%, 
95% confidence interval). 

*The velocities were computed from measured volumetric flow rates assuming a plug-flow 
velocity profile. 

*The global strain rate, computed as S = (Uf-l-Uox)/H, has an uncertainty of 3% (95% 
confidence interval) based on the flow rate uncertainties. 

'All calculations were performed for a 2-cm separation distance (H) with air (79.0% N2, 
21.0% O2) as the counterflow oxidizer. 

for these simulations are included in Table 1. As with the measurements, 
the predicted concentrations were normaUzed by the predicted peak 
concentration in flame CH4-20 (0.84 x 10"" mol/cm^ for GRI-3.0, and 
0.58 X 10-"mol/cm^ for GRI-2.11). The predicted peak CH concen- 
trations using GRI-3.0 averaged 0.77 x 10"", 1.13 x 10""", and 
1.48 X lO'^mol/cm^ for the methane, ethane, and acetylene flames, 
respectively. For each flame, predictions using GRI-2.11 were approxi- 
mately 25% lower than those from GRI-3.0. Fluorescence lifetimes at 
each point were predicted using the simulated temperature and major- 
species concentrations along with the quenching cross sections of 
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Tamura et al. (1998). Quenching was considered for each of the following 
colliders: N2, O2, CO, CO2, CH4, H2, H, H2O, and OH. These predictions 
are discussed with the results. 

RESULTS 

The peak relative CH concentration in each flame {A/Acnx) as well as 
the CH fluorescence Hfetime at the same axial location are reported in 
Table 2. The uncertainties include the propagation of measured error in 
bin counts through Eqs. (1) and (2) and the repeatabiUty of the caH- 
bration flame measurement (CH4-20). For some locations, the un- 
certainty in the fluorescence lifetime is large compared to our previously 
reported OH measurements in similar laminar flames (Pack et al., 
1998a). The uncertainty iii the fluorescence Hfetime results from a small 
difference in the value D3 — D4 required in the denominator of Eq. (1). 
For OH measurements, the typical signal-to-background ratio 
(SBR = [D2 -Z>4]/i)4) is three. This SBR is defined based on our ob- 
servation that D4 is mostly flame emission background. For the CH 
measurements, the best SBR is about 0.3, which causes the reduced 
numeric value of D3 - D4. The lower SBR occurs because the CH 
concentration is so much lower than that for OH and because of the 
strong chemiluminescence from CH*. It is important to note that the 
SBR is not the same as the signal-to-noise ratio (SNR), as the noise in 
the measurement comes primarily from shot noise and not from fluc- 
tuations in flame emission. The maximum total photon count for CH is 

Table 2. Measured peak CH concentration ratios and fluorescence lifetimes 

Uncertainty' Uncertainty' Uncertainty' 
Flame A/A,al (%) T(ns) (%) D2-D3 (%) 

CH4-20 1 _ 3.40 4.4 1 - 
CH4-35 1.32 7.6 3.27 5.0 1.26 5.4 
CH4-50 1.15 26.4 3.27 22.6 1.16 7.3 
CH4-60 0.97 52.1 3.39 44.9 0.98 9.7 
C2H6-20 1.47 9.8 3.16 7.4 1.48 5.6 
C2H6-35 1.91 12.5 2.51 10.4 1.73 5.9 
C2H6-48 1.77 23.4 2.78 20.6 1.60 7.9 
C2H2-35 0.61 40.3 5.10 32.8 0.62 7.7 

'All uncertainties are reported at 95% confidence interval. 
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about 5 X 10*/s compared to ~ 25 x 10^/s for OH; thus, while the re- 
sulting noise for CH is about twice that for OH, the photon count is 
still relatively large, and reasonably accurate measurements of the bin 
counts can still be made. For example, at the peak (CH) location in the 
5 = 20s~' methane flame, the relative standard deviation of D2 - D4 is 
only 3%, giving an SNR greater than 30. 

Equation 2, as compared to the original derivation of Pack et al. 
(1998b), shows that the concentration will be proportional to D2 — D4 or 
D2 —1>3 if the denominator is nearly constant. Figiire 4 shows simulations 
of Al(p% — D4)  and A/{D2 — D-i)  as functions of the fluorescence 

3.0 

2.5 - 

CO 

Q   2.0 H 

Q 
■cs 1.0 H 

Q 

0.5 - 

0.0 

0 

8 

2 12 3 4! 

Fluorescence Lifetime (ns) 
Figure 4. Predicted variation of alternate estimates of CH concentration vs. fluorescence 
lifetime. 
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lifetime. These simulations were performed by convoluting exponential 
decays with the measured response function of our photon counting 
system. For the range of lifetimes observed in the present flames (2.5-5.1 
ns), the concentration is predicted to be proportional to D2 — D3 
(A = 0.97 x[D2-D3]) within 5%. Moreover, since D2-D3 is a much 
larger number than D3 - D4 (as needed for the lifetime), this alternate 
estimate for the concentration can often be made with significantly re- 
duced error. The resulting calculation applied to the measured CH data is 
included in Table 2. We have included the predicted 5% variation of A 
with D2 — i^3 in the measurement uncertainty and this is the dominant 
error for most measurement locations because of the relatively high SNR. 
The alternate and original estimates ofA/Acai are nearly identical for each 
measurement location. 

In addition to the peak relative concentration reported in Table 2, 
full axial profiles were measured in each flame. To facilitate presenta- 
tion of this data, each profile was fit to a Gaussian function to de- 
termine the profile location (rcH,max), profile width (FWHMCH), and 
profile peak (CHmax)- Figure 5 shows normalized axial profiles for each 
of the eight flames. This normaUzation shows that the eight profiles are 
nearly identical in shape and can be accurately represented by only their 
peak relative concentration, axial location, and profile width. The peak 
values are given in Table 2, and the peak concentration location and 
FWHMcH for each flame are given in Table 3. Note that as the strain 
rate increases, the CH profile moves from the air side toward the 
stagnation plane (~ 10 mm). The uncertainty in this measurement, as- 
sessed from repeated measurements in the calibration flame (CH4-20) is 
only ±0.5% (95% confidence interval). However, the width of the 
measured CH profile has an uncertainty of ±10% (95% confidence 
interval). For each flame, the CH profile FWHM is within about 10%) 
of 0.26 mm, such that no distinction can be made from flame to flame 
within the uncertainty. 

COMPARISON TO MODEL 

Figure 6 shows the measured peak CH concentration ratios from 
Table 2 compared to the predictions using GRI-3.0 and GRI-2.11. For 
this figure, the CH concentrations have been renormalized by the peak 
concentration in the methane flame at a global strain rate of 35 s~', 
as this makes the comparison to the numerical modeUng easier to 
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Figure 5. Nonnalized axial profiles for relative CH concentrations in each of the eight test 
flames. 

visualize. The trends in the methane and ethane flames versus strain rate 
are generally well captured by the model, and the relative increase in the 
measured CH concentrations between the methane and ethane flames is 
equally well captured by the GRI-3.0 and GRI-2.11 mechanisms. 
However, for both mechanisms, the model predicts higher CH con- 
centrations for the acetylene flame than for the methane flame, while 
the measured CH concentration ratio is significantly lower in the C2H2 
flame. To determine the significance of this disparity, we must examine 
the effect of uncertainties in the experimental boundary conditions. 
Limits on the boundary conditions were determined from velocity 



SEMI-QUANTITATIVE MEASUREMENTS 37 

Table 3. Axial locations of peak CH concentration 

rcH,max FWHMcH 
Flame                                       (mm)* (mm)* 

CH4-20                                      11.52 0.26 
CH4-35                                      11.29 0.24 
CH4-50                                      11.01 0.25 
CH4-60                                      10.72 0.27 
C2H6-20                                    10.39 0.29 
C2H6-35                                    10.32 0.24 
C2H6-48                                    10.04 0.28 
C2H2-35                                    10.66 0.28 

♦The position is relative to the fuel jet and has an uncertainty of ±0.5% 
(95% confidence interval). 

*rhe profile width has an uncertainty of ±10% (95% confidence interval). 

uncertainties, and predictions using both mechanisms were made at the 
extreme compositions and strain rates. The predicted ranges of CH 
concentrations and fluorescence lifetimes were used as indicators of the 
total uncertainties. The resulting uncertainty in predicted concentration 
ratios is ±31% (95% confidence interval) for both methane and ethane 
and ±53% for acetylene based on the boundary conditions. The un- 
certainty is much larger for the acetylene flame because of the large 
nitrogen dilution, such that a relatively small variation in C2H2 flow 
rate has a large effect on the composition. However, even considering 
these boundary-condition errors, both mechanisms overpredict the ratio 
of CH concentration in the acetylene flame to that in the methane flame 
by at least a factor of two as compared to the measurement. This result 
should not be too surprising, as both GRI mechanisms have been op- 
timized for combustion of natural gas. 

The measured fluorescence Ufetimes are much larger than those 
reported for OH in similar flames (Pack et al., 1998a). In fact, the 
measured lifetime for the acetylene flame is outside the range for which 
our system has been calibrated (Pack et al., 1998b). On this basis, the 
acetylene lifetime has significant uncertainty based on the calibration 
procedure. The measured fluorescence Ufetimes are shown in Figure 6, 
along with predicted lifetimes using the quenching cross sections of 
Tamura et al. (1998). Considering the paucity of measurements sup- 
porting the available cross sections and the prior lack of comparisons to 
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-U Global Strain Rate, S(s) 
Figure 6. Relative peak CH concentrations and fluorescence lifetimes compared to GRI-3.0 
and GRI-2.11 predictions. The CH concentrations are normalized by the peak CH value 
in the methane flame at S = 35 s~'. Only the predictions for GRI-3.0 are shown for the 
fluorescence lifetimes, as the two predictions are nearly identical. Methane: • (measured), 
-— (GRI-3.0), (GRI-2.11); Ethane: D (measured), (GRI-3.0), (GRI- 
2.11); Acetylene: A (measured), (GRI 3.0), (GRI-2.11). 
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measurements in atmospheric-pressure flames, the predicted lifetimes 
are in relatively good agreement with the measured lifetimes. In parti- 
cular, the predictions are only 10-15% larger than the measurements 
for the methane and acetylene flames, which is acceptable when con- 
sidering the scale of other measurement errors. However, the predicted 
lifetimes are 50% larger than the measurements for the ethane flames, 
which is unacceptably large for detailed comparisons to kinetic mod- 
ehng or for caUbration of CH fluorescence measurements. The numer- 
ical uncertainties for the fluorescence Ufetimes based on the extreme 
compositions for the experimental boundary conditions are ±5% for 
the methane and ethane flames and ±12% for the acetylene flame. 
Including all sources of measurement error, the fluorescence hfetimes 
are still predicted to be higher than the measured hfetimes (except for 
acetylene where the total uncertainty is too large to permit detailed 
comparisons of predictions to measurements). 

For both the methane and ethane cases, only nitrogen and water 
vapor contribute more than 10% to the total quenching rate coefficient, 
so it is hkely that one of these two cross sections is sUghtly low (possible 
errors for these two coUiders are discussed by Tamura et al., 1998). Ni- 
trogen would appear to be the best target for improvement since it is the 
only coUider that could cause a change sufficient to bring the ethane 
predictions in agreement with the measurements. However, nitrogen is 
predicted to contribute 68% to the total quenching rate coefficient for 
both the methane and ethane flames, so a drastic change in the nitrogen 
cross section would cause the methane prediction to become much worse. 
On the other hand, the temperatures for these flames differ, averaging 
1690, 1600, and 1430 K for the CH4, CjHe, and C2H2 flames, respec- 
tively. Thus, a correction to the temperature coefficient for the nitrogen 
cross section may bring all of these predictions into agreement with the 
measurements. We estimate that such a modification would require an N2 
cross section temperature dependence of only T^^ instead of the current 
T^'. Our measurements are not sufficiently comprehensive to determine 
this exponent or to suggest a specific change, and, in fact, insufficient high 
temperature data currently exist in the hterature to accurately determine 
this exponent (Tamura et al., 1998). Clearly, high temperature cross- 
section data for CH/N2 colUsions would be of value in improving this 
cross-section correlation. 

For a single flame, the variation in quenching cross sections with 
axial  location   is   a  negligible  source  of error  in  measuring  the 
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concentration profiles (largely since CH exists in such a narrow spatial 
range). Figure 7 shows profiles of CH Ufetimes normalized by their values 
at the radial location of peak (CH). For —0.5 < F < 0.5 (within a half- 
width of the peak concentration), the Ufetime is constant within 10%. 
Outside of this range, the Ufetimes may be varying by as much as 50%, 
but the measurement uncertainty is also very large. At the same time, the 
concentration is dropping rapidly (see Figure 5) so that the Hfetime 
variation has little effect on the shape of the CH profile. Among the three 
different fuels, however, the changes in fluorescence lifetime are sub- 
stantial and must be considered when making relative concentration 
measurements. 
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Figure 7. Axial profiles of CH fluorescence lifetimes in the eight test flames. 
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CONCLUSIONS 

Measurements of relative CH concentrations have been reported for eight 
counterflow diffusion flames consisting of nitrogen-diluted methane, 
ethane, or acetylene at various strain rates. Fluorescence Ufetimes have 
also been measured using a gated photon counting system after excitation 
with a picosecond laser. Predictions of these same quantities using 
OPPDIF (Lutz et al., 1996) are compared to the appropriate measure- 
ments. To our knowledge, this study is the first comparison of predicted 
CH Ufetimes to direct measurements in atmospheric pressure flames. The 
following conclusions can be made: 

1. The variation in fluorescence Ufetimes among the various fuels is 
significant and must be considered to determine quantitative CH 
concentrations. However, in a single flame, the CH concentration 
profile can be measured without recourse to quenching corrections. 

2. The measured Ufetimes are much larger than for previous OH mea- 
surements, and the largest Ufetimes from the acetylene flame have 
increased uncertainty because of an extrapolated caUbration. Even for 
the other flames with Ufetimes within the caUbrated range, significant 
uncertainty exists in the measurements because of poor signal-to- 
background ratios. For this reason, the CH concentrations are also 
relatively uncertain. However, an alternate technique for determining 
the CH concentrations has been proposed that uses two gated photon 
counting bins in a manner that is significantly less susceptible to 
variations in the quenching rate coefficient for the range of Ufetimes 
observed in these flames. These measurements of the CH concentra- 
tion are nearly identical to the original estimates but with errors of less 
than 10% (95% confidence interval). 

3. Within the uncertainties of the present measurements (and without ah 
absolute caUbration), both the GRI-3.0 and GRI-2.11 mechanisms 
provide good predictions of the relative CH concentrations in the 
methane and ethane flames but not in the acetylene flame. In the latter 
case, the predicted relative concentration is too large by at least a 
factor of two as compared to the methane flame. 

4. The predicted fluorescence Ufetimes are relatively close to the mea- 
surements in the acetylene and methane flames when considering the 
sparse treatment of CH quenching in the Uterature. However, the 
predictions in the ethane flames are too large by as much as 50%. An 
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error analysis indicates that improved predictions require an accurate 
determination of the temperature dependence of the CH/N2 cross 
section. 
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Scalar Time-Series Simulations Using Flamelet State 
Relationships for Turbulent Non-premixed Flames 
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School of Mechanical Engineering, Purdue University, West Lafayette, IN 47907-1288, USA 

Simulations of scalar (OH, CH, and number density) time series and comparisons to experimental data are 
presented using a laminar flamelet model. Realistic time series for mixture fraction (Z) were constructed by 
employing measured Z mean and rms values in conjunction with realistic power spectral densities (PSDs), 
probability density functions (PDFs), and integral time scales. A unique procedure was implemented to permit 
simultaneous specification of both the PSD and PDF shapes for Z. These Z time series were mapped to other 
scalar time series by using flamelet state relationships from a strained laminar flame code. The simulated 
statistics are compared to recent data in hydrogen/methane/nitrogen flames. The predictions of OH and CH 
time scales directly depend on the time scale for Z; however, they are not identical because of the narrow state 
relationships for reactive scalars. The model successfully captures complicated features in the radial distribution 
of OH integral time scales. In a separate inverse calculation, the simulation is used to estimate Z time scales 
from each of the measured OH, CH, and number density data. In each case the Z time scale is found to be 
~0.75 ms on the jet centerline. In contrast to time scales from non-reacting jet studies, this Z time scale is nearly 
invariant with axial height and at low axial heights varies only slowly with radial location, implying that 
convective scaling (jet width/local velocity) may be insufficient for the accurate description of mixing time scales 
in jets with heat release.   © 2002 by The Combustion Institute 

NOMENCLATURE 

C constant 
CDF cumulative distribution function 
D burner diameter (mm) 
f frequency (Hz) 
N number of time-series points 
n number density (cm~^) 
PDF probability density function 
PSD power spectral density (s) 
r radius (mm) 
s time delay (ms) 
S Global strain rate (s~^) 
T sampling time (s) 
t time (s) 
U mean axial velocity (m/s) 
X axial height (mm) 
Z mixture fraction 

Greek 

<J> phase spectrum (rad) 
r normalized radial coordinate 
p autocorrelation coefficient 
Tj integral time scale (ms) 

Subscripts 

•Corresponding author. E-mail: renfro@ecn.purdue.edu 

0010-2180/02/$-see front matter 
PII 0010-2180(01)00365-0 

CL 

1/2 

centerline value 
jet exit value 
half-width-at-half-maximum 

INTRODUCTION 

Quantitative time-series measurements of tem- 
perature and velocity in turbulent flames have 
been available for many years via Rayleigh 
scattering [1] and laser Doppler velocimetiy [2], 
respectively. Recently, time series for minor- 
species concentrations have also been demon- 
strated using picosecond time-resolved laser- 
induced fluorescence (PITLIF) at sampling 
rates up to 40 kHz [3, 4]. These techniques 
provide unique information on the time scales 
of velocity and scalar fluctuations and on the 
distribution of these fluctuations as a function 
of frequency. Similar information is not avail- 
able from typical "single-shot" diagnostics [5,6]. 
Although single-shot techniques are ideal for 
determining probability density functions 
(PDFs) owing to their high signal-to-noise ra- 
tios, all time-correlation information is dis- 
carded by the low repetition rate of the mea- 
surement. 

In non-reacting, turbulent flows, scaling laws 
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than that on the fuel side. In general, OPPDIF 
simulations show that the above differences are 
consistent with a drop of only 30 to 60 K in the 
peak flame temperature, which is certainly in 
agreement with expectation when accounting 
for soot radiation [5]. 

CONCLUSIONS 

Quantitative LSF measurements of [NO] have 
been obtained along the centerline in laminar, 
counter-flow, CH4/O2 diffusion flames at atmo- 
spheric pressure by varying the N2 content in 
both the oxidizer and fuel streams under sooting 
high-temperature oxy-fuel conditions. Compar- 
isons of these measurements with predictions 
from OPPDIF indicate good agreement in those 
regions of the flames for which the tempera- 
tures are below 2600 K. Excellent spatial agree- 
ment also occurs because of dominance by the 
well-known thermal mechanism. Enhanced ra- 
diative heat loss caused by soot formation leads 
to poorer agreement between predicted and 
measured NO concentrations in regions at 
higher flame temperatures (T > 2600 K). 
Therefore, a model considering the effect of 
increased radiative heat loss owing to soot for- 
mation is necessary to more accurately model 
oxy-fuel flames. The LSF measurements also 
indicate that laser-saturated fluorescence can be 
used in high temperature environments such as 
oxy-fuel combustion. The selected excitation 
and detection strategy avoids interferences from 
other species and no significant change in back- 
ground is observed even under sooting, high- 
temperature conditions. 
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have been successfully developed to relate fluc- 
tuation time scales to mean flow properties [7, 
8]. Moreover, theoretical solutions to the fre- 
quency distribution of turbulent fluctuations 
(given by the power spectral density, PSD, and 
its well-known slope of -5/3 in the inertial 
subrange) have been found to be in agreement 
with experimental results under ideal conditions 
[9]. Unfortunately, this success with simple scal- 
ing does not transfer to flows with heat release, 
for which the PSDs deviate from the -5/3 slope 
for both velocity [2] and scalars [10]. Very little 
work has investigated this aspect of chemistry- 
turbulence interactions on the PSD or on the 
integral time scale [11]. Therefore, the general 
behavior of turbulent fluctuations in reacting 
flows remains an area for continued research. 

The ability to understand and predict time- 
series behavior has applications to the evalua- 
tion and improvement of models for turbulent 
combustion, and to studies of fast transient 
phenomena such as extinction, reignition, and 
combustion instability. Developing this under- 
standing is complicated by the fact that species 
concentrations depend on the mixture fraction, 
temperature, and scalar dissipation rate so that 
the interrelated fluctuations of velocity, mixture 
fraction, and temperature must be understood. 
A possible simplification for non-premixed 
flames suggested by analysis of our minor-spe- 
cies data are that scalar fluctuations are suffi- 
ciently dominated by the convective motion of 
relatively thin reaction zones that only informa- 
tion on mixture fraction fluctuations is neces- 
sary to predict fluctuations for other scalars in 
the flow [3, 4, 10]. This independence from 
diffusion effects may occur because the PSD is 
dominated by lower-frequency fluctuations oc- 
curring at larger spatial and temporal scales. 
Thus, even if a laminar flamelet approach is 
insufficient for prediction of instantaneous val- 
ues for scalars (their PDFs) because of turbu- 
lence-chemistry interactions, this tactic may still 
be sufficient for predictions of PSDs and time 
scales. This potential simplification is examined 
in this paper by comparing predicted and mea- 
sured time scales using one-dimensional state 
relationships. 

A simple laminar-flamelet stochastic simula- 
tion for predicting time series of minor-species 
concentrations was  presented  previously by 

Renfro et al. [12] following the work of Kouna- 
lakis et al. [13]. This model used input mixture 
fraction (Z) statistics to simulate a Z time 
series, which was then mapped to a concentra- 
tion time series via a one-dimensional flamelet 
state relationship obtained from a detailed ki- 
netics simulation. However, the time-series con- 
struction was limited to a few arbitrary condi- 
tions and no quantitative comparison to data 
were attempted. The variation in integral time 
scales that occurs in jet flames was not ac- 
counted for and the PDF for mixture fraction 
was not controlled in these simulations. Never- 
theless, a parametric study of the effects of Z 
and Znns on the predicted concentration time 
series was completed with encouraging agree- 
ment to qualitative data available at that time 
[12]. 

The present paper builds on this prior work 
by (1) directly including the mixture fraction 
PDF and integral time scale in the time-series 
simulations, (2) using measured Z data to create 
realistic, yet synthetic, time series, and (3) com- 
paring the resulting scalar simulations directly 
to measured trends from OH, CH, and newly 
reported number density (n) time-series data. 
Having completed the development of this tech- 
nique, a separate inverse calculation using the 
simulation as a tool is presented to assess actual 
mixture fraction time scales in a series of turbu- 
lent jet flames. The motivation for this work is 
to gain a better understanding of measured OH 
and CH time scales and their complicated radial 
dependencies, to enhance our understanding of 
mixing time scales used in some turbulence 
models, and to improve time-series construction 
techniques, which may have application to time- 
dependent boundary condition construction for 
large-eddy or direct-numerical simulations. 

Autoregressive techniques for creating time 
series from their statistics are addressed by Box 
et al. [14] and have been applied previously to 
combustion systems [13, 15, 16]; however, it is 
generally difficult to simultaneously specify both 
the PDF and PSD. We first present an efficient 
technique as compared to the autoregressive 
approach for performing this time-series con- 
struction. Next, various statistics for mixture 
fraction are considered as inputs to the time- 
series simulation. These are taken from recent 
measurements in a series of hydrogen/methane/ 
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nitrogen flames. The sensitivity to these inputs 
is assessed with respect to the simulation's 
predictions of scalar time scales, and predictions 
of OH, CH, and n time scales are acquired using 
the most plausible Z inputs. The scalar predic- 
tions are compared to quantitative data ob- 
tained using PITLIF for OH and CH [3, 4], and 
to data for number density acquired via laser 
Rayleigh scattering [17]. 

TIME-SERIES SIMULATION TECHNIQUE 

The time-series simulation can be understood 
by examining which statistics are necessary to 
specify all of the information in a general time 
series. Consider a discrete times series for mix- 
ture fraction, Z(f,), which contains N data 
points, has a sampling-time interval of A/ = 
ti+yti, and therefore has a total sampling time 
of T = A^N. The PSD for this series is 

PSDzifi) 
|3{Z(0- Z}\' 

ry,2 (1) 

where 3{Z(0} represents a complex Fourier 
transform and Z'^ is the variance of Z. The PSD 
is defined from/n,i„ = \[Y tof^^ = l/2At, with 
A/ = 1/T; thus, the discrete PSD contains N/2 
points. The autocorrelation function of Z(f,) con- 
tains the same information as the PSD, but in the 
time domain; that is. 

Pzis) = 
(Z(^) - Z)iZ(t, + s)-Z) 

Z'2 

S-'{PSDzim, (2) 

where s is the time delay between points in the 
time series. Often the entire frequency distribu- 
tion of fluctuations given by the PSD is not as 
important as a single "fluctuation rate." Many 
time scales can be defined, but one very com- 
mon definition is the integral time scale, which 
is given by 

T    = Pzis) ds. (3) 

This definition assumes a continuous and infi- 
nite time series. For discrete data the integral is 
replaced by a summation from s = 0 to s^^, 

which is chosen to be large enough to encom- 
pass the relevant information in the autocorre- 
lation function. It is important to note that the 
integral time scale is a sufficient time scale only 
when the PSD or autocorrelation function has a 
shape that can be described with one parameter, 
such as an exponential decay. More complicated 
shapes have been experimentally observed (e.g., 
the fuel-side CH PSDs of Renfro et al. [4]), and 
in such cases, the integral time scale is not 
sufficient for characterizing the "fluctuation 
rate." 

Because the PSD and the autocorrelation 
function are defined from the magnitude of the 
complex Fourier transform, all phase informa- 
tion is discarded. Therefore, the PSD (or p) only 
specifies the intensity of fluctuations as a func- 
tion of frequency (or time delay) and contains 
no information on the distribution of mixture 
fraction values in the time series. A phase 
spectrum, <!>(/';), which varies for each time 
series, can also be computed from the complex 
Fourier transform, and together with the PSD, 
mean, and rms, fully specifies the parent time 
series. The PDF, simply a normalized histogram 
of Z(<,), also contains information on the distri- 
bution of Z values in the time series. However, 
differences in Z smaller than the PDF bin width 
are ignored so that the PDF contains a smaller 
number of points (typically ~N/100 points) 
compared to a phase spectrum. Thus, a time 
series (N points) characterized by only its PSD 
(N/2 points) and PDF (N/lOO points) is always 
under-specified. 

The approach of the present simulations is to 
assume values for certain critical mixture frac- 
tion statistics and to construct a realistic Z(^,) 
for a single point in the flame. We choose to use 
the PDF and PSD as significant information is 
available concerning these statistics, although 
the resulting time series are underspecified and 
some assumptions must be made to complete 
the simulation. By using this approach, the 
synthetic time series will have the correct fre- 
quency content and the correct range of instan- 
taneous values. While the PDF directly contains 
the mean and rms as its first two moments, and 
the PSD directly contains the integral time 
scale, it is convenient to specify only normalized 
PSD and PDF shapes. The mean, rms, and 
integral time scale must then be specified sepa- 
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rately. For the PSD this normalization is accom- 
plished by 

ZM = CDF£ HCDF.lZ.m}. 

PSDzifTj^z) = 
mZ{h/ri,z) - Z}\' 

Z" 

PSDzif) 
(4) 

For the PDF, standard shapes that have only the 
mean and rms as parameters are considered, 
such as the clipped Gaussain or the Beta-PDF. 
This choice of PDF shape has been found to 
have little impact on previous scalar simulations 
[15]. 

The time-series construction proceeds as fol- 
lows. An initial Z time series, Zj, is constructed 
via 

Ziiti) 

= Z + 3 -1 Z'\zPSDz(firj,z) X e i^ifi) 

(5) 
The sampling rate and sampling time of the 
synthetic time series depends directly on the 
input PSD resolution and range. For the present 
simulations, each time series contains between 
1,048 and 8,192 points. The phases of the fluc- 
tuation frequencies, <I>(/J), are chosen by ran- 
dom number generation so that each simulated 
time series is unique, while maintaining the 
required mean, rms, PSD shape, and integral 
time scale. This procedure yields a nearly Gaus- 
sain PDF for the synthetic time series, PDFi(a), 
including some values greater than one and less 
than zero. 

An iterative mapping procedure is used next 
to force the time series to match the chosen 
PDF shape. The cumulative distribution func- 
tion (CDF) of the simulated time series is 
computed from its PDF as 

CDF,{y)=   2   PDFi{a)-Aa, (6) 

where a and y are sample-space variables. The 
desired CDF, CDFz(y), is also computed from 
the specified PDE^. This discrete function is 
then inverted (CDF^^) and the synthetic time 
series is mapped to force its distribution to 
equal the specified PDF, via 

^2V'/; — «-J^-'z   \^^^ iL^nuns- (7) 

In essence, the initial simulated time series has 
been constructed without regard for its PDF 
and then stretched to match the desired PDF 
shape. Although only a clipped-Gaussain or 
Beta-PDF have been used in the present simu- 
lations, there are no foreseen limitations on this 
shape. This procedure affects the PSD shape so 
that the frequency content of the mapped time 
series yields PSDzC/). Hence, the effect of the 
map on frequency content is PSD2(/)/PSD2,(/). 
To correct for this undesired alteration to the 
PSD, a third spectrum is computed as 

PSDz 
PSD, = PSD,Xj^ (8) 

which is used as a new input to the time series 
simulation in Eq. 5. This procedure must be 
repeated a few times until the mapped time 
series is indeed found to have both the desired 
PDF and PSD shapes. The average PSD com- 
puted from 50 simulated time series is usually 
within 0.1 decades of the desired PSD at all 
frequencies and the agreement between the 
desired and simulated PDFs is exact. This entire 
procedure can be repeated to create any num- 
ber of simulated Z time series with arbitrary 
input conditions. 

For comparison to OH, CH, and n data, the 
synthetic Z time series must be mapped, point- 
by-point, to other scalar time series by assigning 
a scalar value to each mixture fraction using a 
one dimensional flamelet state relationship, for 
example, OH(Z). The resulting scalar time se- 
ries can then be used to compute the mean, rms, 
PSD, PDF, and integral time scale for OH, CH, 
or n. For each combination of input parameters, 
the entire simulation was repeated fifty times 
for the present results. The scalar statistics from 
the fifty simulations were then averaged to yield 
cleaner simulated statistics. Variations among 
simulations arise from changing the random 
generator seed for the phase relationships used 
in the simulations. 

TIME-SERIES SIMULATION INPUTS 

Using the procedures outlined in the previous 
section, the synthetic scalar time series were 
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TABLE 1 

Experimental Results Available for the Flames Simulated in the Present Study 

Data Re D (mm) Heights (x/D) Statistics Available Reference 

OH time series 2800 3.4 (flame Al) 1, 2, 5, 10, 20, 40, 60 Mean, rms, PDF, 3 
5000 3.4 (flame A2) PSD, time scales 

CH time series 9000 3.4 (flame A3) 1, 2, 5, 10 Mean, rms, PDF, 4 
13,000 3.4 (flame A4) PSD, time scales 
15,200 3.4 (flame A5) 

n time series 9000 7.8 (x/D < 40) 5, 10, 20, 40, 60 Mean, rms, PDF, 17 
15,200 7.8 (x/D < 40) PSD, time scales 

Major species, 15200 8 (flame DLR-A) 5, 10, 20, 40, 60, 80 Mean, rms, PDF 5 
T,Z 

Major species, 15,200 8 (flame DLR-A) 5, 10, 20, 40, 60, 80 Mean, rms, PDF 6 
T, Z, OH, 
NO, CO 

22,800 8 (flame DLR-B) 

Velocity 15,200 8 (flame DLR-A) 0, 5, 10, 20, 40, 60, 80 Mean, rms 18 

constructed to match the following pre-chosen 
input statistics: 

1. Mean mixture fraction, Z   
2. Mixture fraction rms or variance, Z'^ 
3. Normalized mixture fraction PSD or auto- 

correlation function shape, PSDz(fTi z) 
4. Mixture fraction integral time scale, TJ ^ 
5. Mixture fraction PDF shape, PDF^ 
6. Scalar state relationship, for example, [OH] 

= /(Z) 

We now examine realistic conditions for each of 
the six input parameters. 

All simulations reported here are performed 
for a flame of 33.2% H„ 22.1% CH., and 44.7% 
N2 (by volume) burning in air. This standard 
flame was chosen because it is well documented 
in the literature. OH, CH, and n time-series 
measurements, using LIF and Rayleigh scatter- 
ing, are available from Re = 2,800 to Re = 
15,200 [3, 4, 17]. Single-shot major-species con- 
centrations along with measurements of OH 
and NO are available for a Re = 15,200 and a 
Re = 22,800 flame [5, 6], and mean velocities 
are available for the same Re = 15,200 flame 
[18]. The related experimental data and flame 
configurations are summarized in Table 1. Lak- 
shmanarao et al. [19] also present direct mea- 
surements of mixture fraction time scales in a 
non-reacting jet using acetone LIF with the 
same burner diameter and Reynolds number as 
the flame measurements of Renfro et al. [3]. A 
few measurements from this study are discussed 
with the results of the present simulations. 

Because the experimental studies do not all 
use the same burner diameter, normalized co- 
ordinates (r/x and x/D) are employed to com- 
pare between the simulations and experiments. 
Furthermore, the most detailed time series data 
for OH and CH are available in only a Re = 
9,000 flame (flame A3), so the results presented 
here focus on this condition. The effects of 
using measured data from a Re = 15,200 flame 
as inputs to the Re = 9,000 simulation will be 
discussed with the results. For the comparisons 
reported here, only axial heights of x/D = 10, 
20,40, and 60 are used as the time-series data at 
lower heights are strongly affected by laminar- 
ization [3, 4]. 

Mixture Fraction Mean and RMS 

Self-similar radial profiles for Z have been 
extensively studied in non-reacting jets [7,8, 20] 
and are found to follow either a Gaussain 
profile. 

Z = ZcLe -\n(2)(r/ruzf (9) 

or a slightly different polynomial profile of 
order (r/x)"^ [21], 

Z = ^CL 

(l + (^^-l)(r/r^/2)2)2• 
(10) 

In each case, ZCL is the mixture fraction on the 
jet centerline and ri/2 is the radial location 
where the mixture fraction has decreased to half 
of its centerline value. The mean velocity is also 



SCALAR TIME-SERIES SIMULATIONS 125 

r(mm) 
Fig. 1. Least-squares fit of Eq. 9 and Eq. 10 to the measured 
velocity data (top) of Schneider et al. [18] and to the 
measured mixture fraction data (bottom) of Meier et al. [6] 
and Bergmann et al. [5]. 

found to follow one of these forms at sufficiently 
large axial heights [22, 21]. Figure 1 shows curve 
fits for U/UcL [18] and Z/ZCL [5, 6] using both 
the Gaussain and (r/x)"'* forms for axial heights 
of x/D = 10, 20, 40, and 60 in flame DLR-A. At 
the two lower heights, the Gaussain fit (Eq. 9) 
best matches the data, while Eq. 10 provides the 
better fit at the two downstream locations. The 
parameters for each of these fits are given in 
Table 2 and are used for input (1) to the 
simulations. Bergmann et al. [5] and Meier et al. 
[6] also provide data for profiles of Z^^s. A 
sixth-order polynomial fit to these measured 

N 
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Fig. 2. Polynomial fits to the measured mixture fraction rms 
data of Meier et al. [6] and Bergmann et al. [5]. 

profiles, as shown in Fig. 2, was used for input 
(2) to the simulations. 

Mixture Fraction PSD and PDF 

For the mixture fraction PSD, measurements of 
Z time series in non-reacting [7, 8, 20] and 
reacting [11] jets suggest an autocorrelation 
function that is nearly exponential. Previous 
OH time series simulations [12] assumed a PSD 
that was flat for f < 100 Hz and had a slope of 
-2.0 at f > 100 Hz. These two cases are shown 
in Fig. 3 along with a composite PSD averaged 
over many OH measurements taken in our 
laboratory. When normalized as indicated 
above, all three cases are quite similar. In the 
present study, a PSD shape characterized by 
only the integral time scale is used for simplicity. 
More complicated multi-scale PSDs could be 
incorporated if necessary. For most of the sim- 

Coefficients for leas 

TABLE 2 

t-squares fit of Eq. 9 or Eq. 
5, 6] and velocity [18] data 

10 to the measured mixture fraction 
in flame DLR-A 

x/D Z best fit ZCL ri/2,z (n™) U best fit UcL (ni/s) ri/2,u (mm) 

10 
20 
40 
60 

Eq. 9 
Eq. 9 
Eq. 10 
Eq. 10 

0.91 
0.64 
0.33 
0.18 

7.12 
11.50 
20.50 
34.31 

Eq. 9 
Eq. 9 
Eq. 10 
Eq. 10 

45.90 
33.33 
17.98 
11.40 

6.44 
10.71 
20.81 
33.03 
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Fig. 3. Power spectral density shapes for the scalar time- 
series simulations. The exponential PSD refers to the shape 
of its autocorrelation function. The measured data are 
compiled from the OH measurements of Renfro et al. [4]. 

ulations considered here, the exponential auto- 
correlation shape is used for input (3). This 
shape is not expected to be realistic for small 
time delays (large frequencies) representative 
of diffusive scales. However, if convective fluc- 
tuations are dominant in determining scalar 
fluctuations, this limitation will be negligible. 

Both a clipped Gaussain and a Beta PDF are 
considered for input (5) in the present simula- 
tions. These provide a range of Z distribution 
shapes that are similar to those observed exper- 
imentally [23, 24]. 

Mixture Fraction Integral Time Scale 

The integral time scale for Z is the least docu- 
mented of the six model inputs. In non-reacting 
jets, convective scaling has been found to be 
effective in describing the evolution of TI z- On 
this basis, the integral time scale is proportional 
to the jet width divided by the local mean 
velocity [7]. In the self-similar region of a non- 
reacting jet, the jet width and the inverse of the 
centerline velocity are both proportional to the 
axial height, thus 

'^i.z- 
'112, .,dx) 
U{r,x)      ^DUofir/x) 

(11) 

where UQ is the jet exit velocity, f(r/x) is a 
dimensionless function describing the self-simi- 
lar radial velocity distribution, D is the burner 
diameter, and C is a dimensionless proportion- 
ality constant. In support of Eq. 11, Birch et al. 
[7] find an x^ dependence for TJZ in a non- 
reacting methane jet; however, the more recent 
data of Pitts and Kashiwagi [20] show a linear 
dependence (with considerable scatter). This 
discrepancy may be caused by differences in the 
virtual origin of the experimental jets. In partic- 
ular, the time-scale data of Pitts and Kashiwagi 
[20] focuses on axial heights of x/D < 30. Over 
this relatively small range, the difference in x^ 
and x^ scaling can be masked by an offset in the 
origin of x. However, if the velocity and mixture 
fraction profiles are assumed to be similar (ve- 
locity was not measured), both data sets display 
time scales that are approximately 0.4 X 
''ia,u^)I^CL- Hence, convective scaling may still 
hold for the mixture fraction time scales, and 
the apparent discrepancy in axial height scaling 
may only be caused by the scaling of the jet 
width in the near field. 

The convective scaling of Eq. 11 has also been 
attempted in jet flames [11] with some success, 
but the limited range of available data precludes 
a conclusive determination of the TI ^ profile 
and its dependence on x. For the measured U 
and Z profiles discussed above, an estimate for 
the evolution in time scales can be made by 
considering the axial dependence of both the 
centerline values and the profile widths. These 
data sets are shown in Fig. 4, both of which 
suggest a time scale (width/mean) growth rate 
of less than x^. From the velocity data a best fit 
yields ^ii2,\jlUcL~i?^Y'^^ while the mixture 
fraction data are best fit by iii2,zl^cL~{^'^Y'^^- 
For input (4) to the simulation, the measured 
velocities of Schneider et al. [18] were used with 
Eq. 11, but this feature is examined further with 
the results. It is important to note that insuffi- 
cient data exist to predict the proportionality 
constant, C, for jets with heat release. Hence, it 
is not possible to quantitatively predict the Z 
time scale. 

Scalar State Relationships 

The scalar state relationships used as input (6) 
are specified via predictions of the OPPDIF 
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ln(x/D) 
Fig. 4. Power-law fits to the peak and half-width-at-half- 
maximum values for velocity and mixture fraction taken 
from the curve fits of Fig. 1. 

case, the mass diffusivity for each species was 
set via Sc = 0.75 while the thermal diffusivity 
(Le) was calculated from the fluid composition. 
This procedure was found to best match exper- 
imental state relationships for major-species 
concentrations, as differential diffusion is atten- 
uated sufficiently far downstream [5]. This pro- 
cedure also provides approximately the correct 
location and width (in Z coordinates) for the 
OH state relationship as compared to the data 
of Meier et al. [6]. Hence, one-dimensional 
state relationships corresponding to S = 100 s"^ 
were used for simulations at all locations in the 
flame. Several other state relationships were 
created by varying Sc/Le ratios and by permit- 
ting differential diffusion in the OPPDIF calcu- 
lations. However, as discussed with the results, 
these changes had only minimal effects on the 
time scale simulations. 

flame code [25] using GRI-Mech 2.11 [26] for 
OH, CH, and n. The state relationships were 
computed for the experimental fuel mixture 
over a wide range of strain rates, S. Several 
plausible state relationships were examined, but 
results are presented for only a single global 
strain rate of 100 s~^ as shown in Fig. 5. For this 
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Fig. 5. Input state relationships for OH, CH, and number 
density used in the scalar time-series simulations. These 
relationships were computed at a global strain rate of 100 
S-' using OPPDIF [25] and GRI-Mech 2.11 [26] with 
variable Le and fixed Sc = 0.75 for all species. 

RESULTS 

The prediction of the scalar mean, rms, and 
PDF via this time-series technique is no differ- 
ent than that which would be achieved by an 
assumed PDF approach with no concern for the 
mixture fraction PSD or time scale. This agree- 
ment occurs because the mean and rms for the 
simulated scalar are computed from only the 
scalar PDF, which is defined by only the Z PDF 
and the scalar state relationship. For this rea- 
son, we focus on the prediction of statistics 
unique to the full time-series simulation, in 
particular the scalar time scales and PSDs. A 
sample time series for Z and OH is shown in 
Fig. 6, as simulated for r/x = 0.1 and x/D = 20 
(near the peak mean OH concentration) at 
Re = 9,000. Unless otherwise stated, an expo- 
nential autocorrelation function and a Beta 
PDF are used for all of the simulations shown 
here. Two reference lines on the Z time series 
show the hmits (Z = 0.06-0.20) beyond which 
negligible OH exists (based on the state rela- 
tionship used). The limited range of Z values for 
which appreciable OH exists causes several im- 
portant differences between the Z and OH time 
series. First, the Z time series contains fluctua- 
tions outside the range Z = 0.06 to 0.20 that are 
completely nonexistent in the scalar time series 
(an example is marked at position A in Fig. 6). 
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Fig. 6. Sample simulated time series for OH and Z at r/x = 
0.1, x/D = 20, Re = 9,000, TJ, Z = 9.7 ms. The simulations 
utilize a Beta Z PDF and an exponential Z autocorrelation 
function for the PSD. Regions of scalar intermittency (A) 
and enhanced scalar fluctuations (B) are emphasized. The 
dotted lines show the limits of the OH state relationship. 

Information from these Z values is not trans- 
ferred to the OH time series. In contrast, the 
position marked B in Fig. 6 shows a location 
where very small deviations in Z are amplified 
in the OH time series because they occur near 
the edge of the OH distribution. Thus, the 
spectral content of the OH distribution is ex- 
pected to differ significantly from that of the Z 
distribution. In particular, the integral time 
scale will generally be much less for a more 
narrowly distributed scalar such as OH. This 
effect will be even stronger for a considerably 
narrower state relationship such as that for CH, 
since even fewer Z values contribute to the 
scalar signal. 

It is beneficial to define a scalar intermittency 
to aid in the interpretation of the above results. 
Regions such as the one marked A in Fig. 6 
show the simulated scalar going to zero because 
the instantaneous Z value falls outside the 
range of the state relationship. An intermittency 
factor can be defined to quantify the frequency 
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Fig. 7. Predicted PSDs for n, OH, and CH compared to the 
input Z PSD for the same conditions as those used for Fig. 
6. The Z PSD contains noise because of the PDF mapping 
procedure. 

of these events as the percentage of points in 
the time series for which the Z value falls 
outside the range 0.06 to 0.2 (for OH). This 
definition is not the same as that for turbulence 
intermittency, which is defined based on fluctu- 
ations between laminar and turbulent condi- 
tions, since reactive scalars such as OH can be 
zero in the presence of rich mixtures that are 
still turbulent (as in region A). Moreover, the 
scalar intermittency will strongly depend on the 
identity of the scalar, and will be smaller for 
major species and larger for narrowly distrib- 
uted minor species. 

The effect of increased scalar intermittency is 
clearly visible in the scalar PSDs. Figure 7 shows 
simulated Z, n, OH, and CH PSDs for the same 
conditions as the time series of Fig. 6. The n and 
Z PSDs are essentially the same since the n 
state relationship exists over all Z values (low 
scalar intermittency). The OH and CH PSDs 
show an increasing change from the input Z 
PSD because of this scalar intermittency. The 
faster fluctuations visible in the time series are 
represented in the PSDs by an extension to 
higher frequencies. The PSD shape itself is also 
modified, as the slope at high frequencies drops 
for a larger intermittency. This effect has been 
fully discussed by Renfro et al. [12], but our 
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Fig. 8. Predicted profiles versus r/x of integral time scales 
for n, OH, and CH compared to that for the input Z time 
scales at x/D = 20. All other conditions are the same as 
those used for Figs. 6 and 7. 
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Fig. 9. Radial profiles of integral time scales predicted for 
OH with three input mixture fraction mean and PDF 
conditions. 

prior work did not address the impact of this 
intermittency on the scalar integral time scale. 

Figure 8 shows radial profiles of integral time 
scales for the four scalars at x/D = 20. The n 
time scale is nearly identical to the Z time scale 
for all radial locations except at r/x = 0.08, 
which corresponds to the radial location of 
minimum average number density. For OH and 
CH, the scalar time scales are always lower than 
the input mixture fraction time scales because 
of the influence of scalar intermittency. Since 
CH has a narrower state relationship than OH, 
its time scale is smaller than that of OH. 

Sensitivity of Predicted Time Scales to Z 
Inputs 

To assess potential errors in the prediction of 
scalar time scales caused by uncertainty in the 
measured Z inputs, each input was parametri- 
cally varied over a large range of conditions. 
The mixture fraction mean, rms, and PDF were 
found to significantly affect the corresponding 
statistics for the predicted scalars. For example, 
the maximum in the mean scalar profile occurs 
at a different radial location when the profile for 
mean mixture fraction is changed from Eq. 9 to 
Eq. 10. These dependencies are exactly the 
same as for an assumed PDF simulation (with- 

out time scale consideration) and are therefore 
not addressed here. Instead we focus on the 
predicted scalar PSD and time scale. These two 
statistics are largely unaffected by the input 
mean and PDF shape for the mixture fraction. 
As an example. Fig. 9 shows the predicted radial 
profile of the OH time scale for both a clipped 
Gaussain and a Beta PDF shape with Z from 
Eq. (9), and for a Beta PDF with Z from Eq. 10. 
For all combinations the predicted time scales 
are essentially the same. 

As demonstrated by Renfro et al. [12], the 
PSD shape for a scalar is significantly affected 
by Zjjns, with a decreased high-frequency slope 
and an extension to higher frequencies at 
greater Z^^. These changes occur because a 
larger Z^^ causes a larger scalar intermittency. 
Consequently, the time scale for scalar fluctua- 
tions tends to decrease with increasing Z^^^- 
Recall, we are using measured mean and rms 
values for Z from a Re = 15,200 flame (D = 8 
mm) for these simulations, but are comparing to 
times-series measurements in a Re = 9,000 
flame (D = 3.4 mm). The potential differences 
in the axial mixing rate and the jet width at a 
given height (x/D) between these two flames 
affect the prediction of mean and rms values for 
the various scalars. Thus, if the Re = 9,000 
flame has significantly different Z^^s profiles vs. 
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r/x than those shown in Fig. 2, the shape of the 
time scale profiles will be altered accordingly. 
Likewise, the PSD is affected by the width of the 
scalar state relationship as this impacts the 
scalar intermittency. 

In addition to Z^js, the mixture fraction PSD 
shape strongly affects the scalar PSD shape. For 
small scalar intermittency, the two PSD shapes 
are virtually identical. As the scalar intermit- 
tency increases, the PSD shapes differ as dem- 
onstrated by Renfro et al. [12]. Little difference 
between the scalar and mixture fraction PSDs is 
observed on the air-side of the scalar peak 
(where the mixture fraction mean, rms, and 
scalar intermittency are all small). Thus, the 
measured OH PSDs on the air side of the 
maximum OH location reported by Renfro et 
al. [3] are likely indicative of the corresponding 
mixture fraction PSDs. The composite PSD 
shown in Fig. 3 is from the air-side OH data in 
these flames and is indeed quite similar to the 
exponential PSD previously reported for mix- 
ture fraction [11]. 

The predicted scalar times scales are found to 
be independent of the mixture fraction mean, 
PDF shape, and PSD shape, but are directly 
affected by TJ z and the scalar intermittency. In 
fact, the predicted OH time scale was found to 
be linearly related to the input mixture-fraction 
time scale over a two orders-of-magnitude 
change in the value of C, which is even larger 
than the changes observed in our measurements 
as a function of radial and axial position. Chang- 
ing the shape of the velocity profile alters the 
shape of the scalar time scale profile as shown in 
the top panel of Fig. 10; however, the ratio 
Tj [OH]/'''i,z is unique and appears to be affected 
by only the scalar intermittency, as shown in the 
bottom panel of Fig. 10. For this reason, differ- 
ences between the velocities in the flames mea- 
sured by Schneider et al. [18] and our smaller 
Re = 9,000 flames have minimal impact on the 
results of the simulations. The reduction in time 
scale caused by scalar intermittency is a very 
convoluted function that consequently depends 
on the detailed shape of the state relationship as 
well as on the Z^ms statistics. 

The simulated scalar time scales depend on 
the input state relationships primarily because 
the width of each state relationship (in Z coor- 
dinates) is important for determining the scalar 
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Fig. 10. Hydroxyl time scale profiles (top) and the ratio of 
OH time scales to mixture fraction time scales (bottom) for 
variable input velocity conditions. The time scale ratios are 
uniquely predicted by the time-series simulations. 

intermittency. A narrower state relationship, 
such as for [CH], causes a higher scalar inter- 
mittency than that for [OH] and the resulting 
time scales are smaller (see Fig. 8). We have 
examined other state relationships correspond- 
ing to strain rates from S = 10 to S = 450 s~^, 
over which the flame thickness differs by a 
factor of nearly four. Since the simulation uses a 
one-dimensional laminar flamelet, however, it is 
the variation in profile width vs. mixture fraction 
that is important, and this changes by only 20% 
from S = 10 to S = 450 s~\ This difference is 
much smaller than the difference between the 
OH and CH widths at a fixed strain rate. Thus, 
the results presented here depend only mini- 
mally on the chos&n strain rate. 

Model Evaluation using Experimental Data 

Having examined the sensitivity of the present 
time-series model to the various inputs, the 
following observation can be made: 
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1. The prediction of a scalar's mean, rms, or 
PDF shape only depends on the mean, rms, 
and PDF of the mixture fraction and on the 
chosen state relationship. This result is the 
same as for an assumed PDF simulation that 
neglects time scale information. 

2. The predicted PSD and time scale for a 
reactive scalar differ from those of the input 
mixture fraction because of scalar intermit-. 
tency, which is caused by the narrow extent 
of most state relationships for reactive sca- 
lars. 

3. Increases in reactive scalar intermittency are 
caused by an increased Zjn,^, narrower scalar 
state relationships, or an average Z value 
close to the edge of the reactive scalar dis- 
tribution. 

4. As the scalar intermittency increases, the 
integral time scales become smaller and the 
PSD flattens and extends to higher frequen- 
cies. The ratio of scalar to mixture fraction 
time scales is a convoluted function that 
depends strongly on the shape of the state 
relationship and on the radial profile for 

Renfro et al. [4] found that the radial profiles 
of mean concentration and integral time scale 
for OH collapse to a self-similar curve for 
different axial heights when normalized by the 
radial location of peak [OH] and by the OH 
profile full-width-at-half-maximum (FWHM). 
To separate the prediction of scalar intermit- 
tency and time scale reduction from that of 
scalar peak location, the simulations and the 
measurertlents must be compared with respect 
to the similarity variable, T = (r-r[OH]max)/ 
FWHM[OH]> where the peak location and 
FWHM are determined from a least-squares fit 
to each simulation and measurement. 

Figure 11 shows a comparison of the OH 
measurements and simulations at each of the 
four axial heights investigated. Quantitative 
agreement between the simulations and mea- 
surements cannot be achieved because there is 
no basis for an a priori selection of the constant 
C. However, in Fig. 11, each predicted radial 
profile has been normalized such that the pre- 
dictions match the measurements on the fuel 
side of the [OH] peak. Because the simulated 
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Fig. 11. Comparison of predicted to measured OH integral 
time scale profiles at axial heights of x/D = 10, 20, 40, and 
60. Measured data are from Renfro et al. [3]. The predicted 
profiles have been normalized by the average time scale on 
the fuel side of the [OH] peak. 

scalar time scales depend linearly on the input 
time scales for mixture fraction, this normaliza- 
tion does not affect the shapes of the profiles. In 
general, the simulation does a good job of 
replicating the shape of the radial profiles; that 
is, both the measurements and simulations show 
an increase in time scale to the air side of the 
[OH] peak (F > 0) and a slow decrease or 
invariance in the time scale toward the fuel side 
(F < 0). This nearly flat time-scale profile for 
r < 0 is surprising since the Z time scales used 
as inputs to the time series simulation decrease 
by a factor of two or more over this same range. 
Nevertheless, the laminar-flamelet approxima- 
tion captures this experimental trend with rea- 
sonable accuracy. However, the simulation does 
not capture the axial change in time scales. The 
measurements show that the time scale at the 
[OH] peak (F = 0) and on the fuel-side of the 
[OH] peak is invariant with axial height (these 
have not been scaled in any way), whereas the 
input time scale increases in a manner consis- 
tent with Eq. 11. Therefore, the present data do 
not appear to be consistent with the convective 
scaling of Eq. 11. This discrepancy is addressed 
further in the next section. 
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scales for n, OH, and CH at different axial heights. The 
curves are polynomial fits through all of the simulations. 

Inverse Calculation of Mixture Fraction Time 
Scale from Reactive Scalar Data 

Although the simulation does not predict quan- 
titative time scales for OH because of the 
uncertainty of Eq. 11 for jets with heat release, 
the bottom panel of Fig. 10 indicates that it does 
a good job of predicting the radial profile of the 
OH time scale in normalized coordinates. This 
was found to be the case for all of the simula- 
tions considered in this investigation. A reason- 
able extension of this technique is to estimate 
mixture fraction time statistics from the mea- 
sured OH data using an inverse (or iterative) 
calculation. Essentially, the simulation is used to 
predict the ratio of OH to Z time scales (as in 
the bottom of Fig. 10). This predicted ratio and 
the measured OH time scales then imply a 
quantitative value for the Z time scale. This 
procedure is successful because the predicted 
time scale ratios are insensitive to most model 
inputs. 

The ratios of predicted to input mixture 
fraction time scales for OH, CH, and n are 
shown in Fig. 12. As discussed previously, 
these ratios decrease as the scalar profile 
width narrows, owing to an increase in scalar 
intermittency. A polynomial fit to these ratios 
yields a prediction of the effect of this inter- 
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Fig. 13. Extrapolated mixture fraction time scales. For each 
data set, the Z time scale has been computed by dividing the 
measured scalar time scale by the predicted time scale ratio 
(Fig. 12). The measured data are from Renfro et al. [3] for 
OH, Renfro et al. [4] for CH, Lakshmanarao [17] for n and 
Lakshmanarao et al. [19] for the non-reacting jet mixture 
fraction. 

mittency as a function of the similarity vari- 
able, r. This function is invariant with height 
in the flame to within ± 20% and is mostly 
insensitive to the simulation's inputs (except 
Zrms, as previously discussed). An estimate for 
the mixture fraction time scale can therefore 
be made by dividing the measured OH, CH, 
and n time scales by this ratio. This was 
performed for each measured data point and 
the resulting estimated mixture fraction time 
scales are shown in Fig. 13 for heights x/D = 
20, 40, and 60. Data for x/D = 10 are excluded 
since reliable data are only available for OH 
at this height. 

The estimates for the underlying mixture 
fraction time scales based on n and OH are 
independent of one another. Nevertheless, at 
each height the two calculations are nearly 
identical (with the exception of one point at 
x/D = 40). Similar independent estimates ob- 
tained from the CH data are also shown at 
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x/D = 20. These values are consistent with the n 
and OH values at the same height (CH data 
could not be collected at large x/D). A compar- 
ison of the three estimates for TJ ^ cannot be 
made at all radial locations because of errors 
with the Rayleigh scattering technique caused 
by entrainment of particles from room air [17], 
and because the PSDs for CH at some locations 
are not conducive to calculation of an integral 
time scale [4]. 

The accuracy of these estimates for TJ ^ are 
affected by the accuracy of the measured scalar 
time scales, by the accuracy of the simulated 
time scale ratios, and by any systematic limita- 
tions in the model's assumptions, primarily the 
one-dimensional flamelet approximation. The 
uncertainty for TJ [QH] is about ± 20% [3] and 
the variation in TJ Z/TI_[OH] from Fig. 12 is also ± 
20% for a wide range of conditions. Thus, the 
estimated mixture fraction time scales have an 
uncertainty of at least ± 28% (95% confidence 
interval). For this particular flame, the number 
density is well described by a laminar flamelet 
approximation based on the single-shot realiza- 
tions of Meier et al. [6], so the simulation should 
yield the true mixture fraction time scale when 
applied to the measured number density data. 
The good agreement between values for the 
mixture fraction time scale estimated using OH, 
CH, and n implies that this simple simulation is 
also applicable to intermediate scalars, even 
though their instantaneous values are not al- 
ways solely dependent on the mixture fraction 
[6]. 

Figure 13 also shows (x/D = 20) direct mea- 
surements of mixture fraction time scales in a 
non-reacting jet using acetone-seeded LIF [19] 
and the input time scales from Eq. 11 using the 
measured profile of Schneider et al. [18]. The 
three mixture fraction time scale profiles esti- 
mated from the reactive scalar data are much 
shallower than that estimated from Eq. 11. The 
simulations are very similar to the non-reacting 
jet measurements, but this agreement is likely 
coincidental since several differences exist be- 
tween the reacting and non-reacting flows. 
However, it appears likely that the mixture 
fraction time scale increases more slowly with 
rising radial location than predicted by the 
velocity profile alone. The mixture fraction time 
scale also displays a significantly different de- 

pendence on axial height than that assumed 
for Eq. 11. In fact, there is only a 27% 
increase in the integral time scale from x/D = 
20 to x/D = 60, instead of the factor of 9 
increase suggested by an x^ dependence. We 
are not able to assess the virtual origin of our 
jet from our measurements, which will impact 
the axial growth rate of mixing time scales. 
However, no plausible virtual origin location 
will make these results consistent with x^ 
scaling, and the shallow growth of time scale 
vs. r/x at x/D = 20 is inconsistent with the 
width of the velocity profile. These results 
suggest that for jets with heat release, the 
time scale cannot be simply computed as the 
jet width divided by the local velocity. This 
result may depend on the relatively low axial 
heights and Reynolds numbers considered 
here; however, these heights are representa- 
tive of typical flame lengths for turbulent jets. 

CONCLUSIONS 

A time-series simulation has been utilized to 
predict the mean, rms, PDF, PSD, and integral 
time scale for [OH], [CH], and total number 
density in a series of hydrogen/methane/nitro- 
gen flames for which the same data are avail- 
able. This simulation depends on assumed val- 
ues for the mean, rms, PDF shape, PSD shape, 
and integral time scale for the mixture fraction 
and on a one-dimensional state relationship for 
the scalar of interest. Comparisons between 
measurements and predictions have been pre- 
sented for a Re = 9,000 flame because of the 
availability of more extensive data for this con- 
dition. The following conclusions can be drawn 
from this study: 

1. The scalar (OH, CH, or n) mean, rms, and 
PDF statistics are not affected by the inclu- 
sion of mixture fraction PSD and time scale 
information. 

2. The shape of the mixture fraction PSD af- 
fects the predicted shape of other scalar 
PSDs, but the two PSDs and their respective 
time scales are different because of intermit- 
tency in the concentration time series [12]. 
No other statistic is significantly affected by 
the PSD shape for Z. 

3. Variations in the width of the scalar state 
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relationship do not significantly affect the 
shape of the radial profile for the integral 
time scales but do directly affect the magni- 
tude of the time scales. 

4. The predicted ratio of the scalar to mixture 
fraction time scale is very sensitive to Z^^s 
and to the width of the state relationship, but 
essentially insensitive to all other input mix- 
ture fraction statistics. 

5. Mixture fraction time scales can be estimated 
from the measured OH, CH, and n time 
series using an inverse calculation. All three 
data sets give consistent estimates for the 
mixture fraction time scale, which increases 
slightly with axial height (27% increase 
from x/D = 20-60) but is always within 
12% of 750 /AS on the jet centerline. Con- 
vective scaling using the jet width and the 
local mean velocity to define the mixture 
fraction time scale is inconsistent with the 
measured data. 

The implementation of a one-dimensional 
laminar flamelet approximation precludes 
description of turbulence-chemistry interac- 
tions in the scalar time series. Hence, an 
important application of this analysis is to 
distinguish between those scalar measure- 
ments that are simply dominated by convec- 
tive fluctuations and those that are more 
complicated. As an example, time series mea- 
surements of CH in a Re = 15,200 flame [4] 
display PSDs that cannot be described with a 
single time scale. This particular flame is very 
near the blow-off limit, and it is likely that 
local extinction is present. Consequently, the 
simulations presented here may eventually 
permit a distinction between those aspects of 
the CH time series arising from convective 
fluctuations and those arising from extinction 
3vents. 
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Mass Spectrometric Study of Combustion and Thermal 
Decomposition of GAP 

O.P. KOROBEINICHEV*, L.V. KUIBIDA, E.N. VOLKOV, and A.G. SHMAKOV 
Institute of Chemical Kinetics and Combustion, Russian Academy of Science, Novosibirsk 630090, Russia 

Glycidyl azide polymer (GAP) is an active energetic binder in rocket propellants. The main objective of this 
research was to study the decomposition and combustion chemistry of thoroughly characterized GAP samples 
to develop a model for the combustion of GAP and propellants based on GAP. The combustion characteristics 
(burning rates, temperature profiles) and kinetic parameters (order of reaction, activation energy, pre- 
exponential factor of rate constants) for the thermal decomposition of GAP together with the composition of 
the products of both the combustion and decomposition of uncrosslinked GAP (with a molecular weight of 350 
or 2000) and cured GAP were studied. The flame and thermal decomposition of GAP, as well as the 
composition of the products were studied using molecular-beam mass-spectrometry (MBMS). The final 
temperature of a flame of GAP was measured as 1000 to 1100 K. About half of the mass of the combustion 
products involves large fragments of a polymer without its azide groups. For this reason the mass spectrum 
obtained on direct MBMS sampling of a flame burning GAP could not be completely interpreted. However, 
~47% of the mass of the combustion products was found to be the volatile gases Nj, Hj, CO, COj, CH4, C2H4, 
CjHg, NH3, H2O, acetonitrile, acrylonitrile, and furane, as obtained by mass-spectrometry using freezing/ 
thawing in a liquid nitrogen trap. 

The thermal decomposition of thin films of GAP at 1 bar was done in a flow reactor with Ar flowing through 
it. A tungsten plate was used as a sample heater; its temperature was controlled using a chromel-copel (copel 
is an alloy of 56.5% Cu, 43.0% Ni and 0.5% Mn) or Pt-PtRh (10%) thermocouples. The thermal decomposition 
of GAP was studied at a high heating rate over a wide temperature range in three ways: (1) the heating rate 
was changed from the maximal to the minimal one in the course of decomposition (400-100 K/s); (2) at the 
linear heating rate (50-400 K/s); (3) fast heating (~400 K/s) to the given temperature and subsequently 
maintained isothermal. Three stages of thermal decomposition were found. The first stage (yield of nitrogen is 
~15%) is a first order reaction. The second stage (yield of N2 is ~25%) is an autocatalytic one; the third stage 
is first order and is a weakly exothermic one, with a yield of nitrogen of —60%. Kinetic parameters (activation 
energy and pre-exponential factor of rate constants) were found for each stage. The results for both the 
combustion and thermal decomposition of GAP were compared with literature data and it was concluded that 
the results strongly depend on the conditions of the experiment and on the source of the GAP. © 2002 by The 
Combustion Institute 

INTRODUCTION 

Azide polymers incorporate one or several N3 
groups per monomer. Their study is of great 
interest as they can be used as active binders in 
rocket propellants. The availability of the N3- 
group in a monomer releases additional heat on 
combustion, giving a higher final combustion 
temperature and specific impulse. The energy 
released by an N3-group decomposing to N2 is 
-378 kJ/mol [1]. Glycidyl azide polymer (GAP) 
has the formula: OH(-CH2-CH(CH2-N3)- 
0-)nH. Uncured GAP with « = 20 is a viscous 
yellow liquid under normal conditions. Its den- 
sity is p = 1.3 g/cm^, adiabatic flame tempera- 
ture is Tf = 1465 K at /? = 50 bar [1]. Cured 
GAP includes 84.8 wt% of uncured GAP, 12.0 
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wt% of hexamethylene diisocyanate (HMDI) 
and 3.2 wt% of trimethylpropane (TMP). Cured 
GAP has the formula Q 3H5 gOi 12N2.63, with a 
density of 1.27 g/cm^ and an adiabatic flame 
temperature of 1365 K at 50 bar [1]. 

Previous work on GAP as a propellant ingre- 
dient can be divided into two groups. The first 
group is devoted to the study of the combustion 
of GAP [1, 2], and the second to its thermal 
decomposition [1, 3-10]. Kubota et al. [1] have 
measured the burning rate of cured GAP in an 
atmosphere of nitrogen. The burning rate was 
found to increase monotonically with pressure 
from 2.2 mm/s at 4.5 bar to 11 mm/s at 80 bar at 
the initial temperature TQ = 293 K. The initial 
temperature rise of 50 K results in a 1.7-fold rise 
in burning rate. The calculated mole fractions of 
the products from the combustion of GAP for 
equilibrium at 50 bar are: 0.2234 N2 + 0.2847 C 
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Scalar Time-Series Measurements in Turbulent CH4/H2/N2 
Nonpremixed Flames: CH 
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School of Mechanical Engineering, Purdue University, West Lafayette, IN 47907-1288, USA 

Time-series measurements of CH concentrations [CH] are reported in a series of methane/hydrogen/nitrogen 
diffusion flames. Power spectral densities (PSDs) and autocorrelation functions are computed from the time 
series, permitting a detailed investigation of [CH] fluctuation time scales. The effects of fluorescence lifetime 
fluctuations are found to be negligible for quantitative determination of the PSDs. A similar study of hydroxyl 
concentrations in nonpremixed hydrogen/argon flames recently demonstrated that OH PSDs collapse to a 
single curve when normalized by the integral time scale, in agreement with mixture fraction statistics. However, 
for the present measurements, [CH] data on the fuel-side of the peak [CH] location exhibit low-frequency 
differences in their PSDs with respect to both the [OH] and air-side [CH] PSDs. These differences could be 
associated with the closer proximity of the CH radical to the shear layer and thus to enhanced fluctuations in 
the local mixture fraction. This possibility can be examined via measurements of other scalars. © 2000 by The 
Combustion Institute 

INTRODUCTION 

Measurements of minor-species concentrations 
in turbulent flames are of interest owing to their 
importance in pollutant chemistry and to their 
use as markers of instantaneous flame structure. 
Hydroxyl (OH), nitric oxide (NO), and methyli- 
dyne (CH) measurements have been reported 
by many researchers in a wide variety of laminar 
and turbulent flames; however, most of these 
studies have employed high-power, low-repeti- 
tion-rate, pulsed lasers. With such instrumenta- 
tion, two sequential measurements are further 
apart in time than most correlations arising 
from turbulent fluctuations. Thus, the measure- 
ments are temporally independent from one 
shot to the next and yield only single-time 
statistics, including the mean, variance, and 
probability density function (PDF). For most 
engineering applications, accurate prediction of 
scalar PDFs (and in many cases just the mean) 
is sufficient. However, current model closure 
assumptions, and thus predictions, are not yet 
adequate as a design tool. Hence, turbulence 
models will benefit from a better physical un- 
derstanding of turbulent flames, including the 
effects of turbulence-chemistry interactions. 

Many groups have developed diagnostic tech- 
niques to provide novel data which may better 
address these issues. For example, multiscalar 
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measurements have provided conditional statis- 
tics [1] and multipoint measurements have pro- 
vided spatial-scale information [2, 3]. Our re- 
search has focused on the development of a 
technique for determining temporal scales for 
minor-species concentrations. The statistics re- 
covered from these measurements complement 
other available diagnostics, thus providing a more 
complete representation of scalar fluctuations. 

Time-series measurements of minor-species 
concentrations are complicated by potential 
fluctuations in the fluorescence lifetime. Such 
time-series measurements are obtainable via 
picosecond time-resolved laser-induced fluores- 
cence (PITLIF), as reported previously for both 
CH [4] and OH [5] in a low-Reynolds number 
methane flame. However, the potential effects 
of lifetime fluctuations were not fully addressed 
in these initial studies. Subsequently, quantita- 
tive time-series measurements of minor-species 
concentrations were made possible via a unique 
photon counting technique which simulta- 
neously measures both the fluorescence signal 
and the fluorescence hfetime [6, 7]. This pho- 
ton-counting version of the PITLIF technique 
was recently applied to hydroxyl measurements 
in a series of hydrogen/argon flames at Reyn- 
olds numbers up to 17,000, yielding the first 
quantitative measurement of time scales for 
minor-species concentrations [8]. Remarkably, 
the measured OH power spectral densities 
(PSDs) (and equivalently, the autocorrelation 
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functions) were found to collapse onto a single 
curve when normalized by the measured inte- 
gral time scales [9]. Furthermore, the integral 
time scales were found to essentially follow 
existing scaling laws for velocity in nonreacting 
turbulent jets [10], which are also similar to 
those for mixture fraction in nonreacting jets 
[11, 12] and in flames [13]. This collapse is not 
expected for reactive scalars and may have 
direct implications with respect to improved 
modeling of species concentrations in turbulent 
flames. 

In the present study, time-series measure- 
ments of CH concentrations are presented for a 
series of methane/hydrogen/nitrogen jet diffu- 
sion flames. The effect of lifetime fluctuations 
on the measured CH concentrations is exam- 
ined. PSDs and PDFs are compared for various 
axial and radial locations and for various Reyn- 
olds numbers. The PSDs and autocorrelation 
functions are also normalized appropriately to 
determine if the two-time statistics collapse, as 
for the previous OH measurements [9]. The CH 
measurements reported here represent the first 
part of an ongoing effort to characterize scalar 
time series for these specific CH4/H2/N2 flames. 
Hydroxyl, nitric oxide, and temperature mea- 
surements are planned for the same flames in 
the near future. Bergmann et al. [14] reported 
multiscalar measurements in a similar flame and 
have made this data available via the Internet 
[15]. When combined with these multiscalar 
measurements, detailed analyses of our time- 
series data may eventually offer new insights on 
turbulence-chemistry interactions in nonpre- 
mixed flames. 

MEASUREMENT TECHNIQUE 

The laser system used for the present measure- 
ments is identical to that employed by Renfro et 
al. [4]. Briefly, an argon-ion pumped Ti:Sap- 
phire laser was frequency doubled to produce 
an 80-MHz repetition rate, 1.5-ps full-width at 
half-maximum (FWHM) pulse stream at 430.6 
nm (0.2-nm FWHM). The laser was focused 
over the burner and excited —10 Q-branch 
transitions within the (0,0) vibrational band of 
the X ^n - A ^A electronic system of CH. This 
wavelength was chosen to minimize the temper- 

ature dependence of the Boltzmann fraction. 
Based on full simulations of CH absorption 
using a code developed by Seitzman [16], this 
spectral location produces an absorption coeffi- 
cient variation of only ±3% from 1500 to 2500 
K. Excitation of a single rovibronic transition " 
(via a modified laser pulse width) has been used 
for our CH time-series measurements in the 
past with nearly identical resuhs, but at a lower 
signal-to-noise ratio [4]. 

The detection and electronics system used for 
the present study is identical to that employed 
for our previous hydroxyl measurements [8]. 
Fluorescence photons were collected by a 
0.25-m monochromator and a Hamamatsu 
HS5321, 700-ps risetime photomultiplier tube 
(PMT). The fluorescence signal from CH is 
much weaker than that from OH because of the 
much lower concentration; thus, significant care 
must be taken to ensure that no laser light is 
scattered into the monochromator from sur- 
faces near the flame. Moreover, the reduced 
fluorescence signal requires a slightly larger 
probe volume along the laser beam to achieve 
an adequate total photon count. The spatial 
resolution for these measurements was 140 x 
140 X 250 jim^ based on the beam diameter 
(e~^) and the monochromator entrance slit 
width. The spectral resolution was 10 nm cen- 
tered at 431 nm. Each pulse from the PMT 
(corresponding to a single photoelectron) was 
counted using the methodology of Pack et al. 
[6], which divides the signal into three 3.5-ns 
gated bins locked to the arrival time of the laser 
pulse. The photon counts in each bin were 
integrated for a period of time equal to the 
inverse of the sampHng rate, which produced 
three separate but simultaneous time series. 
These time series were converted to two time 
series representing concentration and lifetime 
by using a code developed by Renfro et al. [17], 
which corrects for pulse pileup and permits 
much higher total photon counts than are pos- , 
sible with traditional photon-counting tech- 
niques. 

Unlike the previous hydroxyl measurements -. 
[8], the resulting CH concentration time series 
are not calibrated to recover absolute values, 
owing to the difficulty of obtaining an absolute 
CH concentration from either kinetic models or 
potential  calibration flames.  However,  each 
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measurement reported here has been internally 
calibrated relative to a single location in one of 
the test flames, and all concentrations are re- 
ported relative to this value. Fortunately, both 
the PDF shape and the PSD are measures of 
only concentration fluctuations, and are not 
affected by the lack of an absolute calibration. 

CH measurements were made in seven 22.1% 
CH4, 33.2% H2, 44.7% N2 (by volume) jet 
diffusion flames issuing from a circular nozzle 
into still air with Reynolds numbers from 2800 
to 15,200. Two burners were used with diame- 
ters of 3.4 and 7.8 mm. The seven flames are 
designated A1-A5 and D1-D2, as shown in 
Table 1. Radial profiles of time-averaged [CH] 
were obtained at xlD = 1, 2, 5, and 10 in each 
flame using a sampling rate of 10 Hz and an 
averaging time of 3 seconds. At each height 
time-series measurements were obtained with 
sampling rates as given in Table 1 for about 
three radial locations displaying significant CH 
signals. Fifty time series of 4096 points each 
were collected to obtain clean statistics. PDFs, 
PSDs, autocorrelation functions, and integral 
time scales were computed from these time 
series in the same manner as reported by Ren- 
fro et al. [8, 9]. 

TABLE 1 

Burner and Flow Parameters for the Seven Flames 
Utilized in This Study" 

x/D=2 

-2-10       1       2-2-10       1       2 

(r-rjcH]J/FWHMjcH]     (r-r(CH]J/FWHM[eHi 

Fig. 1. Normalized radial profiles of CH concentration for 
each of the flames investigated. The parameters for normal- 
ization are given in Table 2. Each figure is scaled to show the 
relative concentration decay with axial height for flame A3. 

Burner Sampling 
Diameter V Rate 

Flame (mm) (m/s) Re (Hz) 

Al 3.4 16.3 2,800 10,000 
A2 3.4 29.0 5,000 20,000 
A3 3.4 52.3 9,000 20,000 
A4 3.4 75.5 13,000 30,303 
A5 3.4 88.3 15,200 40,000 
Dl 7.8 22.8 9,000 20,000 
D2 7.8 38.5 15,200 30,000 

'The Reynolds number is computed from the average 
velocity, V, and the cold-flow properties. The sampling rate 
for the time-series measurements is also given for each 
flame. Time-averaged radial profiles were measured at a 
sampling rate of 10 Hz in each case. 

RESULTS 

CH Concentration and Lifetime Profiles 

Radial profiles of CH concentration are shown 
in Fig. 1 for each flame and height studied. The 
concentrations have been normalized by the 
maximum concentration at each height, and the 
radial coordinate has been normalized by sub- 
tracting the location of peak [CH] and dividing 
by the profile width (FWHM). The peak CH 
concentration (calibrated to the peak [CH] at 
xlD = 5 in flame A3), peak [CH] location, and 
profile width are given for each flame and each 
height in Table 2. The profiles are normalized in 
this manner for convenience in presenting the 
data. As a visual aid in Fig. 1, the plots have 
been scaled to show the decrease in [CH] 
through the calibration flame (3.4-mm burner. 
Re = 9000). The accuracy of the concentrations 
reported in Fig. 1 and Table 2 is approximately 
±25% (95% confidence interval), as computed 
from errors associated with the day-to-day re- 
peatability of the calibration flame measure- 
ment (20%), errors caused by spatially missing 
the exact peak of the narrow CH distributions 
(10%), and errors arising from measurement 
repeatability at each point (<5% typically). 
Error bars in Fig. 1 are shown only for the 
calibration flame to avoid clutter, but these are 
typical of all of the flames. 

As discussed by Renfro et al. [8], the low 
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TABLE 2 

Measured Concentration and Lifetime Statistics for the Location (rlx) of Peak [CH] at 
Each Measured Axial Height" 

[CH]„3 FWHM T 

Flame xlD rlx [CH]„„/[CH]^, (%) (mm) /(%) (ns) 

Al 1 0.96 1.49 18.3 0.39 67.6 2.37 
Al 2 0.53 1.18 35.8 0.53 89.8 2.25 
Al 5 0.24 0.99 35.4 0.87 92.6 2.19 
A2 1 0.86 1.73 16.2 0.39 52.3 2.28 
A2 2 0.48 1.58 35.6 0.43 77.8 2.18 
A2 5 0.21 1.09 75.9 0.64 78.5 2.15 
A2 10 0.13 0.49 141.4 1.75 86.7 2.09 
A3 1 0.77 2.29 16.5 0.29 37.0 2.30 
A3 2 0.42 1.79 28.0 0.38 42.8 2.27 
A3 5 0.20 1.00 79.4 0.53 72.4 2.10 
A3 10 0.14 0.46 196.5 1.54 86.6 2.02 
A4 1 0.70 2.33 22.2 0.31 40.4 2.24 
A4 2 0.40 1.83 54.8 0.37 57.2 2.17 
A4 5 0.20 1.12 89.9 0.62 71.3 2.10 
A4 10 0.13 0.46 157,2 1.69 85.1 1.95 
A5 1 0.70 2.98 22.3 0.31 37.4 2.32 
A5 2 0.39 2.37 55.3 0.41 50.6 2.26 
A5 5 0.19 1.37 115.1 0.71 75.5 2.07 
A5 10 0.12 0.49 189.8 2.11 87.5 1.93 
Dl 1 0.70 1.01 37.8 0.50 60.3 2.16 
Dl 2 0.38 0.64 63.8 0.58 73.8 2.10 
Dl 5 0.19 0.31 195.3 1.59 89.5 2.03 
D2 1 0.65 1.36 45.5 0.48 57.5 2.08 
D2 2 0.36 0.88 85.8 0.71 71.8 2.02 
D2 5 0.18 0.38 219.6 1.92 88.4 1.95 
D2 10 0.11 0.26 436.0 2.95 93.9 1.88 

" The mean concentrations are calibrated to the peak concentration at xlD = 5 in flame A3 ([CH]^,). The radial profile 
full-width at half-maximum (FWHM) and the PDF clipping factor, /, are also reported. The accuracy of the CH 
concentrations is typically ±25% (95% confidence interval). 

repetition rate (10 Hz) used for the time-aver- 
aged radial profile measurements can poten- 
tially bias the results because of small nonlin- 
earities in the relationship between photon 
counts and concentration or lifetime. At high 
sampling rates (as used for the time-series mea- 
surements) this biasing does not occur since all 
fluctuations are resolved; thus, reported PSDs 
and PDFs are not affected. Unfortunately, the 
data reduction algorithm is too slow to permit 
time-series measurements to be taken at all 
radial locations. Potential biasing of the radial 
profiles has been assessed here by comparing 
mean CH concentrations from the low-repeti- 
tion rate measurements to those of the time- 
series measurements where available. As with 
the previous OH measurements [8], there are 
no noticeable differences in the shapes of the 
mean CH radial profiles as obtained from the 

low repetition rate or time-series measure- 
ments; nevertheless, all of the statistical param- 
eters in Table 2 have been taken from the high 
repetition rate data to avoid potential errors. 

Radial profiles of the CH fluorescence life- 
time were also examined and found to be nearly 
invariant throughout these flames. At very low 
heights {xlD = 1), the lifetimes decrease some- 
what from the peak to the air side of the CH 
distribution but are always within 20% (and 
typically within 10%) of the lifetime given in 
Table 2. At xlD = 5 and xlD = 10, where most 
of the time-series analyses occur, the CH fluo- 
rescence lifetimes are always within 4% of the 
values in Table 2. The lifetimes at the location 
of peak [CH] decrease by an average of ~12% 
from xlD = 1 to xlD = 10 in each flame. In 
comparison to the previous hydroxyl lifetime 
measurements [8], the CH lifetimes display a 
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comparable decrease with axial height but are 
weaker functions of radial location than the OH 
lifetimes. 

We have compared our measured lifetimes to 
predictions by using the major-species concen- 
trations and temperatures of Meier [15] at 
xlD = 5 in flame D2 with the CH quenching 
cross-section correlations of Tamura et al. [18]. 
Temperature- and species-dependent cross-sec- 
tion information is presently much coarser for 
CH than for OH, particularly for the important 
quenching partner H2O. Nevertheless, this sim- 
ple calculation predicts lifetimes of about 2.8 ns 
near the [CH] peak location. This value is about 
30% greater than our measured lifetime, which 
is consistent with the results of Tamura et al. 
[18] in low-pressure methane flames. More im- 
portantly, the variation of predicted lifetimes is 
less than 10% over the range of mixture frac- 
tions 0.15-0.45, for which any CH would be 
expected. 

Calculation of root-mean-square values from 
time-series data requires correction for the ef- 
fects of shot noise. Renfro et al. [8] corrected 
their OH data after computing the shot noise 
rms at each measurement location directly from 
the power spectra. This procedure requires a 
reasonably clean PSD so that the noise contri- 
bution can be accurately computed. For CH, the 
Hfetime does not fluctuate sufficiently to re- 
cover a usable PSD or rms value; i.e., the 
fluctuations are almost entirely due to shot 
noise. This dominance of shot noise is also 
apparent in the lifetime PDFs, which are almost 
exactly equivalent to simulated PDFs obtained 
for the limiting case of independent, random 
(Poisson distributed) fluctuations in the three 
photon-counting bins. In particular, we per- 
formed this noise simulation with average bin 
counts taken from several measurements and 
found, in each case, that the entire lifetime PDF 
was predicted by only shot noise. 

The concentration rms values in Table 2 have 
been computed from the uncorrected fluores- 
cence data. As with our previous OH measure- 
ments, the CH fluorescence statistics were 
found to be identical to the concentration sta- 
tistics, but with significantly improved signal-to- 
noise ratios. Hence, while [CH] fluctuations are 
measurable, CH lifetimes in these flames do not 
fluctuate at a level sufficient to affect the fluo- 
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Fig. 2. Fuel-side PSDs at xlD = 5 in flames A1-A5. The 
radial location for the measurements is 0.0-0.2 mm toward 
the fuel side of the peak [CH] location given in Table 2. The 
PSDs have been corrected for shot noise and have been 
filtered by a 5-point moving average. 

rescence measurements and thus may be ne- 
glected. This fortunate condition is not surpris- 
ing since lifetime variations are less than 4% 
across the CH distribution through most of the 
flame, which permits fluorescence PSDs to be 
interpreted as concentration PSDs. The result- 
ing simplification is utilized in the remainder of 
this paper and is further justified in the next 
section. 

PSDs and Autocorrelation Functions 

PSDs for each of the flames from the 3.4-mm 
burner are shown in Fig. 2. The measurement 
location for these spectra is about 0.1 mm to the 
fuel-side of the [CH] peak dXxlD = 5. Measure- 
ments at the [CH] peak were essentially the 
same as these fuel-side measurements. As with 
our previous OH measurements, a significant 
change was found in the PSDs with Reynolds 
number. The decay of each PSD occurs at 
higher frequencies and the relative intensity of 
low-frequency fluctuations decreases as the 
Reynolds number rises. In Fig. 3, similar PSDs 
are shown for flames A2-A5 at a radial location 
approximately 0.5 mm to the air side of the 
[CH] peak. As with the spectra in Fig. 2, the 
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Fig. 3. Air-side PSDs at xlD = 5 in flames A2-A5. The 
radial location for the measurements is ~0.5 mm toward the 
air side of the peak [CH] location given in Table 2. The 
PSDs have been corrected for shot noise and have been 
flhered by a 5-point moving average. 

decay of each PSD occurs at higher frequencies 
with increasing Reynolds number. However, the 
shapes of the air-side spectra (Fig. 3) are nota- 
bly different from those on the fuel side and at 
peak [CH] locations (Fig. 2). In particular, at 
low frequencies, the air-side spectra are flat, 
whereas the fuel-side spectra have a slope of 
about -0.6. In comparison, the CH PSDs dis- 
play a slope of about -3.8 at high frequencies 
for both measurement locations. 

These differences are especially apparent in 
the autocorrelation functions which are shown 
for the air-side measurements in Fig. 4 and for 
the fuel-side measurements in Fig. 5. Figs. 4b 
and 5b have been normalized by using the 
Reynolds number to permit better comparison 
among the different curves. The normalized 
autocorrelation functions are also compared 
with an exponentially decaying autocorrelation 
function. Hydroxyl fluctuations measured in hy- 
drogen/argon flames were found to be well 
approximated by an exponential autocorrela- 
tion function [9], which has also been found to 
successfully characterize mixture fraction fluc- 
tuations in turbulent flames [13]. On the air-side 
of the [CH] peak (Fig. 4), all of the autocorre- 
lation functions, except that for Re = 15,200, 

4 6 

AtxRe (s) 

Fig. 4. Air-side CH autocorrelation functions for flames 
A2-A5 at the same locations as in Fig. 3: (a) as measured 
and (b) scaled by the Reynolds number. The normalized 
autocorrelation functions are compared to an exponential 
decay. 

are essentially exponential and are indistin- 
guishable from OH autocorrelation functions 
[9]. The Re = 15,200 air-side measurement 
closely resembles the fuel-side measurements of 
Fig. 5b, which are significantly different from an 
exponential decay. This discrepancy for the 
largest Reynolds number case will be discussed 
later in this section. For small time delays (high 
frequencies), the fuel-side CH autocorrelation 
functions are nearly exponential; however, a 
significant positive correlation exists for very 
large time delays (low frequencies), in contrast 
to the presumed exponential decay. This differ- 
ence in the autocorrelation functions for large 
time delays is equivalent to the low-frequency 
difference in slope for the PSDs. 

Since hydroxyl and mixture fraction (Z) auto- 
correlation functions collapse onto a single 
curve when normalized by the measured inte- 
gral time scale, this single time scale is sufficient 
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Fig. 5. Fuel-side CH autocorrelation functions for flames 
A1-A5 at the same locations as in Fig. 2: (a) as measured 
and (b) scaled by the Reynolds number. The normalized 
autocorrelation functions are compared to an exponential 
decay. 

for describing the frequency content of the OH 
and Z fluctuations throughout the flame. In 
other words, given the integral time scale and its 
variation in the flame, the entire autocorrela- 
tion function is known. For CH, this collapse is 
not observed completely; in particular, a differ- 
ent form for the autocorrelation function shape 
and a second time scale would be required to 
describe the differences between the air- and 
fuel-side measurements. For this reason, the 
integral time scale alone is insufficient for nor- 
malization of the CH autocorrelation functions. 
On the fuel-side, where the autocorrelation 
function decays slowly for large time delays, the 
integral time scale is much larger than that for 
the air-side measurements. However, the be- 
havior for small time delays is equivalent at the 
two measurement locations. 

The PSDs and autocorrelation functions in 
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Fig. 6. Comparison of CH fluorescence (lines) and concen- 
tration (symbols) autocorrelation functions. The measure- 
ments were made —0.5 mm toward the air side of the radial 
[CH] peakatA://) = 5. 

Figs. 2-5 were computed from the CH fluores- 
cence time series without correcting for lifetime 
fluctuations. This simpHfication provides much 
cleaner statistics which extend to much higher 
frequencies. As discussed previously, lifetime 
variations in these flames are very small and 
thus are not expected to contribute to the 
measured spectra. We have further verified this 
point by comparing lifetime-corrected and -un- 
corrected statistics at several locations in the 
flames where the corrected statistics are suffi- 
ciently resolved. Figure 6 shows CH fluores- 
cence and CH concentration autocorrelation 
functions for air-side measurements at an axial 
height of x/D = 5 in flames A3 and A5. The 
Re = 9000 autocorrelation function is nearly 
exponential (Fig. 4), whereas the Re = 15,200 
autocorrelation function extends to much 
longer time delays. In both cases, the lifetime- 
corrected concentration statistics show the same 
behavior. This comparison was made for many 
of the autocorrelation functions shown in Figs. 4 
and 5, and in each case the fluorescence and 
concentration statistics were essentially the 
same. The lifetime correction procedure also 
corrects for flame emission background at every 
point in the time series. Thus, the differences in 
the autocorrelation functions from the fuel-side 
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to the air-side of the [CH] peak are real and not 
a result of lifetime or flame-emission variations. 

The extended autocorrelation functions on 
the fuel side are indicative of fluctuations with a 
second and longer time scale as compared to 
the air side. Since the CH time series are highly 
intermittent (as discussed subsequently), the 
autocorrelation function is clearly most sensi- 
tive to the rates of flame front fluctuations 
across the fixed laser beam. However, this ob- 
servation also applies to previous OH measure- 
ments, for which the extended autocorrelation 
function is not observed [8, 9]. The difference 
may be related to the fact that the CH radical 
exists farther into the fuel stream than does OH 
and thus Hes closer to the shear layer and the 
associated region of intense mixture fraction 
fluctuations, as compared to the measurements 
made available by Meier [15]. This additional 
fluctuation mechanism on the fuel side of the 
[CH] peak may arise from fluctuations in the 
scalar dissipation rate, particularly since [CH] is 
sensitive to the local strain rate [19]. NO is also 
sensitive to the scalar dissipation rate [19, 20]; 
hence, future measurements of this scalar 
should permit a better examination of such 
differences in the autocorrelation function. 

At xlD = 1 and xlD = 2, the CH autocorre- 
lation functions also extend to large time delays 
on the fuel side of the [CH] peak, except for the 
two lowest Reynolds number cases (Al and 
A2). At these very low axial heights, the flame 
resides at sufficiently large radial locations such 
that the local flow is largely unaffected by the 
turbulent fuel jet. This laminarization of the 
flame layer can impact the autocorrelation func- 
tion, as observed for our previous OH measure- 
ments [9] and for the present CH measurements 
in flame Al (Fig. 5). 

At xlD = 10, the measured statistics closely 
follow those at xlD = 5. PSDs and autocorrela- 
tion functions are shown for the peak [CH] 
location at xlD = 10 in Figs. 7 and 8, respec- 
tively. At this height, the Re = 15,200 flame 
(A5) still displays an extended autocorrelation 
function compared to those at lower Reynolds 
numbers which are all nearly exponential. How- 
ever, the difference is less pronounced sXxlD = 
10 than at xlD = 5, which may arise from the 
reduced fluctuations in mixture fraction that 
occur at larger axial distances [15]. 
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Fig. 7. PSDs at xlD = 10 in flames A2-A5. The measure- 
ments were taken at the peak [CH] location given in Table 
2. The PSDs have been corrected for shot noise and have 
been filtered by a 5-point moving average. 

Figure 9 shows the CH autocorrelation func- 
tions for the larger burner flames (Dl and D2) 
at xlD = 5. Comparing Figs. 9a and 4a, it is 
apparent that the integral time scale for flames 
Dl and D2 is larger than that for flames A3 and 
A5, as the autocorrelation function decays more 
slowly. Hence, simple scaling by only the Reyn- 
olds number does not collapse the large burner 
PSDs onto the small burner PSDs. This result is 
expected because the integral length scale is 
directly proportional to the size of the flow [21], 
in this case the burner diameter, and is also a 
factor in determining the integral time scale [9, 
22]. In Fig. 9b, the autocorrelation functions for 
the large burner have been normalized by using 
the Reynolds number and also the ratio of 
burner diameters for flames A and D (3.4/7.8). 
This normalization is found to collapse the 
autocorrelation functions onto the same expo- 
nential as in Fig. 4. Moreover, the fuel-side 
measurements show the same large time-delay 
extension as in Fig. 5. Therefore, the only 
substantial effect of altering the burner diame- 
ter appears to be a modification of the integral 
time scale. 

Table 3 lists the integral time scales measured 
at locations for which the autocorrelation func- 
tion is exponential. As discussed previously, a 
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Fig. 8. CH autocorrelation functions for flames A2-A5 at 
the same locations as in Fig. 7: (a) as measured and (b) 
scaled by the Reynolds number. The normalized autocorre- 
lation functions are compared to an exponential decay. 
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Fig. 9. CH autocorrelation functions for flames Dl and D2 
at x/D = 5 on both the air-side (AS) and the fuel-side (FS) 
of the peak [CH] location: (a) as measured and (b) scaled by 
both the Reynolds number and the ratio of burner diame- 
ters (3.4/7.8). The normalized autocorrelation functions are 
compared to the same exponential decay as shown in Fig. 8. 

second time scale would be required to describe 
the autocorrelation shape at other locations; 
thus, the integral time scale alone cannot pro- 
vide enough information about the scalar fluc- 
tuations. For the cases in Table 3, it is clear that 
the integral time scale decreases for larger 
Reynolds numbers or for smaller burner diam- 
eters. For the normalized autocorrelation func- 
tions of Figs. 4, 5, 8, and 9, the integral time 
scale was assumed to be proportional to 
Re'^'D. We are presently investigating these 
relationships more thoroughly via detailed hy- 
droxyl measurements in the same series of 
flames. 

The Re = 15,200 measurements from the 
7.8-mm burner (D2) display an exponential 
autocorrelation function on the air-side of the 
[CH] peak (Fig. 9), whereas the air-side auto- 
correlation function from the 3.4-mm burner is 
extended for this Reynolds number (Fig. 4). 

This feature could also be a scalar dissipation 
rate effect, as the velocity for the smaller burner 
is much larger than that for the larger burner 
(Table 1); however, other possibilities for this 
difference require examination. Flame A5 is 
very close to the maximum Reynolds number 
achievable before the flame extinguishes at the 
base (-17,000). For the 7.8-mm burner, the exit 

TABLE 3 

Measured Integral Time Scales (ms) at Each Location for 
Which the Autocorrelation Function Collapses to an 

Exponential Decay* 

Location A2 A3 A4 Dl D2 

x/D = 5 peak 
x/D = 5 air side 
x/D = 10 peak 

0.22 
0.20 
0.30 

0.16 
0.09 
0.13 

0.09 
0.10 
0.11 

0.25 
0.28 

0.15 
0.13 

*At other locations, a second time scale is needed to 
specify the full range of scalar fluctuation rates. 
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Fig. 10. CH concentration PDFs for flames A3-A5 and 
D1-D2 computed from the concentration time series at the 
same locations as the fluorescence autocorrelation functions 
of Figs. 4, 5, 8, and 9. The PDFs have been normalized by 
the mean concentrations in Table 2. 

velocity at a Reynolds number of 15,200 is much 
less than that for flame A5, thus reducing the 
relative strain rate for flame D2. Measurements 
of other scalars in these flames, particularly OH 
and NO, which have varying degrees of sensi- 
tivity to strain rate, should permit a more thor- 
ough examination of the observed differences in 
these autocorrelation functions. 

PDFs 

Probability density functions for both the fuel- 
and air-side measurements at x/D = 5 and the 
peak measurements at x/D = 10 are shown in 
Fig. 10. These PDFs have been computed from 
the concentration time series and not from the 
fluorescence time series. The fluorescence time 
series have a nearly constant background origi- 
nating from path-integrated flame emission and 

100 

Fig. 11. CH concentration mean, rms, and profile width 
versus the PDF intermittency factor (/). Data are compiled 
from all measurements at the peak [CH] location except for 
flame Al. 

PMT dark noise. Although this background 
does not affect the PSD or autocorrelation 
function [8], it shifts the PDF and makes inter- 
pretation of [CH] = 0 difficult; thus the concen- 
tration time series are used here for simpUcity. 
As a result, some of the PDFs computed from 
the concentration time series are dominated by 
shot noise. These have not been included in Fig. 
10. 

Each of the PDFs in Fig. 10 is clipped at [CH] 
= 0, where most of the time-series realizations 
occur. A clipping factor, /, was computed from 
these PDFs to quantify the resulting CH inter- 
mittency. This factor is given for each peak 
[CH] location in Table 2, and is computed as the 
ratio of the PDF at [CH] = 0 to the sum of the 
PDF at all concentrations. This ratio represents 
the probability of measuring [CH] = 0 at any 
point in time within the probe volume. 

In Fig. 11, the CH concentration time aver- 
age, root-mean-square, and profile FWHM are 
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plotted against the CH clipping factor. Each of 
these time-averaged quantities shows a strong 
correlation with /. From Table 2, it appears that 
the peak [CH] is decreasing significantly with 
axial height in these flames; however, Fig. 11 
shows that much of this decrease is simply due 
to a larger intermittency. In other words, the 
peak [CH] may be nearly constant, but since the 
peak is in the probe volume for less time, the 
time-averaged [CH] is reduced. Similarly, the 
increase in width of the time-averaged CH 
profiles for downstream locations may simply 
arise from larger fluctuations in absolute flame 
position. This interpretation of Fig. 11 is consis- 
tent with instantaneous CH-PLIF images in 
nonpremixed flames which show a nearly con- 
stant CH width at all axial heights [23]. Thus, 
the measured CH FWHM (and radial profile) is 
simply indicative of the PDF for flame-front 
location. 

Although the clipping factor almost com- 
pletely describes the time-averaged quantities, 
the shape of the PDF differs slightly from the 
air- to the fuel-side of the [CH] peak. The 
air-side PDFs sAxlD = 5 and the peak PDFs at 
xlD = 10 are nearly identical (Fig. 10), but the 
fuel-side PDFs aXxlD = 5 for the 3.4-mm burner 
contain a much larger percentage of low-[CH] 
realizations (note the change in scale). Fuel- 
side measurements in the larger burner are 
similar to the air-side measurements. Conse- 
quently, the clipping factors for the fuel-side 
measurements in the 3.4-mm burner are notably 
less than those for the air side (approximately 
70% versus 85%). These additional low-[CH] 
measurements may be related to the low-fre- 
quency differences observed in the autocorrela- 
tion fimctions, but more work is needed to 
determine the origins of these differences. 

CONCLUSIONS 

CH concentration time-series measurements 
have been presented in a series of turbulent 
nonpremixed flames. As with previous hydroxyl 
measurements, the effects of lifetime fluctua- 
tions are minimal in altering time-series statis- 
tics such as the PSD, autocorrelation function, 
or PDF shape. Thus, CH fluorescence time- 
series statistics can be taken as representative of 

[CH]. However, for accurate determination of 
time-averaged CH concentrations, the spatial 
variation in average lifetime must generally be 
considered. For the hydrogen/methane/nitrogen 
flames considered here, the CH fluorescence 
lifetimes are only a weak function of location 
within the flame and thus may be neglected 
even for the determination of mean [CH], with 
a resulting error of less than 20%. Comparisons 
of measured CH Ufetimes to those predicted 
using major species concentrations, tempera- 
tures, and quenching cross-section data from 
the literature show a 30% overprediction by the 
model, in agreement with previous studies [18]. 
However, the lack of significant hfetime varia- 
tions in our flames makes this comparison in- 
sensitive to potentially incorrect trends in the 
model. 

Comparison of the present CH statistics to 
those reported for OH in hydrogen/argon non- 
premixed turbulent jet flames shows nearly 
identical autocorrelation functions for regions 
away from the turbulent fuel jet (closer to the 
ambient air). Both OH and CH autocorrelation 
functions in these regions are nearly exponen- 
tial for Re > 3000 and xlD > 2, in agreement 
with mixture fraction measurements from tur- 
bulent nonpremixed CO jet fla:mes [13]. For 
lower Reynolds numbers or axial heights, the 
autocorrelation functions are more representa- 
tive of laminar flow. The collapse of the mea- 
sured autocorrelation functions onto a single 
curve for Re > 3000 dsidxID > 2 implies that a 
single time scale is appropriate for describing 
minor-species concentration fluctuations in 
these regions. This time scale was found to vary 
directly with the burner diameter and inversely 
with the Reynolds number, although only a 
narrow range of conditions has been considered 
to date. 

Radial profiles for CH extend much further 
into the fuel jet than do those for hydroxyl; thus, 
the CH radical exists closer to the shear layer 
and to the peak of mixture fraction fluctuations. 
In this region of the jet, CH autocorrelation 
functions were found to differ from both hy- 
droxyl and mixture fraction statistics in the 
literature. It appears that a single time scale 
cannot capture all CH fluctuations throughout 
these flames. However, high-frequency fluctua- 
tions for CH were found to follow an exponen- 
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tial autocorrelation function even toward the 
fuel stream. Only the low-frequency behavior 
was altered in this region. 

For both OH and CH, a significant percent- 
age of time-series points indicates the absence 
of minor species (arising from the flame having 
fluctuated away from the fixed laser beam). For 
such high scalar intermittency, time-scale statis- 
tics are most sensitive to the rates of flame front 
fluctuations and relatively insensitive to the 
absolute fluctuations of OH or CH concentra- 
tions within the flame. However, if flame-front 
fluctuations were the only factor affecting the 
PSDs and autocorrelation functions, no differ- 
ences would be observed between CH and OH 
measurements. Hence, the discrepancy between 
the CH and OH statistics in these flames could 
be a result of the increased sensitivity of [CH] to 
the local scalar dissipation rate and to the closer 
proximity of peak [CH] to the shear layer. 
However, other possible effects must be exam- 
ined. We are presently applying the upgraded 
PITLIF technique to measurements of OH and 
NO, and are incorporating Rayleigh scattering 
for temperature time-series measurements, in 
the same H2/CH4/N2 flames. Hence, compari- 
sons among multiple scalars can be made more 
clearly in the future; in particular, differences in 
their statistics can be further examined so as to 
gain additional insight on chemistry-turbulence 
interactions in nonpremixed flames. 
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Scalar Time-Series Measurements in Turbulent CH4/H2/N2 
Nonpremixed Flames: OH 
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NORMAND M. LAURENDEAU 

School of Mechanical Engineering, Purdue University, West Lafayette, IN 47907, USA 

Time-series measurements of OH concentrations are reported for simple jet diffusion flames using a fuel 
mixture of liydrogen, methane, and nitrogen. Five Reynolds numbers and two burner diameters are examined. 
Autocorrelation functions were computed from the time series and were used to calculate integral time scales 
for many axial and radial locations in each jet. The autocorrelation functions are found to collapse when 
normalized by the integral time scale, indicating that a single time scale adequately characterizes the full range 
of scalar fluctuations. The evolution of the integral time scales is assessed with respect to Reynolds number, 
axial height, radial location, and burner diameter. The time scales are found to decrease as Re"''', which is in 
contrast to the usual Re~' dependence for mixture fraction and velocity in nonreacting jets. The OH time scales 
are found to be complicated functions of radial location and do not follow the scaling expected from 
nonreacting flows.   © 2000 by The Combustion Institute 

INTRODUCTION 

Measurements of minor-species concentrations 
in turbulent flames are of interest owing to their 
importance in pollutant chemistry and to their 
use as markers of instantaneous flame structure. 
Hydroxyl (OH), nitric oxide (NO), and methyli- 
dyne (CH) measurements have been reported 
by many researchers in a wide variety of flames; 
however, most of these studies have employed 
high-power, low-repetition-rate, pulsed lasers. 
With such instrumentation, two sequential mea- 
surements are further apart in time than most 
correlations arising from turbulent fluctuations. 
Thus, the measurements are temporally inde- 
pendent from one shot to the next and yield 
only single-time statistics, including the mean, 
variance, and probability density function 
(PDF). Accurate prediction of scalar PDFs (and 
in many cases just the mean) are sufficient for 
most engineering applications. However, cur- 
rent model closure assumptions and the result- 
ing predictions are not yet adequate as design 
tools. Hence, turbulent combustion models will 
benefit from a better physical understanding of 
turbulent flames, including an understanding of 
the rates of flame-front fluctuations and the 
effects of turbulence-chemistry interactions. 

Many diagnostic techniques have been devel- 
oped to provide novel data that may better 
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address these issues. For example, multiscalar 
measurements have provided conditional scalar 
statistics [1] and multipoint measurements have 
provided spatial-scale information [2,3] in tur- 
bulent jet flames. Time-scale information can be 
provided by scalar time series when measure- 
ment repetition rates are sufficiently fast to 
resolve turbulent fluctuations. This approach 
has been demonstrated for many scalars such as 
temperature [4] and, more recently, concentra- 
tions of CH [5] and OH [6]. These time series of 
minor-species concentrations are recovered by 
use of picosecond time-resolved laser-induced 
fluorescence (PITLIF), which directly accounts 
for potential variations in both the electronic 
quenching rate coefficient and the background 
flame emission. 

In the present study, time-series measure- 
ments are utilized to determine temporal scales 
of [OH] fluctuations in a series of turbu- 
lent hydrogen/methane/nitrogen jet-diffusion 
flames. The chosen fuel mixture has been stud- 
ied previously by Bergmann et al. [7] using 
low-repetition-rate diagnostics. These authors 
report conditional statistics for major-species 
concentrations and temperature and provide 
images of OH, CH, NO, and temperature. 
Much of this data is available via the internet 
[8]. The measurements reported here represent 
an ongoing effort to characterize scalar time 
series for these specific flames, which comple- 
ments the data provided by Bergmann et al. [7]. 

0010-2180/00/$-see front matter 
PII S0010-2180(00)00184-X 
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CH [5] measurements have already been re- 
ported as well as mixture fraction measure- 
ments from a nonreacting jet [9] using the same 
burner and fuel density as for the present 
measurements, but with no heat release. Tem- 
perature measurements are planned for the 
same flames in the near future. 

As with our previous OH measurements in 
H2/Ar flames [6], the OH fluorescence lifetime 
was simultaneously measured in the present 
H2/CH4/N2 flames. While important for mean 
OH concentrations and quantitative PDFs, the 
lifetime measurements prove to be unimportant 
for determination of temporal statistics. Power 
spectral densities (PSDs), autocorrelation func- 
tions, and PDFs were computed from the con- 
centration time series and are compared for 
many axial and radial locations in the jet, for 
five Reynolds numbers, and for two burner 
diameters. 

Hydroxyl PSDs and autocorrelation functions 
have previously been found to collapse onto a 
single curve when normalized by the measured 
integral time scales in H.2/A1 flames [10]. This 
collapse indicates that the range of time scales 
for OH fluctuations at each measurement loca- 
tion can be fully characterized by a single rep- 
resentative time scale. A similar collapse is also 
observed for the present data, although here a 
larger range of conditions is studied so that the 
effects of Reynolds number and location within 
the jet can be better estimated. The range of 
conditions for which the measured PSDs and 
autocorrelation functions are statistically self 
similar is characterized and is found to closely 
follow the collapse of other time-averaged sta- 
tistics. The OH time scales are also found to 
depart from traditional eddy-turn-over time 
scaling, which has been effectively demon- 
strated for velocity and passive scalars in non- 
reacting jets. 

METHODS 

The laser system used for the present hydrojg^l 
measurements is identical to that employed by 
Renfro et al. [6]. Briefly, the IR output of an 
argon-ion pumped Ti:Sapphire laser was fre- 
quency tripled to produce an 80-MHz repetition 
rate, 18-ps FWHM pulse stream at 309.33 nm 

(0.02-nm FWHM). The laser was focused over 
the burner and excited the Qi(8) transition 
within the (0,0) vibrational band of the X ^H-A 
^2 electronic system of OH; This wavelength 
was chosen to minimize the temperature depen- 
dence of the Boltzmann fraction. Based on full 
simulations of OH absorption using a code 
developed by Seitzman [11], this spectral loca- 
tion produces an absorption coefficient varia- 
tion of only ± 5% from 1500 to 2250 K. 

The detection system used for the present 
study is also identical to that employed for our 
previous hydroxyl measurements [6]. Fluores- 
cence photons were collected by a 0.25-m 
monochromator and a Hamamatsu HS5321, 
700-ps risetime photomultiplier tube (PMT). 
The spatial resolution was 100 X 100 X 60 fxm^ 
based on the beam diameter (e~^) and the 
monochromator entrance sHt width. The spec- 
tral resolution was 10 nm centered at 309 nm. 
Each pulse from the PMT (corresponding to a 
single photoelectron) was counted using the 
methodology of Pack et al. [12], which divides 
the signal into three 3.5-ns gated bins locked to 
the arrival time of the laser pulse. The photon 
counts in each bin were integrated for a period 
of time equal to the inverse of the sampling rate, 
which produced three separate but simulta- 
neous time series. These time series were con- 
verted to two time series representing concen- 
tration and fluorescence Hfetime by using a code 
developed by Renfro et al. [13]. 

The resulting OH concentration time series 
were calibrated against a premixed CH4/N2/O2 
flame (<t> - 0.8, [N2]/[02] = 3.1) stabilized on a 
water-cooled McKenna burner. The calibration 
was performed at an axial height of 8 mm owing 
to the stabiUty, repeatabiUty, and relative spatial 
invariance at this location. The concentration at 
this point was computed by using the Sandia 
PREMIX flame code [14] and GRIMech 2.11 
[15] and found to be 5.7X10~^ moles/cm^. We 
have verified this prediction (within 10%) via an 
arc-lamp absorption measurement. Fluores- 
cence lifetimes for OH were calibrated against 
measurements in seven standard liquid solu- 
tions as described by Pack et al. [12]. 

Concentration measurements were made in 
seven jet diffusion flames with a fuel composi- 
tion of 33.2% H2,22.1% CH4, and 44.7% N2 (by 
volume). The fuel issued from a circular nozzle 



SCALAR TIME-SERIES MEASUREMENTS: OH 391 

TABLE 1 

Burner and Flow Parameters for the Seven Flames 
Examined in This Study 

Burner Sampling 
Diameter V rate 

Flame (mm) (m/s) Re (Hz) 

Al 3.4 16.3 2800 10,000 
A2 3.4 29.0 5000 12,500 
A3 3.4 52.3 9000 20,000 
A4 3.4 75.5 13,000 27,027 
A5 3.4 88.3 15,200 31,250 
Dl 7.8 22.8 9000 10,000 
D2 7.8 38.5 15,200 20,000 

The Reynolds number is computed from the average 
velocity and the cold-flow properties of the fuel mixture 
(33.2% hydrogen, 22.1% methane, 44.7% nitrogen). The 
sampling rates for the time-series measurements are also 
given for each flame. 

into still air with cold-flow Reynolds numbers 
ranging from 2800 to 15,200. Two burners were 
examined with diameters of 3.4 and 7.8 mm. In 
both cases the burners were sufficiently long to 
provide fully developed turbulent flow at the 
tube exit. The tubes were not contoured and no 
coflow or pilot flame was provided. The seven 
flames studied are designated A1-A5 and Dl- 
D2, as shown in Table 1. Radial profiles of 
time-averaged [OH] were obtained at xlD = 1, 
2,5,10,20,40, and 60 in each 3.4-mm flame and 
dXxlD = 1,2,5,10, and 20 in each 7.8-mm flame 
by using a sampling rate of 10 Hz and an 
averaging time of 3 s. At each height, time- 
series measurements were obtained with sam- 
pHng rates as given in Table 1 for three radial 
locations displaying significant OH signals (135 
total locations). 

Fifty time series of 4096 points each were 
collected to obtain clean statistics at each mea- 
surement location. PDFs, PSDs, autocorrela- 
tion functions, and integral time scales were 
computed from these time series in the same 
manner as reported by Renfro et al. [6, 10], 
including a correction for the measured contri- 
bution of shot noise. We have compared the 
integral time scales recovered at much lower 
signal-to-noise ratios (SNRs) by decreasing the 
laser power (6-8 mW versus 18-20 mW) and find 
no significant differences in the measured trends. 
The results agree within 20% on the average, 
which is within our estimated accuracy of ± 22% 
(95% confidence interval) for these data [10]. 

-2-1012 

fr-r[OH,J/FWHM(o„, 

Fig. 1. Radial profiles of time-average [OH] at various 
heights in each flame. The profiles have been normalized by 
the peak concentration, the profile peak location, and the 
profile FWHM as listed in Table 2. Each profile is nearly 
Gaussian in shape. 

RESULTS 

Time-Averaged Profiles 

Figure 1 shows the radial profiles measured for 
time-averaged [OH] at each height in all seven 
flames. For each individual radial profile mea- 
surement, a Gaussian function was fit to the 
data using a least-squares algorithm to deter- 
mine the time-averaged [OH] peak, profile full- 
width at half-maximum (FWHM), and peak 
radial location. These values have been used to 
normalize the profiles of Fig. 1 to simplify the 
data presentation. Although this procedure is 
not meant to imply that a Gaussian shape is 
physically correct, we observe that every profile 
in each flame and at all heights can be accu- 
rately represented by this particular shape. The 
numerical values of the three normalization 
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TABLE 2 

Hydroxyl Concentration and Fluorescence Lifetime Statistics for Radial Locations of 
Peak [OH] 

[OH],3X [OH],,3 FWHM 
Flame xlD rlx (10-8 naoles/cm^) (%) (mm) T(ns) /(%) 

Al 1 1.18 5.31 3.8* 1.14 1.37 0.0 
Al 2 0.68 4.83 5.9* 1.41 1.43 0.0 
Al 5 0.31 4.08 6.5* 1.62 1.38 1.4 
Al 10 0.18 3.59 29.4* 1.94 1.38 10.5 
Al 20 0.10 2.85 36.1* 3.24 1.48 30.4 
Al 40 0.06 1.68 46.3* 7.44 1.58 48.9 
Al 60 0.02 1.98 57.9* 13.97 1.64 75.0 
A2 1 1.08 7.28 9.0* 0.96 1.38 0.4 
A2 2 0.61 6.78 7.0* 1.26 1.39 0.5 
A2 5 0.27 5.59 4.3* 1.27 1.46 2.3 
A2 10 0.16 4.60 26.1* 1.52 1.51 7.1 
A2 20 0.11 3.37 42.0* 3.03 1.60 38.1 
A2 40 0.08 2.28 55.2* 9.83 1.69 72.2 
A2 60 0.02 2.15 75.9* 30.32 1.67 78.4 
A3 1 0.93 7.30 10.7* 0.74 1.29 0.5 
A3 2 0.50 7.89 0.5* 0.77 1.31 0.4 
A3 5 0.24 6.43 20.8 0.85 1.34 4.3 
A3 10 0.15 4.08 43.9 1.57 1.47 18.7 
A3 20 0.11 2.06 78.6 3.59 1.62 47.4 
A3 40 0.09 1.54 77.4 12.07 1.68 61.9 
A3 60 0.04 1.40 60.3* 26.60 1.67 74.3 
A4 1 0.83 7.22 18.6* 0.50 1.34 3.2 
A4 2 0.45 7.68 17.1* 0.53 1.36 3.5 
A4 5 0.22 5.04 36.8 0.79 1.51 17.7 
A4 10 0.14 2.97 71.4 1.71 1.64 41.6 
A4 20 0.11 1.96 88.8 3.80 1.73 54.4 
A4 40 0.08 1.70 92.7 11.18 1.78 65.9 
A4 60 0.04 1.66 68.0* 25.86- 1.80 70.8 
A5 1 0.80 8.33 15.5* 0.41 1.54 4.6 
A5 2 0.43 6.10 24.4* 0.47 1.55 17.0 
A5 5 0.21 3.50 60.4 0.77 1.71 49.2 
A5 10 0.15 1.86 87.3 1.36 1.78 70.0 
A5 20 0.11 1.81 94.1 3.37 1.79 67.8 
A5 40 0.09 1.54 80.2 6.86 1.82 62.0 
A5 60 0.07 1.56 51.1* 34.12 1.87 88.2 
Dl 1 0.84 7.19 7.6* 1.18 1.46 0.1 
Dl 2 0.43 7.87 6.5* 1.25 1.36 0.1 
Dl 5 0.21 5.46 29.5 1.89 1.38 12.3 
Dl 10 0.13 3.63 54.9 3.55 1.48 33.2 
Dl 20 0.08 2.05 81.0 10.78 1.64 61.3 
D2 1 0.73 7.58 12.5* 0.78 1.40 3.2 
D2 2 0.40 5.93 24.9* 0.90 1.51 3.7 
D2 5 0.20 4.49 46.8 1.70 1.58 26.5 
D2 10 0.13 2.69 76.2 4.46 1.69 55.6 
D2 20 0.09 1.97 94.9 12.25 1.73 67.7 

The radial location {rlx) and profile width (FWHM) were determined by fitting a Gaussian profile to the time-average radial 
profile measurements. [0¥i\„^, [OH]n„„ fluorescence lifetime (f) and OH intermittency (/) were determined from time-series 
measurements at the peak location. Concentrations were calibrated against a measurement in a lean premixed flat flame. 

* Uncertainty greater than 10% owing to excessive shot noise [6]. 
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parameters are given in Table 2, along with the 
[OH] root-mean-square (rms), time-averaged 
fluorescence lifetime, and intermittency param- 
eter (which is defined and discussed later). 

The accuracy of these measurements has 
been partially assessed by repeating all radial 
profile and time-series measurements in flames 
Al, A2, A3, and A5 with much lower SNRs. For 
a single measurement, the peak [OH] location 
{rlx) is determined with a precision of ± 4.2% 
(95% confidence interval) up to xlD = 40. The 
profile width (FWHM) is determined with a 
precision of ± 7.4% up to xlD = 40. The peak 
[OH] accuracy is dominated by the repeatabihty 
of the calibration measurement, which involves 
replacing the turbulent tube burner with a 
McKenna burner and comparing OH signals 
obtained within a short period of time. This 
process was repeated several times and demon- 
strated a total uncertainty of 10.1% (95% con- 
fidence interval). 

Except for xlD = 60, all heights display two 
separate OH peaks on either side of the jet 
centerline. At xlD = 60, the peak OH concen- 
tration occurs near the centerline such that 
some flames (particularly Re = 2800-9000) 
appear to have a unimodal OH distribution. At 
each height below xlD = 60, time-series mea- 
surements were acquired at the location of 
maximum [OH] and on both sides of the OH 
peak at those radial locations where the time- 
averaged [OH] was approximately half of its 
maximum value. At xlD = 60, a time-series 
measurement was made at the jet centerline, at 
the peak [OH] location, and at the half-concen- 
tration point on the air side of the OH peak. 

Time-Series Statistics 

Sample time series for flames Al, A3, A5, and 
D2 are shown in Fig. 2. These measurements 
were made at the radial location of peak [OH] 
at jc/D = 20. The traces represent the first 20 ms 
of data collected at each location and were not 
selected to demonstrate any particular feature 
of the measurement. The primary goal of this 
research is to characterize the rates of scalar 
fluctuations in nonpremixed jet flames. From 
Fig. 2 it is clear that a range of fluctuation time 
scales is present, even at a single location in the 
flow, and that the fluctuation rates depend 

O   1- 
0 - 

Al 

Time (ms) 

Fig. 2. Sample time series of OH fluorescence in flames Al, 
A3, A5, and D2. These time series were collected at the 
peak [OH] location for xlD = 20. The sampling rates for 
these measurements are given in Table 1. For each time 
trace, only the first 20 ms of data are presented. 

Strongly on the Reynolds number. In each 
flame, the OH concentration becomes zero 
many times as the OH layer fluctuates com- 
pletely away from the fixed laser beam. These 
intermittent periods are typically longer in 
flame Al than in flame A5. Likewise, periods 
for which measurable OH exists in the probe 
volume ([OH] > 0) display a longer duration at 
lower Re. Thus, these time series visually dem- 
onstrate that OH-fluorescence fluctuations oc- 
cur more rapidly at higher Re. Flame D2 dis- 
plays fluctuations that are more similar to flame 
A3 than to flame A5, indicating that the larger 
burner diameter serves to slow down the scalar 
fluctuations. 

The fluctuation rate variations visible in Fig. 2 
are quantifiable in terms of the power spectral 
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o Al x/D=20 
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Fig. 3. Autocorrelation functions for the radial location of 
peak [OH] at various axial heights in each flame, (a) as 
measured and (b) upon normalization by the integral time 
scale. 

density and the autocorrelation function. Figure 
3a shows autocorrelation functions for the ra- 
dial location of peak [OH] at two heights in 
each of the seven flames. Measurements in the 
near field of the jet have intentionally been 
removed from this plot and will be discussed 
subsequently. The downstream measurements 
presented in Fig. 3a display decays that are 
significantly different from one another. In par- 

ticular, the autocorrelation functions for flames 
at higher Re are observed to decay much faster 
than for those at lower Re. This result is a 
manifestation of the faster fluctuations ob- 
served at greater Re in the time traces of Fig. 2. 
The integral time scale, T,, for each measure- 
ment location is useful in characterizing these 
differences and can be computed by numerically 
integrating its autocorrelation function. A pre- 
viously developed technique utilizing the mea- 
sured PSDs was employed to ehminate the 
effects of shot noise on the computed T, [10]. 

Figure 3b shows the same autocorrelation 
functions normalized by the derived integral 
time scales. The normalized functions collapse 
to essentially a single curve. Since the PSD is a 
Fourier transform pair to the autocorrelation 
function, the collapse is observed equally in the 
frequency-domain statistics. This feature of OH 
fluctuation time scales was first shown for mea- 
surements in H2/Ar flames by Renfro et al. [10]. 
The collapse of a two-time statistic (either the 
autocorrelation function or PSD) impHes that 
the relative distribution of fluctuation rates at a 
single point in a turbulent flow is the same as 
that at a different point (even in a different 
flow). Hence, the slowest fluctuations in flame 
Al become faster in flame A5 at the exact same 
ratio as do the fastest fluctuations in these two 
flames (see Fig. 2). Thus, the integral time scale 
is a good representation of temporal variations 
in [OH] for the two cases. For these flames, the 
collapsed autocorrelation function is nearly ex- 
ponential (although this shape cannot be phys- 
ically correct near At = 0). This particular shape 
is consistent with OH measurements in hydro- 
gen/argon flames [10], and also with CH mea- 
surements reported in these same hydrogen/ 
methane/nitrogen flames [5]. 

The self similarity of the OH PSDs and 
autocorrelation functions is only valid suffi- 
ciently downstream of the jet exit. Note that 
data forx/D = 1 andx/D = 2 (and larger heights 
for lower Re) is not included in Fig. 3. Two 
sample autocorrelation functions for these two 
heights are shown in Fig. 4. These two functions 
were measured in flame A3 at the radial loca- 
tion of peak [OH]. At x/D = 2, the OH fluctu- 
ations remain correlated for long periods of 
time (> 50 ms), especially when compared to 
the downstream data that become uncorrelated 
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Fig. 4. Hydroxyl autocorrelation functions for the radial 
location of peak [OH] at xlD = 1 and xlD = 2 in flame A3. 
The measurements do not collapse to an exponential func- 
tion and are more representative of an unsteady laminar 
flow. 

by At > 10 ms even for the lowest Re flow. 
Hence, the fluctuations at xlD = 2 are much 
slower (lower frequencies) than those incorpo- 
rated into Fig. 3. AixlD = 1, the autocorrelation 
function is periodic, which is indicative of a 
periodic time series. Both autocorrelation func- 
tions can arise from nearly laminar but unsteady 
flow. 

This feature is consistent with images of the 
reaction zone in the near field of jet diffusion 
flames. Clemens and Paul [16], for example, 
present simultaneous, instantaneous images of 
OH and fuel (via acetone seeding) in several 
hydrogen/nitrogen flames. Even at Re = 50,000, 
the OH layer Ues far from the fuel core at 
heights below x/D = 2.5 and is barely contorted 
by the fuel turbulence. The peak [OH] locations 
in Table 2 also show that the OH layer is at a 
much larger value of rlx for axial heights below 
xlD = 10 than for the downstream locations. We 
find that our data coUapses to an exponential 
autocorrelation function for any measurement 
made at a radial location rlx < 0.16 (close to the 
fuel core), and is different (as in Fig. 4) for 
measurements at rlx > 0.16. For all flames, the 
nonexponential measurements are hmited to 
axial heights below xlD = 20. Thus, it appears 
that laminarization of the OH layer in the near 

field is a feature of turbulent flames, which must 
be addressed separately. In the present work, 
we focus on the statistics of only those down- 
stream regions where the time-scale statistics 
are self similar. 

Integral Time Scales 

If an integral time scale is specified, a normal- 
ized exponential autocorrelation function can 
be used to approximate the entire distribution 
of OH fluctuation time scales for locations 
sufficiently far downstream. Thus, the task of 
describing OH fluctuations throughout the var- 
ious jet flames is reduced to describing only the 
integral time scales. However, even in the case 
of self-similar jets, TJ is a function of the Reyn- 
olds number, axial height, radial location, and 
jet diameter. In particular, Renfro et al. [10] 
found that TJ increases for OH as the axial 
height or radial location increases and as the 
Reynolds number decreases for their hydrogen/ 
argon flames. Simple eddy-tum-over time scal- 
ing and the Taylor hypothesis can be used to 
capture these trends by assuming that the inte- 
gral time scale for scalars is proportional to the 
jet width divided by the local mean velocity. For 
a fixed diameter jet, these assumptions lead to 
[10] 

Re 
UcLJxID) 

Uirix) (1) 

where U(rlx) is the local mean velocity and UCL 

is the mean velocity on the jet centerhne. Al- 
though this scaling was qualitatively consistent 
with previous hydrogen/argon flame data, mea- 
surements were only obtained up to xlD = 20 at 
five Reynolds numbers and the radial depen- 
dence could not be adequately separated from 
the axial dependence. TTiese relationships can 
now be examined in more detail. 

Figure 5 shows OH integral time scales mea- 
sured at xlD = 40 in the five 3.4 mm diameter 
flames. A power-law fit to the data demon- 
strates that TJ ~ Re"^-^^ - °-^^ best represents 
the Reynolds number dependence. In contrast, 
velocity and mixture fraction statistics from the 
hterature display a Re"^ dependence for non- 
reacting jets [17-19]. However, to our knowl- 
edge, no study has systematically examined mix- 
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Fig. 5. Hydroxyl integral time scales at xlD = 40 as a 
function of Reynolds number for flames A1-A5. All mea- 
surements were made near r = 11.5 mm. The integral time 
scales have been corrected for the effects of shot noise as 
discussed by Renfro et al. [10]. 

ture fraction time scales in flames, although 
some sparse data exists [20]. 

To better resolve the cursory relationship 
shown in Fig. 5, a series of measurements were 
made in the 3.4 mm burner of hydrogen/meth- 
ane/nitrogen flames by fixing the laser beam at a 
single radial position at xlD = 20 for eighteen 
Reynolds numbers ranging from 2980 to 15,200. 
This height was chosen since the OH peak 
locations (Table 2) do not vary much with Re; 
consequently, the fixed laser beam was at the 
same relative location on each [OH] profile. 
Figure 6 shows the integral time scales deter- 
mined from these eighteen flames. In each case, 
the autocorrelation function was found to col- 
lapse to an exponential function as effectively as 
those shown in Fig. 3. Measurements were 
extended to much lower Reynolds numbers 
through transition, even including some flicker- 
ing laminar flames (down to Re =, 330). These 
autocorrelation functions are significantly dif- 
ferent (as in Fig. 4) and the integral time scales 
from these measurements are not included in 
Fig. 6. 

For the range Re = 2980-15,200, the integral 
-1.41 ± 0.15 at time scales are proportional to Re' 

the 95% confidence interval. It is interesting to 
note that if one assumes a Re~^ dependence 

Re 
Fig. 6. Hydroxyl integral time scales at xlD = 20 as a 
function of Reynolds number for eighteen different flames. 
All measurements were made at r = 5.1 mm. 

and plots TJ versus 1/Re to confirm the linear 
relationship, a wide range of Re exponents will 
display correlation coefficients greater than 0.95 
unless the least-squares fit is forced through the 
origin. For our previous OH measurements in 
hydrogen/argon flames, we demonstrated a 
Re~^ dependence on the integral time scale by 
using this approach. A reexamination of this 
data finds T, ~ Re"^-^^ - °-^''. The increased 
uncertainty in the Hj/Ar data and the data of 
Fig. 5 arises from having only five Reynolds 
numbers. Thus, while the previous data might 
still be proportional to 1/Re, the current data 
cannot and it appears most Ukely that both sets 
of OH integral time scales are decreasing with 
Reynolds number faster than Re~^. 

The faster decrease of OH integral time 
scales with Re as compared to mixture fraction 
is somewhat surprising since OH is reasonably 
well described by the laminar flamelet approxi- 
mation. On the other hand, since these mea- 
surements are made at a fixed axial height, any 
shift in the virtual origin with Reynolds number 
could cause an enhanced change in the integral 
time scale. We are currently examining this 
potential artifact through other scalar measure- 
ments in the same flames. However, the depen- 
dence on Re may also arise because Eq. 1 is 
simply invalid for reacting jets. The OH mea- 
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surements alone are not sufficient to fully re- 
solve these issues. 

The OH integral time scales also change as a 
function oixlD and r/;c in the nonpremixed jet 
flames. Renfro et al. [10] found their OH time 
scales to be consistent with the radial scaling 
provided by Eq. 1 based on a velocity profile 
given by [21], 

UlUcL = (1 + (0.644/-/r 1/2)2)- (2) 

If all of the data from flames A1-A5 are nor- 
malized to account for the observed Reynolds 
number dependence and plotted versus rjx, the 
results are also found to be consistent with Eqs. 
1 and 2. However, in both the present and 
previous work, only three measurements were 
obtained at each axial height because of the 
large time required for data reduction [13]. As a 
more stringent test of the radial scaling pro- 
vided by Eqs. 1 and 2, a series of integral time 
scale measurements were made at 11 or 12 
radial locations for axial heights oixlD - 10,20, 
40, and 60 in Flame A3. These measurements 
are shown in Fig. 7, where the shape of the OH 
integral time scale versus radial position is 
clearly not a smooth function, particularly at 
lower axial heights. The curves in Fig. 7 repre- 
sent the assumed scaling of Eqs. 1 and 2, where 
the spread rate (rip/x) and the centerline inte- 
gral time scale have been determined by fitting 
to all of the data for flames A1-A5. 

The high-density, time-scale measurements 
displayed in Fig. 7 reveal several surprising 
features of the OH fluctuations. Each of the 
lower height measurements displays a local min- 
imum in Tj just to the fuel side of the [OH]n,ax 
location and then a ■maximum very near the 
[OH]n,ax location. It is not presently known 
whether this a feature of only OH fluctuations 
or if it also reflects mixture fraction and other 
scalar fluctuations. Another interesting feature 
of these curves is the behavior of OH fluctua- 
tion rates at large radial locations (on the air 
side of the [OH]n,ax location). Here, the time 
scales are nearly constant or even begin to 
decrease (x/D = 10), i.e., the OH fluctuations 
are getting faster for locations farther away 
from the flame. This result could arise from 
increased intermittency at these locations, 
which has been observed to cause faster fluctu- 
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Fig. 7. Measurements of OH integral time scale in flame A3 
at various radial locations. The comparison to the assumed 
form of Eqs. 1 and 2, when fit to all data in flames A1-A5, 
demonstrates that scaling by the local velocity does not 
capture the detailed structure in the measurements. The 
dashed vertical lines show the location of peak [OH] at each 
height. 

ations [22]. We are presently examining these 
relationships via improved simulations of our 
OH time series. 

The measurements of Fig. 7 extend over the 
full range of radial locations for which enough 
OH signal exists to determine an OH fluctua- 
tion time scale. Unfortunately, changes in OH 
time scales with x/D can not be adequately 
determined from this data since measurements 
are not available at the same radial location at 
each height. This dependency may need to be 
examined from other scalars (such as tempera- 
ture). An effective centerline time scale can be 
extrapolated from the curve fits shown in Fig. 7 
for aU of the flame data. While no OH exists on 



398 M. W. RENFRO ET AL. 

2.0 

o 
u 

H 
•a 

I 
o 

1.5 

1.0 

0.5 

0.0 

-•— x/D=10 
-B— x/D=20 
-■— x/D=40 
--^— x/D=60 

—I 1 1 1 1 1 1— 

1.00 -0.75 -0.50 -0.25 0.00 0.25  0.50  0.75   1.00 

(r-r, [OH]max- 
)/[OH], FWHM 

Fig. 8. Measurements of OH integral time scale in flame A3 
at various radial locations normalized in the same manner 
as in Fig. 1. 

the centerline at these heights, this extrapola- 
tion may indicate the centerhne trends expected 
for other scalars, such as mixture fraction. This 
procedure suggests a growth rate of T/,[OH] ~ 
(x/D)°'^, which is in contrast to the expected 
dependence on {xlDf from Eq. 1. However, 
measurements of other scalars should be used 
to confirm this result since the curve fits are 
marginal at low axial heights. 

Figure 8 shows the integral time scale mea- 
surements from Fig. 7 normalized in the same 
manner as the time-averaged concentration 
measurements of Fig. 1. The shapes of the 
integral time scale profiles are observed to be 
veiy similar except for large radial positions. 
For (r-r[OH]„ J/[OH]FWHM > 0.5, the mean 
velocities are very low and this region of the 
flow may be susceptible to the effects of buoy- 
ancy. Only the radial positions for the measure- 
ments have been normalized in Fig. 8; hence, 
the collapse of the time scales on the fuel side of 
the OH peak at each height indicates that the 
integral time scale for OH at the location of 
peak [OH] is constant in these jets. Note that in 
Fig. 7, the integral time scale appears to in- 
crease with rising x/D for a fixed value oirix, but 
at each height the flame sits at a different radial 
location. Because the OH integral time scales 
are constant at the [OH] peak, the increase in 

integral time scale that occurs for larger xlD 
appears to be almost exactly compensated for by 
the decrease of the integral time scale that 
occurs for smaller rlx. In other words, at each 
axial height, the flame sits at a radial location 
for which the scalar fluctuation rate is nearly 
constant (compared to other axial heights). 

A similar result was recently reported by Han 
and Mungal [23] who observed a nearly con- 
stant axial velocity (versus xlD) when condi- 
tioned on the flame front. If the OH time scales 
correlate with this constant conditional velocity 
(instead of the average velocity given by Eq. 1, 
then the constant integral time scale at the [OH] 
peaks would imply that the relevant length 
scales are also constant. In these flames the 
instantaneous OH layer thickness does not vary 
much with axial height [7], so this thickness may 
be a more appropriate scaling parameter for 
OH than the jet width assumed in Eq. 1. How- 
ever, this scaling (conditional velocity and OH 
layer width) does not explain the complicated 
variation of OH time scale with radial position. 

The OH integral time scales in flames Dl and 
D2 are larger than those in the smaller burner 
flames. However, the complex shape of the 
radial profiles for TJ prohibits a quantitative 
comparison between these results since it is not 
clear where, axially or radially, the comparison 
should be made. The time scales for the 7.8 mm 
flames are about a factor of 2.5-3.0 times slower 
than for the 3.4 mm flames at the same xlD and 
rlx values. The ratio of burner diameters is 2.3 
and thus the scaling may simply be T, ~ D, but 
more work is needed to examine this relationship. 

However the OH integral time scales are 
changing withot/D and D, it is clear that the OH 
fluctuation rates are not simply described by Eq. 
1. Measurements of scalar time scales have 
confirmed that Eq. 1 holds reasonably well in 
nonreacting jets [17-19,24]. Hence, it appears 
that the differences we are observing for OH 
either result from clipping of the OH time series 
[22] or from the effects of heat release and 
possibly turbulence/chemistry interactions on 
the mixture fraction fluctuations themselves. 

Probability Density Functions 

Although the PDF is not a unique feature of 
PITLIF measurements, an examination of these 
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Fig. 9. Probability density functions for flame A3. Tlie 
PDFs indicate that the maximum instantaneous [OH] is 
independent of radial location at a given height (a), but 
significantly increases in the near-field of the flame where 
laminarization of the OH layer occurs (b). 

Statistics can assist in interpreting the time- 
series data. Figure 9 shows PDFs for flame A3 
at the peak [OH] location for heights oixlD = 
1, 10, and 20, and for three radial locations at 
xlD = 20. Several features of these PDFs are of 
interest. Note that at xlD = 20, the three 
measured PDFs contain the same range of 
instantaneous [OH] values, so that the instanta- 
neous maximum concentration is independent 
of radial location. However, the measurements 
from xlD = 1 to 20 show considerable changes 
in the maximum concentration. At low heights, 
the OH layer is nearly laminarized and Ues in a 
low-velocity region of the flow field. Thus, at 
these heights, the effects of differential diffu- 
sion are likely more important than at dovra- 
stream locations. Moreover, the slow rate of 
three-body recombination reactions may cause 
a peak in the maximum OH concentration at 
low heights where insufficient residence time 

exists for OH equilibrium [1]. The implication is 
that if the laminar flamelet approximation is 
invoked to model OH time-series statistics, the 
state relationship used must depend on axial 
height. 

Since the maximum instantaneous OH con- 
centration does not depend on radial location, a 
time-averaged OH measurement is simply a 
convoluted measure of the probability of the 
flame front intersecting the laser beam. This 
feature can be quantified by calculating an 
intermittency parameter from the hydroxyl 
PDFs. For this purpose, the value of the PDF at 
[OH] = 0 can be divided by the integral of the 
PDF over all other concentrations to yield the 
probability of having no OH at the measure- 
ment location. This parameter, I, is not equiva- 
lent to the normal definition of intermittency 
since the probe volume can encompass fully 
turbulent flow but no measurable OH (as occurs 
for extinction or fuel-rich mixtures). 

These OH intermittency factors are listed in 
Table 2. Low in the flames, / is close to zero 
indicating that the PDF is not clipped and OH 
almost always exists in the probe volume. These 
regions are characterized by low amplitude fluc- 
tuations, which provide further evidence for 
laminar behavior in this portion of the flow. 
Moving downstream, the PDFs become increas- 
ingly clipped at [OH] = 0. At the same time, the 
time-averaged OH concentration decreases, the 
[OH]^s increases, and the FWHM of the OH 
profile rises. Each of these time-averaged pa- 
rameters are significantly correlated with the 
intermittency factor, /. 

Atx/D = 60, a measurable OH concentration 
only exists in the probe volume for about 30% 
of the time. This suggests that the width of the 
instantaneous OH profile is narrow (as com- 
pared to the mixture fraction fluctuations) even 
at this large axial height since a broad profile 
would lead to much smaller values of /. This 
result is consistent with single-shot PLIF images 
from a flame similar to D2, as measured by 
Bergmann et al. [7] at x/D < 20. Since the 
probability of [OH] = 0 is so large, it is Hkely 
that the time-series statistics are dominated by 
the frequency at which the flame crosses the 
laser beam. In other words, the PSDs and 
autocorrelation functions may be insensitive to 
fluctuations in the OH concentration within the 
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thin flame sheet. If so, the results presented 
here should be accurately predicted by a lami- 
nar flamelet model, even if the peak OH con- 
centration is changing as a function of time. 

CONCLUSIONS 

Measurements of [OH] time series have been 
obtained in seven hydrogen/methane/nitrogen 
nonpremixed jet flames. Time-averaged radial 
profiles of OH concentration and fluorescence 
lifetime were obtained over the entire flame 
length for five Reynolds numbers and two 
burner diameters. At each axial height, high- 
repetition-rate time-series measurements were 
made at three radial locations. These measure- 
ments extend over a much broader range of 
conditions than previously reported for hydro- 
gen/argon flames [6, 10]. The primary conclu- 
sions of this study are summarized below. 

The time-averaged OH concentrations were 
found to be nearly Gaussian functions of the 
radial coordinate. The only parameters neces- 
sary to specify the full profile shape are the peak 
OH concentration, the radial location corre- 
sponding to the peak concentration, and the 
profile FWHM. 

The autocorrelation function (or the PSD) 
collapses to a single function for most measure- 
ment locations when normalized by the integral 
time scale. This result implies that the relative 
distribution of OH time scales at a single point 
in the flame is independent of Reynolds num- 
ber, axial height (above xlD = 5), or radial 
location. The scalar fluctuations are thus accu- 
rately characterized by just the integral time 
scale. 

The OH integral time scales are found to 
increase for (i) decreasing Reynolds number, 
(ii) increasing axial height, and (iii) increasing 
radial location. Scaling laws that relate the 
integral time scale to an eddy turn over time (jet 
width divided by local mean velocity) can not 
predict the correct time scale variations in the 
present flames (Re < 15,200). In particular, the 
OH integral time scale varies as approximately 
Re"^'* in contrast to the expected Re""^ Like- 
wise, radial profiles of OH time scales are 
significantly more complex than would be pre- 
dicted from a smooth velocity profile. The de- 

pendence of time scales on axial height is still 
uncertain since OH measurements can not be 
made along the jet centerline. Moreover, the 
prediction of time scales for reactive scalars 
using nonreactive jet scahng may be inappropri- 
ate because of the effects of heat release, the 
limited range of conditions studied thus far, and 
the fact that reactive scalars (such as OH) do 
not completely mimic conserved scalar fluctua- 
tions, even under the laminar-flamelet approxi- 
mation [22]. 

In the near field of each of the turbulent jets, 
the autocorrelation functions for OH appear to 
be nearly laminar owing to the extreme radial 
locations for the OH layer. The laminarization 
of the flame in this region is consistent with 
previous images of the reaction zone in hydro- 
gen flames up to Re = 50,000 [16]. Thus, 
detailed models of turbulent reacting jets may 
require a separate approach for this region of 
the flow. 

Time-averaged quantities, such as the [OH] 
mean and rms, appear to be highly correlated to 
the level of intermittency in the OH time series. 
Such parameters may only be a measure of the 
probabiUty with which a fluctuating thin flame 
sheet intersects the fixed laser beam. Thus, the 
measured autocorrelation functions and PSDs 
may only be sensitive to flame-front fluctuations 
and insensitive to any fluctuations of the OH 
concentration within the reaction zone. 

The present measurements only consider 
Reynolds numbers below 15,200. While the self 
similarity of the time-scale statistics impUes that 
the jets are turbulent and not transitional, it is 
certainly possible that different quantitative or 
even quahtative results would be obtained at 
much higher Reynolds numbers. On the other 
hand, our highest Reynolds number flame is just 
below the extinction limit for this fuel and is 
therefore clearly the maximum Reynolds num- 
ber of interest for this jet diameter and fuel 
mixture. 

This work is supported by the Air Force Office 
of Scientific Research, with Dr. Julian Tishkoffas 
technical monitor. We appreciate the ongoing 
assistance of Professor Jay Gore (Purdue) in 
many aspects of this study. 
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Temporal statistics for hydroxyl concentrations in turbulent nonpremixed hydrogen/argon flames have recently 
been reported in the form of power spectral densities for a range of Reynolds numbers (2.8 x 10^-1.7 X 10^) 
and axial locations (x/D = 1-20). In the present investigation these data are examined further, and the two-time 
statistics are shown to collapse when scaled by the measured integral timescale. The resulting autocorrelation 
function is shown to be closely approximated by an exponential decay, as previously reported for mixture fraction. 
The measured integral timescales vary with Reynolds number and position within the reacting jet in accordance 
with a simple similarity scaling. The implications of this unexpected statistical similarity are examined with respect 
to the simulation of scalar fluctuations in turbulent nonpremixed flames. 

Introduction 
SELF-SIMILARITY in velocity and scalar cross-stream profiles 

for nonreacting turbulent jets was established many years ago. 
These profiles provide a useful representation of mean velocity and 
scalar fields because, significantly downstream of the jet exit, the 
cross-stream variations are found to depend only on a single length 
scale and a single velocity scale. The appropriate scaling parameters, 
such as the centerline velocity and jet width, display characteristic 
decay and growth rates that are consistent with fundamental dimen- 
sional relationships. The existence of sel f-si milarity for higher-order 
statistics, such as the variance, has also been observed sufficiently 
downstream of the jet exit.'-^ However, these profiles may still de- 
pend on some details of the jet.' 

Time-series measurements of velocity and mixture fraction in 
nonreacting jets have also displayed self-similar behavior in terms of 
the power spectral density (PSD) and the autocorrelation function.^'^ 
In particular, these two-time statistics appear to collapse onto a sin- 
gle curve when normalized by a single timescale, such as the integral 
timescale. However, as the jet Reynolds number increases, the en- 
ergy bearing and dissipative scales become further separated.'' Thus, 
a single timescale cannot truly be adequate in describing fluctuations 
at all frequencies, and the observed collapse of two-time statistics 
when normalizing by the integral time scale is actually limited to 
fluctuations sufficiently above the Kolmogorov frequency. Alterna- 
tively, a second parameter, such as another timescale or the Reynolds 
number, can be used to collapse the full spectrum.' 

The existence of self-similarity for scalars in reacting flows is less 
clear owing both to the effects of source terms and to the interac- 
tion between heat release and turbulence. Kounalakis et al.' found 
self-similar autocorrelation functions for mixture fraction and path- 
integrated radiation in hydrogen jet flames, but their results should 
not hold for the mean concentration profiles of those reacting scalars 
that depend strongly on detailed chemical kinetics. For example, 
hydroxyl concentrations in turbulent jet flames achieve maximum 
values several times larger than those predicted by chemical equi- 
librium low in the flames and decay with increasing height owing to 
the relatively slow three-body recombination reactions responsible 
for OH destruction.^ For this case the change in OH concentra- 
tion through the jet represents much more than a simple mixing 
process. On the other hand, some reactive scalars, including OH, 
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display strong correlations with the local mixture fraction despite 
their departure from a simple laminar flamelet description.'' Thus, at 
a given location, instantaneous OH fluctuations may exhibit a strong 
dependence on the instantaneous mixture fraction fluctuations. 

In the present investigation recently compiled OH data are exam- 
ined for self-similarity with respect to relevant two-time statistics. 
The time-series measurements of OH concentrations were made by 
Renfro et al.' via a gated-photon counting technique, termed pi- 
cosecond time-resolved laser-induced fluorescence (PITLIF). All 
data were obtained in a 78% WilllVo Ar (by volume) turbulent 
jet flame in still air. The flame was stabilized on a straight tube 
burner with an exit diameter of 5.5 mm with no coflow. The laser 
and detection system provided a spatial resolution of less than 
100 /xm in all three directions. Time-series measurements of OH 
were made at 3-5 radial locations across the OH peak at axial 
locations of x/D=l,2,5,10, and 20 for Reynolds numbers of 
/^e = 2.8xl0^5xl0^9xl0M.3xl0^ and 1.7xl0\ based 
on the cold-flow average velocity at the jet exit. 

Nearly identical flames have been studied experimentally by sev- 
eral other groups.^'"" For example, simultaneous OH concen- 
tration and mixture fraction measurements were reported for the 
same fuel (5.2-mm burner) by Bariow et al.^ at Reynolds numbers 
of 8.5 X 10' and 1.7 x lO**. These single-shot measurements per- 
mitted determination of probability density functions (PDFs). Em- 
ploying the same fuel, Chen and Mansour" obtained simultaneous, 
multipoint OH concentration and mixture fraction measurements, 
thus allowing examination of radial scalar dissipation rates in a 
4.8-mmjet at Reynolds numbers of 8.8 x 10'andl.76x 10*.Many 
experiments in other hydrogen jet flames have also examined hy- 
droxyl concentrations. However, the measurements of Renfro et al.' 
provide the only data that permit investigation of timescales for hy- 
droxyl concentration fluctuations. 

In the following section a suitable correction is derived to ac- 
count for the effects of shot noise in PITLIF measurements of the 
autocorrelation function. From the resulting quantitative correla- 
tions the hydroxyl integral timescales are computed. Normalization 
using these scales is shown to collapse the measured temporal cor- 
relations for OH throughout each of the flames studied. This result 
implies that a single timescale is sufficient to describe the measured 
OH fluctuations, which is unexpected for reactive scalars owing to 
the uncertain impact of those scalar fluctuations related to chemical 
production and destruction. Finally, the evolution of the measured 
OH integral timescales is examined for the present reacting jets and 
compared to predictions of timescales for mixture fraction fluctua- 
tions in both reacting and nonreacting jets. 

Data Reduction 
Significant complications arise when attempting time-series mea- 

surements of minor-species concentrations. The details concerning 

1230 



RENFRO ET AL. 1231 

the measurement technique and the procedures by which it is made 
quantitative are fully discussed by Renfro et al." At each measure- 
ment location in the flames investigated, 50 separate time series of 
4000 samples were taken at a sampling rate of 4000 Hz. Renfro 
et al." present PSDs and PDFs computed from these times series. In 
addition to these statistics, the present investigation makes use of 
the autocorrelation function. 

The autocorrelation function p and the PSD are formally defined 
by'2 

Pm(A/) = 
[OH]'(0[OH]'(t-|-A0 

([OH]-3)^ 

PSD„(/) = 
l^{[OH]'(0}P 

= S{p„(AO} 

(1) 

(2) 

where [OH]' = fOHl - [OH] is the fluctuating part of the time se- 
ries [OH]|„5 = v'[OH]'2 and cj represents a Fourier transform. Both 
Eqs. (1) and (2) are strictly defined for an infinite amount of contin- 
uous data. Because the measured OH time series represents a finite 
amount of discrete data, a working definition for the autocorrelation 
function must be used, i.e.,'^ 

Pmi^h) = 
SJ^aoH]^[OH]^^, 

E;=O([OH]^)^ 
(3) 

where the discrete time series of N hydroxyl concentration mea- 
surements is represented by [OH]; for the ;th sample time tj. 

The subscript m in Eqs. (1-3) indicates that these are computed 
directly from the measurements. However, in our measured time 
series, signal fluctuations occur from both real hydroxyl concentra- 
tion fluctuations and from shot noise in the photon counting system. 
The autocorrelation function is affected by both fluctuation sources. 
Fortunately, Gaskey et al." have found that, because shot-noise 
fluctuations are uncorrelated with concentration fluctuations, any 
measured power spectrum is a weighted sum of the contributions 
from both fluctuation sources considered Separately. Furthermore, 
the shot-noise fluctuations are uncorrelated with theriiselves so that 
the shot-noise PSD is uniform over all frequencies. Thus, a shot- 
noise corrected PSD can be computed from the measured PSD by' 

PSDOH(/) = 
PSD„(/) - CV/c 

l-C^ 
(4) 

where C = asu/a is the shot-noise fluctuation intensity normalized 
by the total fluctuation intensity (rms) and /^ is the high-frequency 
cutoff in the PSD, which is equal to half the sampling rate. The frac- 
tion C can be found by averaging the PSD at high frequencies where 
shot noise is dominant.' The preceding PSD correction was found 
to work well for the present OH measurements by Renfro et al.' 
Because the autocorrelation function is the inverse Fourier trans- 
form of the PSD, the shot-noise corrected autocorrelation function 
becomes 

AoHi(Af,) = 
9f-'{PSD„(/)} 

\-a (1 - C2) izl 
Pm(M) 
1-C2 1 

-^*A(i,0 (5) 

Equation (5) shows that the autocorrelation function for the shot- 
noise contribution is a delta function at zero. This feature is expected 
because shot noise is uncorrelated for all nonzero time delays. The 
factor fc in the second Fourier transform is a result of the data being 
discrete, i.e., the delta function is finite in width. 

Figure la shows the autocorrelation functions for OH fluores- 
cence and concentration as measured in the Re = 9 x 10' flame at 
x/D = 20, 2 mm to the fuel side of the maximum [OH]. As de- 
termined from the PSDs, the shot-noise factor is C =0.30 for the 
fluorescence measurement and C = 0.81 for the concentration mea- 
surement at this location. As discussed by Renfro et al.,* the effects 
of shot noise are worse for concentration, which must be corrected 
for fluorescence lifetime variations, as compared to the fluorescence 
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Fig. 1 Hydroxyl concentration and fluorescence autocorrelation func- 
tions measured 2 mm to the fuel side of tlie [OH] peak at x/D = 20 in the 
Re = 9x 10^ flame. The shot-noise corrected autocorrelation functions 
(P[0H]) are computed from the measured functions (p„) via Eq. (5). 

signal, which is directly measured. The uncorrected concentration 
correlation (p„) drops off much faster than that for fluorescence 
owing to the shot-noise delta function at zero. Without correcting 
for shot noise, the correlation functions for concentration and flu- 
orescence differ. In comparison. Fig. lb shows the autocorrelation 
functions for concentration and fluorescence after correction for shot 
noise (pioHj)- These are neariy identical, consistent with the PSDs 
already reported. 

The accuracy of the noise correction is affected by both the mea- 
surement of C^ and the signal-to-noise ratio. For each of the mea- 
suremenU reported here, C^ is determined with an uncertainty of 
only ±4% (95% confidence interval)* owing to the large amount of 
data (50 independent series) collected at each location. The signal- 
to-noise ratio (SNR) for both the PSD and autocorrelation fvinction 
is simply the ratio of the intensity of flucmations arising from con- 
centration to those arising from shot noise. From rearrangement of 
Eq. (4), the SlvfR is found to be equal to 1/C^ - 1. For each of the 
present measurements, the SNR is always greater than 3 and is often 
as large as 20. 

In the next section the integral timescale r, for these measure- 
ments is examined. The integral timescale represents approximately 
the largest time over which fluctuations are correlated and is defined 
by 

/•OO 

r/= /    P(oH|(AOdAf (6) 

As for the autocorrelation function, Eq. (6) is defined for an infinite 
and continuous time record; thus, t/ can only be estimated from the 
discrete autocorrelation function by using a numerical integration. 
However, for the relatively long time series considered here, the dis- 
crete representation for r, is close to that defined in Eq. (6).'^ With- 
out correcting for shot noise, the measured integral timescales will 
be systematically reduced by a factor of roughly 1 - C^. The impact 
of this correction can be observed by comparing Figs, la and lb for 
which the areas under the concentration autocorrelation functions 
are notably different. Hence, the preceding shot-noise correction 
has been applied to each of the statistics reported in the remainder 
of this pap6r. ■ 
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Renfro et al." have also used this shot-noise correction to de- 
termine relative [OH] rms values with an uncertainty of ±10% 
(95% confidence interval). The relative [OH]™! values are normal- 
ized by the mean [OH] values, which have a ±18.5% uncertainty 
(95% confidence interval) arising from the fluorescence calibration 
procedure.' We have further examined the accuracy of this noise 
correction by repeating the integral timescale measurements nine 
times over seven days, each with a different level of noise. The un- 
certainty in the integral timescale was found to be ±22.2% (95% 
confidence interval). 

Results 
Figure 2a shows the autocorrelation function for each flame at 

the radial location of peak [OH] forx/£) = 5,10, and 20. The ex- 
act location for each of these measurements is tabulated by Renfro 
et al." The integral timescale decreases significantly with increasing 
Reynolds number. As a result, the autocorrelation functions show 
significant variations in width. However, Fig. 2b shows the same 
data normalized by the measured integral timescale. The normal- 
ized autocorrelation function is the same for each measurement, 
independent of the Reynolds number and axial height. The autocor- 
relation functions for ;c/D < 20 in the /fe = 2.8 x 10' flame are not 
shown in Fig. 2. At these locations significant periodic fluctuations 
are present, similar to those reported previously in the near field 
of diffusion flames.'* These fluctuations manifest themselves as a 
strong frequency in the PSD" and equivalently as a sinusoid in the 
autocorrelation trace. These PSDs do not collapse with the others, 
but this behavior is, of course, not unexpected as the statistics for 
large-scale oscillations are not represented by a purely turbulent 
autocorrelation function. 

When autocorrelation functions for xjD = 1 and 2 are consid- 
ered in addition to those in Fig. 2, the collapse is still observed, but 
significantly more scatter is present. For example. Fig. 3a shows OH 
concentration autocorrelation functions for three radial locations at 
each axial height in the /fe = 9 x 10' flame. Near the burner exit the 
autocorrelation functions show considerable correlation for large 
time delays (large-scale, low-frequency fluctuations). Nevertheless, 
for small time delays (small-scale, high-frequency fluctuations), the 
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Fig. 2   Autocorrelation hinctions for [OH] at the radial location of pealc 
OH concentration in each flame. 

Fig. 3 Autocorrelation functions for [OH] in the Ae = 9 x lO' flame. 
Measurements are reported for the radial location of peak [OH] and for 
locations relative to the peak on both the air side (AS) and the fuel side 
(FS). 

autocorrelation functions for x/D = 1 and 2 are quite close to those 
for the downstream locations. However, the measurements toward 
the air side of the peak concentrations at xjD = 1 and 2 show in- 
tegral timescales significantly larger than any of the other measure- 
ments. At these low heights the hydroxyl peaks are.located outside of 
the turbulent flow and may undergo significant laminarization."- '* 
Hence, these autocorrelation functions are more representative of 
a laminar flow for which all time delays are perfectly correlated. 
Figure 3b shows the scaled autocorrelation functions. The two near- 
laminar measurement locations are not shown in Fig. 3b as they do 
not collapse with the remaining measurements. It may be possible 
to account for laminar flow effects by including an intermittency 
parameter, but this is beyond the scope of the present investigation. 

The scatter in the normalized autocorrelation functions in Fig. 3b 
is worse than that in Fig. 2b. Several measurement locations (e.g., 
the peak [OH] location at jc/D = 1 and 2) display a noticeable sinu- 
soidal fluctuation in the autocorrelation function. This is indicative 
of a single-frequency oscillation, as with buoyancy; however, these 
fluctuations are at ~360 Hz, which is far too large to be a buoyancy- 
induced oscillation." The PSDs from these locations also show a 
strong component at ~360 Hz (e.g., Renfro et al.,* Fig.7); however, 
the width of this peak in the PSD is very narrow so that the intensity 
of the [OH] fluctuations resulting from this oscillation is quite small. 
Hence, this feature is likely either a noise artifact or a large-scale 
periodic fluctuation,''* which is apparent at these locations because 
of the reduced [OH] fluctuations. Away from the peak concentra- 
tion and further downstream, the OH concentration fluctuations are 
several times larger than those at the peak concentration at jc/D = 1 
and 2 (Ref. 8), such that this small artifact is no longer visible. 

An autocorrelation function can be computed free of the 360- 
Hz oscillation by taking the inverse Fourier transform of the PSD 
with the value at 360 Hz set equal to the average of that at 359 and 
361 Hz. For the measurements at JC/D = 1, this procedure still does 
not cause the autoconelation functions to collapse as pjoHi is sig- 
nificantly above zero for large time delays. Thus, the larger scatter 
observed for the normalized autocorrelation functions of Fig. 3b ap- 
pears to be a result of both small single-frequency components and 
the location of the OH layer in a laminar regime at these heights.'* 
Figure 4 shows the same autocorrelation functions as Fig. 3 except 
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Fig. 4   Same data as Fig. 3 without air side and peak measurements at 
i//)=land2. 

FrequencyxTj 

Fig. 5 Power spectral densities measured at the location of pealc [OH] 
at x/D = 20 in each flame. Integral timescales used to normalized the 
PSDs were computed from the autocorrelation functions of Fig. 2. 

with the air side and peak data removed at x/D = 1 and 2. The col- 
lapse of all remaining measurements is observed to be equivalent to 
that in Fig. 2. Hence, the autocorrelation function shape is indepen- 
dent of Reynolds number, axial height, and radial location in these 
jet flames for all locations except those very low in the flames where 
the OH profile resides outside of the turbulent flow. This result is 
remarkable because the Dahmkohler number varies by two orders 
of magnitude over the conditions x/D = 5-20 and Re = 2.8 x 10'- 
1.7 X lO"* (Ref. 7). Thus, whereas the relative timescale for chemi- 
cal reactions changes significantly, the normalized autocorrelation 
function remains the same. 

Because the PSD and autocorrelation function are Fourier trans- 
form pairs, a similar collapse of the measured PSDs is expected 
when scaled by the integral timescale. This collapse is shown in 
Fig. 5 for measurements at the [OH] peak for x/D = 20 in each 
flame. The same integral timescales as computed from Fig. 2 are 
effective in collapsing the PSDs. Because each measurement was 
taken at a sampling rate of 4 kHz, the highest dimensional frequency 
resolved in the PSDs is 2 kHz. However, the integral timescale de- 
creases as the Reynolds number rises such that the measurements in 
the higher-Reynolds-number flames resolve lower nondimensional 
frequencies. 

The increased frequency of the OH fluctuations at higher 
Reynolds numbers can also be discerned directly from the mea- 
sured time series. Figure 6 shows 0.1 s of OH data from the 
/?e = 2.8x 10',9x 10',andl.7x lO"* measurements used to com- 
pile Fig. 5. These time series were selected randomly Jind are typical 
of the full 50 s of data collected at each location. Each of these time 
series has been normalized by the appropriate mean [OH] values, 
which are tabulated by Renfro et al." All three time series in Fig. 6 
display a similar range of values about the mean despite the large 
change in fluctuation timescales. 

Because the frequencies of the OH fluctuations increase at higher 
Reynolds numbers, the sampling rate should obviously be increased 
as the Reynolds number rises. Unfortunately, this is only possible 
up to the point at which shot-noise fluctuations become dominant. 
For each of the measurements reported here; the PSD begins to 
flatten at high frequencies as a result of shot noise (e.g., Renfro 
et al.,* Fig. 3). It is unlikely that higher frequencies can be directly 
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Fig. 6 Sample time series measured at the peak [OH] location for 
x/D = 20 hi the Re = 2.S X 10*,9 x lO', and 1.7 X 10* flames. These 
time series represent the first 0.1 s of data collected at each location 
and are representative of the full 50 s. 
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resolved in these flames without a significant increase in signal, 
say by improved laser technology or by reduced spatial resolution. 
On the other hand, the good collapse of the measured autocorrela- 
tion functions and PSDs in these flames suggest that the measure- 
ments at lower Reynolds numbers can be extended to the flames at 
higher Reynolds nuinbers. In other words, because the dimension- 
less Re=l.7 X id" PSD matches that at lower Reynolds numbers 
up to a frequency of ~ 1 /t/, the low-Reynolds-number PSD could be 
assumed to be valid up to higher frequencies, effectively increasing 
the temporal resolution of the /?e= 1.7 x 10* PSD. However, this 
approach can cause problems because use of the integral timescale 
for collapse of the PSDs does not consider the separation between r/ 
and the Kolmogorov timescale (or Batchelor timescale for scalars) 
as a function of Reynolds number.* In other words, the normalized 
spectrum that appears to describe adequately each of the PSDs of 
Fig. 5 is valid only up to timescales for which dissipation becomes 
significant, and this will occur at different normalized frequencies 
for each Reynolds number.' 

In summary, each measured OH time series for x/D = 5-20 and 
/?e = 2.8 X I O'-l .7 X 10* is observed to collapse onto the same nor- 
malized autocorrelation function, or equivalently PSD, at least up to 
the frequencies resolved by these measurements. TTiese nondimen- 
sional curves are shown in Fig. 7a for the autocorrelation function 
and Fig 7b for the PSD. Also shown for comparison is an ex- 
ponential autocorrelation function and its power spectral density. 
Mixture fraction fluctuations in both nonreacting jets' and jet dif- 
fusion flames* have been found to be closely approximated by an 
exponential autocorrelation function. The agreement here is very 
similar to that noted by Kounalakis et al* for mixture-fraction mea- 
surements in turbulent CO/H2 flames. In particular, the exponential 
function is adequate for low frequencies (large time delays) and 
captures the general shape of the PSD. However, the exponential 
autocorrelation function does not capture the correct curvature near 
At — 0, where the first derivative should be zero because the auto- 
correlation function is even and infinitely differentiable." Thus, for 
very small time delays the exponential decays too quickly as com- 
pared to the measured [OH] correlation. At intermediate time de- 
lays (0.5T/ < Af < 2.0r/) all of the measured data are less correlated 
than predicted by an exponential decay. Both of these observations 

1.00 -r 

8 10 

b) Frequency«, 

Fig. 7 Comparison of collapsed statistics with those of an exponential 
autocorrelation function. Tlie individual data points represent each of 
the measurements from Figs. 2,4, and 5. 

are consistent with the mixture fraction correlations of Kounalakis 
et al.* 

For the PSD the measured data decay with a much steeper slope 
than that predicted by the exponential autocorrelation function at 
large frequencies. On the other hand, the data available for / > 1 /T/ 

are limited to the two lowest Reynolds-number flames. This steep- 
ening of the power spectra could be a result of the effects of dis- 
sipation near the Batchelor scale. As just mentioned, use of the 
integral timescale for collapse of the PSDs should not extend to the 
dissipation range of the spectra. 

Having demonstrated the effectiveness of the integral timescale 
in collapsing the measured autocorrelation functions and PSDs at 
low to moderate frequencies, we now examine the evolution of T/ as 
a function of Re, x, and r in these flames. The integral timescale is 
proportional to some relevant length scale divided by some relevant 
velocity scale. Tkking the local velocity and jet width as the appro- 
priate scales, the velocity integral timescale would be expected to 
follow 

U{x, r) 
/ 1 \/ LU, \/Ua{x)\ 
\Uj\Ua{x))\U{x,r)) 

(i)©Xr) (7) 

where L is the integral length scale, which grows linearly with axial 
distance," U{x, r) is the local velocity, [/, is the average velocity 
at the burner exit (~/Je), Uci(x) is the centeriine velocity {~Ui/x), 
and f{r/x) is some function of the normalized radial coordinate. 
This scaling procedure is also discussed by Magre and Dibble.'" 
For nonreacting jets, where the mixture fraction develops simi- 
lar to velocity, the integral timescale for mixture fraction should 
also scale as in Eq. (7). This scaling has indeed been observed.-''" 
Figure 8 shows T/ for OH fluctuations at x/Z) = 20 in each flame 
(as a function of only Reynolds number). Somewhat surprisingly, 
the hydroxyl timescales have the same linear dependence on \/Re 
as the velocity and mixture fraction timescales. . 

Unfortunately, the OH profile does not reside at the same radial 
location {r/x) at all axial heights, particularly low in these flames.* 
Thus, the axial scaling of Eq. (7) cannot be simply separated from 
any radial dependence of t/ as reflected by f(.r/x). Figure 9 shows 
all of the integral timescales of this study scaled for Reynolds num- 
ber and axial location (assuming tj ~x'^) as a function of relative 
radial location (r/x). The collapse of T; to nearly a single curve indi- 
cates that the assumed axial scaling is reasonably valid. On the other 
hand, there is over a four order-of-magnitude variation in these nor- 
malized timescales, and the comparison in log coordinates does not 
provide a sensitive measure of the exact axial variation, i.e., an as- 
sumed dependence of Jt'" to x^-^' would visually look just as good. 

0.0000 

0.0000 0.0004 

Fig. 8   Integral timescales computed from the autocorrelation func- 
tions of Fig. 2 for the locations of pealc [OH] at x/Z)=20 in each flame. 



RENFROETAL. 1235 

lO' - 

oG^^^^y^ 

10' - f^ 
oM/           OH scales 

I""- m O    Re=2800 
^B ■    Re=5000 

'^ A    Re=9000 

10-J- 
Jf ♦    Re=13000 r •    Re=17000 
7  Nonreacting jet velocity scales 

10'* - 1                    1                    1 

0.0 0.5 1.0 

r/x 

1.5 2.0 

Fig. 9 Normalized integral timescale computed for every time series 
of tlie present flames. The expected integral timescales based on the 
nonreacting-Jet velocity correlation of Schlichting*' are also shown. 

Similarly, Kounalakis et al.' find that their mixture-fraction integral 
timescales collapse when normalized by only x. These authors pro- 
vide data for only a few axial locations (as with our measurements) 
and use a virtual origin in their normalization such that the sensitiv- 
ity of the collapse to the exponent of ;c" is also weak. For nonreacting 
jets a scaling of x^ for mixture fraction appears to be correct,^'* 
but improved measurements of mixture fraction in reacting jets are 
needed to resolve this scaling issue in turbulent flames. 

Figure 9 also shows a comparison of the measured timescales 
with those predicted based on a self-similar radial profile for ve- 
locity in nonreacting jets." Once again, the OH timescales appear 
to reasonably follow temporal statistics that are similar to those for 
velocity in nonreacting jets. 

Discussion 
The self-similarity of OH PSDs for flames with Reynolds num- 

bers as low as 2.8 X 10' is somewhat surprising in view of previous 
work.''-'* Seitzman et al.'' measured OH spatial distributions in 
hydrogen jet flames at x/D = 2.5-40 and found that OH exists in 
a nearly laminar layer at Re = 2.3 x 10'. Likewise, Clemens and 
Paul'* measured the OH structure in the near field {x/D < 2.5) of 
hydrogen/nitrogen flames and found completely laminarized thin 
OH layers that were not perturbed by the fuel-stream turbulence. 
However, in pure hydrogen flames, Qemens and Paul'* found that 
the OH distribution was thin below x/D = 2.5 but sUghtly per- 
turbed by the fuel stream as a result of the lower fuel density. At 
higher Reynolds numbers and further downstream ix/D = 2.5-40), 
Seitzman et al." showed that the structure of the OH distribution 
changes from thin filaments to both thin and diffuse distributions. 
However, these higher-Reynolds-number flames were lifted, and it is 
likely that their OH structure is inherently different than for attached 
flames. For all of our hydrogen/argon flames, with a fuel density be- 
tween the hydrogen and hydrogen/nitrogen cases of Clemens.and 
Paul,'* it is likely that OH exists in only a thin region. 

The discrepancy that we see in our autocorrelation functions at 
x/D < 5 is probably a result of the laminarized near-field behavior 
of these turbulent diffusion flames.'* Nevertheless, farther down- 
stream, the perturbations of the thin OH layer caused by fuel-stream 
turbulence are apparently sufficient to be measured by the time- 
series technique and to yield a turbulence spectrum. At Re = 70 
the PITLIF technique gives flat PSDs^ arising from purely lam- 
inar flows. Hence, the unexpected collapse of the /?e = 2.8 x 10' 
case at x/D =20 is not a measurement artifact, but is most likely 
a result of thin OH flamelets that exist over the entire range from 
Re = 2.8 X 10' to 1.7 x 10*. An additional complication is that our 
flames are significantly affected by buoyancy,^' which can increase 
the momentum flux at downstream locations for lower Reynolds 

numbers and may thus contribute to the collapse of the time-series 
statistics. Thus, the interpretation of our results is presently limited to 
moderate Reynolds nunjbers. Whether the observed self-similarity 
will hold for higher-Reynolds-number flames and for higher fre- 
quencies than those resolved in the present experiments are inter- 
esting questions for fiiture work. 

Nevertheless, for the range Re = 2.8 x 10'-1.7 x 10", which is 
common to many laboratory experiments and practical flows, the 
self-similarity of OH temporal statistics at sufficiently high x/D is 
certainly intriguing. Transient models of turbulent combustion can 
be evaluated effectively based on their ability to predict such results. 
In addition, the measured hydroxyl fluctuations are found to follow 
approximately an exponential autocorrelation function. However, 
the present measurements were limited to a sampling frequency of 
4 kHz. For larger fi-equencies for which dissipation is significant, 
the autocorrelation fiinctions should not collapse when scaled by 
the integral timescale. 

Because local OH fluctuations in these flames appear to follow the 
same temporal statistics as local mixture fraction fluctuations, a sim- 
ple one-dimensional laminar flamelet approach to modeling of OH 
PSDs may yield good agreement with measurements.^^ On the other 
hand, peak OH concentrations as a function of axial height in similar 
flames have been shown to depend strongly on the DahmkShler num- 
ber owing to the existence of superequilibrium OH concentrations,' 
which also affects the flame temperature.'" Thus, matching the mea- 
sured variation in peak OH concentration via flamelet modeling may 
require different state relationships for each height (or perhaps two- 
dimensional state relationships). 

This apparent discrepancy arises because the collapse of the tem- 
poral statistics does not require a collapse of the associated PDFs, 
which display various shapes in different regions of the present 
flames.* Renfro et al.^ simulated minor-species PSDs for these 
flames using laminar flamelet state relationships and found that the 
simulations were sensitive to the mixture fraction statistics and con- 
centration profile width, but were fairiy insensitive to the exact pro- 
file shape and peak concentration. In contrast, the PDF depends 
strongly on the profile shape and the peak concentration. PDFs and 
PSDs describe separate information about the scalar fluctuations. 
Although these statistics are computed from the same time series, 
it appears that they are nearly independent of one another. We are 
presently investigating means of incorporating realistic PDF and 
PSD behavior into mixture fraction time-series simulations so that 
critical comparisons can be made between predictions of different 
combustion models, including the laminar flamelet model. 

Conclusions 
Recent hydroxyl time-series measurements obtained by Renfro 

et al.' have been examined for statistical similarity with respect to 
autocorrelation functions and PSDs. By normalizing these two-time 
statistics by the measured OH integral timescale, a single normal- 
ized autocorrelation function (and PSD) was found to describe all 
of the data in the investigated flames for Re = 2.8 x lO'-l .7x10'' 
and x/D = 5-20. The collapse of the measured statistics for mea- 
surements at x/D = 1 and 2 is worse than for measurements further 
downstream. At these lower heights, measurements made toward 
the ambient air side were found to display large variations, most 
probably as a result of the nearly laminar flow in these regions. 

The observed collapse of the autocorrelation functions demon- 
strates that hydroxyl fluctuations are adequately described by a sin- 
gle timescale and thus a single normalized autocorrelation function. 
This,is not an expected result for reactive scalars because both tur- 
bulent mixing and chemical reaction can affect [OH] fluctuations, 
and the timescales for these two processes are not the same. More- 
over, multiple chemical timescales exist for species such as OH so 
that DahmkShler numbers both greater than and less than unity are 
present in these flames.' 
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