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Metal-Insulator Transition in Doped Conducting Polymers 
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Institute for Polymers and Organic Solids, University of California at Santa Barbara, Santa Barbara, California 

I.    INTRODUCTION 

The initial impetus for the plethora of work on conduct- 
ing polymers was generated by the discovery in 1977 
[1-3] of the increase, by nearly 10 orders of magnitude, 
in the electrical conductivity (o-) of polyacetylene when 
it was doped with iodine or other acceptors. The subse- 
quent demonstration of the important role of nonlinear 
excitations, solitons, polarons, and bipolarons upon 
chemical doping or photoexcitation in the semiconduct- 
ing regime provided a conceptual framework for under- 
standing the electronic structure of these novel polymer 
semiconductors at low doping levels [4-13]. Although 
there has been impressive progress toward the goal of 
improving conductivity and achieving truly metallic 
polymers [14-17], parallel progress toward understand- 
ing the transport in the "metallic" state has been limited 
by the quality of the disordered polymer materials. 

The existence of a PauU spin susceptibility [18], a 
quasilinear temperature dependence of the ther- 
mopower [19], and a linear term in the specific heat [20] 
provided early evidence of a continuous density of states 
with a well-defined Fermi energy. However, the real 
"fingerprints" of metallic behavior were not ob- 
served—for example, finite dc conductivity as r->0, a 
positive temperature coefficient of the logarithmic deriv- 
ative of the conductivity, W = [/\ In a/A In T], and metal- 
Uc (Drude-Uke) reflectivity in the infrared. In recent 
years, improved homogeneity and a reduction in the de- 
gree of disorder resulting from improved synthesis and 
processing of conducting polymers have provided a new 
opportunity for investigating the nature of the "metal- 
lic" state through transport and optical measurements 
[21-32]. The improvement in the quality of the new gen- 
eration of materials has enabled the observation of these 
typical metallic features in specific systems [33-35] and 
has resulted in a deeper understanding of the role of 

disorder as the Umiting factor in transport and as the 
origin of the metal-insulator (M-I) transition in doped 
conducting polymers. 

In first-generation conducting polymers, the electri- 
cal conductivities were limited; the maximum value ob- 
served in iodine-doped Shirakawa polyacetylene, (CH);^! 
was on the order of 10^ S/cm [1-3], whereas in doped 
polypyrrole (PPy) [36,37] and polythiophene (FT) 
[38-40], the best values were below 200 S/cm. More- 
over, o-( T) decreased rapidly upon lowering the tempera- 
ture; i.e., the logarithmic derivative, W = A In a/A In 
T, had a negative temperature coefficient indicative of 
transport on the insulating side of the metal-insulator 
transition. With the exception of doped (CH)j: [41], a 
finite dc conductivity as T ->■ 0 was not observed. Al- 
though the thermopower was quasilinear with tempera- 
ture, typical of that expected for metaUic systems [19], 
the temperature dependence of the magnetic susceptibil- 
ity showed a relatively large Curie contribution, observ- 
able even at room temperature and the dominant contri- 
bution at low temperatures [18,27-30]. Thus, in early 
measurements on conducting polymers, the presence of 
strong disorder masked the metallic behavior; the fea- 
tures observed were typical of those expected for highly 
disordered and inhomogeneous media. 

The high electrical conductivities of doped 
polyacetylene reported by Naarmann et al. [14-16] in 
1987 signaled the onset of a new generation of conduct- 
ing polymers. Conductivities on the order of 10"* S/cm, 
comparable to those of traditional metals like lead, were 
reported. By continuing to improve the material, Tsuko- 
moto increased the conductivity by another order of 
magnitude, to 10' S/cm, in 1990 [17]. Correspondingly, 
the temperature dependence of conductivity, (T{T), in 
doped (CH)J: consistently became weaker as the conduc- 
tivity increased. 

Although values of a on the order of 10'* S/cm were 
27 
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observed for doped oriented PPV in 1990, no rigorous 
transport measurements were carried out [22-24]. In 
1991, the low temperature electrochemical polymeriza- 
tion of PFe-doped PPY, subsequently stretch oriented, 
yielded a ~ W S/cm [25,26]. In this material, for the 
first time in doped conducting polymers, a significant 
positive temperature coefficient of resistivity (TCR) was 
observed at temperatures below 20 K. 

In 1991, the development of the counterion-induced 
processibility of polyaniline (PANI) enhanced the con- 
ductivity of PANI to 300-400 S/cm [27-30]. These sam- 
ples showed substantially weaker temperature depen- 
dence of or(r) than previous generation PANI [34,35]. 
Moreover, for the first time, a doped conducting poly- 
mer showed a significant positive TCR in the tempera- 
ture range 160-300 K [34,35]. 

In 1992, the synthesis of regioregular polyalkylthio- 
phenes (PAT) resulted in materials with substantially en- 
hanced conductivity with values on the order of 10^ S/ 
cm [31,32]. 

This brief summary of the significant developments 
that have occurred within the last few years in the prepa- 
ration and processing of doped conducting polymers in- 
dicates substantial progress; further progress is neces- 
sary, however, to reduce the microscopic and 
macroscopic disorder and thereby bring out the intrinsic 
metallic features. The systematic improvement in mate- 
rial quality needs to be characterized by rigorous trans- 
port measurements in order to quantify the various pa- 
rameters involved in the disorder-induced localization 
that leads to the M-I transition. The conclusions in- 
ferred from such experimental studies will provide a 
deeper understanding of the microscopic parameters in- 
volved in charge transport in these metallic polymers 
and consequently a deeper understanding of the require- 
ments for further improvement in the quality of the mate- 
rials. 

The objective of this review is to summarize the re- 
sults of recent transport measurements near the M-I 
transition in the doped conducting polymers, (CH);^, 
PANI, PPy, and PAT, including dc conductivity, ther- 
moelectric power, and magnetoresistance, all as a func- 
tion of temperature, pressure, and magnetic field. The 
results are compared with theoretical models of the M-I 
transition [42-45] in order to understand the microscopic 
transport mechanisms, especially as a function of disor- 
der and as a function of the strength of the interchain 
transfer interaction. 

A comparison of the conductivities of doped conduct- 
ing polymers with those of conventional conductors is 
shown in Fig. 2.1. Although conductivities on the order 
of lO' S/cm have been observed for stretch-oriented 
(CH);c (along the chain direction), the absence of a posi- 
tive TCR, typical of a metal, indicates that the bottle- 
neck responsible for the "nonmetallic" temperature de- 
pendence of a{T) is the transport perpendicular to the 
chain axis. Typical conductivity values perpendicular to 

the chain axis for highly oriented {CSX)^ are on the order 
of 10^ S/cm, i.e., comparable to or less than Mott's mini- 
mum metallic conductivity. Although orientation of the 
polymer chains by tensile drawing can enhance the spa- 
tial extent of the localized states to a few hundred ang- 
stroms, interchain electron transfer is required for de- 
localization into three dimensions [46]. 

II.    EXPERIMENTAL 

A brief description of the relevant experimental tech- 
niques that are used in the study of electrical transport 
in doped conducting polymers (in particular, in the trans- 
port laboratory at the Institute for Polymers and Organic 
Solids at UCSB) is presented in this section. The prepa- 
ration of (CH)„ PPy-PFe, PANI-CSA, and regioregular 
PAT samples is described in detail in Refs. 21, 25 and 
26, 27-30, and 31 and 32, respectively. Four-terminal 
dc resistivity, magnetoresistance, and thermopower 
measurements were carried out using a computer-con- 
trolled automated measuring system. Electrical contacts 
were made with conducting carbon paint; in cases where 
the paint contact adversely affects the measurements, 
pressure contacts were used. The linearity was checked 
by measuring voltage versus current, and the resistivity 
was obtained from the slope of the straight line [34,35]. 

High pressure conductivity measurements were car- 
ried out in a self-clamped beryllium-copper pressure cell 
[47]. After pressurizing, the cell was clamped at room 
temperature and then cooled to 1.2 K in a cryostat con- 
taining a superconducting magnet (0-10 T). Fluorinert 
was used as the hydrostatic pressure-transmitting me- 
dium. Temperature was measured with a calibrated plat- 
inum resistor (300 to 40 K), a calibrated carbon-glass 
resistor (40 to 1.2 K), and a calibrated cemox resistor 
(300 to 1.2 K). To avoid sample heating at low tempera- 
tures, the current source was adjusted at each tempera- 
ture so that the power dissipated into the sample was 
less than 1 /iW. Moreover, to avoid any sample heating, 
the samples were always immersed directly in liquid he- 
lium during measurements below 4.2 K. 

Thermopower measurements used the differential 
technique [48,49] two isolated copper blocks were alter- 
nately heated with the sample mounted between the cop- 
per blocks with pressure contacts. The heating current 
was accurately controlled by computer. The tempera- 
ture difference between the two copper blocks was mea- 
sured by a chromel-constantan thermocouple and did 
not exceed 0.5 K for each thermal cycle. The voltage 
difference across the sample was averaged for one com- 
plete cycle. Any temperature difference between sample 
and thermocouple was less than 10% of the temperature 
gradient across the sample; the thermometry was care- 
fully calibrated for the entire temperature range (5 K < 
r < 300 K). The absolute thermopower of the sample 
was obtained from the absolute scale for lead [48,49]. 
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Fig. 2.1   Comparison of the conductivities of doped conducting polymers with those of conventional conductors. 

III.    RESULTS AND DISCUSSION 

A.   Disorder-Induced Metal-Insulator Transition 

In 1958 Anderson [50] showed that localization of elec- 
tronic wave functions can occur if the random compo- 
nent of disorder potential is large enough compared to 
the bandwidth, as sketched in Fig. 2.2. The mean free 
path (A) in such a system is given by 

1/A = 0.7 (1/a) (VofB)^ (1) 

where a is the interatomic distance, Vo is the random 
potential, and B is the bandwidth. The associated broad- 
ening of the density of states (vs, energy) due to the 
random potential is shown in Fig. 2.3. According to An- 
derson, states will become localized throughout the band 
for a critical value of VQ/B that is estimated to be of order 
unity in three dimensions. The wave functions of the 

localized states are of the form e~''/^ ReLi/fo], where 4io 
= 2/C„ exp ii(j}n)^n', ic„ are the real coefficients, (f)„ are 
random phases), and ^ is the localization length, which 
tends to infinity as Vo/B tends to the critical value 
[42,43]. 

In 1966, Mott [42,43] pointed out that the states in 
the band tails are more susceptible to localization. Con- 
sequently, there exists a critical energy separating the 
localized states from the nonlocaUzed states, called the 
mobility edge (Ec). The mobility edge can be expected 
to play an important role in cases of significant disorder, 
even when VQ/B is below the critical value. 

In 1970, Anderson [51] proposed that a degenerate 
electron gas in a random disorder potential tends to lo- 
calize if the magnitude of the disorder potential is large 
compared with the bandwidth. In such a case all the 
states become localized, and the system is a "Fermi 
glass": an insulator with a continuous density of local- 
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Fig. 2.3   Density of states versus random potential. 

ized states (no energy gap) occupied according to Fermi 
statistics. When the extent of disorder is sufficiently 
large to induce the Fermi energy (Ep) to cross E^ (in 
other words, to place the Fermi energy in the region of 
localized states), there is a transition from the metallic 
state (finite value of the conductivity as T -* 0) to a 
nonmetalhc state (the conductivity goes to zero as T-* 
0). Mott called this disorder-induced M-I transition the 
"Anderson transition" [42,43]. The localization length 
increases as the Fermi energy approaches £c, I ~ a[Eo I 
{Ec -£:)]^ where v = 1 and £0 is a constant. 

Based upon the loffe-Regel criterion that the lower 
limit of mean free path is the interatomic spacing [52], 
Mott proposed [42,43] in 1973 that the M-I transition 
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that occurs as Ep -^ E^ (from the metallic side) is discon- 
tinuous and introduced the concept of the "minimum 
metallic conductivity," o-min = 0.03 eV3fta in three di- 
mensions. In 1979, the scaUng theory of localization of 
Abrahams and coworkers [44,53] demonstrated, how- 
ever, that the M-I transition is continuous in three di- 
mensions. The conductivity of a metal goes smoothly to 
zero as Ep-^E^, so that in general o-min does not exist. 
This important progress stimulated extensive theoretical 
and experimental work, which has been thoroughly re- 
viewed [42-45]. Mobius [54] pointed out, however, that 
the scaling theory does not completely disprove the exis- 
tence of o-min, since the low temperature conductivity 
data near the M-I transition can be explained alterna- 
tively by a combination of o-min on the metallic side and 
the Coulomb interaction contribution on the insulating 
side. The concept of a^in survives as a qualitative mea- 
sure of the importance of localization phenomena; sys- 
tems with cr ~ o-min should be considered as near the 
M-I transition; systems with a < o-min should be viewed 
as on the insulating side of the M-I transition. 

An important parameter for characterizing the disor- 
der is the product of the Fermi wavevector (kp) and the 
mean free path (A), which is the order parameter for the 
disorder-induced M-I transition; for kpK ~ I, o- ~ Omin- 
In the Fermi glass regime, kpX <1. Recent progress has 
resulted in conducting polymers on the metallic side of 
the M-I transition with A:FA ^ 1 and a > o-min- In this 
situation, the lifetime broadening of the electronic states 
is less than the Fermi energy (epT > h), so a band model 
can be used as a starting point [42,43,46]. 

In the strict one-dimensional limit, all wave functions 
are localized in the presence of disorder. Interchain elec- 
tron transfer suppresses this extreme tendency toward 
localization. For a given level of disorder, the strength 
of the interchain coupling needed to suppress the locali- 
zation depends on the coherence length along the quasi- 
one-dimensional chains; an electron must be able to hop 
to an adjacent chain prior to the resonant backscattering, 
which inevitably leads to localization in one dimension. 
Thus, although conducting polymers are correctly re- 
ferred to as quasi-one-dimensional electronic systems, 
the interchain coupling can be sufficiently large to enable 
the formation of three-dimensional metals [46,55]. When 
such a material is oriented (e.g., by tensile drawing), the 
properties are those of an anisotropic three-dimensional 
metal. Without macroscopic orientation, the macro- 
scopic properties of conducting polymers are isotropic, 
even though on a microscopic level the electronic struc- 
ture (jnfrachain vs. interchain) is highly anisotropic. 

The transport properties of disordered systems are 
sensitive to the presence of both extended and localized 
states [42-44]. The extent of disorder determines the 
relative importance of the roles played by localization 
and by electron-electron (e-e) interactions; the extent 
of disorder determines the screening length and scatter- 
ing processes involved in the charge transport. Among 

various length scales, the correlation length on the me- 
tallic side, the localization length on the insulating side, 
the e-e interaction length, the thermal diffusion length, 
and the inelastic scattering length determine the domi- 
nant mechanism(s) involved in the transport. 

Recent improvements in the quality of doped con- 
ducting polymers have presented the opportunity to in- 
vestigate the disorder-induced M-I transition in these 
materials. Disorder is an inherent feature of polymers, 
which often exhibit complex morphology; such systems 
are often partially crystalline and partially amorphous 
in nature [56-64]. Since disorder leads to qualitatively 
different charge transport mechanisms in the homogene- 
ous and inhomogeneous limits, it is important to try to 
quantify these two limits. The critical parameter is the 
localization length, Lc', if Lc is greater than the structural 
coherence length (which characterizes the length scale 
of the crystalline regions and thus the length scale for 
inhomogeneity), the disorder can viewed as "homogene- 
ous"; the system sees an average. On the other hand, 
when there are large-scale inhomogeneities, as in a gran- 
ular metal, the disorder must be viewed as "inhomoge- 
neous." 

In the previous generation of conducting polymers, 
inhomogeneities often dominated the transport proper- 
ties, and "metallic islands" models were constructed to 
handle such larger scale granularity [65-70]. 

The extent of disorder in conducting polymers can 
be controlled to some degree by the details of sample 
preparation and processing. Moreover, order can be en- 
hanced by tensile drawing to achieve chain extension, 
chain orientation, and interchain order. Even in such 
cases, however, the disorder introduced during the dop- 
ing process can be substantial. In this review, the trans- 
port properties of various doped conducting polymers 
having a wide range of disorder, on both sides of the 
M-I transition, are covered. 

In the classical definition, a metal should have a posi- 
tive TCR and kpX > 1, where 

A:FA = [^(377^)2/3] / {eW'^), (2) 

p is the resistivity, and n is the number of charge carriers 
[42,43]. However, the more precise experimental defini- 
tion of a metal requires that there be a finite conductivity 
as r-> 0 and that the logarithmic derivative of the tem- 
perature dependence of conductivity, W = A In a/A In 
T, show a positive temperature coefficient [71,72]. In 
conducting polymers of the previous generation, these 
metallic features were not prominently observed (with 
the exception of doped poly acetylene [41,73,74]). How- 
ever, in the new generation conducting polymers there 
are examples that exhibit a positive temperature coeffi- 
cient for W and even exhibit a positive temperature coef- 
ficient for the resistivity (TCR) at temperatures above 
150 K [33-35]. Even on the metallic side of the M-I 
transition, however, a{T) is dominated by the interplay 
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between the important contributions from localization 
and e-e interactions at low temperatures. 

On the insulating side of the M-I transition, a--> 0 as 
r-» 0, and W shows a negative temperature coefficient 
[42,43,71,72]. The exponential temperature dependence. 
In CF{T) OC r~-' with X < 1, on the insulating side of the 
M-I transition is typical of hopping transport. The expo- 
nent X is determined by the extent of disorder, by the 
dimensionality of the system, and by the morphology, 
granularity, and microstructure (homogeneous or inho- 
mogeneous). Most of the transport measurements in pre- 
vious generation conducting polymers were obtained 
from materials in the insulating regime [65-69,75]. 

As noted above, in Fermi glass insulators, the Fermi 
level lies in an energy interval in which all states are 
localized [42,43,51]. The M-I transition occurs when the 
disorder is sufficiently weak that the mobility edges 
move away from the center of the band toward the band 
tails such that EF lies in a region of extended states. 

The new generation of conducting polymers has made 
possible detailed studies of the critical regime of the M-I 
transition, previously unexplored in doped conducting 
polymers. When the extent of disorder is near the critical 
disorder for the Anderson transition, the temperature 
dependence of conductivity follows a power law over a 
substantial range of temperatures, o-cnt «: T~^, and Wis 
temperature-independent [76,77]; W = )3. This power 
law behavior is universal near the critical regime of the 
M-I transition and does not depend on the details of the 
system. Thus, the power law temperature dependence 
plays a key role in defining the critical regime. 

"Tuning" through the critical regime by varying the 
extent of disorder, by varying the interchain interaction 
through application of high external pressure, and by 
shifting the mobility edge through application of high 
magnetic fields has provided insight into the general fea- 
tures of the transport near the M-I transition [78]. Be- 
cause of the ability to tune through the critical regime, 
doped conducting polymers have recently become par- 
ticularly interesting systems for investigation of the 
transport properties near the M-I transition. 

B.   Models for the M-I Transition and Transport 
in Doped Conducting Polymers 

The electrical conductivity parallel to the chain axis of 
a quasi-one-dimensional metallic polymer is given by 
[46,79] 

<^ll 
e^na 

VpT ^m (3) 

where n is the conduction electron density per unit vol- 
ume, a is the carbon-carbon distance along the chain 
direction, vp = 2toalh is the Fermi velocity, to = 1-3 
eV is the Tr-electron hopping matrix element, and T is 
the backscattering lifetime. 

The strong interconnection between the electronic 

system and the lattice in one-dimensional metals leads 
to the Peierls transition from metal to insulator and to the 
formation of a gap at Ep [80]; a corresponding structural 
distortion also occurs (which is the source of the gap). 
For light doping levels in such Peierls insulators, the 
electron-phonon coupling leads to the formation of lo- 
calized quasiparticles, solitons, polarons, and bipo- 
larons. The stability of these excitations depends on the 
extent of disorder, dopant-charge carrier interactions, 
and interchain interactions. 

Kivelson and Heeger [81] proposed a first-order tran- 
sition from soliton lattice to polaronic metal at a critical 
doping level («8%) for doped polyacetylene, (CH)^. Re- 
cent calculations by various groups indicate, however, 
that all doping levels the "metallic state" is a soliton 
lattice [82-86]. This dilemma can be resolved by in- 
terchain interactions that lead to true metallic behavior 
in three dimensions [46]. Theoretical work by Harigaya 
and coworkers [82,83] has shown that the energy gap 
can vanish at a certain doping level (e.g., near 8% for 
doped (CH)^) even when the bond alternation pattern 
persist (perhaps enhanced by order among the dopant 
ions). The disappearance of the energy gap can explain 
the observed M-I transition as a function of dopant con- 
centration as characterized by the onset of the metallic 
Pauli susceptibility. Calculations by Jeckelmann and 
Baeriswyl [87] on the one-dimensional Peierls-Hubbard 
model indicate that quantum fluctuations and interchain 
coupling tend to reduce the Peierls gap. 

According to Stafstrom [85], in the lightly doped re- 
gime the dopant potentials stabilize the soliton states 
and increase the gap between the occupied soliton band 
and the conduction band. In the heavily doped regime, 
the dopant potential effect favors a low-band-gap sys- 
tem. Moreover, lattice fluctuations and disorder are not 
expected to completely destroy the soliton lattice. 

In the metallic state of a conjugated polymer, the 
charged dopant ions adjacent to the chain induce Frie- 
del-type oscillations that can enhance the local infrared- 
active vibrational (IRAV) modes [87]. Thus, strong 
IRAV modes cannot be interpreted as evidence of a 
Peierls gap. Salkola and Kivelson [88] proposed that the 
arrangement of counterions has a strong influence on 
the nature of the ground state. They proposed that a 
semimetallic phase intervenes between the nonmetallic 
(Peieris) and the metallic (Fermi liquid) phases. Park and 
coworkers [89-92] proposed a soliton-antisoliton con- 
densation model for doped polyacetylene. 

Many models have been proposed, but none are 
broadly accepted. Thus, although the nature of the M-I 
transition as a function of dopant concentration in con- 
ducting polymers has been heavily studied, the under- 
standing remains incomplete and controversial. 

We therefore adopt the point of view that the metallic 
state exists (quite likely because of the interchain coup- 
ling) and that there is a continuous density of states as 
a function of energy with a well-defined Fermi energy. 
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In other words, the fundamental electronic structure of 
heavily doped conducting polymers is that of a metal. 
Since, however, polymeric systems are inherently disor- 
dered, states at the band tails are always localized and 
there exists a mobility edge that separates the region of 
the extended states in the interior of the band from the 
region of localized states. Whether the doped system is a 
metal or an insulator, then, is determined by the relative 
position of the Fermi energy with respect to the mobility 
edge. 

Kivelson and Heeger [46] have shown that due to the 
relatively large ir-electron bandwidth (e.g., 4to = 10 eV 
in polyacetylene) and the relatively small number of 
thermally excited 2kp phonons in quasi-one-dimensional 
conducting polymers, the intrinsic conductivity is quite 
large (only the Ik^ phonons can cause the electron back- 
scattering that limits the conductivity); see Eq, (3). Since 
even relatively weak interchain coupling (f j. ~ 0.1 eV) is 
sufficient for three-dimensional delocalization of charge 
carriers, one can hope to have this quasi-one-dimen- 
sional advantage even in the limit of an anisotropic three- 
dimensional metal. Moreover, since the phonon fre- 
quencies are higher than in conventional metals, the in- 
trinsic conductivity is predicted to be very high at room 
temperature and to increase exponentially as the temper- 
ature is lowered. For any t± the coherent interchain 
quantum diffusion of carriers becomes three-dimen- 
sional as long as the mean separation between chain 
breaks is sufficiently great that the chain break concen- 
tration (x) is much less than t±/to, i.e., x < t±/to. Con- 
versely, if X < {tjto)^, incoherent interchain hopping 
due to one-dimensional localization will limit the trans- 
port [46]. 

Prigodin and Efetov [93,94] proposed that the M-I 
transition and the critical behavior in an irregular struc- 
ture of coupled metallic chains depends on the disorder, 
the interchain coupling, the localization length, and the 
number of interchain crossings. In their theory, the fol- 
lowing parameters govern cr{T): (1) the mean relaxation 
time (T), (2) the charge carrier velocity in the direction 
ofthe chain (WF) or the density of states MO) = l/irvpa'^, 
and (3) the value of the interchain hopping integral. In 
quasi-one-dimensional systems, localization takes place 
if tj_T < 0.3, and a transition to the metallic state 
is observed for tj_T >0.3. For quasi-one-dimensional 
systems with weak disorder, a crossover from otie- 
dimensional hopping transport at high temperatures 
to three-dimensional transport at low temperatures 
was predicted. 

Stafstrom [95-97] proposed that an increase in in- 
terchain interactions with increasing dopant concentra- 
tion can induce three-dimensional delocalization of the 
electronic states; he used the multichannel But- 
tiker-Landauer formalism [98] to estimate the conduc- 
tance and localization in a system of coupled conjugated 
polymer chains and found that both are strongly depen- 
dent on the interchain hopping strength. 

Among the previous generation conducting polymers, 
metallic behavior with finite conductivity at millikelvin 
(mK) temperatures was observed only in doped poly- 
acetylene. Gould et al. [41] and Thummes et al. [73,74] 
carried out temperature and magnetic field dependence 
studies of the conductivity in doped (CH);^ down to milli- 
kelvin temperatures. Contributions from both weak lo- 
calization and e-e interactions were observed in the dis- 
ordered metallic regime. In doped PPV samples, Madsen 
et al. [99] also observed the e-e interaction contribution 
to conductivity (o- a J"'^) in metallic samples. 

The typical dependence observed for o-(r) in previous 
generation conducting polymers was the exponential be- 
havior characteristic of hopping transport [75], 

P = Po exp[To/Ty'" 

Various values of exponent, e.g.. In p ~ j-i^^ T~^'^, 
j-i/2^ r~', have been reported, and different models 
have been used to interpret the data, ranging from vari- 
able range hopping in different dimensionalities d (with 
n = 2 for Id, n = 3 for 2d, and n = 4 for 3d) to a 
distribution of conjugation lengths. 

Sheng's fluctation-induced tunneling (FIT) model has 
also been widely used [100,101]. Although this model 
was originally developed for granular metals (metallic 
particles in an insulating matrix, such as carbon black 
particles in insulating polymers), the FIT model has been 
applied even in the case of highly conducting (CH);,:. Voit 
and Buttner [102] showed that the fitting parameters in 
the Sheng FIT model are not consistent with the physical 
properties of conducting polymers. Kaiser and Graham 
[103] extended the FIT model for heterogeneous systems 
by introducing geometric factors to the insulating bar- 
riers. A different extension of the FIT model was pro- 
posed by Paasch [104]. In general, however, the multi- 
ple-parameter fitting procedure in FIT models has not 
been able to provide a satisfactory physical understand- 
ing of the transport in doped conducting polymers. 

Con well and Mizes argued [105] that the conduction 
mechanism is not due to FIT; on the contrary, in their 
model the conductivity is limited primarily by conjuga- 
tion defects and chain breaks within the metallic regions. 
The increase in conductivity with temperature is due to 
thermal activation (the charge carriers absorb phonons 
and are thereby activated over the barriers). 

Baughman and Shacklette [106,107] proposed that the 
exponential temperature dependence of the conductivity 
results from the effect of finite conjugation lengths. They 
treat the nearest-neighbor interchain hopping in terms 
of a random resistor network model with a wide distribu- 
tion of activation energies. A similar correlation between 
the conjugation length, conductivity, and the exponen- 
tial temperature dependence of o-(r) was put forward by 
Roth [75]. 

Recently, Movaghar and Roth [108] proposed that the 
transport properties of doped conducting polymers 
could be explained by a percolation-type model for inho- 
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mogeneously disordered systems, a point of view that 
is very different from Anderson localization in a homo- 
geneously disordered system. Andrade et al. [109] re- 
ported computer simulations in a random resistor net- 
work model; initial results indicated some correlations 
between microstructure and transport properties. These 
models assume that the conductivity decreases expo- 
nentially upon lowering the temperature, an assumption 
that is not true for high quality materials of the new 
generation of conducting polymers. For example, Ishi- 
guro et al. [110] observed a logarithmic temperature de- 
pendence for the resistivity and attributed this weak 
temperature dependence to low energy excitations asso- 
ciated with relaxation of the molecular conformation at 
low temperatures. 

The "metallic islands" model (a composite model 
consisting of high conductivity crystalline regions sur- 
rounded by insulating amorphous regions) has been used 
to interpret the transport properties of polyaniline 
(PANI) protonated by common acids (e.g., HCl, H2SO4) 
[65-69,111,112]. However, analysis of the data accord- 
ing to this model yields a mean free path on the order 
of 1-100 /itm and kp\ ~ 10\ both of which are far too 
large to be reasonable for a disordered system near the 
M-I transition. In the "metallic islands" model, both 
the FIT and the charge energy limited tunneling (CELT) 
mechanisms [65-69,113,114] were used in attempts to 
understand the conductivity and thermopower data. 

Phillips and Wu [115] and Dunlap et al. [116] proposed 
a random dimer model that has a set of delocalized con- 
ducting states (even in one dimension!) that ultimately 
allow a particle to move through the lattice almost ballis- 
tically. They suggested that this interesting absence of 
localization in one dimension, despite the disorder, 
might be applicable to doped conducting polymers. 

Recently Zuppiroli and coworkers [117-119] pro- 
posed a polaron/bipolaron model involving correlated 
hopping and mutiphonon processes as an explanation 
for the exponential temperature dependence of conduc- 
tivity. 

To summarize, studies of the temperature depen- 
dence of the electrical conductivity of previous genera- 
tion conducting polymers [65-69,75] have resulted in a 
somewhat confusing situation. In particular, the strongly 
activated temperature dependence that was typically ob- 
served is more characteristic of an insulator than a 
metal; the metallic nature anticipated for these doped 
materials has not emerged. 

As described in detail in the following sections, the 
best way to analyze the temperature dependence of con- 
ductivity (or resistivity, p) is to plot the logarithmic de- 
rivative, W = -(4 In p/A In D against T [71,72]. This 
plot facilitates the identification of the various regimes 
of transport. In early publications in the field, the data 
analysis was not focused on the precise identification of 
metallic, critical, and insulating regimes. As a result, a 
comprehensive model for charge transport in conducting 

polymers developed slowly. Only recently has the im- 
provement in sample quality sufficiently reduced the 
dominant role of disorder-induced localization (although 
it certainly remains important even in the best materials) 
that genuine metallic properties can begin to be observed 
in transport property measurements. Studies carried out 
on materials with a wide range of disorder have shown 
that the transport properties in the metallic regime, in 
the critical regime, and in the insulating regime of the 
disorder-induced M-I transition are distinct and recog- 
nizable and that the results obtained in these regimes 
can be understood in terms of the well-developed theory 
of the M-I transition. 

C.   Quantification of Disorder and Identification 
of the Metallic, Critical, and Insulating Regimes 

1.   Introduction 

Measurements of the resistivity, p(D, over a wide range 
of temperatures (e.g., 1.4-300 K) is the simplest method 
to begin to identify the various regimes. Since the room 
temperature conductivities of heavily doped conducting 
polymers are often comparable to Mott's minimum me- 
tallic conductivity [42,43], disorder is the dominant fac- 
tor in determining the temperature dependence and the 
classification of the various transport regimes. As 
emphasized above, since conducting polymers are 
quasi-one-dimensional, the interchain transfer integral 
is a parameter of particular importance near the M-I 
transition; the role of interchain hopping can be explored 
through application of high pressure (sufficiently high to 
increase the interchain transfer interaction). 

The resistivity ratio, 

Pr = p(1.4K)/p(300K) 

is a useful empirical parameter for quantifying the extent 
of disorder and for sorting out the various regimes. In 
general, as the disorder increases, the materials become 
more insulating, and the conductivity decreases more 
rapidly upon lowering the temperature; i.e., pr increases. 

To explicitly describe the characteristic behavior of 
p(r), we define the reduced activation energy W as the 
logarithmic derivative of p(7) [71,72], 

W = _rf^ilL£(Z}\ _     dlnp 
dT    } dlnT (4) 

For best results, sets of data with 50-100 data points 
should be extracted from the raw data, with the interval 
of In r = 0.5-1.0, and successive differences taken to 
calculate the logarithmic derivatives. 

The temperature dependence of W in various regimes 
is as follows: 

1.   In the insulating regime, Whas a negative temper- 
ature coefficient. 



M-I Transition in Doped Conducting Polymers 35 

2. In the critical regime, W is temperature-indepen- 
dent for a wide range of temperatures. 

3. In the metallic regime, W has a positive tempera- 
ture coefficient. 

Although the interaction-localization contributions in 
the metallic regime and the hopping contribution in the 
insulating regime were well studied in earlier work on 
the M-I transition [42-45], the critical regime has only 
recently been studied in detail. 

In the insulating regime, when the resistivity follows 
the activated temperature dependence characteristic of 
variable range hopping (VRH), In p a {TclTf, the re- 
duced activation energy becomes 

logio W(D = A - X logio T (5) 

where A = x logw To + logio J:. Using Eq. (5), one can 
determine x from the slope in the plot of logio W vs. 
logic T. 

For a three-dimensional system in the critical regime 
of the M-I transition, the correlation length is large and 
has a power-law dependence on 5 = |(£F - £'C)/£F| < 1 
with critical exponent v, Lc = ad~ "", where a is a micro- 
scopic length, £F is the Fermi energy, and E^ is the mo- 
bility edge [42-45]. In this critical region [76], the resis- 
tivity is not activated but rather follows a power law 
dependence on the temperature as shown by Larkin and 
Khmelnitskii [77]: 

e^Pf 
PW-^l^ 

ksT ■i/i) 

j-e (6) 

where pp is the Fermi momentum and e is the electron 
charge. The predicted range of validity includes 1 < T; 
< 3, which is consistent with the observed values 0.3 < 
)3 = I/TJ < 1 (see Section III.C on the critical regime for 
details). 

This power law is universal and requires only that the 
disordered system be in the critical regime where 6 -^ 
I. A value of T; > 3 indicates that the system is just on 
the metallic side of the M-I transition. Although TJ > 3 
is above the theoretical Hmit for the power law depen- 
dence, values for 17 as large as 4.5 have been reported 
for «-doped germanium near the critical regime [71,72]. 
At millikelvin temperatures, however, the system be- 
comes either a metal or an insulator depending on the 
extent of disorder; extension of the power law depen- 
dence to r = 0 requires that the system be precisely at 
the critical point. Conducting polymers are particularly 
interesting for investigations of the critical behavior near 
the M-I transition because a wide range of parameters 
that play a significant role can be controlled (e.g., carrier 
concentration, interchain interaction, and extent of dis- 
order). 

Electron-electron interactions also play an important 
role. According to McMillan's scaling theory [76], the 
energy scale (correlation gap) as the system crosses over 

from the critical regime to the conducting or insulating 
regime is A^ = {hDja^){alLcT, where Da is the diffusion 
constant. The correlation gap is related to the character- 
istic crossover temperature (Jcorr) from the power law 
dependence of the resistivity at high temperatures to the 
exponential dependence of the resistivity at low temper- 
ature (insulating regime) or to the J"^ dependence of the 
conductivity with finite (T{,T = 0) (metallic regime). 

For doped conducting polymers, the approximate 
values of pr in the critical regime of the M-I transition 
are the following [120]: 

1. For  nonoriented  I-(CH);t  with  (r(300  K)   = 
800-1500 S/cm, p^ « 50-100. 

2. For oriented I-(CH);c with o-(300 K) == 5000-8000 
S/cm, Pr = 8-16. 

3. For oriented K-(CH);, with a-(300 K) == 4000 5/ 
cm, Pr = 15-30. 

4. For nonoriented PPy-PFe  with  cr (300  K)  ^ 
200-400 S/cm, pr == 4-8. 

5. For nonoriented PANI-CSA with o-(300 K) = 
150-300 S/cm, pr == 3-5. 

6. For  nonoriented  I-P3HT  with  o-(300  K)   « 
1000-1500 S/cm, p, < 45. 

Plots of W vs. rfor various doped conducting polymers 
near the critical regime, at ambient pressure and at var- 
ious magnetic fields, are shown in Fig. 2.4. The tempera- 
ture-independent W (characteristic of the critical regime) 
is clearly observed over a significant range of tempera- 
ture for these different materials and conditions. 

The pressure-induced transition from the critical to 
the metallic regime results from enhancement of the in- 
terchain transfer interaction; high pressure is expected 
to decrease the interchain, van der Waals, spacing while 
leaving the intrachain, covalent, atomic spacing essen- 
tially unchanged. Underpressure, the increased overlap 
of the 17-eIectron wave functions centered on different 
chains increases the conductivity both parallel and per- 
pendicular to the chain axis. The pressure-induced 
crossover from the critical to the metallic regime demon- 
strates that charge transport perpendicular to the chain 
axis is an important factor in the M-I transition in quasi- 
one-dimensional conducting polymers, in agreement 
with the theoretical predictions [46]. 

Since an ideal one-dimensional system would not be 
sensitive to the magnetic field, the magnetic field in- 
duced transition from the critical regime to the insulating 
regime provides unambiguous evidence of the impor- 
tance of interchain transport. Khmelnitskii and Larkin 
[121] have presented a scaling argument that indicates 
that the mobihty edge can be shifted with respect to the 
Fermi energy by a magnetic field. There is, however, 
no detailed microscopic theory for describing the effect 
of a magnetic field on the M-I transition, particularly 
in a highly anisotropic (quasi-one-dimensional) system. 
The overlap of the wave functions in a quasi-one-dimen- 
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Fig. 2.4 Log-log plot of IV vs. T for unoriented I-(CH);t 
(O); oriented I-(CH)^ (D); oriented K-(CH)x (■); PPy-PF6 
(A); t>ANI-CSA (•). The straight lines are drawn to guide 
the eye. 

sional metal is rather sensitive to magnetic field, since 
the field tends to shrink the wave functions [122,123]. 
The field-induced crossover from the critical regime to 
variable range hopping (VRH) among localized states is 
consistent with a field-induced shift of the mobility edge 
with respect to the Fermi level. The crossover occurs 
when the localization length and magnetic length [(he/ 
eH)"^] become comparable. 

2.   PANI-CSA 

For PANI-CSA samples in the critical regime, p, falls 
in the range 2.5-3.5 [34,35,120]. The sample-to-sample 
variation of the critical exponent (TJ) in the power law 
temperature dependence correlates with p^; samples 
with smaller p^ give smaller values of TJ, and those with 
larger pr give larger values of TJ. The temperature range 
over which the dependence is a power law is wider for 
samples with smaller values of 77. A log-log plot of W 
vs. T for PANI-CSA (nonoriented, cast from solution) 
is shown in Fig. 2.5. For the data in Fig. 2.5, pr = 3 and 
17 = 3.8. The power law regime extends from 1.4 to 40 
K as shown by the temperature independence of W(T), 
at ambient pressure, in Fig. 2.5. 

Two examples are shown in Fig. 2.6, p(T) x 7-0.26^ 
where 17 = 3.8, and p{T) « 7-0.36^ ^^ere TJ = 2.8. The 
linearity on the log-log plot from 1.4 to 40 K demon- 
strates that 

p(r,0) = Pon.iT/ToJ-P 

where pom and Tom are constants. 
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Fig. 2.5 Log-log plots of IV vs. T for PANI-CSA in the 
metallic regime (T); the critical regime at ambient pressure 
andH = 0 (A) and at ambient pressure and // = 8 T (A); 
and the insulating regime (■). The lines are drawn to guide 
the eye. 

Assuming that the resistivity in zero magnetic field 
follows Eq. (6) with rj = (0.36)-' = 2.77, one can com- 
pare the prefactor with that obtained from the measure- 
ments [34,35]. Using PF = MF and ftp = W2c, the prefac- 
tor is given by pom « e^pf/h^ « 2x 10"" Ocm. From 
the data in Fig. 2.6 [with £F = 1 eV in Eq. (2)], we obtain 
Pom = 6x 10"'' n-cm, in approximate agreement with 
the Khmelnitskii-Larkin theoretical value. 
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Fig. 2.6 Log-log plot of the piT) vs. T for two PANI-CSA 
samples in the critical regime: // = 0 T (•) and H = lOT 
(♦) for sample with p(D a 7-02*; /f = 0 T (■) and « = 
8 T (A) for sample with p(D « J-o-^e 
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Fig. 2.7 Field-induced crossover from critical regime to 
VRH. p(r) vs. r-"* for PANI-CSA samples in the critical 
regime: ff = 0 T (•) and /T = 10 T (♦) for sample with 
p{T) a r-»-26, and J7 = 0 T (■) and H = 8 T (A) for sample 
with p{T) oc r-o-3* 

Application of a high magnetic field increases the re- 
sistivity; for fl" = 8 T, the temperature dependence is 
stronger than that of a power law, as shown in Fig. 2.6 
[34,35]. The In p(r, H) vs. J-^'^ plots for two samples 
with 7] = 3.8 and 2.8 are compared in Fig. 2.7. In both 
cases, high magnetic fields induce the crossover from 
power law behavior to VRH. To our knowledge, this 
crossover as observed in PANI-CSA was not previously 
observed in any system. The data yield a characteristic 
VRH hopping temperature; To {H = 10 T) = 27 K for 
the sample with TJ = 3.8, and To{H = 8 T) = 56 K for 
the sample with TJ = 2.8. The T~'^'* dependence of In 
p{T) with such low values of TQ indicates that the mag- 
netic field truly fine-tunes the system from the critical 
regime into the VRH hopping regime with very small 
hopping energies. 

Measurements oip{T) for a sample close to the criti- 
cal point were extended down to 20 mK in order to iden- 
tify the transition from the critical regime to either the 
insulating or metallic regime (depending upon the extent 
of disorder in the sample). As shown in Fig. 2.8, the 
power law dependence persists down to 0.4 K, below 
which a resistivity increase toward insulating behavior 
is observed. 

The pressure dependence of o<r) of PANI-CSA is 
more complicated than that of doped (CH);^ and PPy-PFe 
[120]. In PANI-CSA, the magnitude of the conductivity 
decreases above 2 kbar, with an associated stronger 
temperature dependence at high pressures, both of 
which might be associated with pressure-induced mor- 

o 
o 
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100 1000 
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Fig. 2.8   Plot of p{T) vs. T for the PANI-CSA sample in the critical regime at /f = 0 (•), 2 T (A), and 8 T (■) at millikelvin 
temperatures. 
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Fig. 2.9   Plot of A pip vs. H^ for PANI-CSA in the critical 
regime [p(D « r-« ^]: 4.2 K (•), 2.5 K (♦), and 1.4 K (A). 

phological changes. Thus, tuning the critical regime near 
the M-I transition by pressure for PANI-CSA has not 
proven to be as interesting as in other conducting 
polymers. 

The magnetoresistance (MR) for PANI-CSA in the 
critical regime is shown in Fig. 2.9 [34,35]. The MR is 
positive and larger than in the metallic regime but 
smaller than in the insulating regime. At 4.2 K, the MR 
is linear in H'^ up 8 T; for lower temperatures, the initial 
linear dependence is followed by saturation at higher 
fields. The qualitative features of the MR are identical 
in the critical and insulating regimes, although the mag- 
nitude of the MR increases dramatically as the system 
moves into the insulating regime [34,35]. 

3.   K-(CH)x and I-(CH)^ 

Polyacetylene has charge conjugation symmetry and 
therefore can be n-type doped (reduced by electron do- 
nors such as potassium, K) or p-type doped (oxidized 
by electron acceptors such as iodine, I) into the metallic 
regime. The room temperature conductivities (O-RT) of 
oriented I-(CH);t and K-(CH);t samples (in the direction 
parallel to the chain axis) shown in Figs. 2.10-2.12 are 
o-RT = 12,000 and 4000 S/cm, respectively [120,124]. In 
both K-(CH);, and I-(CH)x, the conductivity parallel to 
the chain axis is much higher than that typically found 
for systems near the M-I transition. However, since the 
anisotropy of the conductivity (parallel versus perpen- 
dicular to the draw axis, (T\\I(T±) is approximately 100, 
the conductivity perpendicular to the draw axis is com- 
parable to Mott's minimum metallic conductivity and 
comparable to that of other known systems near the M-I 
transition [45]. 

The room temperature conductivities of the K-(CH).v 
sample at ambient pressure and 10 kbar are CTRT == 4000 
and 8000 S/cm, respectively [124]. The resistivity ratios 
for K-(CH)x are pr === 25 at ambient pressure and pr = 9 
at 10 kbar. The critical regime can be identified from a 
log-log plot of W vs. 7"; Fig. 2.10 includes data obtained 
at ambient pressure and at 10 kbar (both at H = 0) and 
data obtained at // = 8 T with the sample at ambient 
pressure. The pressure dependence of the conductivity 
is shown in the inset of Fig. 2.10. 

At ambient pressure (and H = 0), W is essentially 
constant from 300 to 1.2 K, implying that these oriented 
K-(CH)j: samples are in the critical regime. At 10 kbar. 

2F 

  •   *»*», 

T(K) 

Fig. 2.10 Log-log plot of W vs. T for K-(CH)x: (•) at ambient pressure and H = 0; (♦) at 10 kbar and H = 0; (■) at 
ambient pressure and // = 8 T. The inset shows the pressure dependence of conductivity. The lines are drawn to guide 
the eye. 
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the positive temperature coefficient of W{T) indicates 
that the system has crossed over into the metallic re- 
gime, qualitatively consistent with expectations based 
on increased interchain transfer at high pressures. 

The negative temperature coefficient of W{T) at H = 
8 tesla (see Fig. 2.10) implies a magnetic field induced 
crossover from the critical regime to the insulating re- 
gime (the large positive MR in K-(CH);t is consistent with 
the presence of strong disorder [124]). The magnetic 
field induced transition from power law to VRH hopping 
temperature dependence (In p ^ ^-i''*) is shown in Fig. 
2.11; the results are similar to those obtained for PANI- 
CSA in the critical regime [34,35]. 

Log-log plots of W vs. rfor I-(CH);c (current parallel 
to the chain axis) are shown in Fig. 2.12. The pressure 
dependence of the conductivity is shown in the inset of 
Fig. 2.12; for this sample, the room temperature conduc- 
tivities parallel to the chain axis are CTRT = 11,000 S/ 
cm at ambient pressure and CTRT = 9300 S/cm at 8 kbar 
[120,125,126]. Note that a<P) goes through a maximum 
at approximately 4 kbar. Although the conductivity at 
8 kbar is lower than that at ambient pressure, the temper- 
ature dependence of conductivity is weaker (more nearly 
' 'metallic'') at the highest pressures, an interesting result 
that is not understood. The values of pr for I-(CH);c are 
Pr === 3 at ambient pressure and pr = 2 at 8 kbar. The 
conductivity in the direction perpendicular to the chain 
axis is lower by two orders of magnitude. At 8 kbar, the 
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Fig. 2.11   Plot of In oiT) vs. T' "" for K-(CH);, at i/ = 0 
(•), 4 T (♦), and 8 T (A) (at ambient pressure). 

T(K) 

Fig. 2.12 Log-log plot of W vs. T for I-(CH):,: at ambient 
pressure and /f = 0, pr = 3 and CTRT == 11,000 S/cm (•); at 
8 kbar and // = 0, pr = 2 and (TRT = 9500 S/cm (♦); at 
ambient pressure and H = 0, pr = 9 and O-RT = 7000 S/cm 
(■); at ambient pressure and H = 0, pr ~ 17 and <TRT = 
3500 S/cm (A); and at ambient pressure and // = 0, pr = 
32 and CTRT = 2450 S/cm (-I-). The inset shows the pressure 
dependence of conductivity for sample (•). The hnes are 
drawn to guide the eye. 

enhanced interchain transport reduces the anisotropy by 
a factor of about 1.6 (e.g., from cri^/cr± = 105 at 1 bar to 
cTlj/o-j. = 66 at 8 kbar). 

For the sample with CTRT = 11,000 S/cm and Pr = 3, 
W(T) is temperature-independent at ambient pressure 
over the limited temperature range from 180 to 60 K. As 
Pr gradually increases, this critical behavior crosses over 
to a negative temperature coefficient for W(,T) (insulat- 
ing regime), as shown in Fig. 2.12. For J < 60 K, W{T) 
shows a weak positive temperature coefficient for the 
samples having pr = 3, indicating that the system is close 
to the metallic "boundary." However, at 8 kbar for sam- 
ples having Pr = 3, W(T) exhibits a strong positive tem- 
perature coefficient in the temperature range (from 1.3 
to 180 K). Thus, by improving the interchain transport, 
it is possible to cross over into the metaUic regime. 

The magnetic field dependence of the conductivity in 
I-(CH);t is more complex than in K-(CH)x due to the 
interplay of weak localization, electron-electron inter- 
actions, and anisotropic diffusion coefficient contribu- 
tions to the magnetoconductance as described below 
[125-128]. 

4.    FPy-FFe 

Log-log plots of W vs. r for PPy-PFe are shown in Fig. 
2.13. The room temperature conductivity of PPy-PFe 
samples in the critical regime is typically CTRT ~ 200-300 
S/cm [121] with p^ ~ 3-6. For the data in Fig. 2.13, the 
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Fig. 2.13   Log-log plot of W vs. T for PPy-PFe: at ambient pressure and // = 0 (•); at 4 kbar and // = 0 (♦); at 10 kbar 
and if = 0 (■); and at ambient pressure and 8 T (A). The inset shows the pressure dependence of conductivity. 

values of pr are approximately 11, 2.6, and 2 at ambient 
pressure, 4 kbar, and 10 kbar, respectively. 

The pressure dependence of the conductivity at room 
temperature is shown in the inset of Fig. 2.13. Although 
the positive temperature coefficient of W{T) at 4 kbar 
indicates a crossover from the critical regime to the me- 
tallic regime, the temperature-independent W{T) below 
4 K shows that it is only marginally metallic. Thus, 
again, the interplay of the critical and metallic regimes 
can be fine-tuned by pressure. At 10 kbar, however, the 
temperature coefficient of W{T) remains positive to 10 
K, whereas below 10 K the slope changes from positive 
to negative, typical of that of a metal. The negative tem- 
perature coefficient of W{T) at 8 T (at ambient pressure), 
similar to that observed in the case of K-(CH),:, indicates 
the crossover from the critical to the insulating regime. 
This complex scenario of the M-I transition on both 
sides of the critical regime, depending upon the disorder, 
the pressure, and the magnetic field, indicates once 
again that heavily doped conducting polymers are in gen- 
eral in (or close to) the critical regime of the M-I tran- 
sition. 

Although the room temperature conductivity and pr 
for PPy-FFs and PANI-CSA are neariy identical, the 
conductivity is not the same in the different temperature 
regimes [34,35,121,129]. The conductivity of PANI-CSA 
is more strongly temperature-dependent at low tempera- 
tures than that of PPy-PFe. At high temperatures, the 
converse is true. The localization length for both PANI- 
CSA and PPy-PFe near the critical regime is 100-200 A, 
i.e., comparable to the magnetic length at // = 4 T (128 
A). 

5.   Summary 

The disorder-induced critical regime of the M-I transi- 
tion has been observed in K-(CH);t, I-(CH)^, PPy-PFe, 
and PANI-CSA. The critical regime can be precisely 
identified from log-log plots of W vs. T; W{T) is tempera- 
ture-independent in the critical regime, W = /3, and a{T) 
= cT^. For all four heavily doped conducting polymer 
systems, the positive temperature coefficient of W{T) 
observed at high pressures indicates the crossover to 
the metallic regime. For K-(CH);„ PPy-PFg, and PANI- 
CSA, at 8 T, the negative temperature coefficient of 
W{T) indicates the crossover from the critical region into 
the insulating regime. Thus, in heavily doped conducting 
polymers, the transport can be fine-tuned from the criti- 
cal regime into the metallic or insulating regimes by pres- 
sure and magnetic field, respectively. 

D.   Transport in the Metallic Regime Near 
the M-I Transition 

1.   Introduction 

The approximate values of pr for the metallic regime in 
doped conducting polymers are the following [120]: 

1. For nonoriented I-(CH);, with (T(300 K) > 1000 
S/cm, Pr < 20. 

2. For oriented I-(CH)^ with cr(300 K) > 10,000 S/ 
cm, Pr < 3. 

3. For oriented K-(CH);r with cr(300 K) > 4000 S/ 
cm, Pr < 10. 
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4. For nonoriented PPy-PFe with cr (300 K) > 200 
S/cm, pr < 3. 

5. For nonoriented PANI-CSA with o-(300 K) > 200 
S/cm, Pr < 2. 

In general, the temperature dependence of the conduc- 
tivity in the metallic regime is relatively weak compared 
to that in either the critical or insulating regimes. Posi- 
tive (metallic) TCR has been observed only for PANI- 
CSA [34,35] and FeClj-doped oriented (CH);, [33,130] 
above 160 and 220 K, respectively. In other conducting 
polymers, the magnitude of the negative TCR depends 
strongly on the extent of disorder. 

Log-log plots of W vs. Tprecisely identify the metallic 
regime. If the temperature coefficient of W is positive, 
then the conductivity in the disordered metallic regime 
at low temperatures is expressed by [42-44] 

cr(D = (T(0) + mP'^ + BT"'^ (7) 

where the term P'^ results from thermally induced elec- 
tron diffusion through states near the Fermi energy (re- 
duced by electron-electron scattering) and the third 
term on the right is the correction to the zero-tempera- 
ture "metalUc" conductivity, cp(0), due to disorder. The 
value of p is determined by the temperature dependence 
of the scattering rate [r' « T^] of the dominant dephasing 
mechanism. For electron-phonon scattering, p = 3; for 
inelastic electron-electron scattering, p = 2 in the clean 
Umit or p = 3/2 in the dirty limits. The calculation by 
Belitz and Wysokinski [132] gives p = 1 very near the 
M-I transition. In the disordered metallic regime, the 
conductivity depends on three length scales [42-44]: 
the correlation length L^ describing the M-I transition, 
the interaction length LT = ihD/kBT)^'^, and the inelastic 
diffusion length Z,in=(DTin)"^ (where D is the diffusion 
coefficient and Tin is the inelastic scattering time). In 
practice, however, it is difficult to distinguish these con- 
tributions using only the temperature dependence of the 
conductivity; finer details of the various contributions 
can be determined from magnetoconductance (MC) 
measurements. 

Since the magnetoconductance is sensitive to the ex- 
tent of disorder, it serves as an especially useful probe 
(compared to other transport measurements) for identi- 
fying the microscopic transport mechanisms and scatter- 
ing processes. The MC in the metallic reginie is deter- 
mined by contributions from weak localization (positive 
MC for weak spin-orbit coupling, negative for strong 
spin-orbit coupling), and e-e interaction contributions 
(negative MC) [45,133,134]. In addition, there is a nega- 
tive MC contribution from strongly localized states due 
to wave function shrinkage in a magnetic field [122], the 
latter being critically dependent on the extent of disorder 
in the system. Because doped conducting polymers are 
made up of light atoms with small spin-orbit coupling. 

one does not expect the contribution arising from 
spin-orbit coupling to be important. A small additional 
contribution to the negative MC could arise from resid- 
ual hopping transport in highly disordered mesoscopic 
regions (this contribution is smaller than in the critical 
and insulating regimes). Three-dimensional calculations 
of the band structures of heavily doped conducting poly- 
mers are necessary for a deeper understanding (for ex- 
ample, scattering processes in mulfivalley band struc- 
tures are known to yield an additional negative 
contribution to the MC). 

In disordered metals, electron-electron interactions 
play an important role in the low temperature transport; 
(TiiT) can be expressed as [42-44,134] 

o-i(T) 

where 

o-(O) + mP'^ 

m = a (4/3 - SyFjI) 

a = {eVh){L3/47j^)(kB/2hDy'^ 
F^ = 32[(1 + F/2)3'2 _ (1 + 3i7/4)]/3F 

(8a) 

(8b) 

(8c) 
(8d) 

The finite temperature correction term due to elec- 
tron-electron interactions in Eq. (8a) consists of ex- 
change and Hartree contributions [44,45]. The sign of 
this correction depends on the relative size of the ex- 
change and Hartree terms, which depend on the screen- 
ing length. In doped semiconductors the sign of the finite 
temperature correction is related to various parameters 
such as the degeneracy of the conduction band minima 
in k space (valleys), intervalley scattering, and mass an- 
isotropy. The Hartree factor (F) is the screened interac- 
tion averaged over the Fermi surface; a is a parameter 
that depends on the diffusion coefficient (D), and yF„ 
is the interaction parameter. The value of y depends on 
the band structure [135,136]. The coefficient was found 
to change sign as a function of disorder [44], a change 
that can be interpreted as being due to a sign change in 
the term 4/3 - 3-yFo./2. Usually, the sign of m is negative 
when yF„ > 8/9. 

Equations (8a)-(8d) are vahd in zero magnetic field; 
at fields sufficiently high that gfisH > ksT, both the zero 
temperature conductivity and the coefficient of the 
P'^ term are altered: 

<Ti{H,T) 

where 

a{H,0) + m'T 1/2 

m' = a[4/3 - 7(F<,/2)] 

Using Eqs. (8b) and (9b), 

yFa =   e 
m m 
3m' — m 

(9a) 

(9b) 

(9c) 

assuming that a, y, and F^ are not dependent on the 
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magnetic field [86]. Thus, the parameters a and yFa- can 
be estimated from the values of m and m' = m{H) ob- 
tained at H = 0 and at H = 8 T by using Eqs. (8) and 
(9), respectively. 

The MC at high fields arises mainly from the interac- 
tion contribution (weak localization contribution is less 
important in strong fields) [45]. In the free electron 
model, using the Thomas-Fermi approximation, 

x-^ ln(l + x) (10) 

where X=(2/:F^S)^. and A^ is the Thomas-Fermi screen- 
ing length. Equations (8d) and (10) yield 0 < F^ < 0.93 
and 0 < Fo- < 1 (note that F^ « 1 for short-range interac- 
tions andF,, < 1 for long-range interactions). Decreasing 
yFo- leads to a change in the sign of m, corresponding 
to the divergence of screening length near the M-I tran- 
sition, consistent with McMillan's prediction [76]. 
Kaveh and Mott [135] argued, however, that the inelas- 
tic electron-electron scattering should dominate near 
the M-I transition. 

The magnetic field dependence of the contribution 
to the MC from electron-electron interactions can be 
written as 45(H,D = a(H,T) - o-(0,D [42-44,133] 

AUH, D = -OMlaigiis/kB? yF^T-^'^H^ 
{gtiBH<kBT) (11a) 

and 

AUH,T) = ajF^P'^ - 0J7a(giJiBlkBy"yF^H"^ 

{giXBH>kBT) (lib) 

Thus at low and high fields, AX\ {H,T) is proportional 
to IP and H^'^, respectively. 

For the low magnetic field regime, we follow Rosen- 
baum et al. [137,138] and assume that the contributions 
to AliH,T) that arise from electron-electron interac- 
tions and weak localization are additive. Thus, the total 
low-field magnetoconductance is given by the following. 

For weak spin-orbit coupling (positive contribution 
to MC), 

ASiH,T) = -0.041 a{gtJiBlkB? yF^T-^'^H^       (12) 

+ (1/1277^) {elchfGa (hn? H^ 

For strong spin-orbit coupling (negative contribution 
to MC), 

AI{H,T) = -0.041 aigiXBlkB? yF^f-^'^H^      (13) 

- (1/4877^) {dchfGo (/in)' H^ 

where Go = eVh and /;„ is the inelastic scattering length. 
The first term on the right-hand side of Eqs. (12) and 
(13) is the contribution from e-e interactions (negative 
MC), and the second term on the right-hand side is the 
contribution from weak localization. The first term can 
be estimated by using Eqs. (8) and (9). Then, using the 
slope of AS (H,T) vs. fP in the low-field region, the 

second term can be estimated. In this way, the value of 
the inelastic scattering length can be calculated at each 
temperature. 

2.   Iodine-Doped Oriented Polyacetylene 

Iodine-doped oriented polyacetylene has been studied 
extensivelyby several groups [17,125-128,130,131]. The 
maximum room temperature conductivity parallel to the 
chain axis for the best quality oriented I-(CH)^ is on the 
order of lO' S/cm, and the anisotropy is greater than 
100. 

Recently Mizoguchi et al. [139,140] showed that the 
main difference between Shirakawa and Naarmann po- 
lyacetylenes is the higher density and higher degree of 
chain orientation in the latter; the basic features of the 
spin dynamics are identical in the two kinds of samples. 
The structural and physical properties of highly conduct- 
ing polyacetylene have been thoroughly reviewed by 
Tsukamoto [17]. The crystalline coherence lengths par- 
allel and perpendicular to the chain axis are 120 and 50 
A, respectively. The number of charge carriers in heav- 
ily doped samples is on the order of 10^- cm"', and the 
mean free path is approximately 500 A. The density of 
states at the Fermi level is approximately 0.3 state per 
electron volt per coulomb. 

Although resistivities as low as 10"' /2cm have been 
reported for iodine-doped oriented polyacetylene paral- 
lel to the draw direction (chain axis), a positive tempera- 
ture coefficient of the resistivity, typical of a metal, has 
not been observed.' This indicates that defects or trans- 
port perpendicular to the chain axis limit the conductiv- 
ity. We conclude, therefore, that the 500 A mean free 
path is not limited by phonon scattering. This implies 
that significantly higher room temperature conductivi- 
ties will be achieved as the quality of the material is 
improved. The absence of any positive temperature 
coefficient implies that values at least an order of magni- 
tude higher are to be expected; i.e., the intrinsic conduc- 
tivity at room temperature is greater than 10* S/cm. 

Comprehensive studies of the dc conductivity and 
MC in directions both parallel and perpendicular to the 
chain axis indicate that interchain transport is significant 
[125,126]. Transport measurements on oriented iodine- 
doped (CH);t have shown that p(D, pr, and the MC de- 
pend on the extent of disorder [120,125-128,130]. For 
iodine-doped oriented (CH)^ samples having a room 
temperature resistivity of ~1()~' fi-cm, pr = 3. Although 
disorder can be reduced by tensile drawing and thereby 
by orienting the (CH).t chains, the subsequent doping 
process introduces disorder [58]. The degree of anisot- 
ropy in oriented (CH);^ plays a significant role in the 
transport properties, especially in the MC. The transport 
measurements were carried out on oriented samples 
with a maximum draw ratio of ///Q = 5-10 (where / is 
final length and /o is initial length) [17]. Thus, the absence 
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of prominent anisotropic features in MC measurements 
and the rather low values of anisotropy in conductivity 
(25-50) are due to misaligned chains. Recent work on 
samples stretch-oriented to draw ratios of 15 showed 
strong anisotropy in the MC [125,126], 

At room temperature, the anisotropy of the conduc- 
tivity is a-||/(7J- > 100. The temperature dependences of 
the conductivity are nearly identical for directions paral- 
lel and perpendicular to the chain axis. The anisotropic 
features in the MC have been interpreted in terms of 
anisotropy in the diffusion coefficient [141], the elec- 
tron-electron interactions, and weak localization 
[125,126]. 

As noted in Section III.D. 1, the combination of disor- 
der and anisotropy can lead to a wide range of behavior 
in the transport properties of disordered anisotropic met- 
als, where both electron-electron interactions and disor- 
der-induced locaHzation near the M-I transition are im- 
portant. The field-induced crossover from positive to 
negative MC results from the subtle interplay of weak 
localization and electron-electron interaction contribu- 
tions to the MC. From the MC data it is possible to 
estimate the inelastic scattering length as a function of 
temperature; inelastic electron-electron scattering in 
disordered metals dominates the transport at low tem- 
peratures in I-(CH);, [125,126]. 
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Fig. 2.14 Conductivity parallel to the chain axis versus 
pressure for I-(CH);c (inset shows conductivity perpendicu- 
lar): (•) samples cut parallel (inset perpendicular) to the 
chain axis for coUinear four-probe technique; and (♦) rec- 
tangular samples for Montgomery technique. 

a. Pressure Dependence of Conductivity 

The conductivity increases for pressures up to 4 kbar, 
then gradually decreases, as shown in Fig. 2.14 
[ 125,126]. The data are consistent for both collinear four- 
probe and Montgomery methods. The increase in con- 
ductivity up to 4 kbar is reversible with pressure, 
whereas the decrease at higher pressures is not reversi- 
ble. The pressure dependence of conductivity in potas- 
sium-doped oriented (CH);c [124] is nearly identical to 
that obtained from iodine-doped material [125,126]. The 
inset in Fig. 2.14 shows the pressure dependence of the 
conductivity perpendicular to the chain axis. The initial 
increase in aiP) is attributed to enhanced interchain 
transport, whereas the decrease above 4 kbar is not 
understood. At 8 kbar, the anisotropy has decreased by 
a factor of 1.6, from 110 to 67, at room temperature. The 
pressure dependences parallel and perpendicular to the 
chain axis are identical, implying that the macroscopic 
conductivity in both directions is limited by interchain 
charge transport. 

b. Temperature Dependence of Conductivity 

Ishiguro and coworkers have reported extensive mea- 
surements ofoiT) for iodine-doped [127,128] and FeCls- 
doped [130] (CH);^ down to millikelvin temperatures. Al- 
though the room temperature conductivity of FeCU- 
(CH);c is nearly an order of magnitude lower than that 

of KCH);,, pr values for FeCl3-(CH), and I-(CH);, are 
similar, 1.3 and 2.8, respectively, as shown in Figs. 2.15a 
and 2.15b. Moreover, the positive TCR for FeCl3-(CH);c 
above 200 K implies that probably the doping is more 
homogeneous and that the dopant-induced interchain in- 
teraction is higher in this system than in I-(CH);c. In the 
metallic regime, the low temperature conductivity can 
be explained by the localization-interaction model ap- 
propriate to disordered metallic systems. Details on the 
temperature dependence of the anisotropy for various 
samples are summarized in Table 2.1. Since doped (CH);, 
samples are highly susceptible to oxidative degradation, 
Pr increases with time due to defect formation, reduction 
in conjugation length, dedoping, etc. 

As noted above, the fluctuation-induced tunneling 
model [100] was widely used to explain the weak temper- 
ature dependence oioiT) of doped polyacetylene [142]. 
Recent results have shown, however, that this model 
is not satisfactory for highly conducting polyacetylene 
[127,128,143]. A log T dependence of p(T) was found 
for samples having pr = 14 [110]. For highly conducting 
samples with pr < 10, a considerable deviation from the 
log T dependence occurs at low temperatures. Plots of 
p versus log Jand log p versus log Jfor HCK)^ samples 
having pr == 3 are shown in Figs. 2.16a and 2.16b. In 
both cases, the log T fit deviates below 20 K. Similar 
results were obtained for FeCl3-(CH);, [130]. Thus, the 
log T dependence of p is observed only in the case of 
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Table 2.1   Conductivity and Anisotropy of Conductivity of I-(CH);, at 250 K and 1.2 K, at 
Ambient Pressure and 8 kbar, for Current Parallel and Perpendicular to the Chain Axis 

Temperature 

Pressure (kbar) 250 K 1.2 K 

Conductivity cr (S/cm) 
Parallel to chain axis (crn) 
Perpendicular to chain axis (o-x) 
Parallel to chain axis (o-n) 
Perpendicular to chain axis ((T±) 
Anisotropy of conductivity (o-||/o-j.) 

11050 
105 

8460 
127 
105.2 
66.6 

3670 
34.2 

3880 
45 

107.3 
86.3 

44 
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Fig. 2.16 (a) pCD vs. log T for l-(CH)^ samples with p, 
< 3 (•) parallel to the chain axis (left-hand axis) and (♦) 
perpendicular to the chain axis (right-hand axis), (b) Log- 
log plot of resistivity for I-(CH);t samples with pr < 3 (•) 
parallel to the chain axis and (♦) perpendicular to the chain 
axis. 

(CH)j: samples with intermediate disorder and not for 
the best materials having pr < 4. For these low values 
of Pr, the materials are in the critical regime where p{T) 
a r~^ [120]. As emphasized above, the various regimes 
are most easily identified from plots of W(,T) vs. T. 

The W(T) vs. J plots for transport parallel and per- 
pendicular to the chain axis for samples with Pr = 3 are 
shown in Fig. 2.17 [120,125,126]. Although the anisot- 
ropy is nearly 100, W{T) is identical in the two direc- 
tions. Moreover, for both directions, Wis nearly temper- 
ature-independent from 180 to 60 K; below 60 K at 
ambient pressure, the positive temperature coefficient 
of W{T) indicates that the transport is just on the metallic 
side of the critical regime. Note that the conductivity 
parallel to the chain axis is much higher than Mott's 
minimum metallic value; however, the conductivity per- 
pendicular to the chain axis is on the order of 10^ S/cm, 
i.e., close to the Mott value. 

At high pressures, both pr and the anisotropy de- 
crease because of the enhanced interchain transport. At 
8 kbar, W vs. T exhibits metallic behavior, as shown in 
Fig. 2.17. When pr gradually increases above 3, the re- 
gime where W{T) is temperature-independent extends 
to lower temperatures, whereas at rather high values of 
Pr (e.g., Pr > 20), the slope of W(T) vs. Jbecomes nega- 
tive as shown in Fig. 2.12. Similar behavior has been 
observed in highly doped inorganic semiconductors 
[71,72] as well as in PANI-CSA and PFY-PFg [120]. 

The P'^ and T^"^ fits (below 60 K), parallel and per- 
pendicular to the chain axis, are shown in Figs. 2.18a 
and 2.18b [125,126]. Although the anisotropy is nearly 
100, these fits are identical for the two directions, indi- 
cating that an anisotropic three-dimensional model is ap- 
propriate for highly conducting (CH)^:. The linearity of 
the r^'" fits is better than that of the P'^ fits, implying 
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Fig. 2.17   Log-log plot of W(T) vs. T for I-(CH)^ (•) parallel to the chain axis at ambient pressure; (D) perpendicular to 
the chain axis at ambient pressure; and (♦) parallel to the chain axis at 8 kbar. The lines are drawn to guide the eye. 
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that the contribution from localization is dominant at 
higher temperatures. For temperatures where a a 7^' 
'', inelastic electron-phonon scattering {p = 3/2) is the 
dominant scattering mechanism. However, when a « T" 
^ (r < 3 K), e-e interactions are more important. A 
pressure-induced crossover from T'''' to I"^ is observed 
at low temperatures, as shown in Fig. 2.19. Thus, al- 
though the localization and interaction effects dominate 
at high and low temperatures, respectively, the two can 
be fine-tuned by varying the interchain interactions with 
pressure, orientation, etc. This has been confirmed from 
MC measurements as described below. 

The temperature dependences of the conductivity at 
8 kbar, parallel and perpendicular to the chain axis, are 
shown in Fig. 2.20 [125,126]. Although the room temper- 
ature conductivity decreases above 4 kbar, the tempera- 
ture dependence at 8 kbar is substantially reduced. The 
values of pr at ambient pressure and at 8 kbar, parallel 
to the chain axis, are 3 and 2.2 respectively, and those 
perpendicular to the axis are 3 and 2.8, respectively, 
demonstrating substantial enhancement of the in- 
terchain transport at high pressure. Nevertheless, aposi- 
tive temperature coefficient of the resistivity has not 
been observed. Thus, even at high pressure, the combi- 
nation of weak interchain transport and disorder limit 
the three-dimensional mean free path in this metallic 
quasi-one-dimensional conducting polymer. 

Fig. 2.18 (a) (T{T) vs. T"" for I-(CH)x and (b) conductivity 
vs. T"^ for I-(CH);f (•) parallel to the chain axis; (♦) perpen- 
dicular to the chain axis. 
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Fig. 2.19 Plots of <T(J) vs. 1''" and (r{T) vs. T at ambient 
pressure and at 8 kbar for I-(CH);c parallel direction to chain 
axis: T < 40 K and pr < 3. 
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Fig. 2.20 Normalized conductivity [a-(70/CT<250 K)] vs. T 
for I-(CH)x (a) parallel to the chain axis; (b) perpendicular 
to the chain axis; (•) at ambient pressure; (♦) at 8 kbar. 
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c.   Magnetoconductance 

Ishiguro and coworkers reported a detailed study of 
the magnetoconductance in l-(CH)x [127,128] and FeCls- 
(CH);c [130]; the MC features are rather different in the 
two cases, as shown in Figs. 2.21a and 2.21b. The MC 
measurements in oriented I-(CH)j: (///o = 5-10, cr\\/(Tj_ = 
25-50) display a wide range of behavior, including both 
positive and negative MC [127,128,144]. When pr de- 
creases, the sign of the MC shifts from negative to posi- 
tive. For samples with intermediate disorder (pr = 3-6), 
the sign of the MC was positive when the field was per- 
pendicular to the chain axis, and negative when the field 
was parallel to the chain axis, at temperatures above 2 
K. In both cases (/^parallel or perpendicular to the chain 
axis), the magnitude of the positive MC decreased gradu- 
ally as the temperature decreased from 10 to 1 K. This 
indicates that the weak localization contribution (posi- 
tive MC) dominates at higher temperatures and that the 
contribution from e-e interactions (negative MC) be- 
comes increasingly important at lower temperatures. 

(b) 
2 4 

MAGNETIC FIELD (T) 

Fig. 2.21 Magnetoconductance [Aa = (T{H) — a-(O)] vs. 
H (a) for I-(CH)x (pr < 3) in the transverse field (data from 
Refs. 125 and 126) and (b) for FeCl3-(CH);, (pr < 1.5) in the 
longitudinal field (data from Ref. 130). 
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Fig. 2.22 Conductivity versus T"^ for I-(CH);c (a) parallel 
to the chain axis and (b) perpendicular to the chain axis (•) 
at /y = 0 and (♦) at // = 8 T. 

When the disorder is weaker (pr s 3), the weak localiza- 
tion contribution dominates to lower temperatures (T £ 
K). Thus, the anisotropy in both conductivity and MC 
is related to the extent of misaligned chains (anisotropy 
on the molecular scale) and to the anisotropy in the diffu- 
sion coefficient. 

The r*'^ dependence of a-(r) is shown in Fig. 2.22 for 
temperatures below 3 K [125,126]. Although the temper- 
ature range of the J''^ fit is rather narrow, this contribu- 
tion is evident at very low temperatures from the en- 
hanced negative contribution to the MC. The existence 
of a P'^ term indicates that at very low temperatures the 
contribution from e-e interactions in disordered metals 
plays a dominant role. 

The values of m, m{H), and yF„ [Eqs. (8) and (9)] 
are summarized in Table 2.2. The values of o-(O), extrap- 
olated to r -^ 0, are o-||(0) = 3600 S/cm, crx(O) == 30 S/ 
cm at ambient pressure and CT-||(0) « 3800 S/cm, a±{<S) = 
40 S/cm at 8 kbar. Although cr0) exceeds values typical 
of systems near the M-I transition, values of a-(0) as 
large as 4135 S/cm have been reported for Y;cSii -x [145]. 
Since the conductivity parallel to the chain axis (on the 
order of 10^ S/cm) exceeds that typical of systems near 
the M-I transition, the values of m and m' are unusually 
large; correspondingly, the values of m, m', and a per- 
pendicular to the chain axis are typical of systems near 
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Table 2.2 Values of the Parameters m, miS T), a, and yF„, and Temperature Dependence of the Inelastic Scattering 
Length (Current Parallel and Perpendicular to the Chain Axis and Field Perpendicular to the Current and Chain Axis) 
for I-(CH), 

Field {H) vs. current (/) 
vs. chain axis (v) m= ffj(8 T)^ a -KF. 

Inelastic scattering length (A) 

4.2 K            2 K             1.2 K 

H lv;I\\v;H 11 
H Iv;! li';H 11 

195 
1.67 

316 
2.3 

283 
1.93 

0.43 
0.31 

644              902              1163 
134               170               209 

•■ In S/(cm-K"=). 

the M-I transition. Thus the localization-interaction 
model is appropriate for the analysis of MC data in the 
direction perpendicular to the chain axis. 

The MC for current parallel to the chain axis is shown 
in Figs. 2.23a-2.23c [125,126]. When the field is perpen- 
dicular (the current is parallel) to the chain direction, 
the MC is positive; however, the magnitude of positive 
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Fig. 2.23 Magnetoconductance versus H for I-(CH), at 4.2 
K (•), 2 K (D), and 1.2 K (A). The current is parallel to 
the chain axis, (a) The field is perpendicular (perpendicular) 
to the chain axis (current); (b) the field is parallel (parallel) 
to the chain axis (current) at ambient pressure; (c) the field 
is parallel (parallel) to the chain axis (current) at 8 kbar. 

contribution decreases at low temperatures, as shown 
in Fig. 2.23a, due to the interplay of weak localization 
and electron-electron interaction contributions. When 
the field and current are parallel to the chain direction, 
the sign of MC is always negative, and its magnitude 
increases at low temperatures, as shown in Fig. 2.23b. 
This anisotropy is attributed to the anisotropic diffusion 
coefficient. This is proven by MC measurements under 
high pressure. At 4.2 K, the conductivity anisotropy is 
98 at ambient pressure and 77 at 8 kbar. The enhance- 
ment of the interchain interaction at high pressure re- 
duces the anisotropy (both conductivity and diffusion 
coefficient). The MC at 8 kbar with field and current 
parallel to the chain axis is shown in Fig. 2.23c. For H 
< 4 T, the sign of the MC has reversed from negative 
to positive at 4.2 K and 8 kbar; at higher fields, the sign 
remains negative due to the dominant contribution from 
electron-electron interactions, as shown in Fig. 2.23c. 
Finally, the magnitude of negative MC is reduced under 
pressure at temperatures below 4.2 K, showing that the 
sign and magnitude of the MC depend on the anisotropic 
diffusion coefficient in oriented (CH);^ [141]. 

The MC for current perpendicular to the chain axis 
is shown in Fig. 2.24. At 4.2 K, the MC is positive when 
the field and current are perpendicular to the chain direc- 
tion as shown in Figs. 2.24a and 2.24b. This is due to 
the dominant contribution from weak localization. Since 
the contribution from e-e interactions increases at lower 
temperatures and higher magnetic fields, the sign of the 
MC reverses from positive to negative at 1.2 K and H 
= 4 T. For the case of current perpendicular and field 
parallel to the chain axis, the MC is shown in Fig. 2.24c. 
The sign is negative, similar to when current and field 
are parallel to the chain direction, as shown in Fig. 2.24b. 
These data show that the anisotropic MC is not caused 
by the direction of current with respect to the chain axis; 
the anisotropic MC is due to the anisotropic diffusion 
coefficient, which in turn is a function of the angle be- 
tween the field direction and the chain axis. 

Similar anisotropy in the MC has been observed by 
Ishiguro and coworkers [127,128] (between 4.2 and 1.6 
K) for samples having pr = 3-5, as shown in Figs. 2.25a 
and 2.25b. Although the sign did not change for samples 
having Pr ^ 3, the positive MC is nearly three times as 
large when the field is perpendicular to the chain axis 
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Fig. 2.24 Magnetoconductance versus Hfor I-(CH);r at 4.2 
K (•), 2 K (D), and 1.2 K (A). The current is perpendicular 
to the chain axis (n). (a) The field is perpendicular to the 
chain axis (parallel to the current); (b) the field is perpendic- 
ular to the chain axis and current; (c) the field is parallel 
to the chain axis, (perpendicular to the current). 

as when it is parallel to the chain axis, indicating that 
the interaction contribution to the MC is larger in the 
latter case due to the anisotropic diffusion coefficient. 
The field-induced crossover from positive to negative 
MC shown in Figs. 2.24a and 2.24b results from the inter- 
play of weak localization and e-e interaction contribu- 
tions. 

The inelastic scattering length at different tempera- 
tures can be estimated from /,„ = (Dxin)"^ for directions 
parallel and perpendicular to the chain axis. At 1.2 K, 
the inelastic scattering length in the directions parallel 
and perpendicular to the chain axis are 1163 and 210 A, 
respectively. The temperature dependence of the inelas- 
tic scattering length is shown in Fig. 2.26. The T~^"* 
dependence of Tin, in directions parallel and perpendicu- 
lar to the chain axis, is typical of inelastic electron-elec- 
tron scattering in disordered metals [42,43,125,126]. 
This is in agreement with the T^"^ dependence of conduc- 
tivity shown earlier in Fig. 2.18a. Thus, both the conduc- 
tivity and the MC are consistent with the localization-in- 
teraction model of transport in anisotropic disordered 
metals. 

d.    Summary 

The room temperature conductivity increases up to 
4 kbar and then gradually decreases at higher pressures. 
At 8 kbar, the temperature dependence of a\\ and (TX 
have decreased by factors of 1.4 and 1.6, respectively, 
indicating that interchain transport is enhanced by pres- 
sure. W{T) is temperature-independent from 180 to 60 
K in directions both parallel and perpendicular to the 
chain axis, indicating that at ambient pressure I-(CH);c 
is on the metallic side of the critical regime. At 8 kbar, 
the system exhibits more metallic behavior due to en- 
hanced interchain transport. The cr(71 « r^M depen- 
dence (4-50 K) indicates that inelastic e-e scattering in 
disordered metals is the dominant scattering process. 

The sign and magnitude of the MC are determined by 
the extent of disorder, the temperature, the degree of 
chain orientation, and the angle between the magnetic 
field and the chain axis. In samples with fewer mis- 
aligned chains (e.g., a\[/(T± > 100) and less disorder (p 
< 3), the sign of MC is positive when the field is perpen- 
dicular to the chain axis and negative when the field is 
parallel to the chain axis. Whether the field is parallel 
or perpendicular to the chain axis, the e-e interaction 
contribution (negative MC) dominates over the weak lo- 
calization contribution (positive MC) at high magnetic 
fields and low temperatures. The anisotropic MC arises 
mainly from the anisotropic diffusion coefficient, as con- 
firmed by the crossover from negative MC to positive 
MC and the decrease in the magnitude of the negative 
MC at 8 kbar. The inelastic scattering length for trans- 
port parallel and perpendicular to the chain axis is 1160 
and 200 A, respectively. The T~^''^ dependence of inelas- 
tic scattering length is consistent with the T^'" depen- 
dence of conductivity at low temperatures, indicating 
that the inelastic electron-electron scattering in disor- 
dered metals is the dominant scattering mechanism in 
I-(CH),. 

3.    Potassium-Doped Oriented Polyacetylene 

As noted in Section III.C.3, K-(CH);c is metallic at high 
pressures. The positive temperature coefficient of W at 
higher pressures, as shown in Fig. 2.10, indicates the 
crossover from the critical regime to metallic behavior 
[120,124]. Although the large negative MC is reduced by 
a factor of 2 at 10 kbar with respect to that at ambient 
pressure, the extent of disorder is sufficiently important 
that the dominant contribution to the negative MC is 
from hopping transport. 

Recently Bernier and coworkers [146,147; D. Bor- 
mann and P. Bernier, private communication] observed 
rather weak temperature dependence (pr < 2) with a 
positive TCR below 7 K at various doping levels in K- 
(CH);c- The correlation between the staging-induced 
structural transitions and the electronic properties in K- 
(CH);t are in the preliminary stages of investigation [Bor- 
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mann and Bernier, private communication; 146-148]. 
Thus more work is necessary to fully characterize the 
M-I transition and the metallic regime in alkali metal 
doped (CH);,. 

4.    PANI-CSA 

a.    Temperature Dependence of the Conductivity 

PANI-CSA is metallic when prepared by casting from 
solution in m-cresol [34,35]. The metallic regime is char- 
acterized by pr == 1.5-2 and by a positive temperature 
coefficient of W (below 40 K), as shown in Fig. 2.27a. 
Although p(T) increases at low temperature, the temper- 
ature dependence is extremely weak; the system has 
crossed over from the power law dependence character- 
istic of the critical regime to "metallic" behavior. Appli- 
cation of an 8 T external magnetic field increases the 
low temperature resistivity as shown in Fig. 2.27a. In 
an external magnetic field of 8 T, the temperature depen- 
dence approaches the power law regime, implying that 
the external field moves the system toward the critical 
regime (5 -^ 0). Even for if = 8 T, however, log-log 
plots show residual curvature, indicating that the metal- 
lic regime of PANI-CSA is robust. Moreover, the recent 
observation of large negative dielectric constant in the 
microwave regime by Joo et al. [149,150], as shown in 
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Fig. 2.29 (a) Plot of cr vs. P'^ for PANI-CSA in the metal- 
lic regime at H = 0, 4 T, and 8 T. (b) Data below 4.2 K 
are shown on an expanded scale. 

Fig. 2.28, has confirmed the metallic nature of PANI- 
CSA. 

The temperature dependence of the conductivity with 
pr = 1-6 is plotted as a-{T) vs. P'^ in Figs. 2.29a and 
2.29b [34,35]. The P'^ dependence is in agreement with 
Eq. (8a) and consistent with metallic behavior near the 
M-I transition [the P''^ dependence imphes that p = I 
in Eq. (7)]. The data yield a(T) = o-(O) -I- mP'^ with 
m(0) = 10.8 S/(cm-K)i'2 Figures 2.29a and 2.29b show 
o-(r) vs. P'^ for H = 0,47, and 8 T; the magnetic field 
decreases the low temperature conductivity (positive 
magnetoresistance). At low temperatures, shown in 
greater detail in Fig. 2.29b, the slope of a- vs. P'^ is field- 
dependent, as predicted by Eq. (9). 

The temperature dependence of the resistivity of me- 
tallic PANI-CSA is shown for temperatures down to 75 
mK in Fig. 2.30 [151]. The relatively large conductivity 
(a- = 30 S/cm) at ultralow temperatures confirms the 
metallic nature of PANI-CSA. The resistivity at H = 
0,2 T, and 8 T shows a minimum (vs. T) that could be 
due to the interplay of weak localization and electron- 
electron interaction contributions at millikelvin temper- 
atures. The field dependence of the resistivity at these 
temperatures demonstrates the robust nature of the 
three-dimensional transport and the absence of one-di- 
mensional localization. 
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Fig. 2.30   Data of p(D vs. Jfor PANI-CSA in the metallic 
regime at 0 T (•), 2 T (A), and 8 T (■). (From Ref. 151.) 

b.   Magnetoconductance 

In the metallic regime, the negative MC of PANI- 
CSA is relatively weak compared to that in the critical 
or insulating regimes [34,35]. The dependence of the MC 
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Fig. 2.31 Magnetoconductance (MC) for PANI-CSA in 
the metallic regime at 4.2 K, 2.5 K, and 1.4 K. (a) MC vs. 
H'^; the solid lines indicate H'^ dependence, (b) MC vs. W 
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Fig. 2.32   Inelastic scattering length (/'") vs. T for PANI- 
CSA in the metallic regime. 

on If and //"^ at low and high fields, respectively, is 
shown in Figs. 2.31a and 2.31b. The magnetic field de- 
creases the zero-temperature conductivity (negative 
MC) and increases the slope of o- vs. J"^; both effects 
result directly from electron-electron interactions and 
arise predominantly from the Zeeman splitting of the 
spin-up and spin-down bands [44]. The values for a and 
yFo^ determined by using Eq. (8), (9), and (11) are a = 
18.3 and yF„ == 0.5. This relatively small value for yF„ 
is comparable to that found in studies of doped semicon- 
ductors at doping levels near the M-I transition [134]. 

The inelastic scattering length estimated from Tin = 
(/in)^//) is shown in Fig. 2.32; /;„ « J-"^ Ti„ « T'K 
Using the known value of a = 18.3, D can be calculated 
from Eq. (8c); D = 1.25 x 10"^ cm^/s. We conclude, 
therefore, that at 4.2 K, Tin ~ 10"'" s, which is the same 
as that reported for potassium-doped polyacetylene 
[73,74] and various other amorphous metals [152]. The 
T~' temperature dependence of Tin is in agreement with 
the theoretical prediction of Belitz and Wysokinski [132] 
for systems very close to the M-I transition. The same 
T dependence has been observed in metallic Si:B near 
the M-I transition. 

The MC measurements down to 20 mK at 16 T [151] 
are shown in Fig. 2.33. The data indicate the If and 
H"^ dependence of negative MC at low and high fields, 
respectively. The absence of saturation of the negative 
MC at 20 mK and 16 T suggests the interesting possibility 
of an open Fermi surface for PANI-CSA. 

c. Intrinsic Conductivity and Metallic Nature 
of PANI-CSA 

The inelastic scattering length can be estimated from 
Tin = iUyO; /in -150-300 A [34,35]. This enables an 
estimate of the intrinsic conductivity parallel to the chain 
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Fig. 2.33   Magnetoresistance for PANI-CSA in the metallic regime at 20 mK (D), 70 mK (O), 370 mK (0), and 500 mK 
(A). (FromRef. 151.) 

axis in an aligned sample: 

o-int = Neh/m = {NeVh kp)lu (14) 

where A'^ is the density of carriers and kp is the Fermi 
wave number in the chain direction. Using iV = 2.5 x 
10^* cm"^ and kp == TT/IC, where c « 7 A [153,154], one 
obtains o-int = 2.5 x lO'' S/cm. In an unoriented sample, 
the measured value would be reduced by the anisotropy. 
An alternative estimate can be obtained from the ob- 
served increase in resistivity in the region of the positive 
temperature coefficient; Ap ~ 3 x 10"" i7-cm. This 
would imply o-int ~ 3 x 10^ S/cm for a nonoriented sam- 
ple; since the anisotropy would be expected to reduce 
the value in a nonoriented sample by about a factor of 
10-100, the estimated value for CT-|I(300 K) would be in 
excess of 3 x IC S/cm. We conclude that for chain- 
oriented and chain-aligned PANI, the intrinsic conduc- 
tivity along the chain axis at room temperature should 
be significantly greater than IC* S/cm. 

The metallic nature of PANI-CSA has been con- 
firmed from the temperature-independent Pauli suscep- 
tibility [27-30,155], the observation of modified Kor- 
ringa relation from '^C-NMR [156], large negative 
dielectric constant at 8-12 GHz [149,150], and the obser- 
vation of plasma edge in infrared reflectivity measure- 
ments [157-158]. The microscopic spin dynamics in pre- 
vious generation PANI (PANI-HCI) indicated that the 
intra/interchain spin diffusion rates are highly aniso- 
tropic and suggested that doped PANI should be consid- 
ered a highly one-dimensional system [161-166]. This is 

in contrast to PANI-CSA, in which the electronic states 
are delocalized in three dimensions. 

d.   Summary 

For metallic PANI-CSA, the conductivity at 20 mK 
is approximately 30 S/cm, the positive TCR extends 
from 300 to 150 K, and pr < 2. In this metallic regime, 
the T^''^ dependence at low temperatures points to the 
importance of e-e interactions. The magnitude of the 
inelastic scattering time. Tin '^ 10"'° s, is typical of that 
of amorphous metals. The intrinsic conductivity of 
PANI-CSA along the chain axis is estimated to be signifi- 
cantly greater than 10" S/cm at room temperature. The 
magnetic and optical properties also indicate that PANI- 
CSA is a disordered metal. 

5.   PPy-FFe 

a.    Temperature Dependence of the Conductivity 

The room temperature conductivity for films grown 
by electropolymerization at -40°C is CTRT = 150-400 S/ 
cm [25,26,167]. Films prepared at room temperature are 
less conducting [CTRT = 10-100 S/cm], and the tempera- 
ture dependence of the resistivity is rather strong, typi- 
cal of that of an insulator. Thus, one can vary the disor- 
der by changing the polymerization temperature. The 
temperature dependence of normalized resisfivity for 
various PPy-PFs samples is shown in Fig. 2.34. For 
samples with higher conductivity, CTRT  >  150 S/cm 
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(samples denoted by M), the resistivity decreases at low 
temperatures; there is a resistivity maximum around 
r = 7-20 K. 

Again, for PPy-FFe the disorder can be characterized 
by Pr [167]: 

1. 

2. 

For samples on the metallic side of the critical 
regime (2 < pr < 10), o-(O) is finite but TCR re- 
mains negative at all temperatures (denoted as 
Mc samples). 
For samples in the metallic regime (pr < 2), the 
TCR is positive at low temperatures with a con- 

ductivity minimum at 7 = r„ 
samples). 

(denoted as M 

Although the existence of finite cr(0) defines the bound- 
ary of the metallic regime in PPy-PFe (6 < pr < 10), 
the sign of the TCR changes at pr = 2. The power law 
dependence, p{T) = I"", is observed at high tempera- 
tures (r > 100 K). The various parameters obtained from 
the data are listed in Tables 2.3 and 2.4 [167]. 

The p{T) plots for various PPy-PFe samples demon- 
strate once again that such plots alone (Fig. 2.34) are 
not sufficient to identify the M-I transition. On the other 

Table 2.3   Experimental Values and Parameters for PPy-PFs Samples in the Insulating Regime 

Sample 
a<300K) 

(S/cm) 

Icl 
Ic2 
II 
12 

114 
103 
52 
34.4 

11.6 
35.8 

527 
2590 

'Pr = p(1.4K)/p(300K). 
" Data at « = 8 T and at r = 1,4 K. 
' Results from data using Eq. (4). 
" Values are obtained assuming x - 0.25. 

Ap/p^ 

0.40 0.19 ± 0.03 (T< 4 K) 
0.51 0.24 ± 0.02 (T < 5 K) 
— 0.24 ± 0.02 (T > 5 K) 

1.78 0.29 ± 0.03 (T > 2 K) 

TMO.. (K)" 

20 
290 

3,700 
17,500 

Lc(A) 

269 
177 

86 
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Table 2.4   Experimental Values and Parameters for PPy-PFe Samples in the Metallic Regime 

(K300 K) m m' a<0)^ Lc Tn, 
Sample Pressure (S/cm) Pr^ Aplp^ [S/(cm-Ki«)j [S/(cm-K"2)] (S/cm) (A)" (K) 

Ml Ambient 338 1.75 0.12 -7.55 + 7.80 201 12.1 12 
M2 Ambient 298 1.97 0.13 -3.19 + 8.34 155 15.7 7.5 
M2 9kbar 330 1.33 0.05 -8.83 + 0.86 261 9.3 24 
McI Ambient 271 2.40 0.16 + 1.75 + 11.6 108 22.5 — 
Mc2 Ambient 313 3.22 0.21 + 12.9 + 25.9 82 29.4 — 
Mc2 4kbar 358 1.81 0.12 -3.98 + 10.2 191 12.7 12 
Mc2 10 kbar 377 1.54 0.10 -9.13 + 6.22 247 9.8 19 
Mc3 Ambient 192 4.45 0.23 + 8.00 + 12.9 34 70.9   
Icl 4 kbar 133 2.64 0.18 + 2.05 + 6.83 46 52.6 — 
Ic2 10 kbar 137 2.08 0.15 -0.20 + 5.11 64 37.8 — 

'Pr = p(1.4K)/p(300K). 
" Data at ff = 8 T and at r = 1.4 K. 
•^ Extrapolated values from r"^ dependence of the conductivity. 
^ Calculated from the relation o-(0) = O.le^/hL^. 

(b) 
10        20        30        40        50 

T(K) 

Fig. 2.36 (a) o-(T) for PPy-PFe sample Mc2 (pr = 3.2) under pressure. The inset shows the same data below J = 50 K. 
Solid lines in the inset are fitted curves using aiT) = a{0) + mJ''^ + BT^'^, where p = 2.50 ± 0.04 and S = 0.4 ± 0.01. 
Note that a-(0) and m depend on pressure, (b) The temperature dependence of the conductivity (T < 50 K) of the sample 
Icl (pr = 12) under pressure. 
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kbar (pr = 1.54) in various magnetic fields (H = 0, 2, 5, 
and 8 T). 

hand, the W vs. T plot in Fig. 2.35 (the same data as in 
Fig. 2.34) brings out the subtle variations in the tempera- 
ture dependence of the resistivity with clarity and pre- 
cisely defines the M-I transition. For samples on the 
metallic side of the M-I transition, the temperature coef- 
ficient of W is positive at high temperatures, whereas 
for samples on the insulating side, the temperature coef- 
ficient of W is negative. 

Since the coefficient m in Eq. (8a) can have either 
sign depending on the competition between the Hartree 
and exchange contributions, the positive TCR for sam- 
ples in the metallic regime (sample M; pr < 2) and nega- 
tive TCR close to the transition (sample Mc; 2 < pr < 
5) are thought to be associated with a breakdown of the 
Thomas-Fermi screening near the M-I transition 
[137,138]. The tuning of the temperature dependence of 
conductivity by pressure on either side of the M-I transi- 
tion is shown in Figs. 2.36a and 2.36b. 

In the metallic regime, the cr{T) follows Eq. (7) as 
shown in the inset of Fig. 2.36a. Since the conductivity 
of metallic PPy-PFs at 1.3 K is typically 100-300 S/cm, 
correlation effects are expected to play a major role in 
the low temperature transport. The a{T) ~ P'^ depen- 
dence at low temperatures, shown in Fig. 2.37, indicates 
a significant contribution from e-e interactions. The 
temperature and field dependence of the conductivity of 
metallic PPy-PFe at millikelvin temperatures (75 mK to 
1 K) are shown in Fig. 2.38 [151]. As in PANI-CSA, the 
high conductivity (150-200 S/cm) at 20 mK and 14 T 
field indicates robust three-dimensional transport and 
the absence of one-dimensional localization. 
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Fig. 2.38   p(T) vs. T for PPy-PFs sample Ml at // = 0 (•), 2 T (A), and 8 T (■) at millikelvin temperatu res. 
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Fig. 2.39 The correlation length (Lc) obtained both from 
the insulating (•) and metallic (O) regimes plotted as a func- 
tion of pr for PPy-PFe samples. Lc is expected to diverge 
at the M-I transition near pr = 10. 

According to the scaling theory of localization, the 
correlation length Lc is expected to diverge at the M-I 
transition. The correlation length as a function of pr is 
shown for PPy-PFg in Fig. 2.39. The Lc values from the 
metallic regime were obtained from cr(0), using the rela- 
tion cr(0) = (O.le^/ftLc); those from the insulating regime 
were obtained from analysis of the magnetoresistance 
(see following section). The maximum in L^ at pr ~ 10 
indicates the transition, consistent with the transport 
data, which show the power law (indicative of the critical 
regime) over the widest temperature range at pr = 10. 

b.   Magnetoconductance 

The low and high field MC for various PPy-PFe sam- 
ples near the M-I transition, at J = 1.4 K, are shown 
in Figs. 2.40a and 2.40b. The If and H^''^ dependence 
at low and high fields, respectively, are in agreement 
with the localization-interaction model as expressed in 
Eqs. (11)-(13). The MC in Fig. 2.40b is normalized to 
ajFa- The dashed line in Fig. 2.40b is the field depen- 
dence expected from Eq. (11) at 1.4 K. As pr increases, 
however, the slope deviates from the theoretical value. 
This can be interpreted as due to the localization contri- 
bution, but the origin of negative MC is not yet fully 
understood. According to the theory of weak localiza- 
tion, the quantum interference between time-reversed 
backscattering paths is destructive when the spin-orbit 
scattering is strong, leading to the negative MC [44,45]. 
This contribution has been experimentally observed in 
disordered metal films and p-type doped semiconduc- 
tors. However, as noted above, one does not expect 
strong spin-orbit effects in conducting polymers that are 
made up of atoms of relatively low atomic number. 

The temperature dependence of inelastic scattering 
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length (/in) is shown in Fig. 2.41; the data indicate that 
Tin « IJ « T~P withp = 1.02 ± 0.05, consistent with 
inelastic scattering due to the Coulomb interaction close 
to the M-I transition [132,134]. For samples in the metal- 
lic regime (pr < 3), we estimate that /in ~ 200-300 A and 
that it is nearly temperature-independent. In this regime, 
D (diffusion coefficient) = 0.02-0.04 cm%, and the in- 
teraction length LT = {fiDlk^T)^''^ « 30-40 A (J = 1.4 
K), i.e., much smaller than the inelastic scattering 
length. As the disorder increases, the system moves to- 
ward the critical regime, and the Coulomb interaction 
is less well screened, thereby decreasing the inelastic 
electron-electron scattering length. Hence the contribu- 
tion due to the localization increases with pr. 

The MC at millikelvin temperatures is shown for me- 
tallic PPy-PFfi in Fig. 2.42 [151]. The MC is positive 
below 300 mK. The crossover from negative to positive 
MC as the temperature is lowered below 1 K indicates 
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Fig. 2.40 (a) High field magnetoconductance of PPy-PFe 
samples plotted as a function of H"^ at T = 1.4 K and at 
P = 4 kbar and 10 kbar. (b) The low field magnetoconduc- 
tance normalized by ayFcr plotted as a function of EP for 
sample M2 at P = 9 kbar (O), pr = 1.33; Mc2 at f = 10 
kbar( + ),pr= 1.54;M2(»),pr = 1.97; Mc2(B),pr = 3.2; 
Mc3 (■), Pr = 4.5 and Icl (A), pr = 12. The dashed line 
is the theoretical estimate [44,45]. 
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T(K) 

Fig. 2.41 Log-log plots of the inelastic scattering length 
(L) vs. T for PPy-PFfi samples Mc2 (■), p, = 3.2; Mc3 
(D), pr = 4.5; and Icl (A), pr = 12. 

the competition between the weak localization and e-e 
interaction contributions to the MC. The enhanced nega- 
tive contribution below 300 mK at fields above 8 T indi- 
cates the dominance of the e-e contribution at higher 
fields, as expected in the localization-interaction model. 
However, more work is necessary to quantify the scat- 
tering parameters below 1 K. 

c.   Summary 

As for the other conducting polymers, pr can be used 
to quantify the disorder; as the disorder decreases in 
PPy-PFe, Pr decreases systematically, with the M-I tran- 
sition at Pr = 10. The resistivity at high temperatures 
follows the power law temperature dependence with the 
power law exponent j8 decreasing from 1 to 0.3 as pr 
decreases. As the system approaches the transition from 
the metallic regime (pr ~ 1-6): 

1. cr(0) decreases continuously, and the correlation 
length increases. 

2. The screening length increases (jF^ decreases), 
and the effect of the electron-electron interaction 
increases. 

3. The sign of TCR changes from positive to nega- 
tive (at Pr = 2). 

4. The temperature {T^) of the conductivity mini- 
mum decreases with pr (for pr < 2). 

5. The inelastic scattering at T > T^ is due to the 
electron-phonon interaction (p = 2.5). 

6. The inelastic diffusion length decreases, and the 
contribution due to localization increases near 
the M-I transition. 

In metallic PPy-PFe, the crossover from negative to 
positive MC below 300 mK, and the finite conductivity 
(-100-200 S/cm) at 20 mK results from the interplay of 
the weak localization and e-e interaction contributions. 
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Fig. 2.42    Magnetoresistance (ApIp) vs. H for PPy-PFg sample Ml at 20 mK (D),70 mK (O), 370 mK (A), 500 mK (<>) 
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6. Far-Infrared Response of PANI-CSA 
and PPy-PFs 

The microwave and far-infrared dielectric response in 
metallic conducting polymers is typical of the usual met- 
als [149]; the dielectric function is negative for frequen- 
cies below the plasma frequency. However, disorder 
and localization play an important role. Studies of the 
frequency response and the charge dynamics in metallic 
conducting polymers are in the preliminary stages of in- 
vestigation. Lee et al. [157-160] observed that the in- 
frared optical response of metallic PANI-CSA and PPy- 
PFe are consistent with the theory of disordered metals; 
the frequency-dependent optical conductivity and di- 
electric functions are in excellent agreement with the 
"localization-modified Drude model." Moreover, the 
value of kpX estimated from the localization-modified 
Drude model is consistent with that obtained from trans- 
port measurements. Disorder tends to decrease o-(w) 
and drive €(w) > 0 as w —> 0; thus, on the insulating side 
of the M-I transition, e(w) > 0 even in the far-infrared. 

Kohlman et al. [168] and Epstein et al. [65-69] pro- 
posed a "metallic islands" model with separate contri- 
butions from crystalline and amorphous phases. They 
observed e(a)) < 0 in the microwave regime and analyzed 
their data in terms of having two different plasma fre- 
quencies for the localized and delocalized electrons, re- 
spectively. Their data analysis [65-69,168] yielded A ~ 
1-100 fim and fcpA ~ 10', neither of which is consistent 
with the dc transport properties. Thus, the "metallic is- 
lands" model is unable to provide a quantitative descrip- 
tion of the data with acceptable parameters. 

7. Polyparaphenylenevinylene (PPV) 

Although PPV is well known as the most widely used 
conducting polymer for light-emitting diodes [169], 
transport measurements on heavily doped PPV are 
rather few. The room temperature conductivity along 
the chain axis of H2S04-doped PPV (PPV-HSO4) is 
nearly lO"* S/cm [24]. Preliminary transport measure- 
ments [170] indicate that highly doped PPV-HSO4 sam- 
ples are metallic (fcpA > 1) with a{T) nearly temperature- 
independent (pr < 1.3). Madsen et al. [99] reported a(T) 
for oriented PPV-AsFs; anisotropies of 165 and 250 were 
found at 300 and 4 K, respectively. Park et al. [171] also 
observed the low temperature increase in anisotropy in 
doped PPV samples, unHke the temperature-indepen- 
dent anisotropy of doped oriented (CH);^. For PPV-AsFs 
samples [99] having somewhat lower conductivity, CTRT 
= 2300 S/cm, the temperature dependence is rather 
weak; pr = 1.28, and the temperature dependences paral- 
lel and perpendicular to the chain axis are nearly identi- 
cal, similar to those observed in doped oriented (CH)^:. 
Although a positive TCR [99] has been observed below 
6 K for PPV-AsFs samples with a relatively weak tem- 
perature dependence (pr < 1.8), this has not been rigor- 

ously verified as in PPy-PFe. The P''^ dependence of the 
conductivity due to contributions from e-e interactions 
at low temperatures has been reported for heavily doped 
and highly conducting samples [99]. Thus, it seems that 
high quahty PPV-AsFs samples are in the metallic re- 
gime. Work is in progress to fully characterize the M-I 
transition in doped PPV [170]. 

E.   Transport in the Insulating Regime Near 
the M-I Transition 

1.    Introduction 

As in the critical and metallic regimes, the extent of dis- 
order can be characterized in terms of the resistivity 
ratio [120]. The approximate pr values for the insulating 
regime are the following [172]: 

1. For unoriented I-(CH);, with o-(300 K) < 500 S/ 
cm, Pr > 50. 

2. For oriented I-(CH):t with a-(300 K) < 3000 S/cm, 
Pr > 15. 

3. For oriented K-(CH);, with o-(300 K) < 4000 S/ 
cm, Pr > 25. 

4. For nonoriented PPy-PFe with £r(300 K) < 100 
S/cm, Pr > 10. 

5. For nonoriented PANI-CSA with o-(300 K) = 
150-250 S/cm, pr > 4. 

6. For nonoriented I-P3HT with o-(300 K) < 500 S/ 
cm, Pr > 45. 

Evidence of Mott VRH conduction [42,43] in three 
dimensions has been reported extensively in the litera- 
ture on doped conducting polymers [75]. Deviations 
from the In p « (To/T)^''^ law have also been reported; In 
p a (TQ/T)^'^ was observed in doped polyhexylthiophene 
[173] and in polyacetylene doped to intermediate levels 
[174], where the effect of the nearest-neighbor hopping 
due to the finite conjugation length was suggested as the 
origin [106,107]. Recently, Inp oc (To77)'^^ behavior was 
reported for protonated polyaniline [65-69] and doped 
polypyrrole [117-119]. However, the strong tempera- 
ture dependence (pr > 10') and the nonlinear (with T) 
temperature dependence of the thermoelectric power in- 
dicate that such samples are deep in the insulating re- 
gime. In such samples, the extensive disorder and the 
formation of inhomogeneous "metallic islands" domi- 
nate the transport. The importance of homogeneity ver- 
sus inhomogeneity has been demonstrated by the sys- 
tematic increase in the VRH exponent from 1/4 to 1 with 
dilution toward the percolation threshold in PANI-CSA 
blends. The observation of In p a (To'/T)^'^ below the 
percolation threshold [175] demonstrates clearly the 
crossover from "homogeneous" to "granular" behavior 
and demonstrates that the transport can be strongly in- 
fluenced by microstructure and morphology (see follow- 
ing section). 
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2.    Theory 

In the insulating regime, transport occurs through vari- 
able-range hopping among localized states as described 
by Mott [42,43] for noninteracting carriers and by Cas- 
tner [78], Efros and Shklovskii [122] when the Coulomb 
interaction between the electron and the hole left behind 
is dominant. For Mott VRH conduction in three dimen- 
sions. 

Inp oc (ro/r)"" 

Jo = WksU'^NiEF) 

(15a) 

(15b) 

where *B is the Boltzmann constant, Lc is the localiza- 
tion length, and N(EF) is the density of states at Fermi 
level. In the Efros-Shklovskii (ES) limit. 

In p oc (To'/T)^'^ 

To' = pyieksU 

(I6a) 

(I6b) 

where e is the electron charge, e is the dielectric con- 
stant, and Pi = 2.8 (a numerical constant). 

Measurements of a{T) for PPy-PFe, PANI-CSA, and 
the PATs [172] show that samples in the insulating re- 
gime, but near the critical regime, follow Mott's VRH 
conduction down to 1 K. Samples farther into the insu- 
lating regime, with pr = 10^-10^ exhibit a crossover 
from Mott to ES hopping VRH conduction at Tcross = 
2-10 K. The VRH parameters in Eqs. (15) and (16) have 
been determined from the temperature and magnetic 
field dependence of the resistivity. The results are con- 
sistent with strong localization theory and the expected 
effect of the Coulomb interaction near the disorder-in- 
duced M-I transition [78,122]. The experiments have 
also shown that Eq. (16) holds in a strong magnetic field 
{H = 8 7) where n{H)ITm « H" withp = 1.0-1.2. 

The crossover from Eq. (15) to Eq. (16) occurs when 
the mean hopping energies (4 hop) in the Mott and ES 
limits are comparable [78,176-178]. The mean hopping 
energy from each theory is given by 

4hop =  (1/4) (ksT) (ro/r)'«       (Mott, X = 1/4) 

(17a) 
4f,op = (1/2) (ksT) (To'/T)"^      (ES, x = 1/2) 

(17b) 
The Efros-Shklovskii VRH theory [78,122] predicts a 
power law energy dependence in the density of states 
near the Fermi level that occurs within the Coulomb gap, 
4c: 

Ac = e^NiEpV^/e^'^ (18) 

where A^(£'F) is the unperturbed density of states at the 
Fermi level (i.e., in the absence of the Coulomb gap) 
and e is the dielectric constant. Castner [78] pointed out 
that near the M-I transition the dielectric constant can 
be expressed as 

where e* is the core dielectric constant and the second 
term results from the polarizability of the localized 
states. Note that Lc diverges as 5 -» 0. Thus, if the sys- 
tem is not too far from the M-I transition, then the sec- 
ond term is dominant, and e = 47re^ N{Ep) L^. Assuming 
that the above approximation is valid, Castner [78] and 
Rosenbaum [176] have noted the following relations: 

ro/r6 = 18(47r)/;8, = 81 
4c « k^Tom{i,irf'^ = A:Bri/^,(4i7)"2 
Tcross  =   16(r6)=/ro     (if 4 hop - 4(,op) 

(20) 

(21) 

(22) 

The localization length can be estimated from the 
expression for the weak magnetic field dependence of 
the VRH resistivity [122,179]: 

ln[p(/O/p(0)] = /(LC/LH)" {TolTf" (23) 

e = e=c + ^^:e'^N{Ep) L^ (19) 

where t = 0.0015 for x = 1/4, / = 0.0035 for x = 1/2, 
and LH = {ch/eH)^'^ is the magnetic length [122,179]. 

The following method was used for testing Castner's 
equations: 

1. First, the values of To and To are obtained as ac- 
curately as possible by using Eqs. (4) and (5) and 
the Wvs. r plots. 

2. The value of Lc is determined from the slope of 
plots of In [p(/f)/p(0)] vs. If by using Eq. (23) 
and the known value of To or Ti,- 

3. The values of N(EF) in the Mott regime can be 
determined by using Eq. (15b), and the values of 
e in the ES regime can be obtained by using Eq. 
(16b) and the known values of To (assuming that 
/3, = 2.8). 

4. The ratio of the experimental values of Jo and 
To can be used to check the validity of Eqs. 
(20)-(22). 

5. By using the values of Jo and To, it is possible to 
compare the theoretical value of Tcross with that 
obtained from the W vs. T plot, as shown in Ta- 
bles 2.5 and 2.6. 

6. Finally, the deviation of Ave^NiEp) Lc^/e from 
unity is checked to identify the samples that sat- 
isfy Castner's approximation. 

All the above parameters, as obtained from experiment 
and from theory, are listed in Tables 2.5 and 2.6 (includ- 
ing Tcross and e). 

The experimental ratio To/Td = 85-115 is close to the 
value predicted by Castner [78], and 4c = 0.3-0.6 meV. 
The experimental values of Tcross are in good agreement 
with those estimated from the theory as shown in Tables 
2.5 and 2.6. In the crossover regime (pr = 2 x 10^-2 
X 10^), N{EF) = (3-4 X 10" states/(eV-cm'). We have 
tested the validity of the approximation e = Ave^N 
{EF)LC^; we find 4m^N{Ep)LcVe = 0.70-0.95, indicat- 
ing that e=e makes a relatively small contribution to e. 
However, this approximation is not valid for the highly 
disordered sample (PPy-PFe, Pr = 2180), which shows 
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Table 2.5   Experimental Values and Variable Range Hopping Parameters for PPy-PFe Samples 

Symbol N(Ey) 
Fig. o-(300 K) n?s^ -* cross Lc [ X 10"states 
2.43 (S/cm) Pr ToCK) n(K) To/n (K) (K) (A) (eV-cm')] ATT^N{EF)L//e 

A 16.1 >10'' 1.30 X 10' 
O 28.9 6190 3.06 X 10" 88 

34.8 2180 1.05 X 10" 5.63 X 10' 187 4.8 4.8 108 1.6 0.43 
40.4 822 4.34 X 10' 4.53 X 10' 95 6.5 7.5 110 3.6 0.84 
57.0 734 3.91 X 10' 4.27 X 10' 91 6.1 7.5 111 3.9 0.88 
83.4 576 3.34 X 10' 2.91 X 10' 115 5.4 4.1 123 3.3 0.7 
92.8 107 1.01 X 10' 118 22.4 

a relatively low crossover temperature in spite of its high 
Jo and n. 

For samples farther into the insulating regime (pr > 
10^), two different kinds of materials are known, homo- 
geneous and inhomogeneous [172]: 

By "homogeneous," we mean materials in which the 
localization length is greater than the disorder 
length scale, e.g., greater than the structural co- 
herence length (^) in a polymer that has both crys- 
talline and amorphous regions (L^ ^ ^). Mott VRH 
conduction is recovered at low temperatures for 
more disordered, but relatively homogeneous, 
samples. In such materials, the thermoelectric 
power is linear with temperature and the magni- 
tude of thermoelectric power increases slightly 
with Pr- 

By "inhomogeneous" we mean inhomogeneous dop- 
ing, phase segregation of doped and undoped re- 
gions, partial dedoping, and large-scale morpho- 
logical disorder, etc. (Lc ^ ^). Such materials are 
like granular metals where In p « (To/T)^'^ is well 
estabhshed [175,180,181]. Although the factors 
leading to the fit for granular metals are not com- 
pletely understood, recent theoretical work by 
Cuevas et al. [181] has shown that the low tempera- 
ture transport properties can be dominated by the 
long-range Coulomb interaction rather than by 

charging effects (as previously believed). In this 
inhomogeneous limit, hopping contributions to the 
temperature dependence of thermoelectric power 
are substantial, as shown below. 

Ovchinnikov and Pronin [182,183] proposed a quasi- 
one-dimensional percolation model for explaining the 
conductivity of doped conducting polymers in the insu- 
lating regime. In this model an impurity (e.g., acceptor) 
captures an electron from one of the adjacent chains 
and forms a charged impurity center. Such a carrier can 
detrap by an activated process and diffuse along the 
chain. This polaron can recombine with another impur- 
ity center near the chain and then escape to an arbitrary 
chain adjacent to the second impurity center. Thus, con- 
duction by percolation is possible in such a system if an 
infinite cluster of chains can be connected by impurity 
centers. 

3.    Polypyrrole 

The resistivity ratio of electrochemically polymerized 
PPy-PFe varies over the relatively wide range from pr = 
1.7 to Pr > 10^ depending on details of the polymerization 
conditions, as shown in Fig. 2.35 [167]. The M-I transi- 
tion occurs at pr ~ 10; the system becomes metallic for 
Pr < 10 (with finite zero temperature conductivity) and 
becomes an insulator for pr > 10 [with p{T) following 

Table 2.6   Experimental Values and the Variable Range Hopping Parameters for Iodine-Doped PAT Samples 

Symbol NiEp) 
(Fig. (7(300 K) TCexp) 

^ cross 
T(th) 
-* cross Lc [xlO'^states 

Sample 2.46) (S/cm) Pr ro(K) n(K) To/n (K) (K) (A) (eV-cm')] AT^N{.Er)Lc^le 

PBT 450 219 3.61 X 10' 3.48 X 10' 104 6.5 5.4 140 2.1 0.78 
PHT-1 A 1,170 45.1 7.60 X 10^ 129 12.7 
PHT-2 A 194 908 4.92 X 10' 5.18 X 10' 95 8.0 8.7 121 2.4 0.86 
POT-1 • 502 244 3.29 X 10' 2.88 X 10' 114 5.5 4.0 149 1.9 0.71 
POT-2 O 168 1,640 5.67 X 10' 6.69 X 10' 85 9.8 12.6 114 2.5 0.95 
PDT o 710 47.3 7.97 X 10^ 132 11.3 
PDDT 489 250 3.38 X 10' 3.82 X 10' 112 6.8 6.9 147 1.9 0.71 
PTDT + 167 >10^ 4.33 X 10^ 
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Eq. (15) or (16) at low temperature]. For films grown at 
room temperature, the electrical conductivity at 300 K 
is typically o-(300 K) = 10-100 S/cm with 10^ < Pr < 
10'. 

The temperature dependence of the resistivity 
is shown in Figs. 2.43a and 2.43b as plots of In p vs. 
T "'' and T' "^, respectively. The sample with pr = 107 
(close to the critical regime) shows a linear dependence 
of In p on J- •''' below T = 15 K, characteristic of Mott's 
VRH conduction. Samples with pr ~ 2 x 10^-2 x 10^ 
exhibit linear In p vs. T' "" for 10 K < I < 40 K but show 
a clear deviation from linearity for 7 < 10 K. Below 10 
K, the In p (r) data follow a T' "^ dependence as shown 
in Fig. 2.43b. Thus, the data indicate a crossover from 
Mott to ES VRH conduction. This crossover is con- 
firmed by the W vs. T plots shown in Fig. 2.44, from 
which the crossover temperature (Tcross) is accurately 
determined. The VRH parameters. To in Eq. (15) and 
To in Eq. (16), are determined from the slopes in Fig. 
2.44. Samples with pr > 5 x 10^ again show Mott's T~ " 
'' behavior below 100 K down to the lowest measured 
temperature. The various parameters obtained from 
analysis of the data in terms of Eqs. (15) and (16) are 
listed in Table 2.5. The ratio TQIT'O = 85-115, as deter- 
mined from the data, is close to that predicted using 
Castner's approximation. 

The plot of In [p(H)/p(0)] vs. fl^ at J = 1.4 K is 
shown in Fig. 2.45. The magnetoresistance is positive 
as expected for VRH conduction; the data are linear in 
//^ up to F = 1-2 T, showing a slight deviation from 
quadratic dependence at higher fields. Using Eq. (23), 
we obtain U = 110-150 A from the slopes of the straight 

Fig. 2.44 Log-log plot of W vs. T for PPy-PFs samples in 
insulating regime. Solid lines represent different tempera- 
ture regimes in which x = 1/2 (higher slopes) or x = 1/4 
Oower slopes); the power law (zero slope) dependence can 
also be seen. 

lines in Fig. 2.45 (see Table 2.5). The parameters x = 
1/2 and 76 are used in Eq. (23) except for the PPy-PFe 
sample following Mott's law at this temperature. The 
localization length increases slightly as pr decreases, as 
expected. The relatively small difference in the values 
ofLc for the PPy-PFe sample with Pr = 107 and pr = 2018 
could be due to the uncertainty in numerical constant t 

j-XIA (j,.l/4j 
0.1    0.2    0.3    0.4    0.5    0.6   0.7   0.8   0.9    1.0 

(b) j-I/2 ^-l/2j 

Fig. 2.43 
(b) In p vs. 

(a) Plot of In p vs. T  "" for PPy-PFs samples in the insulating regime. Solid lines represent linear fit regions; 
T      for the same data. Solid lines represent linear fit regions. Symbols are as described in Table 2.5. 
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Fig. 2.45 The magnetic field dependence of the resistivity, 
In [p{H)/p(0)] vs. H^ for PPy-PFe samples in the insulating 
regime. The localization length was calculated from the 
slope (solid line) using Eq. (23). 

in Eq. (23) calculated from two different theoretical 
models [122,179] applied for In p « {To/T}^"^ and In p « 
(Jo/r)"^ dependences in the same temperature interval 
(1.4 K< r<4.2K). 

Samples farther into the insulating regime (pr > 5 x 
10^) follow Mott VRH temperature dependence of the 
resistivity without showing crossover behavior. This im- 
plies that the Mott to ES crossover is restricted to the 
two limits, very close to the M-I transition (where the 
Coulomb gap may appear at millikelvin temperatures) 
and well on the insulating side [due to the decrease of 
N(EF) and Ld 

4,   Polyalkylthiophenes 

Advances in the synthesis of regioregular PATs have 
significantly improved the electronic properties by in- 
creasing the conjugation length [31,32]; the regular head- 
to-tail arrangement of the alkyl side chains in regioregu- 
lar PATs has improved the crystalline coherence length 
over that in the regiorandom PATs. Moreover, side- 
chain-induced crystallization in regioregular PATs fa- 
vors the self-assembly of well-ordered films when cast 
from solution. 

In situ conductivity measurements were carried out 
during doping on several PAT samples [172]. Although 
the maximum conductivity obtained in regioregular 
PATs increases upon increasing the length of the side 
chain from butyl to decyl, the disorder that limits the 
conductivity is apparently determined by the solution 
casting process [31,32]. The maximum conductivities 
obtained for various regioregular PATs are summarized 
in Table 2.6. The highest room temperature conductiv- 
ity, CTRX ~ 1200 S/cm, was from P3HT. 

Typical examples of the temperature dependence of 
the resistivity of iodine-doped regioregular PATs are 
shown in Figs. 2.46a and 2.46b [172]. Although the room 
temperature conductivity of some of the PATs is consid- 
erably higher than those of PPy-PFg and PANI-CSA, 
the temperature dependence of the resistivity is rather 
strong compared to the best samples of PPy-PFe and 
PANI-CSA. For example, PHT-1 with room tempera- 
ture conductivity CT-RT ~ 1200 S/cm has pr == 50. In gen- 
eral, as is the case for all other conducting polymers as 
well, the higher the value of <7RT, the lower the value of 

(a) 
0.2    0.3     0.4     0.5     0.6    0.7     0.8    0.9     1.0 

j-UA^.UA^ 
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(b) T"^(K'"^) 

Fig. 2.46   (a) In p vs. T "" for iodine-doped PAT samples. Solid lines represent linear fit regions, (b) In p vs. J-"^ for the 
same data. Solid lines represent linear fit regions. Symbols are described in Table 2.6. 
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Pr, as shown in Table 2.6. The temperature dependence 
of the resistivity for PBT and PDDT is not shown in Fig. 
2.46 since it is identical to that of POT-1. 

The temperature dependence of conductivity of the 
PATs can be classified into three categories [172]: 

1. For (TRT = 700-1200 S/cm and pr < 100, the 
power law dependence was observed in the tem- 
perature range 50-250 K with In p « (Jo/r)"" 
behavior below 50 K. 

2. For o-RT = 200-600 S/cm and 2 x 10^ < pr < 2 
X 10^ the crossover from 7"" to V^ occurs 
(Mott to ES) at temperatures below 10 K. 

3. For o-RT < 200 S/cm and pr = 10"-10*, In p a 
{To/T)^'^ behavior was observed. 

The existence of these three distinct regimes in io- 
dine-doped PATs was confirmed from the W vs. T plots 
shown in Fig. 2.47. The data in regimes (1) and (2) are 
very similar to those obtained from PPy-PFe. The power 
law dependence observed for PHT-1 and PDT samples 
above 50 K indicates that the samples are near the criti- 
cal regime. The crossover from Mott to ES VRH for 
PBT, POT-1, and PDDT indicates that correlation ef- 
fects in the insulating regime near the M-I transition are 
important. The VRH parameters summarized in Table 
6 are consistent with results from the previous analysis 
of the PPy-PFe data. 

The field dependence of p(T,H) for magnetic fields up 
to // = 8 T for PPy-PFs and iodine-doped POT samples 
exhibiting the highest crossover temperature from Mott 
to ES VRH conduction is shown in Fig. 2.48 [172]. Al- 
though strong magnetic fields significantly alter the lo- 

T(K) 

Fig. 2.47 Log-log plot of W vs. T for iodine-doped PAT 
samples. Solid lines represent different temperature re- 
gimes in which x = 1/2 (higher slopes) or x = 1/4 (lower 
slopes). 

j-m ^-1/2^ 

Fig. 2.48 The temperature dependence of the resistivity 
of PPy-PFe (pr = 734, solid symbols) and iodine-doped POT 
(pr = 1640, open symbols) in various magnetic fields plotted 
as In p vs. r-"=: (•,0) H = 0, 0,0) // = 2 T, (A,A) H 
= 5 T, and (^,0) // = 8 T. The To values obtained from 
the slopes (solid lines) for various samples are plotted as a 
function of the magnetic field in the inset. 

calized electronic wave functions, decreasing the over- 
lap and increasing the hopping length, the In p « (TQ/ 
r)"^ law remains valid but with increased To. Various 
VRH exponents (x = 3/5, 1/2, and 1/3) have been sug- 
gested as appropriate in a strong magnetic field in the 
presence of the Coulomb gap [184-187]; however, the 
data in Fig. 2.48 clearly indicate x = 1/2. The magnetic 
field dependences of ToiH) obtained from the slopes in 
Fig. 2.48 are plotted in the inset of Fig. 2.48; the data 
indicate To{H)ITo « //" with p = 1.0-1.2, consistent 
with Shklovskii's theory [185,186]. 

The In p oc (JfJTf^ dependence for samples in regime 
(3), which have relatively large resistivity ratios (pr > 
lO"), is typical of granular metals. Similar behavior has 
been reported for polyaniline doped with conventional 
protonic acids [65-69] and for doped polypyrrole 
[117-119]. In such samples, the strong disorder and the 
formafion of inhomogeneous "metallic islands" domi- 
nate over the In p « (JQIT)^'^ behavior expected for ho- 
mogeneously disordered materials, as previously de- 
scribed. The In p « {TQ/T)^'^ dependence observed over 
a wide temperature range has a different origin from the 
ES VRH conduction in the homogeneous limit. Phase 
segregation of the doped and undoped regions (i.e., the 
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inhomogeneous doping) result in the formation of granu- 
lar metals. Similar behavior was observed in microscopi- 
cally disconnected networks of polyaniline in blends at 
concentrations below the percolation threshold (see fol- 
lowing section for details) [175]. 

5.    Polyaniline 

Progress in the solution processing of high quality con- 
ducting PANI films showed that the electrical transport 
properties of PANI can be greatly improved by reduc- 
tion of disorder [34,35]. In this section, we address the 
differences in transport properties between PANI-CSA 
processed from solution in m-cresol [27-30] and PANI 
doped by conventional protonic acids [65-69] such as 
HCl and H2SO4. 

The temperature dependence of the resistivity of 
PANI-CSA is sensitive to the sample preparation condi- 
tions. This is clearly shown in the W vs. T plots, e.g., 
as in Fig. 2.49. The resistivity ratio for PANI-CSA is 
typically less than 50; in the metaUic regime (pr < 3), 
p(T) approaches a finite value as r-^> 0 [151]; in the 
critical regime (pr ~ 3), p{T) follows power law depen- 
dence; and in the insulating regime (pr > 4), p(r) follows 
Eq. (15) (Mott VRH conduction) with VRH exponent x 
= 0.25 ± 0.3 and U = 10'-10^ The Mott to ES VRH 
crossover noted for PPy-PFg and PATs has not yet been 
clearly observed in PANI-CSA. The systematic varia- 
tion from the critical regime to the VRH regime as the 
value of Pr increases from 2.94 to 4.4 is shown beautifully 
in the W\s. Jplot of Fig. 2.49. This is a classical demon- 
stration of the role of disorder-induced locahzation in 
doped conducting polymers. 

Plots of In p vs. r~^'* for various PANI samples, 
doped with CSA and doped with conventional pro- 
tonic acids (HCl and H2SO4), are shown in Figs. 2.50a 
and 2.50b. When PANI-CSA samples are treated 
("washed") with acetone after casting, the behavior of 
p(7) changes to In p « J"^ due to the partial deprotona- 
tion. PANI-HCl samples ("exchanged" samples) were 
prepared by the exchange of counterions in HCl solution 
after complete dedoping of PANI-CSA. For a stretch- 
"oriented" PANI-HCl sample with a draw ratio of 3, 
the resistivity data (parallel to the draw direction) are 
shown in Fig. 2.50b [188]. The resistivity ratio for these 
samples is typically pr > 10^, and the typical values of 
Jo increase from r6 = 160 K for exchanged PANI-HCl 
to n = 5400 K for PANI-H2SO4 (see Table 2.7). 

6.    Summary 

The transport properties of PPy-PFe, iodine-doped PAT, 
and doped PANI in the insulating regime have common 
features; the hopping transport can be categorized as 
follows: 

I. 

2. 

Very close to the M-I transition (pr < 10^), the 
low temperature resistivity follows Mott's VRH 
above 1 K. 
Samples with intermediate Pr(10^ < Pr < 10^) 
show crossover from Mott to Efros-Shklovskii 
hopping (from In p a J" ^'* to In p « j-1/2) below 
10 K, with a Coulomb gap of Ac = 0.3-0.6 meV. 
The data yield To/Th = 85-115, A7re^N{E^)U^I e 
= 0.70-0.95, and values of Jcross that are nearly 
identical to those estimated from Tcross =  16 

10 

T(K) 

100 

Fig. 2.49   Log-log plot of W vs. T for various types of doped PANI samples. 
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Fig. 2.50   (a) In p vs. I""'' for PANI-CSA samples. Solid lines represent linear fit regions, (b) In p vs. T  "^ for various 
doped PANI samples. 

) {To)^/To; all are close to the values predicted by 
Castner [78]. The resistivity at low temperature 
in a strong magnetic field follows the In p « 
(ri/r)"2 law, where n{H)/nm « H" with p = 
1.0-1.2, in agreement with the theory of 
Shklovskii. 
For samples farther into the insulating regime (pr 
> 10^), p(r) shows two distinct types of behavior. 
In homogeneous material (Lc a structural coher- 
ence length), Mott VRH conduction is recovered. 
In inhomogeneous samples (Lc ^^ structural co- 
herence length), where "metallic islands" are 
formed after partial dedoping or by strong mor- 
phological disorder, Inp « {T(JT)^'^, characteris- 
tic of a granular system. In this granular metal 
limit, there is a substantial nonlinear hopping 

contribution to the intrinsic diffusion thermoelec- 
tric power of doped conducting polymers. 

F.   Thermopower Near the M-l Transition 
in Doped Conducting Polymers 

1.   Introduction 

Although the thermopower, 5(1), of doped conducting 
polymers has been studied for many years, the evolution 
of 5(7) as a function of the extent of disorder is not 
yet fully understood. Usually, thermopower is not as 
sensitive to disorder as electrical conductivity, since the 
latter is strongly dependent on the scattering and hop- 
ping processes involved in charge transport in the disor- 
der-induced localized regime. Kaiser [19] analyzed the 

Table 2.7   Experimental Values and Variable Range Hopping Parameters for PANI Samples 

Symbol 
(Fig. o-(300 K) To 

Sample 2.49) (S/cm) pr (K) T6(K) 

PANI-CSA 225 1.66 
322 2.94 
112 4.40 18.8 
226 7.61 129 
268 14.6 390 
171 30.1 1337 

PANI-CSA (washed) D 165 486 70.6 
PANI-HCl (exchanged) A 88.4 8.8 X 10" 164 
PANI-HCl (oriented) 0 40.8 3060 
PANI-H2SO4 0 6.31 5400 
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thermopower in terms of the heterogeneous model in 
which the thermal current carried by phonons is less 
impeded by thin insulating barriers than the electric cur- 
rent carried by electrons or holes. Wang et al. [69] con- 
sidered the interplay of dimensionality of coupled metal- 
He chains. Li et al. [70] suggested that the U-shaped 5(7) 
could result from the temperature-dependent tunneling 
between granular metallic islands. More recently, how- 
ever, Yoon et al. [172] observed that the gradual change 
of 5(r) from the positive linear temperature dependence 
to the negative U-shaped behavior was correlated with 
microstructure and indicative of negative hopping con- 
tributions in addition to the metalhc diffusion thermo- 
electric power. 

2.   Theory 

The diffusion thermoelectric power for a metallic system 
can be expressed as [189] 

S,{T)=^NknT 

or alternatively, 

d In o-(£)' 
dE 

EF 

-W 5d(r) = +^(ol(^Br 
_z 

(24a) 

(24b) 

where the energy dependence of cr(£) arises from a com- 
bination of the band structure and details of the scatter- 
ing mechanism, and z is a constant (of order unity), again 
determined from the band structure and the energy de- 
pendence of the mean scattering time. The Hnear tem- 
perature dependence of 5(7) corresponds to the charac- 
teristic diffusion thermopower of a metal. Although 
phonon drag often contributes to the thermopower of 
metals, this contribution is expected to be suppressed 
by disorder [190,191]. 

The VRH hopping contribution to the thermoelectric 
power depends on the details of the hopping mechanism 
[42,43], 

Shop{T) — 2 
I   k 

knT 
d In N (E) 

dE (25) 
£F 

where A^op is the mean hopping energy. From Eqs. (17a) 
and (17b), we have 5hop ^ 7"^ for x = 1/4 and 5hop = 
constant for x = 1/2 [172]. Thus, in a Fermi glass with 
a finite density of states at E^, SiT) should have contri- 
butions from both SaiT). One finds that the hopping con- 
tribution to the total thermoelectric power of PANI-CSA 
samples fits well to the empirical formula 

5(7) - AT = BT'^ + C (26) 

where A is the linear slope of 5(7) and B and C are 
fitting parameters (see Section III.F.4 for details). The 
magnitude of hopping thermoelectric power increases 

with PT- The origin of the positive or negative sign for 
hopping contributions is not understood (generally the 
sign depends on asymmetry corrections to the density 
of states with respect to the Fermi level [190]. 

Assuming energy-independent scattering for 5d(7), 
the magnitude of hopping contribution can be estimated 
by using Eqs. (24) and (25), 

5hop/5d « (3/277^) {A^oplk^Tf = OI27r^)W^        (27) 

where W = A^oplk-eX = x{TolTY is the reduced activa- 
tion energy. For W < 1, 5hop/5d < 1, and the hopping 
contribution to the thermoelectric power is insignificant. 
For X = 1/4, Eq. (27) becomes 5hop/5d ~ (A7o/7)'''^ 
where A ~ 10"^ and for x = 1/2, 5hop/5d = (yWT), 
where A'-10~' [172]. The condition for the hopping ther- 
moelectric power to be comparable to the diffusion ther- 
moelectric power is, for example, 7o ^ 10^ K or 76 S: 
10' K at 100 K. In the homogeneous Umit (pr < 10^, 
X = 1/4), 7o less than 10' K implies that the hopping 
contribution to 5(7) is negligible. In the inhomogeneous 
limit (pr > 10', X = 1/2), the hopping thermoelectric 
power contributions from both the large values of 7o > 
lO'' and 76 > 10^ become important, and the temperature 
dependence of the resistivity is In p « T~ -1/2 

3. Polyacetylene 

The thermopower of doped (CH)^ has been extensively 
studied by Kaiser [19] and by Park et al. [89-92]. The 
quasilinear temperature dependence is consistent with 
metallic contribution, while the "knee" around 50 K has 
been attributed to a contribution from the elec- 
tron-phonon interaction. Park et al. [89-92] and Yoon 
[188] carried out extensive thermopower measurements 
on {CH.)x samples doped with iodine and various transi- 
tion metal halides. Park et al. [192] have also shown that 
the thermopower is positive for both I-(CH);c (p-type) 
and K-(CH);c («-type), indicating that the sign of ther- 
mopower is not determined by the sign of the charge 
carrier, a surprising and unexpected result. As noted 
above, the sign and magnitude of thermopower in doped 
(CH);c are determined by the details of band structure 
and the dominant contributions from diffusion and hop- 
ping transport [172]. 

4. PANI-CSA 

The thermopower data for various types of doped PANI 
are shown in Figs. 2.51a and 2.51b [172,193]. The room 
temperature value is approximately 10 iiV/K with small 
variations (± 2 p,V/K) depending on the details of the 
process for casting the film. The magnitude and positive 
sign of 5(7) are similar to those obtained from a number 
of partially doped p-type conducting polymers [89-92]. 
The positive sign of the thermopower is consistent with 
the calculated band structure of the metallic emeraldine 
salt, a three-quarter-filled 77 band with one hole per 
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Fig. 2.51   (a) S{T) vs. T of PANI-CSA samples in the (•) metallic, (A) critical, and (■) insulating regimes, (b) 5(7) for 
various protonated PANI samples including the ones in deep insulating regime. 

(—B—NH—B—NH—) repeat unit [193]. Although p, 
for PANI-CSA samples varies by three orders of magni- 
tude near the M-I transition, the quasilinear ther- 
mopower is relatively insensitive to pr- The linear tem- 
perature dependence of S(T) corresponds to the 
diffusion thermoelectric power, Eq. (24). The relatively 
large magnitude, 5(300 K) = 8-12 /xV/K, indicates the 
diffusion of charge carriers in electronic states with rela- 
tively narrow bandwidth. Using z = 1, £F = 1 eV 
[194,195] and T = 300 K, Eq. (24) yields 5(300 K) « 7.5 
/iV/K, close to the measured value. The density of states 
estimated from the magnitude of 5(7) [193] is 1.1-1.6 
states per electronvolt per two rings (assuming energy- 
independent scattering), consistent with the value of 1 
state/eV per two rings obtained from magnetic suscepti- 
bility measurements [27-30,155]. 

Table 2.8 Experimental Values of Thermoelectric Power 
and Fitting Parameters for PANI Samples 

Symbol     5(300 K)        B C 
Sample (Fig. 2.51b)   (p,V/K)   ifiV/K^'^) (;aV/K) 

PANI-CSA • + 12.8 
PANI-CSA D + 10.5 -0.13 -0.09 

(washed) 
PANI-HCl A + 7.0 -0.35 + 0.37 

(exchanged) 
PANI-HCl 0 + 2.3 -0.79 + 3.01 

(oriented) 
PANI-H2SO4 0 -3.0 -1.35 + 6.89 

The U-shaped temperature dependence 5(7) appears 
only when the hopping contribution (usually in the inho- 
mogeneous limit) becomes significant, as shown in Fig. 
2.51b. The least squares fitting parameters for B and C 
[Eq. (26)] are listed in Table 2.8. Neither the phonon drag 
effect [190], which is usually suppressed by disorder, 
nor the positive contribution due to the electron-phonon 
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Fig. 2.52 Hopping contributions to the diffusion thermo- 
electric power of various doped PANI samples. Solid lines 
are fits to Eq. (24). 
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interaction [19] was observed. The data showing the 
hopping contribution to the thermopower for various 
doped PANI samples are shown in Fig. 2.52. 

5. PPy-PFe 

The temperature dependences of S(T) for various PPy- 
PFe samples near the M-I transition are shown in Fig. 
2.53 [167]. The room temperature value is positive, with 
5(300 K) = +(9-12)/iV/K; the magnitude decreases as 
Pr decreases. The relatively large magnitude of S{T) 
again impUes that the partially filled TT band is relatively 
narrow, in this case less than 1 eV. The density of states 
at the Fermi level, estimated from Eq. (24), is A^(£'F) ~ 
1.0-1.6 states/eV per four pyrrole units, assuming the 
ideal doping level of one dopant per four rings. As for 
PANI-CSA, SiT) for PPy-PFg is rather insensitive to pr 
near the disorder-induced M-I transition. 

6. Summary 

The thermopower of doped conducting polymers near 
the disorder-induced M-I transition is not as sensitive to 
disorder as the conductivity. Because of the continuous 
density of states in a Fermi glass, 5(7) is nearly identical 
in the metallic and insulating regimes. Deep in the insu- 
lating regime, however, contributions from the "metal- 
lic" diffusion thermopower (positive with S <x T) and 
the insulating hopping thermopower become compara- 
ble; the latter can be positive or negative depending on 
the asymmetric corrections to the density of states with 
^hop °= r"2 for X = 1/4 and 5hop = constant for x = 1/2 
depending on whether the material is homogeneous or 
granular. 

0        50       100      150     200     250     300 

T(K) 

Fig. 2.53   Plots of S(T)vs.Tof PPy-PFs samples in various 
regimes: 12 (■), Icl (♦), Mel (A), and Ml (•). 

rV.   TRANSPORT IN POLYANILINE NETWORKS 

A.   Introduction 

The metal-insulator transition in doped conducting 
polymers can be investigated from a different perspec- 
tive by blending a metallic conducting polymer into an 
insulating polymer as host matrix. The counterion-in- 
duced solution processing of PANI-CSA [27-30] has 
made possible the fabrication of conducting polymer 
blends in the form of films and fibers and thereby pro- 
vided the opportunity to study transport in such blends 
[153,154,196,197]. 

Although classical percolating systems (where /c == 
16% by volume for globular conducting objects dis- 
persed in an insulating medium in three dimensions) 
have been studied in detail for many years [198], the 
transport properties of conducfing polymer blends, con- 
sisting of a network of fibrillar conducting objects, are in 
the early stage of investigation [199-206]. From previous 
experimental and theoretical studies of polymer com- 
posites filled with metal [207,208] or carbon fibers [209], 
it is known that the percolation threshold decreases 
when the aspect ratio (A) of the conducting object in- 
creases, where A is the ratio of the length to the diameter 
[210]. 

The formation of self-assembled networks in con- 
ducting polymer blends containing polyaniline provides 
a new class of percolating systems [153,154,175, 
196,197]. Because the multiply connected, phase- 
separated morphology is the lowest energy configura- 
tion, the critical volume fraction of conducting material 
required to reach the percolation threshold can be quite 
low. Near the critical concentration for percolation, the 
conducting networks in the blends are fractal [196,197]. 
Transport on such fractal networks is of fundamental 
interest but poorly understood. 

The PANI-CSA networks in PANI-CSA/PMMA 
blends exhibit an extremely low percolation threshold 
and a continuous increase of conductivity, cr{f), while 
retaining the mechanical properties of the matrix poly- 
mer [153,154,175,196,197]. Homogeneous films of any 
size and shape can be easily fabricated either by co- 
dissolving the conducting PANI-CSA and a suitable ma- 
trix polymer in a common solvent and casting onto a 
substrate or by melt processing the blend. The networks 
in such blends have been directly imaged by transmis- 
sion electron microscopy (TEM) [153,154,175,196,197]. 
The intrinsic metallic nature of PANI-CSA (as inferred 
from the positive temperature coefficient of resistivity) 
is retained upon dilution to low volume fractions (as low 
as / == 0.003), a feature that is not observed in other 
conducting polymer blends. Moreover, the positive and 
linear temperature dependence of thermopower remains 
unchanged upon dilution to 0.6% volume fraction of 
PANI-CSA [193,196,197]. Thus, the transport data 
imply the formation of a self-assembled interpenetrating 
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fibrillar network made up of high quahty PANI-CSA; 
the network forms spontaneously during the course of 
liquid-hquid phase separation. 

Since the homogeneity and processibility of conduct- 
ing polymer blends are superior to those of filled poly- 
mer composites, these all-polymer materials are of tech- 
nological interest. The potential of such conducting 
polymer blends for use in a variety of applications has 
stimulated a more detailed study of these materials with 
a goal of achieving a deeper understanding of the effect 
of processing on the morphology and thus on the trans- 
port properties of the materials. For example, PANI- 
CSA networks have been demonstrated to be useful as 
carrier injection electrodes in conjugated polymer light- 
emitting diodes and as the grid in polymer grid triodes, 
a new architecture for "plastic" transistors [211-213]. 

The systematic change in the VRH exponent {x) as 
a function of the volume fraction of PANI-CSA suggests 
superlocalization of the electronic wave functions on the 
fractal network for concentrations near the percolation 

threshold [175,196,197]; x increases from 0.25 (at/ = 
0.8) to J: ~ 1 upon decreasing the volume fraction of 
PANI-CSA to the percolation threshold. Because of the 
relatively high conductivity of the phase-separated 
PANI-CSA in PMMA, it was possible to extend the mea- 
surements well below/c. Below the percolation thresh- 
old, X = 0.5, typical of that observed in granular metals 
and consistent with the disconnected granular morphol- 
ogy seen in the TEM micrographs [153,154,175]. 

B.   Sample Preparation 

PANI-CSA solutions are prepared by dissolving the em- 
eraldine base form of PANI and CSA at 0.5 molar ratio 
of CSA to phenyl-N repeat unit in m-cresol [27-30]. This 
solution is then mixed in the appropriate ratio with a 
solution of PMMA in w-cresol. Films of thickness 20-60 
fim were obtained by casting the blend solution onto a 
glass plate. After drying at 50°C in air for 24 h, the poly- 
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Fig. 2.54   Transmission electron micrographs of extracted PANI-CSA/PMMA polyblend films containing (a)/ = 0.005 and 
(b)/ = 0.0025 of PANI-CSA. 
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blend film was peeled off the glass substrate to form a 
free-standing film for transport measurements. 

The features of the network are dependent on the 
molecular weight of PMMA [27-30,153,154]. The use of 
lower molecular weight PMMA enables greater mobility 
of the macromolecules during the process of liquid-liq- 
uid phase separation (carried out slowly at 50°C), 
thereby enhancing the diffusion of PANI-CSA in 
PMMA. As a result, the lower molecular weight blends 
more closely approach the morphology associated with 
the minimum energy of the PANI-CSA self-assembled 
network. 

tional systems [153,154,175,196,197]. Theoretical 
models of superlocalization [214-217], multifractal lo- 
calization [218,219], multiple percolation [206], and high 
field magnetotransport [220,221] near the percolation 
threshold have provided additional stimulus to carefully 
study the transport properties of the PANI-CSA net- 
work, especially at low volume fractions near and below 
the percolation threshold. Improvements in material 
quality have enabled the temperature dependence of 
conductivity measurements and magnetoresistance 
measurements in samples containing volume fractions 
of PANI-CSA as low as 0.02% (/ = 0.0002) [175]. 

C.   Results and Discussion 

The electrical properties of PANI-CSA/PMMA blends 
are novel compared to those observed in more tradi- 

1.    Electron Microscopy and Conductivity Near 
the Percolation Threshold 

As shown in Figs. 2.54a and 2.54b, the PANI-CSA net- 
work can be seen clearly in TEM micrographs of blends 
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made from 0.5% and 0.25% PANI-CSA in PMMA (see 
Refs. 153 and 154 for details on the preparation of sam- 
ples for imaging by TEM). Figures 2.54a and 2.54b re- 
semble the typical scenario imagined for a percolating 
medium [198] with "links" (PANI-CSA fibrils), 
"nodes" (crossing points of the links), and "blobs" 
(dense, multiply connected regions). The distance be- 
tween the nodes and the typical diameter of the blobs is 
assumed to be on the order of the percolation correlation 
length (^p). The TEM photograph of the sample contain- 
ing 0.5% PANI-CSA indicates that fp ~ 400-800 A 
[153,154,175], numerous links, with diameters of about 
100-500 A, are clearly visible. The 0.25% sample is just 
below the percolation threshold; there are rather few 
links between the nodes and blobs. Thus, at these very 
dilute concentrations, the network becomes unstable 
and tends to break up; the critical concentration is ap- 
proximately 0.3% PANI-CSA in PMMA. 

The TEM micrographs suggest the existence of a min- 
imum diameter for the connecting links on the order of 
a few hundred angstroms. Although the origin of this 
minimum dimension is not understood in detail, it ap- 
pears that when the surface-to-volume ratio of the 
PANI-CSA segregated regions becomes too large, the 
connected network structure cannot be maintained. 

The conductivity versus volume fraction of PANI- 
CSA is shown in Table 2.9 and in Fig. 2.55a. The a vs. 
/data are dependent upon the mass distribution among 
the links, nodes, and blobs in the sample, which in turn 
are determined by various parameters involved in the 

Table 2.9   The Room Temperature Conductivity 
and Resistivity Ratio of PANI-CSA/PMMA Blends 
at Various Volume Fractions (/) of PANI-CSA 

/ a-(300 K) (S/cm) p(4.2 K) p(300 K) 

1 200-400 1.3-10 
0.8 140 11 
0.67 110 13 
0.5 66 18 
0.33 21 19 
0.12 9 30 
0.08 4 60 
0.04 1.8 210 
0.02 0.7 710 
0.015 0.4 1830 
0.012 0.22 2200 
0.010 0.17 2600 
0.008 0.12 — 
0.006 0.074 3780 
0.004 0.014 5250 
0.003 0.003   
0.002 0.0012   
0.001 10-^   
0.0005 10-5 —     ■ 
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Fig. 2.55 (a) Conductivity (logio scale) versus volume frac- 
tion (/) of PANI-CSA at 300 and 10 K. (b) Log,o-logio plot 
of o-vs. (f-fc) at 300 K (•) and 10 K (O), where/c = 0.003. 
The solid line through the points corresponds to a slope (t) 
of 1.99 at 10 K and 1.33 at 300 K, respectively. 

sample preparation—the molecular weight of PANI and 
PMMA, the viscosity of the polyblend solution, the sol- 
vent, the drying temperature, etc. The data in Fig. 2.55a 
were obtained from samples prepared by optimizing 
some of the above parameters with the intent of allowing 
the system to approach equilibrium during the liquid-liq- 
uid phase separation. 

The conductivity of the sample containing 0.05% 
PANI-CSA is approximately 10"^ S/cm, several orders 
of magnitude higher than the typical values of conductiv- 
ity obtained in filled polymer composites containing sim- 
ilar volume fractions of carbon black [222-224; H. B. 
Brom, personal communication, 1994.] or graphite parti- 
cles [225, 226]. Although percolation thresholds as low 
as 0.1 vol % [222,223; H. B. Brom, personal communica- 
tion] and 0.4 wt % [224] have been reported for carbon 
black/polymer composites, the conductivity near the 
percolation threshold for those samples is less than 10 ~' 
S/cm. 

Even though the TEM photographs [153,154,175] 
show that the macroscopic connectivity in PANI-CSA/ 
PMMA blends is rather low for samples containing less 
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than 0.5% PANI-CSA, a small number of residual nano- 
scopic connections in the phase-segregated structure 
persist down to volume fractions of PANI-CSA as low 
as 0.01%. As shown in Table 2.9, room temperature con- 
ductivities on the order of IQ-^'-lO-^ S/cm are observed 
in samples containing such extremely low volume frac- 
tions of PANI-CSA. The conductivity increases approx- 
imately four orders of magnitude (from 10"'° to 10~* S/ 
cm) when the PANI-CSA content is increased from 0 01 
± 0.005% to 0.025 ± 0.005%, as shown in Fig. 2.55a. 
This suggests that nanoscopic connectivity probably 
does occur at these extremely low volume fractions of 
PANI-CSA, although such links are not clearly observa- 
ble within the resolution limits of the TEM micrographs. 

In order to identify the percolation threshold more 
precisely, the data were fit to the scaling law of percola- 
tion theory [198], 

(Tif)^(TT\f-fc (28) 

where ar = (rh)^R 2(''h), which is interpreted as the 
conductance for each basic unit; t is the critical exponent 
{t = 1 in two dimensions and f = 2 in three dimensions); 
^R is the resistivity scaling exponent (^R = 0.975 in two 
dimensions and 1.3 in three dimensions); /"h is the hop- 
ping length; (/-h)^R ~ (To/Tj^R-y'^, which contains the in- 
formation about the fractal network (where x and ^ are 
the VRH conductivity and the superlocalization expo- 
nent, described in detail below). 

The fit to Eq. (28) is shown in Fig. 2.55b; at 10 K, 
wefind/c = 0.3 ± 0.05% and t = 1.99 ± 0.04, in agree- 
ment with the predicted universal value of t = 2 for 
percolation in three dimensions [198]. At room tempera- 
ture, however, t = 1.33 ± 0.02 (and/c = 0.3). The 
smaller value of the exponent at room temperature arises 
from thermally induced hopping transport between dis- 
connected (or weakly connected) parts of the network. 
Similar values for both the percolation threshold (0.4 wt 
%) and the critical exponent {t ~ 1.3, at room tempera- 
ture) have been obtained from carbon black/polyethyl- 
ene/polystyrene blends and attributed to the two-dimen- 
sionality of the system [224]. An important difference 
between conducting polymer blends and filled polymer 
systems containing metallic particles or carbon black is 
that the conductivity of the conducting objects in the 
latter are nearly temperature-independent or exhibit a 
metallic temperature dependence, whereas for conduct- 
ing polymers the moderate temperature dependence as- 
sociated with variable range hopping within the conduct- 
ing polymer plays an important role. 

At 10 K and at room temperature, the values of the 
electrical conductivity of PANI-CSA/PMMA samples 
with/«/c are on the order of 10""^ S/cm and 10-^ S/ 
cm, respectively, values that are quite high compared 
to those obtained with other PANI blends. For example, 
polyaniline blends made by dispersing intractable poly- 
aniline in host polymers [204,205] show percolation only 

at much higher levels, /c = 8.4%. In such dispersions, 
the room temperature conductivity at/c is five orders of 
magnitude lower, on the order of 10"^ S/cm. 

2.    Temperature Dependence of the Network 
Resistivity 

The temperature dependence of the resistivity for PANI- 
CSA/PMMA blends is shown in Fig. 2.56 for 0.002 </ 
^ 1 [175]. As a metallic system near the boundary of 
the metal-insulator transition, p(T) in PANI-CSA is 
characterized by a positive temperature coefficient 
[34,35]. Although the positive temperature coefficient is 
restricted to higher temperatures upon dilution of PANI- 
CSA in PMMA, it is remarkable that this distinctly me- 
tallic feature is observed even in samples containing vol- 
ume fractions of PANI-CSA as low as 0.3%, indicating 
that even at such dilution the PANI-CSA within the 
phase-separated network is comparable in quality to that 
of pure PANI-CSA. 

The temperature dependence of the resistivity is rela- 
tively weak above the percolation threshold, as shown 
in Fig. 2.56. The data above 4.2 K show a qualitative 
change for samples with/below and above the percola- 
tion threshold (the resistivity measurements could not 

Fig. 2.56 Log,o-logio plot of p(T) vs. T of PANI-CSA/ 
PMMA blends at various concentrations (/) of PANI-CSA 
(0.002 </< 1). 
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be extended below 4.2 K for/< 0.4% due to the large 
contact resistance (above 20 M/2) at very low tempera- 
tures). 

Again, the subtle variations in the temperature depen- 
dence can be most clearly observed from W vs. T plots, 
as shown in Fig. 2.57. The temperature dependence of 
the resistivity of PANI-CSA/PMMA blends can be clas- 
sified into three categories: 

1. 0.01 </< 1: the VRH exponent x increases sys- 
tematically from 0.25 to 1. 

2. 0.006 </< 0.01: the VRH exponent A: « 1. 
3. 0.002 </< 0.006: A: = 1/2. 

a.   Temperature Dependence of the Conductivity 
Above the Percolation Threshold 

Pure PANI-CSA (/ = 1) is at the boundary of the 
disorder-induced M-I transition; in the VRH regime 
near the transition, A: == 1/4. Upon dilution of PANI-CSA 
with PMMA, X increases systematically from 0.25 to 1 
untU the PANI network breaks up at concentrations 
below the percolation threshold. 

The In p oc J-^ dependence for samples containing 
volume fractions of PANI-CSA below 12% is shown in 
Figs. 2.58a-2.58c. The results are consistent with the 
conclusions drawn from the W\s. 7 plots. The system- 
atic variation of To and jc as functions of the volume 
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0.002 < / < 1. The values of To and x in Eq. (15) were 
determined from the straight lines using Eq. (4,5). 
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fraction of PANI-CSA is shown in Fig. 2.59. Although 
To is practically constant and x increases systematically 
over the wide range of volume fractions above the perco- 
lation threshold, both Jo and x change rather abruptly 
when the network becomes disconnected. 

The systematic increase of A^ from 0.25 to 1 upon dilu- 
tion of PANI-CSA (0.012 </< 1) is not expected in the 
standard VRH model. This increase in x is observed at 
volume fractions of PANI-CSA well above the percola- 
tion threshold (/c = 0.3 ± 0.05%) where the system 
behaves as an effective medium [175,196,197]. Superlo- 
calization is expected to play a significant role only very 
near the percolation threshold where the connected 
structure is fractal. Moreover, the theoretical models of 
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Fig. 2.59   To (•) and exponent x (O) plotted as functions 
of the volume fraction (/) of PANI-CSA in PMMA. 

superlocalization [214-217] do not predict a systematic 
variation of the exponent for hopping transport. 

Levy and Souillard [214] have shown that in a fractal 
structure the wave functions for states near the Fermi 
level are superlocalized and decay as ipir) "^ exp [ - (/■/ 
LcY], where Lc is the localization length and I is the 
superlocalization exponent, which is greater than unity 
(in Anderson localization C = !)■ Deutscher et al. [215] 
predicted that the temperature dependence of the electri- 
cal conductivity that results from VRH between superlo- 
calized states would be of the form cr( J) oc exp [-{To/ 
r)"^], where y = CKC + I>) = 3/7. Harris and Aharony 
[227] predicted that y is approximately 0.38 and 0.35 
for two and three dimensions, respectively, for hopping 
transport in the superlocalized regime. The theory of 
VRH among superlocalized states was generalized by 
van der Putten et al. [223] to include the Coulomb inter- 
action; van der Putten et al. obtained y = 0.66 and ^ = 
1.94 consistent with the experimental results in carbon 
black/polymer composites. However, Aharony et al. 
[228,229] argued that ^ = 1.36 for three dimensions and 
suggested that the generalized VRH equation should be 
used in the superlocalized regime: 

a{T) = o-o (To/T)' exp [-(Jo/r)^] (29) 

where s is the unknown exponent of the prefactor. Due 
to the large uncertainty [228,229] in the value of 5, it is 
not possible to determine the values of To and y unambig- 
uously from Eq. (29). 

The fractal structure near and above the percolation 
threshold in PANI-CSA/PMMA blends has been demon- 
strated [182,183]. Aharony et al. [228,229] pointed out 
that the a priori requisite for applying the fractal geome- 
try near the percolation threshold is that the length 
scales satisfy the condition a'^Lc-^ r^^^p. The locali- 

zation length (Lc) at 4.2 K for a 0.4% PANI-CSA sample, 
from the magnetic field dependence of resistivity as de- 
scribed below, is neariy 25 A. The hopping length for 
the same 0.4% PANI-CSA sample can be estimated from 
the expression [175,196,197] 

rh(7) = (1/4) Lc (Lo/T)''" (30) 

Substituting the appropriate values for Lc and To at 4.2 
K gives fh == 85 A. The TEM micrograph for 0.5% PANI- 
CSA in PMMA indicates that the lower estimate for fp 
is approximately 400 A. The value of the smallest unit 
(a) is the length of the unit cell along the PANI chain 
direction, a « 10 A. Hence, the criterion for applying the 
fractal geometry for a 0.4% PANI-CSA sample, which is 
near the percolation threshold, is [228,229] 

fl « Lc <^ rh « ^p -> 10 A < 25 A < 85 A < 400 A 

(31) 

Thus, the length scales appear to satisfy the conditions 
presented by Aharony et al. [228,229] required for super- 
localization of the electronic wave functions in a mate- 
rial with fractal network near the percolation threshold. 

The T~°-^ dependence of In a is valid for samples 
containing volume fractions 0.02 «/« 0.1 [196,197]. 
Detailed studies of a wider range of samples indicate, 
however, that the r~°** dependence of conductivity is 
not unique for superlocalization near the percolation 
threshold. The experimental results show that the expo- 
nent of the temperature dependence of conductivity in 
the superlocalized regime in a fractal network is sensi- 
tive to D, which in turn is determined by the morphology 
and the volume fraction of PANI-CSA in the system. 

An alternative interpretation for the observed sys- 
tematic increase in x is based on the concept of fractal 
character of the localized wave functions near the mobil- 
ity edge [230-234]. In the standard VRH theory, the total 
number of states involved in the hopping conduction is 
assumed to be x"* times the density of states per unit 
volume in a region of linear dimension x, and the temper- 
ature dependence of conductivity is expressed by Eqs. 
(15) and (16). Aoki [230,231] and Schreiber [233] have 
shown that near the mobility edge the localized wave 
functions are fractal and that because of the fractal na- 
ture of wave functions, the number of states involved 
in the hopping conduction behaves like x^ where D is the 
fractal dimensionality (rather than x''). The conductivity 
resulting from variable range hopping among such spa- 
tially fractal localized wave functions is expressed by 

(7(1) oc exp [-(ro/r)"(-» + "] (32) 

Since D <d,x would be larger than the usual values (1/ 
4 for 3d, etc). Moreover, calculations by Schreiber and 
Grussbach [234] have shown that D decreases signifi- 
cantly with increasing disorder, yielding a further in- 
crease in the exponent of l/Tfor increasing localization. 
The extent of disorder increases upon dilution of PANI- 
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CSA by PMMA since the localization length decreases 
for concentrations that approach the percolation thresh- 
old. However, the persistence of the positive tempera- 
ture coefficient of resistivity near room temperature, 
even for samples near the percolation threshold, indi- 
cates that increased disorder does not drastically affect 
the metallic properties of PANI-CSA upon dilution. 

Although the fractal wave function model offers a 
qualitative description for the systematic increase in y 
for samples containing volume fractions of PANI-CSA 
above 1%, the In p « \IT dependence for samples near 
the percolation threshold (volume fractions of PANI- 
CSA between 0.6% and 1%) must result from other fac- 
tors, since D is known to be greater than zero. 

Activated conductivity (In p a l/F dependence) is usu- 
ally observed when the dominant contribution to charge 
transport takes place by nearest-neighbor hopping 
[122,123]. Since the fibrillar links are the most resistive 
units in the network near the percolation threshold, 
charge transport through the links dominates when the 
fibrillar diameter becomes comparable to the hopping 
length. As shown above, the hopping length is nearly 
100 A, comparable to the diameter of the fibrillar links 
observed in the TEM photographs. The intrafibrillar 
transport in the highly resistive links dominates over the 
less resistive intrablob transport. As a result, the acti- 
vated 1/r dependence for samples containing volume 
fractions of PANI-CSA between 1 and 0.5% is probably 
due to the dominant contribution from the nearest-neigh- 
bor hopping in the fibrillar links. 

b.    Temperature Dependence of the Conductivity 
Below the Percolation Threshold 

The exponent x{f) goes through a maximum at the 
percolation threshold; for samples containing volume 
fractions of PANI-CSA below 0.5%, the exponent de- 
creases rapidly from 1 to 0.45 ±0.05 as shown in Fig. 
2.59. The In o- a T"^'^ fits for samples containing 0.4% 
and 0.2% of PANI-CSA are shown in Fig. 2.58c. 

The dramatic change in the transport properties near 
the percolation threshold, where the connectivity of the 
PANI-CSA network breaks up, is consistent with the 
TEM results. When the volume fraction of PANI-CSA 
decreases below 0.5%, the fibrillar diameter of the links 
between multiply connected regions decreases until the 
connected network cannot be sustained. Precisely at the 
point where the morphology changes, the charge trans- 
port undergoes a transition to that typical of granular 
metallic systems. The In a-« j-i/^ dependence for sam- 
ples containing volume fractions of PANI-CSA below 
the percolation threshold is typical of granular metals 
[175]. 

3.   Magnetoresistance of the Network Near 
the Percolation Threshold 

Theoretical work has shown that experimental studies 
of high field magnetotransport in a percolating medium 

can provide insight into the interrelationship between 
microstructure and charge transport [220,221]. The mag- 
netoresistance data, at 4.2 K, for samples containing vol- 
ume fractions of PANI-CSA from 1.5 to 0.4% are shown 
in Fig. 2.60. The //^ dependence of the positive MR at 
low fields, typical of that observed in VRH transport, 
is due to the shrinkage in the overlap of the wave func- 
tions of the localized states in the presence of the mag- 
netic field [122]. The temperature dependence of the MR 
for samples containing 12% and 4% PANI-CSA, as typi- 
cal examples of the large difference in the MR behavior 
at higher and lower volume fractions of PANI-CSA, is 
shown in Figs. 2.61a and 2.6Ib. Finally, the variations 
of MR at 4.2 and 1.4 K as a function of the volume 
fraction of PANI-CSA from 100% to 0.4% are shown in 
Fig. 2.62. 

The inset of Fig. 2.60 shows the field dependence of 
the resistivity for a 0.4% PANI-CSA sample at 4.2 K. 
The localization length {U) for the 0.4% PANI-CSA 
sample can be calculated from the slope of the straight 
line in the inset of Fig. 2.61 (using To ~ 800 K obtained 
from the temperature dependence of the resistivity). 
Thus, near the percolation threshold, Lc = 25 A at 4.2 
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Fig. 2.60 Magnetic field dependence of conductivity for 
0.015 </< 0.004 at 7" = 4.2 K. Magnetoresistance [Ap/ 
p(0) = {p{H)-pmipm vs. H^ for/ = 0.015 (•), 0.012 
(*), 0.01 ( + ), 0.008 (D), 0.006 (A), and 0.004 (■). The inset 
shows In {p{H)/p{0)} vs. H^ for/ = 0.004 at T = 4.2 K The 
solid line is the linear fit according to Eq. (23). 
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K. Since this is below the characteristic sizes seen in 
the TEM micrographs, the system is expected to be in 
the inhomogeneous limit; and it is! 

The magnitude of positive MR shows a temperature- 
dependent maximum upon decreasing the volume frac- 
tion of PANI-CSA. Above 4.2 K the MR is rather low 
for both 100% PANI-CSA and blends. At 4.2 K, the MR 
is maximum at 1.5% PANI-CSA; at 1.4 K, the MR is 
maximum at 8% PANI-CSA. 

A discrete model for magnetotransport in percolating 
systems has been proposed [220,221]. This model, which 
assumes that the conducting component has a closed 
Fermi surface and that the MR saturates at high fields, 
predicts a large MR in the vicinity of the percolation 
threshold. This is contrary to the predictions of effective 
medium theory in which there is no MR near the percola- 
tion threshold [235,236]. For insulating PANI-CSA 
(100%), the MR tends to saturate at 8 T, but it is not 
known whether the Fermi surface of PANI-CSA is open 
or closed. In order to address this question, we have 
carried out MR measurements in many PANI-CSA/ 
PMMA samples (0.4-1.5 vol %) near the percolation 
threshold in which the volume fraction of PANI-CSA 
varied by 0.1% from sample to sample. At 4.2 K, the 
MR increases systematically upon dilution from 100% 
to 1.5% PANI-CSA, whereas below 1.5% the MR de- 

creases rapidly as / approaches the percolation thresh- 
old. However, the MR is much higher at 1.4 K than at 
4.2 K and the maximum in MR shifts to nearly 8% PANI- 
CSA. 

The increase in MR upon dilution is consistent with 
the VRH model since the wave function overlap of the 
localized states decreases due to superlocalization of the 
wave functions on the fractal network upon decreasing 
the volume fraction of PANI-CSA. As noted earlier, 
when the volume fraction of PANI-CSA decreases to- 
ward/c, the diameter of links decreases and the interblob 
distance increases; consequently the hopping length and 
the diameter of links become rather similar. At tempera- 
tures below 4.2 K, the hopping length continues to in- 
crease, and the maximum in MR shifts to higher volume 
fractions of PANI-CSA (larger diameter of the fibrillar 
links), both of which are consistent with the observa- 
tions at 1.4 K. This is also consistent with the In p ~ 1/ 
r dependence for samples containing volume fractions 
of PANI-CSA of 1-0.5%. The rapid decrease in MR on 
approaching the percolation threshold is in agreement 
with effective medium theory [235,236]; the data do not 
support the discrete model [220,221]. 

4.    Thermopower in PANI-CSA Networks 

Although the temperature dependence of electrical con- 
ductivity and that of magnetoresistance in PANI-CSA/ 
PPMA blends are sensitive to dilution, the temperature 
dependence of the thermopower remains linear at high 
temperatures as shown in Fig. 2.63 [193,196,197]. The 
deviation from linearity below 100 K is obvious in Fig. 
2.63, and the magnitude of this deviation increases as/ 
decreases. For the most dilute samples studied (e.g.,/ 
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Fig. 2.62 Magnetoresistance \Ap(H = 8 T)/p(0) = {p{H 
= 8 T)-p(0)}/p(0)] is plotted as a function of the volume 
fraction (/) of PANI-CSA in PMMA at 4.2 K and 1.4 K 
for 1 </< 0.004. 



78 Menon et al. 

10 

> 
a. .1^ 

s s s * 

50 100 150 

T(K) 

200     250     300 

Fig. 2.63 S(T) vs. T of PANI-CSA/PMMA blends at var- 
ious concentrations of PANI-CSA in PMMA: y = 100% 
(•), 66.6% (0), 33.3% (D), 9.09% (*), 4.76% ( + ), 2.43% 
(A), 1.24% (O). 

= 0.024 PANI-CSA), the low temperature behavior is 
reminiscent of the characteristic U-shaped dependence 
well known for PANI-HCl [46,172]. Note, however, that 
the magnitude of the U-shaped deviation from linearity 
in Fig. 2.63 is much smaller than that reported for PANI- 
HCl samples (as shown in Fig. 2.52). The percolation 
threshold represents the contribution below which the 
conducting network breaks up into disconnected re- 
gions. In this sense, the observation of the weak U- 
shaped contribution to 5(7) at low volume fractions of 
PANI-CSA is consistent with the existence of large- 
scale inhomogeneity ("metallic islands") in PANI-HCl, 
and the U shape results from activated transport through 
the insulating regions. 

The metallic temperature dependence of SiT) ob- 
served at surprisingly low concentrations of PANI-CSA 
indicates that the microscopic conduction mechanism is 
not changed as PANI-CSA is diluted in PMMA. Al- 
though (T{T) is strongly dependent on the mean free path 
and the number of connected pathways, S(.T) is rather 
insensitive to the change in the number of pathways once 
the connected paths are formed above the percolation 
threshold. 

5.   Summary 

Transmission electron microscopic studies and conduc- 
tivity measurements of PANI-CSA/PMMA blends indi- 

cate that the volume fraction of PANI-CSA at the perco- 
lation threshold is approximately 0.3 wt %. The 
formation of a self-assembled interpenetrating network 
of PANI-CSA results in a low percolation threshold with 
rather high conductivity at threshold in comparison with 
other percolating systems; the conductivity near perco- 
lation threshold is 0.003 S/cm at room temperature. The 
positive temperature coefficient of the resistivity typical 
of PANI-CSA remains even at volume fractions near the 
percolation threshold. The value of x in the In a- a T'" 
dependence increases systematically, from 0.25 to 1, 
upon dilution. This suggests that the exponent depends 
on the complex morphology of the network, perhaps due 
to superlocalization on the fractal network near the per- 
colation threshold. For 0.4% PANI-CSA in PMMA, the 
length scales [{a <Lc<rh< ^p) -^ (10 A < 25 A < 85 
A < 400 A)] satisfy the criteria for applying the concept 
of fractal geometry. For samples below 1% PANI-CSA, 
X « 1 until the fibrillar network breaks up at the percola- 
tion threshold. In this regime where the hopping length 
and the diameter of fibrillar links become similar, the 
In = a 1/r dependence is typical of nearest-neighbor 
hopping. In the disconnected regime below the percola- 
tion threshold, the In o- a r~"^ dependence is typical of 
granular metals. The positive MR increases upon de- 
creasing the volume fraction of PANI-CSA, and when 
the fibrillar diameter and the hopping length become 
comparable the MR decreases rapidly. The small MR 
is in agreement with the effective medium theory but 
contrary to the large MR predicted near the percolation 
threshold by the discrete model. Although the ther- 
mopower remains linear at temperatures above 100 K 
upon dilution, the U-shaped feature that is observed at 
lower temperatures for concentrations near the percola- 
tion threshold indicates the importance of the contribu- 
tion from hopping thermopower. 

V.   SUMMARY AND CONCLUSIONS 

The developments in synthesis, doping, and processing 
of doped conducting polymers that have occurred in the 
last five years have dramatically improved the structural 
and electronic properties of these materials [237]. These 
advancements have reduced the extent of disorder and 
inhomogeneities in dopant distribution, and conse- 
quently the conjugation length and charge delocalization 
have been substantially increased. Thus the intrinsic me- 
tallic nature of doped conducting polymers, previously 
camouflaged by disorder, is now beginning to be re- 
vealed in transport property measurements. 

Detailed transport measurements and data analyses 
of the present generation of doped conducting polymers 
have enabled precise identification and detailed investi- 
gation of the metallic, critical, and insulating regimes. 
Highest quality doped samples of (CH)^, PPy-PFe, 
PANI-CSA, and PPV show typical features of metallic 
systems (^FA > 1). 
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The following are highlights of the current status of 
the M-I transition in doped conducting polymers. 

1. The disorder-induced critical regime has been ob- 
served in K-(CH);„ I-(CH)^, PPy-PFs, PANI-CSA, and 
PPV-HSO4. The critical regime can be precisely identi- 
fied from log-log plots of W vs. T. In the critical regime, 
the oiT) follows a power law, aiT) = cT^, and W(T) is 
temperature-independent, W = p. The power law expo- 
nent j8 decreases from 1 to 0.3 as pr decreases, and the 
system moves from the insulating to the metallic regime. 
At high pressures, the positive temperature coefficient 
of WiT) observed over a wide range of temperatures 
indicates the crossover to the metallic regime. For K- 
(CH);,, PPy-PFe, and PANI-CSA, at 8 T, the negative 
temperature coefficient of W{T) indicates a magnetic 
field induced crossover from the critical regime into the 
insulating regime. Thus the transport can be fine-tuned 
from the critical regime into the metallic or insulating 
regimes by pressure and magnetic field, respectively. 

2. Metallic properties of doped conjugated poly- 
mers are observed in the temperature dependence of 
conductivity, magnetoresistance, thermopower, mag- 
netic susceptibility, and infrared reflectivity. However, 
the materials of this class are not yet "really metallic" 
with long mean free paths; they remain just on the metal- 
Hc side of disorder-induced M-I transition. This implies 
that significantly higher electrical conductivities wUl be 
obtained with continued improvement of the materials. 

The resistivity rafio (pr) for high quality samples of 
I-(CH)„ K-(CH),, FeCl3-(CH)„ PPy-PFg, PANI-CSA, 
PPV-AsFs, and PPV-HSO4 is less than 2. For some sam- 
ples [e.g., PANI-CSA, FeCl3-(CH);,], the positive TCR 
of real metals has been observed at temperatures above 
160 K; and in the case of PPy-PFe and PPV-AsFs, a 
positive TCR appears below 10 K. 

The r-3/4 dependence of inelastic scattering length 
is consistent with the T'^''^ dependence of the conductiv- 
ity at low temperatures (60 K to 3 K) for I-(CH);c, indicat- 
ing that the inelastic electron-electron scattering in dis- 
ordered metals is the dominant scattering mechanism. 
The anisotropic MC in I-(CH)j, is mainly due to the aniso- 
tropic diffusion coefficient. The positive MC [e.g., I- 
(CH)J:] is typical of that observed in disordered metals 
where the dominant contribution is from weak localiza- 
tion. Thus, in the metallic regime at low temperatures, 
both conductivity and MC are typical of systems near 
the M-I transition; the localization-interaction model is 
appropriate. The inelastic scattering lengths, at 1.2 K 
for I-(CH)^, parallel and perpendicular to the chain axis 
are 1160 A and 210 A, respectively. 

The a- « p'^ dependence observed for I-(CH);c, PPy- 
PFg, PANI-CSA, and PPV-AsFs indicates that the e-e 
interaction contribution is important at low tempera- 
tures. The linear temperature dependence of ther- 
mopower is typical of that of metals. The J"' depen- 
dence of inelastic scattering time (Ti„) for PPy-PFg and 
PANI-CSA is in agreement with the prediction for 
systems very near the M-I transition. An inelastic scat- 

tering time (Tin) on the order of 10~'° s is typical of 
amorphous metals. The finite conductivity for metallic 
PANI-CSA at 75 mK is nearly 30 S/cm. The intrinsic 
conductivity of PANI-CSA along the chain axis is nearly 
10'* S/cm. 

For PPy-PFe, pr decreases systematically upon a re- 
duction in the disorder; the M-I transition occurs at pr 
= 10. The correlation length from the metallic side and 
the localization from the insulating side increase in ac- 
cordance to the predictions of scaling theory. The con- 
ductivity for unoriented PPy-PFe at 75 mK is nearly 
100-150 S/cm. The crossover from negative to positive 
MC below 300 mK arises from the interplay of weak 
localization and e-e interaction contributions in metallic 
PPy-PFg. 

3. In the insulating regime, the transport properties 
of PPy-PFs, iodine-doped PAT, and doped PANI sam- 
ples can be divided into three categories: 

(a) Close to the critical regime on the insulating side 
(Pr < 10^), the low temperature resistivity fol- 
lows Mott's VRH conduction (jf-i^) to very 
low temperatures (T > 1 K). 

(b) In the intermediate regime (10^ < Pr < 10^), 
crossover is observed from Mott to Efros- 
Shklovskii VRH conduction (from T'^''* to T'^' 
^) below 10 K. The size of the Coulomb gap {A c) 
is about 0.3-0.6 meV. The data yield TQ/TQ = 
85-115, 4ne^NiEF}L^y e = 0.70-0.95, and val- 
ues of Jcross that are nearly identical to those 
estimated from Tcross = l6{To)VTo; all are close 
to the approximate values estimated by Castner 
[78]. The resistivity at low temperature in a 
strong magnetic field follows the In p a {TiJT)^' 
2 law, where n{H)/Tm oc H^ withp = 1.0-1.2, 
in agreement with the theory of Shklovskii. 

(c) For samples farther into the insulating regime 
(Pr > 10'), p(T) shows two distinct types of be- 
havior. In the homogeneous limit (Lc ^ struc- 
tural coherence length), Mott VRH conduction 
is recovered at low temperature. In the inhomo- 
geneous limit (Lc s structural coherence 
length), the formation of "metallic islands" due 
to inhomogeneous distribution of dopants or 
strong morphological disorder lead to the In p a 
(TQIT)^'^ behavior characteristic of granular 
systems. 

4. The thermopower in doped conducting polymers 
near the disorder-induced M-I transition is not as sensi- 
tive as the conductivity; S{T) is nearly identical in both 
the metallic and insulating regimes near the M-I transi- 
tion. Deep in the insulating regime, however, 5(1) ex- 
hibits contributions from both the diffusion ther- 
mopower (positive and 5 « J) and the hopping 
thermopower (positive or negative and S oc T^'", where 
X = 4 and 2 in the homogeneous and inhomogeneous 
limits, respectively). 

5. Transmission electron microscopic studies and 
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conductivity measurements of PANI-CSA/PMMA 
blends indicate that the volume fraction of PANI-CSA 
at the percolation threshold is approximately 0.3%. The 
conductivity near the percolation threshold is 0.003 S/ 
cm at room temperature. The value of x in the In tr « 
T'" dependence of the conductivity increases systemat- 
ically, from 0.25 to 1, upon dilution, indicating that x 
is sensitive to the morphology of the interpenetrating 
network, perhaps due to superlocalization of electronic 
wave functions on the network near the percolation 
threshold where the network becomes fractal. In the dis- 
connected regime below the percolation threshold, the 
In or oc 7-"2 dependence is typical of granular metals. 
The thermopower remains linear at high temperatures 
upon dilution. The positive MR increases upon decreas- 
ing the volume fraction of PANI-CSA. When the fibrillar 
diameter and the hopping length become comparable, 
the MR decreases rapidly. 

In conclusion, doped conducting polymers are in- 
trinsically metallic. Disorder-induced localization 
changes the electronic states in the partially filled band 
of these systems from extended and delocalized (metal- 
lic) to localized (insulating). The recent advances in the 
materials science of doped conducting polymers have 
resulted in highly conducting polymers that are pro- 
cessible and environmentally stable [237]. The elec- 
tronic and optical properties of these systems, on either 
side of the M-I transition, can be varied for use in a wide 
range of potential applications. Based on our current 
understanding, further improvement of these materials 
is expected to yield conducting polymers with electrical 
conductivities comparable to or higher than those of 
even the best metals. 
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