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ABSTRACT

Spectrd  Imagery provides multi-dimensona data, which are difficult to display
in standard three-color image formats. Tyo, et d. (2001) propose an invariant display
strategy to address this problem. This gpproach is to mimic the dynamics of human
perception. The dimensondity of the data are reduced by usng a Principa Component
(PC) tranformation, and then displayed by making used of a Hue, Saturation, and Vaue
(HSV) display transform.

This dudy addresses the PC transformation drategy, looks for a globa
eigenvector via 3D visudization of HSV color space information, and examines the
suggested dgorithm to provide the mogt intuitive display. The user interface created in
this thess is capable of computing the necessary implementation of the proposed
drategy, viewing sdected Region of Interest (ROI) in HSV color space modd in 3D, and
viewing the 2D resultant image. A demondration gpplication uses Java language
induding Java2D, Xj3D Player, Document Object Modd (DOM) Application Program
Interfaces (API), and Extensble 3D Language (X3D). The Jva2D APl enables the user
to load imagery, process data, and render results ina two-dimensord (2D) view. Xj3D
and DOM APIs are introduced to visudize Tyo's invariant display drategy in three-
dimensord (3D) views and then to save results as X3D scenes. These techniques appear

to be inherently vauable and can serve as the basis for further research.

Through this theds 3D visudization of the proposed dgorithm successfully
showed PC transformed data does form a conica shape in HSV color space. Also, a
comparison of PC transformed data with HSV color space reveded the hue angle needed
to be adjusted. The gpplication of this adjusment to multiple scenes produced consstent
results.  However, this hue adjustment left other scene ements in non-ergonomic colors
and brought up the issue of further enhancement of the agorithm.
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INTRODUCTION

A. OVERVIEW

Hyperspectral Image (HSl) data-collection technology emerged in 1987 in
combinaion with the development of sensor technology. The defining characterisic of
HSl is a tremendous increase in the number of frequency bands in which the instrument
can collect data Upon the collection of such data, difficuties arose when anaysts tried
to map these available bands to Red, Green, and Blue (RGB) to view the image data and
to extract the avalable information. To overcome this difficulty, a number of varied
mapping drategies were introduced. One andlyss drategy was developed by Tyo, et al.
(2001). It uses Principd Component Andyss (PCA) to rotate the data into a coordinate
space, which can be used to display the data.

This thess demondrates how to visudize the conicd shape of data mapped via
PC to veify the HS mapping drategy, and aso identifies a globa datistics by applying
this strategy to other image data.
B. MOTIVATION

1. Merit of Hyper spectral Image (HSl) in Defense Application

Hyperspectra data have potentid applicability for many different defense-related
problems and tasks. For any given task, the critica factors that determine the usefulness
of the spectra data include the phenomena that can be observed, the sensor parameters
that determine how wedl the scene characteristics can be sampled and defined and,
findly, the amount of relevant information that can be extracted from the remotely sensed
data

To help egtablish requirements for new systems, or to determine the applicability
of exiging sysems, dudies have identified the rdevant factors and informaion dements
for an Advanced Land Remote Sensng System (ALRSS), as a possible follow-on to the
Landsat series of multispectra satellites (Anderson et d., 1994). Such sudies identified
defense gpplications and organized them into the eleven mgor caegories shown in Table
11. Since information needs vary and depend on particular circumstances, it is difficult



to make a dngle prioritized lig of gpplications out of those presented in this thess
(Anderson et a., 1994)

Table1.1.

Defense Application of Hyperspectral Sensors. (Anderson. et a., 1994)

|. Mapping, Charting, and Geodesy

* Image mapping
Termain charmcterization analysis
Featwire extraction and analysis
Elevation data extraction
Map creation
Change detection

2. Broad Area Search
= Automated change detection
= Cueing sapport

3. Disaster Support
* Mawral disasier assessment
= IMan-made disaster assessment

4. Strategic Industry and Resource
« Monitoring
Matural resource explorationfmining
POL facilities
Industrial marerial process fow
Seaport usage
Power supply
Undergeound facilities
CW/BW production

" 8§ ® 8 ® & @

5. Contingency Planning Support

» Inielligence preparation of
the battlefield
Landing zone/drop analysis
Amphibious operations planning
Adrfield analysis
Noncombatant evacuation
operations
= Environmental hazards

6. Mission Planning and Rehearsal
* Large area onentation
+ Cperations planning
+ Mizsion rehearsal fly-through
+ Mission assessment

7. Current Operations Support
+ Theater surveillance
+ Order of battle analyses
(naval, ground, airfair-
defense, massile,
CW/BW)

8. Targeting Support
+ Target detection
= Target identification and tracking
+ Target vulnerability
characterization
Advanced target materials
Target penetration analysis
Bomb damage assessment
Cruise mizsile targeting

L - &

9. Counternarcotics
* Support counternarcolics

operations
* Marcotics transshipment

+ Marcorics processing
« Growing activity

10. Treaty Monitoring
« START
« CW/EBW
+ Conventional Forces
Europe (CFE)
* Environmental treaty monitoring
= MNuclear weapons proliferation

11. Counterterrorism
» Support counteriemorism
OpETAtians

2. PreviousWork and Problem Statement
Even though HS has many useful agpplications, difficulties occur when andyds
try to map diverse data into RGB color space due to the increased available spectra



bands in HSl (Dierson, 2000). The most common way to map HSl data into RGB color
space is to represent the Principd Components data as RGB components.  The outcome
of this image-rendering process is often rendered in fase color. This concept goes back
to early Landsat studies, and the development of the standard Tassdled Cap Transform
(Richard, 1993). Unfortunately, the agppearance of imagery causes difficulty when
observerstry to identify objectsin theimagery, asillustrated in Figure 1.1.

Figure1.1. The Léft is the true color image of Lake Tahoe acquired from Airborne
Vishle/lInfrared Imaging Spectrometer (AVIRIS). The sdected waveengths are
647.65nm for red, 549.2nm for green, and 431.71nm for blue RGB components. In
contrast, the right sde of the image appears in fdse color. The sdected bands for RGB
components are PC1, PC2, and PC3 respectively.

As seen, the PC data is mapped into RGB color bands on the right Sde of Figure
11. This image shows the snow aea in ydlow, and the blue downtown area in red.
Other objects, such as a lake, a road, and a golf course do not appear in intuitive natural
colors, ether.  This fdse-color appearance makes unsophidicaied andyss difficult
without a priori knowledge of HSl artifacts.

To overcome this difficulty, a new mapping Srategy was introduced (Tyo, e d.,
2001). They recognized the fact that the first three elgenvectors of remotey sensed
sgnd data sets are the most important in describing any scene. By udng this fact, a
Principd Component (PC)-based mapping strategy was introduced. According to the PC
color-mapping drategy, a combination of the first three principd component bands will
appropriately depict most of the information in a scene. It provides an easy way to

peform a fird-order supervised classfication of hyperspectrd imegery. It was further
3



shown tha the firg eigenvector would generdly be related to the mean solar radiance,
but the second, third and subsequent eigenvectors depend on the specific contents of the
image. This thesis implements the gpproach defined by Tyo in a manner, which provides
aconggent and intuitive display.

3. What isthe Visualization Problem?

The man visudization problem occurs a the time when this drategy trandforms
cdculated Hue, Saturation, and Vaue (HSV) data to RGB data HSV color space is
crested from brightness vaue, the Red/Green (R/G) channd and the Blug'Yédlow (B/Y)
channd. Amezingly, it has been found that the three Principd Components (PCs) match
the brightness vdue, R/G vaue, and B/Y vdue respectivdy (Krauskopf, 1982). A
human brain senses three channds, creates HSV color space, and transforms it to RGB
interndly to perceive.  This dgorithm cdculates three PC daasets from the scene
datistics, produces HSV, and transforms into RGB according to converson. The
cdculation of PCs has been rigoroudy examined in previous work, and converson from
HSV to RGB is a wel-esablished dgorithm. The man visudization problem is that the
HSV product has not been gpplied to the actud RGB image. Thus, this thess will apply
the HSV product based upon the proposed srategy, and verify what possible additiona
arrangements are required.

C. OBJECTIVES
This thes's addresses the following topics:

What are the overdl procedures for Remote Sensng? How does the
imagery data flow from collection point to the find andyss point? What
kinds of image processing are available?

What are hyperspectra image and the image data formats used in Remote
Sensing?

What is the display strategy proposed by Dr. Scott Tyo? What is the

Principad Component Transform (PCT)? What role does PCT play in the
suggested drategy? What is the Eigenvector and what isit for?

What is the relaionship between the HSV color modd and the principa
component transformation?

How can these techniques be rendered and analyzed in 3D for better
comprehenson and andyss?



How can XML, X3D and Java tools be gpplied for visudizing this
problem?

D. ORGANIZATION OF THESIS

Chapter 11 describes related work and the physics of Remote Sensng (RS).
Chapter 111 covers the related graphics and visuadized issues. Chapter IV provides the
detalled problem statement in this thess. Chapter V examines how the scene is generated
and rendered. Chapter VI explains how the visualized Principd Component (PC) data is
goplied to verify and improve Tyo's dgorithm. Furthermore, it provides what it means
and applies the result to the other image data. Chapter VII summarizes conclusions and

presents recommendations for possible future work.
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[I.  BACKGROUND AND RELATED WORK: REMOTE SENSING

A. OVERVIEW

What exactly is remote sensing? For the purpose of this study, the following
definition is used:

Remote sensing is the science of acquiring information about the Earth's

surface without actudly being in contact with it. This is done by sensang

and recording reflected or emitted energy and processng, andyzing, and

applying that information. (Natural Resources Canada)

In much of remote sendng, the process involves an interaction between incident
radiation and the targets of interest. This is exemplified by the use of imaging sysems
where the following seven dements are involved. Note, that remote sendng aso
involves the sensng of emitted energy and the use of nonimaging sensors. Figure 2.1
illustrates the mgor steps in the remote sensing process. (A) aergy source, (B) radiation,
(©) target illumination, (D) sensor/platform, (E) data transmisson, (F) data andyss, and
(G) applications for image interpretation and andyss.

Refering to Fgure 21, the energy source or illumination (A) is the firg
requirement for remote sensng to have an energy source, which illuminates or provides
electromagnetic energy to the target of interest. Radiation interacts with the amosphere
(B) as the energy travels from its source to the target, and it will come into contact with
and interact with the amosphere through which it passes.  This interaction dso takes
place a second time as the energy travels from the target to the sensor. Interaction with
the target (C), once the energy makes its way to the target through the atmosphere,
interacts with the target depending on the properties of both the target and the radiation.
The recording of energy by the sensor (D) occurs after the energy has been scattered by,
or emitted from the target, and a sensor (remote - not in contact with the target) collects
and records the dectromagnetic radiaion. The transmisson, reception, and processng
(E) occurs when the energy recorded by the sensor has to be transmitted, often in
electronic form, to a receiving and processng station where the data are processed into an

image (hardcopy and/or digitd datd). Interpretation and Andyss (F) occurs when the



processed image is interpreted, visudly and/or digitdly or eectronicdly, to extract
information about the target, which was illuminated. Application (G), the find dement
of the remote sensing process, is achieved when the information is gpplied, the user has
been able to extract it from the imagery about the target in order to better understand it,
reveds some new information, or assgts in solving a particular problem. These saven

elements comprise the remote sensing process from beginning to end.

A)Ene D)Sensor/platform Transmission
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Figure 2.1. Remote Sensing Process.



B. IMAGE ACQUISITION

Many different sysems have been developed over the last fifty years, each of
which are designed to acquire an image directly in digitd form or to acquire an anaog
image and later digitize it. In ether case, the find product is the same. A typicd system
is based upon a moving sensor or lens that ams the ingrument's fidd of view over a
portion of the earth’s surface (Sanchez, 1999). The sensors on the instrument generate an
eectricd sgnd tha varies in intengty according to the brightness of the object in view.
These sensors are often designed to image a separate region of the dectromagnetic
goectrum.  This is frequently accomplished through filters. Each separate dectrica
current is then scaled into discrete units with a predefined range. A numeric range of 0 to
8 is often used to represent pixds in 256 shades of gray. For example, the Thematic
Mapper (TM) instrument uses a range of 0 to 255.

C. DIGITAL NUMBER (DN)

The digitd form of image data has exceptiond advantages versus its andogue
form of image data. These advantages range from the perspective of data transmisson to
image acquigtion, to the ground data recipient and to data manipulation for andyss. The
sensor performs the converson from andogue to digitd data  In this digitizing process,
the output from an dectronic sensor is converted into a set of numericd vaues. These
numerical vaues are known as Digitd Numbers (DN) and represent a current radiance
intendgty level in a sensor such as Charge Coupled Device (CCD) (Sanchez, 1999).
Figure 2.2 shows example vaues that can be represented using different numbers of
binary digits. Inthisthess, the 16 bit Sgned integers used range from —32768 to 32767.
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Figure 2.2. The Example of Digitd Number (DN) from Multispectrd Imagery
Reference Guide. (From: Belokon, 1997)
D. HYPERSPECTRAL IMAGERY (HSI)

The two generd classes of remote imaging sensors are active (transmit-receive)
and passive (receive only) (ENVI User Reference). Hyperspectral Imagery (HSl) sensors
are passve and collect/record data in hundreds of spectral bands covering the spectrum
from ultraviolet to infrared. The increesed number of sensor bands in HS provides
higher spectrd resolution and more opportunities to detect subtle spectrd differences in
sgnatures that are too narow to be differentiatled on multispectral imagery.  The
ggnificant increase in data to be andyzed has resulted in the devdopment of completdy
different methods of andyds from that traditionaly used for multigpectrd imagery.
Hyperspectrd Imaging (HSl) remains an emerging, developing technology and is
currently being tested with the NASA Airborne Visble/lInfrared Imaging Spectrometer
(AVIRIS) and the DoD Hyperspectral Digitd Imagery Collection Experiment (HYDICE)

programs, as wel as severd commercia arcraft sensors. (Multispectrd User Guide,
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1995). Depending on which sensors were used when the data was collected, the number
of bands of dataiin this sudy varies from 210 to 300.

EACH PIXEL HAS

AN ASSOCIATED,
CONTINUDUS SPECTRLUM
THAT CAN BE USED TO
IDENTIFY THE SURFACE
MATER I ALS

IMAGES TAKEN
S IMULTANEDUS LY
IM 1D0-Z00 SPECTRAL BAMDS, oa
INHERENTLY REGISTERED

WAVELEMNGTH, gom

Figure 2.3. Hyperspectra Image (HSI) Data Processing. (From:  Vane and Goetz,
1988)

E. DATA FORMATS
Digitd image representations can be achieved using vector or ragter formas. In

vector graphics, visuad objects are defined in terms of lines, each of which is given a
position, length and direction. Ragter-gragphics images, on the other hand, are a collection
of dots, usudly cdled pixds, organized in rows and columns. Remotey sensed images
ae dmogt invariably presented in ragter format (Sabin, 1987). In fact, the notion of
digitd image data usudly assumes that he image is a pattern of discrete and independent
dots, each of which is represented by a DN. Image data organized by bands is usudly
dructured into one of three image formats. Band Interleaved by Pixd (BIP), Band
Interleaved by Line (BIL) or Band Sequentid (BSQ). In this dudy, dl the input data
before manipulation is dructured in BSQ for file input convenience, and data after
processing are saved in BIP for file output convenience upon complete computation.

1 Band Interleaved by Pixel (BIP) Format

In BIP format, the banded data are stored in pixe-mgor order. Figure 2.3
graphicdly illustrates how a scene is dored in corresponding bands.  Although there is
not many image display gStudions in which the BIP format is advantageous, output of
data in other work are in BIP format. This is because it is computationally advantageous

to compute each pixd’s color using three different bands immediately after loading the
11



data into memory. This is a good format when the imagery data only conssts of a smdl
number of bands and al three bands need to be mapped to RGB bands, particularly for
vay lage images. This forma is the naive forma for the Airborne Visble Infrared
Imaging System (AVIRIS) sensor.

[ Pixal 0 ————>{ Pixel 1 - - Pixel -1 —
Surnphs | Sasmple Samphs) Samnpla| Sarge| ph & ,l' » L oL Sample
28 e #-1| Vil e k-1 | k-1

Figure 2.4 Band Interleaved by Pixe (BIP) Format. (From: Lyon, 1999)

2. Band Sequential (BSQ) Format

A frequently used format, and aso the best one in terms of display esse, is the
band sequentia or BSQ. In this case, the banded data is stored in band-magjor order. That
is, each image band appears consecutively in the data file with data eements ordered to
correspond to each individua image pixel. Since the sensor radiation band is the natura
unit of data organization, the BSQ format is dso easy to implement. Figure 25 shows
how a scene origindly sensed in three different radiation ranges is dored in three
corresponding bands, and how the band datais digitized and saved in BSQ format.

DIGITIZED AND FORMATTED DATA
fogae caeeslaede s |Avis. %

‘ BAND 1 l = BAMD 2

) AMNALODG
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=

BAND 3

E  piGmaL
H scALE

Figure 2.5. Band Sequentid (BSQ) Format. (From: Sanchez, 1999)
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Processing and mage andysis routines are easier to code when the data is in BSQ
format, especidly in those cases in which certain bands are sdected from a large data st
In the computer processing of this data, visudized dgorithms often need to sdlect three of
these seven bands in order to map them to the three basic screen color atributes. BIP
offers computation advantages for spectral andysis.

3. Band Interleaved by Line (BIL) Format

In the Band Interleaved by Line (BIL) format, the image scan line conditutes the
organizing base. When the data is sored in line-mgor order, the image lines are the lines
gopearing consecutively in the data This format is frequently the “native’ format for
push broom imaging spectrometers, such as Hyperspectrd Digita Image Collection
Experiment (HYDICE). Figure 26 shows a scene origindly sensed in three different
radiation ranges and stored in three corresponding bands as well as how the band data is
digitized and saved in BIL format (Sanchez, 1999).

DIGITIZED AND FORMATTED DATA

fine 1 | line 1 ' line 1 line 2
band 1 [ Bangd 2 band 3 band 1
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Figure 2.6 Band Interleaved by Line (BIL) Format.

F. NUMBER REPRESENTATION AND BYTE ORDER
There are groups of binary number representation: byte, integers and floating-
point numbers. Every binary number is sored in a fixed amount of space, with fixed
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range of vaues and fixed precision (Fortner, 1996). The numbers are coded in a very
effective way that is not ‘human readable’ .

The binary numbers except for “byte’ representation take more than two bytes to
represent the binary number. Also, number representation larger han a byte places bytes
in one of two dsandardized orders. IEEE dtandard and Intel standard. Byte ordering is
ggnificant when the Digitd Number (DN), introduced in Section C, uses integer or
higher precison numbers. IEEE standard bytes are ordered from Mog Sgnificant bit
Firg (MSF) to Least Sgnificant bit First (LSF). On the other hand, the “Intd” standard
is bytes that are ordered from LSF to MSF. The imagery can be received in ether
gandard. This thesis uses the |IEEE dandard, when necessary that input data are
corrected for byte order. The technique for thiswill be explained in Chapter V.

G. DIGITAL IMAGE PROCESSING

1 Overview of Information Extraction

Image restoration and enhancement utilize computational processes to provide
corrected and improved images for study by human interpreters.  The computer makes no
inherent decisons in these procedures. However, processes that identify and extract
information do utilize the computer's decison-making cgpability in order to identify and
extract gpecific pieces of information. A human operator must ingtruct the computer on
the parameter of interet, and must evauae the sgnificance of the extracted information

ascrucid sepsin the visudization process.

Imege-processing methods may be grouped into three functiona categories.
These are defined below, together with lists of typica processing routines (Sabin, 1999).

Image restoration compensates for data errors, noise, and geometric
digortions introduced during the scanning, recording, and playback
operation: restoring periodic line dropouts, restoring periodic line sriping,
filtering of random noise, correcting for amospheric scattering and
correcting geometric distortions.

Image enhancement dters the visud impact that the image has on the
interpreter in a fashion that improves the information content: contrast
enhancement, intendty, hue, saturaion transformetion, dengity dicing,
edge enhancement, making digitd mosaics and producing synthetic stereo
images.

14



Information extraction utilizes the deddonmeking capability of the
computer to recognize and cdassfy pixels on the bass of ther digitd
dgnatures. producing principd-component (PC) images, producing ratio
images, multispectrd  dasdfication and producing  change-detection

images.

2. Principal Component Transform (PCT) Overview

The principd components trandformation maps image daa into a new,
uncorrelated coordinated system or vector space (Swain, 1978). Independent of the class
gructure of the data, the Principd Components Transformation (PCT) process makes use
of a globd mean and globa covariance. Moreover, in doing so, this data remapping
produces a space in which the data has the most variance aong its fird axis, the next
largest variance dong a second mutudly orthogond axis, and so on. The later principd
components are expected, in generd, to show less variance. These principa components
might thus be conddered to contribute little to separability on occason and may be safdy
ignored, thereby reducing the overdl dimensondity of the dassfication space, and thus
improving classfication speed.

The following equations from 2.1 to 25 show the rdated mahematica definition
of PC trandormation. The PC transformation determines a linear transformation of a
sanple of points in N-dimensond space. The meen postion of the pixes in N-
dimensona space is defined by the expected vaue of the pixd X, according to Equation
2.1, where X is the mean pixe vaue and x; is the individua pixel vaue of totd number

of N.

N
Meanzizié X, (2.1)
N 75

While the mean vector is useful to define the average or expected pogtion of the
pixes in hyperspectra space, it is dso of vaue to have amean avalable by which ther
scatter or spread is described.  This is the role of the covariance matrix, which is defined
as Equation 2.2.
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The covariance matrix is one of the mogst important concepts in the hyperspectra
data If there is a corrdation between the responses in a par of spectra bands, the
corresponding off-diagonad dement in the covariance matrix will be large by comparison
to the diagona terms. This behavior is dso described in terms of the correation matrix R

whose dements are related to those of the covariance matrix by

N N N
[e] o [}
Na Xy;- a X;a Y,
j:]_ j:l j=1

Correlation Coefficient = r = p an an (2.3)
I\ N N N
NG XF- A XU eNG - gd ¥
g = et g & = et gH

It should be noted that the correlation coefficient and covariance are related by the
standard devidtion:

correlation coefficient = covar ian(% S (2.4
Xy

where the standard deviation and variation are given by

Standard deviationin X and Y dimension=s,,s , =+/Variance, and (2.5)
1 & —\2
Variance =—— X - X
N - 11a:1( J )

3. Why Principal Component Transformation (PCT)?

Principd Components Transformation (PCT) is used to produce uncorrelated
output bands, to segregate noise components, and to reduce the dimensondity of data
sets.  Since hyperspectrd data bands are often highly correlated, the PCT is used to
produce uncorrdlaied output bands. Essentidly, this is done by finding a new set of
orthogona axes that have their origin a the data mean and are rotated so that the data

variance is maximized.
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Figure 2.7. Comparison between Covariance and Eigenvector of AVIRIS data. Notice
that the variance is scattered dl over the band range in the origind data and the variance
information was concentrated into the first three Eigenvector after PC transformation.

The hyperspectra or vector character of most remote sensing image data renders
it amenable to spectrd trandformations that generate new sets of image components or
bands. These components then represent an dternative description of the data in which
the new components of a pixel vector are rdaed to its old brightness vaues in the

origind st of spectrd bands via a linear operation. The trandformed image may make
17



evident features not discernable in the origind data, or dternaively it might be possble
to presarve the essentid information content of the image, for a given application, with a
reduced number of the trandformed dimensons. The last point has dgnificance for
digdlaying the data in the three dimendons avalable on a color monitor or in color
hardcopy, aswell asfor the transmission and storage of data (Richards, 1993).

PC bands are linear combinations of the origind spectrd bands and are typicdly
uncorrelated. One can cdculate the same number of output PC bands as input spectra
bands. The first PC band contains the largest percentage of data variance, the second PC
band contains the second largest data variance, and so on. The last PC bands appear
noisy because they contan very little variance, modly due to noise in the origind
spectral data.

4, Role of Eigenvectorsin Image Data

Eigenvectors are the component-weighting coefficients (Richards, 1993). They
provide the trandform (rotation) into the new data space. The fird component is
tantamount to a totd brightness image, whereas the dternate components highlight
changes. It is the second, third and fourth components that are most driking in relation to
the fine features of interet. These effects are eadly veified by subgtituting typica
gpectral reflectance characteridics into the equations that generate the component. Each
component is a linear combination of the origind eght bands of data, where the
repective weighting coefficients are the components of the corresponding eigenvector of
the covariance matrix.

H. COLOR SPACE

HSV color space is often used for picking colors from a color whed or paette,
because HSV corresponds better to how people experience color than does the RGB color
gpace (Jackson, 1997). As hue varies from O to 1, the corresponding colors vary from
red, through ydlow, green, cyan, blue, and magenta, back to red. As saturation varies
from O to 1, the corresponding colors vary from unsatureted (shade of gray) to fully
saturated (no white component). As vaue, or brightness, varies from 0 to 1, the
corresponding colors become increasingly brighter.  Figure 2.8 shows the HSV color
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space. This HSV representation is later used for visudly comparing Principd
Component (PC) elgenvector mappingsin 3D space.

Hue

Saturation

0

Figure 2.8. Hue, Saturation and Vaue (HSV) color space. (From: Image Processing
Toolbox User’s Guide, 1997)
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1. BACKGROUND AND RELATED WORK: VISUALIZATION

A. INTRODUCTION

This chapter presents rdated work for 2D and 3D visudization. The language
used to build the application was Java and the reason for sdecting it will be explained in
the fird section. The second section describes the necessary Java2D Application
Program Interface (A1), and next section describes the 3D related works including
XML, X3D and Xj3D.
B. CHOICE OF LANGUAGE

The Java language is used because it provides severad advantages over other
languages in terms of plaform independency, didributability, multithreadability and
security (Liang, 2002). In addition to theses renowned capabilities, the built-in Java2D
APl provides excelent capability to access and manipulate an image pixd directly and
eassly (Lyon, 1999). The Java?2D AP uses the concept of a digital image representation
concept for remote sensing, as introduced in the previous chapter. For 3D visudization,
Java was chosen as wdl, snce Java, in combination with VRML/X3D, is very powerful.
(Brutzman, 1998)

The Java2D AP is utilized to view the initid image data and processed image.
X3D graphics are used to inspect the conical shape of the transformed data space. The
next two sections discuss what these concepts are and demondrate how they are
implemented.
C. 2D VISUALIZATION

This section describes how Java2D is used to view binary image data Each set of
bytes for sdected bands in this binary data represents the intensity of the red, green, and
blue bands. The origind binary data ae dl 16 bit short integers in the MS-DOS
gandard, which differs from the IEEE standard. All these binary data are in the BSQ
format as mentioned in the previous chapter. This section addresses how initid binary
data were converted to the IEEE dandard, which is used in Java, and how they are
packed into the appropriate format to be rendered for display.
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1. Java2D API Overview

The Java?D APl is a st of classes that can be used to creste high-qudity 2D
graphics. It includes features such as geometric transformation, antidiasng, apha
compodting, image processng and bidirectiond text layout, among many others. The
Java2D is pat of the core classes of the Java 2 platform. In other words, it is widdy
avalable with Java without requiring upplementary digtributions
(Wwww.javasun.com/java2d). The Java2D APl introduces new clases in the following

packages. java.awt and java.awt.image.
2. Displaying | mages

a. I mage Representation Overview

An image is a two-dimensona (2D) aray of colors. Each dement in the
aray is cdled a “picture dement” or a pixd (Knudsen, 1999). In generd, there are two
different approaches to generating image data. One approach is to treat the image as a
drawing surface and use the methods of Graphics2D to render new objects superimposed
onto the image. The other approach is to twiddle the bits of the image data. This can be
useful in specific cases such as loading and saving images in dngle files or
mathematicdly andyzing imege daa to determine essentid properties.  The latter
approach has been adopted for thisthess.

Images can be represented in several different ways: RGB data where red,
green, and blue vaues for each pixd are gored as the dements of byte arrays, an RGB
image where each pixd is represented by an integer that contains red, green, and blue
vaues, or a 16-levd grayscde image with 8 pixels sored in each dement of an integer
aray. In this thess, images of interest are represented by integer arrays that contain red,

green and blue vaues.

The Java2D modd for doring an image minimizes the dorage required.
(Rodrigues, 2001) A pixd is sored within a 32-hit integer (int) java primitive daa type.
The int conssts of 4 packed bytes. These bytes represent the apha, Red, Green and Blue
(RGB) planes, as shown in Figure 31. The tightly packed storage technique available for
32-hit pixdsisdso shown in Figure 3.1.

22



— — 32 bity — |
I;HM—-I |

(Mphs | Red | Gresn | Blue
bit: ‘39 u : lm I-? 0

TR TE e

Figure 3.1. Pixel representation of image in Standard Red, Green and Blue (SRGB)
format in Java. (From: Rodridgues, 2001)

b. java.awt.image.Bufferedl mage

Prior to Java2D, the use of an image producer and consumer mode was
the only method that dlowed the manipulation of image daa The Java2D AP,
inroduced in the Jaa 2 plaform, includes an extendon of Image
javaawtimageBufferedimage, which dlows direct access to the image's data.  Since
Bufferedimage is a subclass of Image, a Bufferedimage can work with any of

Gragphics2D’s methods that accept an image. A Bufferedimage provides improved
control over the actua data comprisng theimage.

Bulferedimoge
ColorModsel Roster
Suuﬂeﬂuﬂ
Databulfer
{row data)

Figure 3.2. Bufferedimage Class. (From: Knudsen, 1999).

3. Manipulating | mage Data

A Bufferedimage conssts of two pieces: a Raster and a ColorModdl. The Raster
contains the actud image data. It is an array of pixd vaues. The ColorModd’s job isto
interpret the image data as colors. This ColorModd can trandate the data vaues that

come from the Raster into color objects. An RGB color modd, for example, can interpret
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three data vaues as red, green and blue. The Ragter itsdf is made up of two pieces: a
DataBuffer and a SampleModd. The DataBuffer is a wrapper for the raw data arrays,
which are byte, short or int arays. The SampleModd knows how to extract the data
vaues for a paticula pixd from the DaaBuffer. As utilizing assstance to the
programmer, the Raster class has many satic methods that creste preconfigured Rasters,
including their DaaBuffers and SampleModds. Figure 3.3 shows code snippets where
the data buffer is directly applied to the Bufferedimage class.

Figure 3.3 illusrates the syle of coding usad in this thess. The integer aray
named i nt[] data was used to represent each pixel in RGB color. Each pixd,
datai], condsts of 32 hits Each integer contains the RGB color information. The
firg 8 bits from the right-mogt bit contain the blue color intengty information, which can
be between O and 255. The next 8 hits from the end of the blue color information
represent the green color informetion.  Similarly, the red vaues were placed a the next 8
bits after the green information.

The Bufferedimage class is somewhat complex as there are many different ways
to represent the colors of pixels. However, usng both a predefined color space type in
the Bufferedimage condructor, and the set RGB() mehod inherited from the
javaawt.Image class, reduces the amount of coding rdaing to the Bufferedimage class.
Thisis asatisfactory approach.
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public void createBufferlmage(int[][] redM int[][] greenM int[][] blueM
{

[/ Normalize the matri x. Renmobve the SIGN As wel |

redvatri x = cu.normlze(redM;

greenMatrix = cu.norni | ze(greenM;

blueMatrix = cu.normlze(blueM;

int red, green, blue; [lvariables for RGB

/] Create buffer storage
int[] data = new int[w dth*hei ght];
int arrayCounter =0; /1 Buf fer index

/I First scan through each row in outer |oop. height=512
for (int y = 0; y < height; y++)
{
/[l First scan through each colum in inner |oop.w dth=614
for (int x = 0; X < width; x++)
{
/I Conver to 0-255 RGB color schem
red (int) (redMatrix[y]l[x] );
green (int) (greenMatrix[yl[x]);
bl ue (int) (blueMatrix[y]l[x] );
dat a[ arrayCounter++] = ((red) <<16)| ((green&0xff)<<8)| (blue&0xff)

}

}
i mge = new Bufferedl mage(w dth, height, Bufferedl mage. TYPE | NT_RGB);

i mge. set RGB( 0, 0, wi dt h, hei ght, data, 0, wi dth);

//Let show it
set Vi si bl e(true);

}
public void paint(G aphics g)
{
g. drawl mage(i mage, 0, 0, t hi s);
}

Figure 3.3. Bufferedimage data buffer operations, as used in Viewer.java and produced
for thisthess.
D. 3D VISUALIZATION

1 Process Overview

The 3D visudization god is to view the conical HSV data space for the sdected
region of interet in the mod intuitive possble manner, in order to assess the
effectiveness of PCT mappings. The data @rameters in 3D space are color attributes in
the X3D Color node and the point attribute is in the X3D Coordinate nodes. Once a X3D

scene with default point and color attribute vaues is loaded into memory, the processed
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data in the Java application is computed and then appended into the loaded X3D scene
graph. This X3D scene is vdidated as syntectically correct by the X3D compact DTD.

Once the composte data tree is formed, the x3dToVRML97 sylesheet is gpplied to
transform X3D into VRML97 syntax. This VRML scene is loaded by a Xj3D or VRML
capable browser for 3D viewing.

2. Extensible Markup Language (XML)

The exploson of the World Wide Web during the 1990's can be directly
atributed to the crestion and implementation of the Hypertext Markup Language
(HTML). The Hypertext Markup Language is a subset of a more extensve language
cdled the Standard Generdlized Makup Language (SGML). HTML has enoyed
ovewhdming success due to its smplicity.  The Hypetext Makup Language's
amplicity lies in its use of markup tags (character elements bracketed by ‘<’ and *>’) that
are predefined by a standardized Document Type Definition (DTD). Essentidly, HTML
elementsidentify how web browsers display information, text and pictures.

While HTML’s gandardized DTD enables smplicity, it does not readily dlow for
the insartion of metadata (data describing data) within a web page.  This lack of
extenshbility leads to ungructured data within HTML web pages. Consequently, it is
often difficult to access and manipulate data written in HTML. Origindly, this inability
to incorporate metadata into information was solved somewhat by the predecessor
Standard Generdized Markup Language (SGML). SGML permits users to define their
own tagsets via a Document Type Definition (DTD). Usars are thereby able to insert
metadata through the credtion of their own eement types. However, SGML’s dement
type advantages are 4ill overshadowed by it cumbersome specifications (Khare, 1999).
In an effort to combine the amplicity of HTML and the information exchange advantage
of SGML, the World Wide Web Consortium (W3C) designed a new language caled
Extensble Makup Language (XML). XML is used to define other languages and
custom data formats in a Web-compatible manner.
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Figure 3.4.

mview Source

<Hi0=
<head=
=meta cantent="DefaultHSYSeatterPlatx3d" name="filename"f=
=meta content="Kang Kim" name="authar'=
=meta content="20 Oct 2002 name="revised"/=
“meta
content="A scatter plotwith the paints calared using colors from a Colar node.” name="description'f=
=meta
cantent="+30-Edit, hitp:fwa weh 3D orgTaskGroupshadiranslationREADME X3D-Edit him!" name="genarator'l=
<fhead=
<Beeng==k-Positive direction of X axis in %30 space is the haze
ais. Counter Clock Wise(CCW) rotatian increases angle. Clock
Wise(CW) decreases angle.-=<Vigwpaint
description="F rant view points" jump="false" position="5 100 500"=
=ifigwpoint description="Top view point’ jump="false"
Otientation="-1 00 1.57 " position="0 250 (=
=ifigwpoint description="45 degrae(CCW) angle view" jump="false"
origntation="01 01" position="200 20 200"=
<\figwnoint description="45 degree(C\W) angle view" jump="false"
ofigntation="010 3.5" position="-200 30 -200"f
=Wfigwpaint descripion="Batiam view" jump="false"
origntation="1 0 0 1.56" position="0-220- 20"f=
=Mavigationinfo type="EXAMINE" i
=0Groups
=hapes
<PointSet=
=Coordinate DEF="originaPaints" point="-3181.22 588.94 197 B7'f=
<Calar calor="1 0 0"=
<fPaintSet=
=jShapes=
=Transform scale="80 80 80"=
aInline url="PC.Coordinatewrl'f=
=fTransform=
=fi3raup=
af5rene=
=fwale

o

XML view for the DefaultHSV ScatterPlot scene from X3D-Edit.
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<! ELEMENT Col or (1S?) >
<! ATTLI ST Col or

col or o%0FCol or; #l MPLI ED
cont ai ner Fi el d NMIOKEN "col or"

cl ass CDATA #| MPLI ED
DEF ID #| MPLI ED
USE | DREF #| MPLI ED>

<! ELEMENT Coordinate (I1S?) >
<! ATTLI ST Coordi nate

poi nt %VFVec3f; #l| MPLI ED
contai nerField NMIOKEN "coor di nat e"
cl ass CDATA #| MPLI ED
DEF I D #| MPLI ED
USE | DREF #| MPLI ED>

Figure 3.5. Color and Coordinate node definition excerpted from x3d-compact.dtd
used in thisthess

3. Document Type Definition (DTD)

A Document Type Definition (DTD) collects a lig of tags that defines specific
edements and attributes. DTDs dso describe the relationships and format between
elements and attributes (Harold, 2000). DTDs ensure the vdidity of an XML document
by requiring the data in the XML document to adhere to the prescribed format and
gructure.  DTDs ae enablers of interoperability because they can serve as the
information exchange standard for unrdated organizations usng XML gpplicaions. In
this study, tx3d-compact.dtd was used to provide X3D scene validatiion. Figure 35
shows one portion of x3d-compact.dtd DTD content.

4. XML Schema

The XML Schema provides dternative to DTDs introduced in the previous
section for vdidaing XML documents. Like DTD’s, schemas must be used with
vdidating parsers. Schemas are expected to replace DTD’s as the primary means of
describing the document structure (Dete, 2002). Unlike DTDs, the schema does not use
the SGML-ingpired grammar. Ingtead, the schema uses a carefully defined XML syntax.
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Since schemas are themsdves XML documents, they can be manipulated, i.e, dements
added, elements removed, etc., asin any other XML document.

5. Virtual Reality Modeling Language (VRML)

The Virtud Redity Modeing Language (VRML) is used to define interoperable
content for three-dimensona (3D) virtua worlds. One key feature of VRML is that it is
an I1SO dandard desgned to be used over the World Wide Web in a browser
environment. The various examples explored in this thess are encoded in X3D, which is
the third-generation successor to VRML. X3D includes both XML and VRML-gyle data
encodings.

The fundamental design dructure in VRML is a sene graph. A 3D scene graph
is composad in VRML by grouping and encoding content via nodes. These nodes are
then used to display objects such as primitive shgpes (such as Box), eevation grids or
complex indexed face sets. The nodes dso specify groupings of sub-nodes and can

indicate gppearance, interaction and movement of events throughout the scene graph.
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Figure 3.6. VRML example indicating Principal Component (PC) space axes.
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Figure 3.7. HSV color space model by X3D-Edit.

6. Extensible 3D (X3D) Graphics Language

The next-generation VRML specification is known as Extensble 3D Graphics
(X3D) (Brutzman). X3D is more than an update to VRML97. It is a redesgn of the
encoding and underlying code dructure by employing XML. The new X3D dsandard
congructs a DTD target that dlows users to develop well-formed and validated scene
graphs. Usng XML provides X3D with a robust structure and extensbility. Extensble
3D retrieves the same fundamenta gructure as the VRML97 standard and is a superset of
functiondity that is fully backward compatible.

Usng an X3D oftware development kit and the X3D-Edit authoring tool,
developers can produce vadidated scene graphs with error-free editing (Extensble 3D
Task Group, 2000). The X3D-Edit utilizes IBM’s Xeena XML editor that has been
configured to facilitate straightforward development of scene grgphs that conform to the
X3D DTD. The X3D-Edit tool converts X3D documents to VRML97 via a XSL
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dylesheet and then automaticaly launches a browser for convenient viewing. Fgure 3.8
shows a screen capture of the X3D-Edit. (Extensible 3D Task Group, 2000)

3D-Edit scene graph editor {x3d-compact.profile.xml) = |5 ﬂ

File Edit Insert Selection Grammar Tools Help

e o]

vIe]=]l=laE] R[] (2]
L

B RRR 2 &xiaREEE 5

Ll :
b @*‘em D:/JavaProjectsimaneXj3DidataX3D_FilesDefaultHSVScatterPlotWithinline.x3d (mod)

T ? <Pl version="1.0" encoding="UTF-8"?=
EE = DOCTYPE 30 SYSTEM "fileic: v web30.0rTaskGroupsikadiranslationk3d-compact did'=

| ' il BE
: @ =] hean
I Anch.. E <2 meta; name: flename, content. DefaultHSYScatterPlotx3d
A.ﬂ_p;eawsncs: < meta; name: author, content; Kang Kim
I_ AudinGlip < meta; name: revised, content 20 Oct 2002
- Backgrou... < meta; name: description, cortent A scatter plotwith the points colored using colors from a Color node.
?Billhna... <> meta hame: generator, content: X30-Edit, hity e wehi 30, orgTaskGroupshddiranslation/README X30D-Edit hrmi
ﬂﬂBunleanSequenc... o m
. B ‘Ci Yigwnaint: descripion: Frontview points, position: 5 100 500, jump: false
% CDATA ’-‘ff Yigwpoint: descrigtion: Top view paint, position: 0 230 0, orientation:-1 00 1.87, jump: false
E]E Collision Q Yiewpoint: description: 45 degree(CCW) angle view, position: 200 20 200, orientation: 0101, jump: false
2CD|UI|METP0|G--- ‘ﬁ Viewnaint description: 45 degrae(C\W) angle view, position:-200 20-200, orientation: 01 0 3.8, jump: false
- Colortode L <§ Viewpoint: description: Bottarn view, position: 0-220-20, orientation: 1 0 01,56, jurnp: false
et it = 2% Navigationlnfo: type: EXAMINE
: 9 D Group
Aribute | Value ¥ gr?r’]ape
DEF =Mones i 9 ', PointSet
boundBackgrou.. <None= 1% Coordinate: DEF: originalPaints, point 318127 588.94-197 67
houndFog <Mane=
boundGeavien.. <Nones Pl Colorode: color: 1 00
houndilavigatio.. =Nane= 9 QFTransfurm‘ srale: 308080
DBURIEWEpink:: e : @‘ém Inling: url: PCCoordinatewr

Drowsarame  <Manes
browserversion <HNong=
createi/rmiFrom... <None=
craateymiFrom... <Nones
createyiimiFrom... <Mones

DoilavaProjectsiimagexj3Didatait3D_FilesiDefaultHSYScatterPlofithinline x3d: Save Successiul,

o
T
& M
b
o
=

Figure 3.8. X3D-Edit Authoring Tool Example.  This is the bass to generae the
default XML scene and check its vaidity.

X3D provides the critica link between XML documents and the virtud worlds of
this thess. Although VRML97 is the bass for many of the modes developed, X3D
provides the sructure and flexibility to trandform XML documents into vadid scene

graphs.
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7. Xj3D

In this thess, the Xj3D Player provides one way to view the X3D graphic scene
after the scene is manipulated by the Java application. Xj3D is the opensource rendering
APl and toolkit developed by Yumetech and others (Xj3D Task Group, 2002). Xj3D isa
project of the Web 3D Consortium that creates a toolkit for VRML97 and X3D content
written completely in Java This toolkit may be used to the import VRML content into a
cusom gpplication, or to creste a fully-fledged browser. The initid impetus for this
project was to create a file loader for the Java3D APl and dtarted with a grant of code
from Sun Microsysems to W3C. Over time, the project has grown in requirements and
now encompasses many other features as wel. For example, it is being used as one of
the main testing grounds to verify the work on the new X3D specification. It currently
uses Java3D as the scene-rendering engine (Xj3D Task Group, 2002).

R almi=]
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Figure 3.9. Simulaion result viewing with Xj3D.
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E. SUMMARY
This chepter detalls the high-level concepts of the many technologies explored

and exploited to provide a contextual undergtanding of the remainder of the thess. If
more information is required for a more in-depth understanding, the reader is referred to
the List of References as well as those mentioned above.
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V. PROBLEM DEFINITION AND ANALYTIC APPROACH

A. INTRODUCTION

This chapter provides the indght into the subject of this thess. The firg section
introduces the mapping drategies currently available.  The second section describes the
Principd Components (PC) mapping dtrategy in depth, as related to Tyo's invaiant-
disolay drategy. The last section presents new techniques to improve this proposed
drategy, such as viewing the conica data space of Principd Component (PC) space in
3D, deveoping a globd ddidic and viewing the resultat 2D imege of RGB
transformation from PC data.
B. MAPPING STRATEGIES OVERVIEW

The two most common approaches to mapping HSl data into pseudocolor involve
mapping band data or principa components data at each pixe into an RGB triple. In the
former dtrategy, a user selects three HSl bands in the hopes of capturing ether large-scale
image vaiations or paticular spectrd featuress. An example of such a mapping is
presenting a long-, mid-, and short wavdlength visble bands as an RGB image. This
goproximates what a human observer migt see if actudly looking a the scene. An
exanple of this mapping draegy is shown in Fgure 41B. This cass of mapping
drategy can be very powerful, as highly speciadized colormaps can be designed that are
tallored to particular applications, such as locating a specific spectra feature throughout a
scene. However, there are some drawbacks associated with this drategy. Fird, any
spectra feature that does not overlap with chosen bands will not be represented.  Second,
there isno a priori way to predict the color representation of specific objects in the find
images, or to precisdly interpret them.

A second drategy attempts to solve some of those drawbacks. It involves taking a
Principd  Components transformation (PCT) and mapping the resulting PC images into
an RGB triple. Examples of such images are presented in Figure 4.1.
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Figure4.1. Three common three-color mepping strategies from Night Vison Imaging
System (NVIS) data. A. Naurd color image. This is an goproximation of what a human
observer would see in he image maps bands a 630nm, 550nm, and 450nm into R, G and
B. B. Typicd fdse color in Infrared. The second image presents bands at 600nm,
1000nm, and 2000nm. C. Mapping PC images into RGB Triples. 1% PC mapped into red,
2" PC into green, and 3% into blue.

The PC images are formed by diagondizing the covariance matrix of the data, and
projecting the HSl scene onto the resulting (orthogond) eigenvectors. The eigenvectors

are linear combinations of variables, which include the spectra features that contribute
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most to the scene variance. They represent datisticaly uncorrelated channds and are
ordered in decreasng amounts of scene variance. The derived varigbles provide sample
information from across the scene, and reduce the chances that an important spectrd
feature, from a variance sandpoint, will be missed in the fina representation. The
problem with the mapping in Fgure 4.1 is that they map orthogona data (PC images)
into non-orthogond display channels (RGB intensties). The result is an image that is
often difficult to interpret.

Recently, a PC-based drategy was presented that sought to eiminate the problems
associated with the above mapping. Tha drategy exploits the smilarities between HS
data and human color vison. The orthogond PC channels are mapped into orthogona
display channds in an ergonomic manner. The end god is to deive an invaiant
mapping drategy for HS data that condgtently and intuitively represents important scene
condituents in the find scene.  Advanced processing methods can smultaneoudy be
applied to the HS data, enabling overlay of identification information.

C. PRINCIPAL COMPONENT (PC) MAPPING STRATEGY REVIEW

1 Overview

The close dependency between effective interpretation of HSl data and human
color visgon is wdl known (Dierson, 2000). A PC andyss of the human photoreceptor
gpectral response produces three daticaly orthogona channds.  One channd is roughly
achromatic, one channed demondrates a difference between long- ard mid- waveength
spectral content (red-green), and a third channd is trimodd, and nomindly represents the
difference between short- and mid wavdength information (blue-yellow). These three
orthogond dimensions can be used to define orthogona directions in a 3-dimensond,
conicd data space. The three HSV coordinates--hue (angle within the R-G/B-Y plane),
sauration (radius in the R-G/B-Y plane divided by totd intensty), and vaue (tota
intengty)--define a locaion within the HSV cone and ae commonly used for
congiructing pseudocolor images.

Andyds of HSl data yidds a firsd PC that is usudly related to the average scene
illumination. That channd typicdly has dow gpectrd varidion except in amospheric
absorption bands, and closdy resembles the solar didribution convolved with the
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aimospheric trangmisson. When an image is dominaed by a paticular maerid, that
goectral Sgnature might also contribute sgnificantly to the scene variance and may show
up in the firda PC as well. The firda PC image contains a basc panchromatic intensity
image and has much of the high spatid-frequency variations. The higher PCs dso have
lower-gpatid frequency information that is typicdly associaed with regions of like
gpectra content. The close andogy between the HS and color vison andyses leads D
the proposed mapping information often associated with geography.  Successvely higher
PCstend to have a more rapid spectral strategy. Equation Section 4
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where B, P, and B are the I, 2", and 39 PC values, f and r are angle within the R

G/B-Y plane and radius in the RG/B-Y plane divided by totd intengty, and H, S, and V
ae the hue, saturation, and value. The badc properties of this transformation are
discussed (Tyo et d., 2001).

2. Analysis

The drategy outlined above has severd advantages and disadvantages that are
worth mentioning.  Firdt, the mapping capitdizes on gmilarities between the PC channds
in HS and color vison to creste an ergonomic drategy that preserves orthogondity
rdaionships in the find mapping. The gspatid frequency Sructure of the PC images in
HS nicdy maiches the spaia sengtivity of the corresponding color channes.  This
match points towards a possible compresson drategy, namey a hybrid spatid/spectrd
compresson scheme, that uses information about the spatia frequency structure of higher
PC channels to reduce noisy and/or less important data from a scene.  This is the strategy
utilized by humen vison High spatid frequency information thet is presented in the (R-
G) and (B-Y) channes is not reedily perceived, and hdps to minimize the visud
bandwidth necessary to process color scene.
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D. INVARIANT DISPLAY STRATEGY

The long-term god of this project is the devdopment of an invariant display
drategy that can be broadly applied to HSl data. The direct implementation of Equation
41 is not an invariant drategy, snce the PCs are cdculated from in scene datistics
Furthermore, implementation of Equation 4.1 does not guarantee that materids are going
to be presented in hues that are intuitive to the observer. Below are two aspects of this
drategy that can then be considered for further improvement.

1 Conical Data Shape

The trandformation in Equation 4.1 projects the high-dimensond HS data into a
3D conicd space. That space is tightly bunched about the P; axis, since the variance
associated with firg PC is often in excess of 90% of the total scene variance. The effect
of thistransformation onHS| data is shown in the next chapter.

2. Post-Rotation of RGB Data

Sometimes it may be desred to use in-scene statistics to compute the eigenvectors
for trandformation. These egenvectors give the best ordering of the in-scene variance,
and highlight the most important features of the particular image. However, use of in-
scene datigtics can lead to colormaps that are not dways intuitive. A method for
overcoming this difficulty is proposed in this section.

When the spectra data includes bands n the visble, a 3-color composte image
can be congructed that closely mimics what a human observer would see.  In Figure 4.1,
an important scene condituent is the grass. The color transformation can be rotated to
ensure that the materids that closdy resemble grass are presented with a particular hue,
i.e, the color green. The mapping was computed using such a post-rotation. The second
and third eigenvectors were gill obtained using in-scene data. If a strategy is developed
to arive a globd egenvectors, then Equation 4.1 can be appropriately modified to
ensure tha important materias are presented in a visud standard form for improved
recognizability.
E. SUMMARY

In this chapter, the fundamentd thess problem was restated and andyzed to
identify the necessary tasks for usng 3D visudization techniques to improve PCT
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mappings of particular interest: comparing conicd data shape in PC space with HSV
color space and posi-rotating RGB transformation.  In the following chapters, previous
work is extended to examine the conica nature of HSl datain the PC-based 3D space.
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V. VISUALIZATION IMPLEMENTATION

A. INTRODUCTION

The previous chapter demonstrated that two aspects for this study need to be
investigated: the 3D view of Principd Component (PC) data from selected Regions Of
Interest (ROI) and the resulting image presented in RGB. This chapter focuses on how
the 3D view of the HSV mapping is generated through the crestion of a Java application
and X3D scene, in order to achieve the first objective. The next visudization section
presents what data and graphics parameters need to be manipulated. The following
section describes the overal application architecture. The find section describes how the
X3D sceneis generated.

B. VISUALIZATION CONSIDERATIONS

This section explains what data parameters are used to visudize, what grephica
parameters are avalable in X3D, and how to map data parameters to graphics parameters.
Figure 5.1 shows the entire process to generate graphics parameter from image data

parameters.

41



Define
Region of Interest
(ROI)

Principal Components (PC) transform

ROI Data of Interest

Eigenvector
of primary :

224 information .
channel
2249
Multiply
PC data of ROI
PC1l » = 2 = » & & # ® = #» =2 & = & = & = =
PC Z 4 & ® & ® ¥ ¥ @ B ® &5 8 F B W = & F @
PC3 & # & & & # & & & & % & & & & = = = ®

Convert to Color & Point attributes

Point Color

X3D Scene

Figure 5.1. Data process flow for converting and mapping HSl data.
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1 Data Parameters

There are two data parameters needed to project the reduced dimensiondity of
Principad Component (PC) results into a 3D display space: the bcation of each point in
PC space, and the color of points according to the materia classficatiion to which the
ROl belongs. Referring to Figure 5.1, Hyperspectrd Imagery (HSl) data for Regions of
Interest (ROI) parameters are converted to PC space by agpplication of an eigenvector
rotation. An initid HSl image has three dimensons for width of image, height of image
and the number of avalable bands. For ingtance, Lake Tahoe HSI data have the
dimengons 614 by 512 by 224. This 3D aray is transformed via Principad Components
(PC), yidding a new 3D aray of the same sze, kegping only the firg three bands in the
new color pace result in a reduced dimensondity, here, by example, 614 by 512 by 3
(See Richards for cdculation detall). The rotation is defined by the In-Scene datistics
egenvectors.  Conceptudly, the ROI data are trandformed through the same matrix
rotation, as indicated in pardld in Figure 5.1. In practice, the ROl could be extracted
from the trandformed Image data & a laer stage. ROl ae defined for this work
interactivdly by usng Environment for Visudizing Image (ENVI) software from
Research System Inc. as shown in Figure 5.2. Once the ROI is defined, the data subset
can aso be transformed into the three dimensions defined by the first three PCs
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Figure 5.2. Region of Interest (ROI) for vegetation in green polygon, water in blue,
and soil in red in Lake Tahoe scene with true color bands. The total number of sdected
pointsis 11059.

2. Mapping Converted Data to X3D
In X3D, the Coordinate and Color nodes contain point and color data for a

PointSet. Each attribute, respectively, contains the xy z location and RG B triple. Thus,

data parameters can be directly mapped to graphics parameters. Figure 5.3 shows these
two attributes as used in the default X3D file of this thess. The PC1, PC2, PC3 axes
provide the location in PC space (Tyo et a., 2001) and materid classfication is mapped
to the color atribute in the Color node in X3D. For ingdance, assume the firg point of
ROI is vegetation and its PC coordinates turn out to be —3181.22, 588.94, and —194.67 as
shown in Fgure 5.3. as indicated by the arrows. The color of this point is mapped to the



green color as (0, 1, 0) for RGB triple, since this point is classfied as vegetation This
entire PC data cloud is shown in 3D using the HSV color space.
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Figure5.3. The content of DefultHsvScatterPlot.x3d used in this thess.

C. APPLICATION DESIGN

This section presents what design concepts have been gpplied in building the
goplication, and describes the overal gpplication dructure of each software package.
Figure 5.1 shows the Universdl Modding Language (UML) diagram for each package.
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Figure 5.4. Univeesd Modding Language (UML) diagram of the entire Java
application by each package. UML is generated by TogetherSoft software.

1 Softwar e Design Patterns Overview
Desgn patens describe dandard ways to correctly perform  common

progranming tasks. Many different software design pattern concepts exist: Creationd
pattern, Behavior pattern, Structural pattern, and System pattern (Stelting, 2002). Among
these concepts, a creationa pattern has been gpplied to develop this gpplication, since it
supports one of the most common tasks in Object-Oriented (OO) programming and an
aoplication of this complexity requires many objects to be indantisted over time. For
ingtance, each package of this gpplication conssts of severd classes. The result of the
computation of each package is shared among the others.

2. Application Structure

This section provides a brief overview of the developed agpplication in this thess
by each package. The gpplication conssts of six packages. Each package provides a
different functiondity as follows loading image data, computing data, displaying
resultant image, and viewing 3D Principd Component (PC) data space.
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The application firsd loads the binary image data into memory. Once ddaa is
loaded, it is processed and cdculated. Then, the application generates two types of
datasets corresponding to the 3D projection of HSV mapped eigenvectors for the ROI,
and aso, the 2D resultant image.

a. GUI Package

Refaring to Figure 5.4, this package is the topmost man package to
control the rest of packages. This package provides the didog boxes shown in  Figure
5.5 that select the image to load. The image data itsdf is binary data with a 16-hbit Signed
Integer type in Band Sequentia (BSQ) format as mentioned in Chapter 11.  This data does
not have any precaculated metadata information of information, such as image width,
image height, number bands, byte order or data type. The Header file in ASCIl text
format provides such information. It contains dl the necessary information as shown in
Figure 5.6. This header file information aso can be shared with ENVI utilized above for
defining ROI. Figure 5.7 shows the information of a Header file loaded into memory as
well.

Bimacesn _lnix

File Computation Window

Figure 5.5. Entering Graphica User Interface (GUI) for GUI package.
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description = {

AVIR'S - Tahoe [Ved Sep 18 05:53:12 2002]}

sanpl es = 614
i nes = 512
bands = 224

header offset = 0
file type = ENVI
data type = 2
interleave = bsq
sensor type = Unknown
byte order = 0

default bands = {28, 18, 8}
wavel ength = {

St andard

383.
441.
500.
559.
618.

149994,
459991,
140015,
070007,
109985,

392.
451.
5009.
568.
627.

839996,
220001,
950012,
900024,
960022,

677.

702.

760.

817.

875.

932.

990.
1048.
1105.
1163.
1221.
1252.
1312.
1371.
1431.
1491.
1551.
1610.
1670.
1730.
1790.
1849.
1900.
1960.
2020.
2080.
2140.
2200.
2260.
2319.
2379.
2438.
2498.

687.

712.

769.

827.

884.

942.
1000.
1057.
1115.
1173.
1230.
1262.
1322.
1381.
1441.
1501.
1561.
1620.
1680.
1740.
1799.
1859.
1910.
1970.

169983,
590027,
090027,
650024,
250000,
880005,
530029,
180054,
819946,
439941
030029,
359985,
130005,
900024,
660034,
410034,
150024,
880005,
599976,
310059,
020020,
709961,
000000,
250000,
400024,
469971,
429932,
310059,
100098,
790039,
389893,
889893,
310059,

000000,
169983,
679993,
250000,
849976,
489990,
130005,
790039,
430054,
040039,
619995,
319946,
099976,
859985,
619995,
369995,
109985,
839966,
560059,
270020,
969971,
660034,
050049,
280029,
2030. 420044,
2090. 469971,
2150. 419922,
2210. 280029,
2270. 050049,
2329. 729980,
2389. 310059,
2448. 800049,
2508. 199951}

402.
460.
5109.
578.
637.
664.
721.
779.
836.
894.
952.
10089.
1067.
1125.
1182.
1240.
1272.
1332.
1391.
1451.
1511.

1571

1980

2100

5400009,
989990,
760010,
739990,
799988,
299988,
750000,
270020,
849976,
460022,
090027,
739990,
390015,
030029,
640015,
219971,
280029,
060059,
819946,
579956,
329956,

. 060059,
1630.
1690.
1750.
1809.
1869.
1920.

790039,
510010,
219971,
920044,
599976,
089966,

. 310059,
2040.

430054,

. 469971,
2160.
2220.
2280.
2339.
2399.
2458.

399902,
250000,
000000,
659912,
229980,
709961,

412.
470.
529.
588.
647.
673.
731.
788.
846.
904.
961.
1019.
1077.
1134.
1192.
1249.
1282.
1342.
1401.
1461.
1521.
1581.
1640.
1700.
1760.
1819.
1879.
1930.
1990.
2050.

2110

250000,
760010,
580017,
580017,
650024,
869995,
340027,
869995,
450012,
059998,
700012,
349976,
000000,
630005,
239990,
810059,
250000,
020020,
780029,
540039,
280029,
020020,
739990,
459961,
170044,
859985,
550049,
140015,
339966,
449951,

. 459961,
2170.
2230.
2289.
2349.
24009.
2468.

379883,
219971,
949951,
600098,
149902,
610107,

421.

480.

539.

598.

657.

683.

740.

798.

856.

913.

971.
1028.
1086.
1144.
1201.
1259.
1292.
1351.
1411.
1471.
1531.
1590.
1650.
1710.
1770.
1829.
1879.
1940.
2000.
2060.
2120.
2180.
2240.
2299.
2359.
24109.
2478.

980011,
549988,
400024,
429993,
489990,
440002,
919983,
460022,
049988,
669983,
309998,
959961,
609985,
239990,
839966,
400024,
209961,
979980,
739990,
500000,
239990,
969971,
699951,
410034,
119995,
810059,
900024,
180054,
359985,
449951,
459961,
360107,
179932,
899902,
530029,
070068,
510010,

431.
490.
549.
608.
667.
693.
750.
808.
865.
923.
980.
1038.
1096.
1153.

1211

2130

709991,
339996,
229980,
270020,
330017,
020020,
510010,
049988,
650024,
270020,
919983,
569946,
209961,
839966,

. 430054,
1268.
1302.
1361.
1421.
1481.
1541.
1600.
1660.
1720.
1780.
1839.
1889.
1950.
2010.
2070.

989990,
170044,
939941,
699951,
449951,
199951,
930054,
650024,
359985,
069946,
760010,
949951,
209961,
380005,
459961,

. 449951,
2190.
2250.
23009.
2369.
2428.
2488.

340088,
139893,
850098,
459961,
979980,
409912,

Figure 5.6.

information to be used for image loading.
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The content of the Header file, Lake Tahoehdr.
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b. io package

The i0 package is used to load image data according to the Header file
information. In Figure 5.7, the left hand sde of the window presents the Header file
information and then right hand side of the window alows the users to choose from the
bands avalable. The user can choose up to three bands to map into Red, Green and Blue
colors. Thelisted numbers are the wavelengths for each band number.

R R [ =[]
FilR Compuation  Window
TR RETE] [ v nows owvo sececruon s SI=TEY
T —— fuvail sl Dand List— — 2 :
| Descrition twus null Tahoe FANDAAODOZINTT 6 B
| 4100700650075
| sampl 1
i - i 2420970000665
[| e Ib 478 ARIBIETTEIZ
{| B L FAARADIDASRIE 125
| Header Cffsat 2450.7090500375
| Fille: Tygee Stamdard 2A60.610107421875
| Dt Type 1 FATEAINSTOGS
| Gt = 48R ADDA 00T
2490.31005859375
miiad Ml s 250819985117 1675 5
|| et e e 2508, 19995417 1875 -
| Dreanit Biands: a0 ok

(N 553.1400938904544

[GREE ] 1361 93994140625

[ R e E

Lo Seloctad Banids
D g

Figure5.7. Avallable band list view sdlection.

The image file data type is usudly a 16 bit Signed Integer. The data
ranges between —32768 and 32767. They can be in ether IEEE or Intd standard. For
some files used in Java gpplication, byte swapping was necessary to convert from the
Intel standard to the IEEE standard. Figure 5.8 shows the detail byte swapping operation.
In this figure, two bytes are read from disk. The second byte of bigEndian & shifted into
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8 bit left and the first byte is 8 bit right. Bit Or operation is applied after that. This
swgpping mantains the signed bit at the initid first byte as well.

bi gEndi an = i nDat aStream readShort ();
swapped (int) ( bigEndian<<8 ) | ( (bigEndi an>>8) &

oxff);
swapped
redMat ri x[ y] [ x]

(swapped & 0x0000ffff);
swapped;

Figure5.8. Byte swapping in ImageReader java.

C. ComputationGroup package

This package provides dl the required computation capabilities shown in
Figure 5.1. A key operdion is the matrix multiplication between Eigenvector and Region
of Interest (ROI) data to produce the data to project, which is the PC data of ROI in
Figure 5.1. This is the matrix multiplication between (m by r) of Eigenvector and (x by
y) of ether entire image data or ROl image matrix. This package uses the Java Matrix
Package (JAMA) Application Program Interface (API), a open source for matrix
operation (JAMA, 2001). For detail mathematics, refer to (Richard, 1995).

Of note is the data format and type when the resulting data are written
back to disk. The data format is converted to Band Interleaved by Pixe (BIP). The data
type is converted to Double, 2 hit floating point as the java primitive data type. The
double type is used since it can be converted to string type. String data type are useful,
since these data types can be inserted into the Document Object Modd (DOM) tree. The

detail conversion process is explained in the next section.
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_loix

File Compute 3D Scatter Plot 2D Image
[ Status -

Eigen Vectar loading is successiul.

Fegions of Interest data loading is successiul.

soil point= BAE.0

waterPoint= 1501480

vegetaion point= 781.0

Glohal Eigen Vector loading is successiul.

Global Eigen Yector loading is successiul.

Dimension of loaded Global and Target Eigen vectar

224 224224 224Eigenvector mapping is successtul..
From now, the eigenvectar is a mapped global eigenvector.

Figure 5.9. Snap shot of Matrix Cdculator, the topmost class, in computationGroup
package.

d. DomGroup Package

This is a key package for the 3D scene generation. It converts a base
scene X3D file, DefaultHSV ScatterPlot.x3d, into a DOM tree and insarts the manipulated
data into this tree. This tree is then trandformed into Virtud Redity Modeling Language
(VRML) by the X3dToVrml97.xd dylesheet. The origind X3D and transformed VRML
versons are each written back to disk. Either VRML-capable browsers or X3D-capable
browsers can be invoked to load this X3D/VRML scene from disk.

e. Xj3DviewersGroup Package

This package provides one way to view the VRML scene created by the
above DomGroup package. It contains a Xj3D Player, an open source to view a 3D
scene. The Xj3D is mentioned in Chapter 11l. In addition to the Xj3D viewer, this
package provides the other way to view 3D scene through a VRML capable Internet
Explore (IE) with a Cortona plugn (Pardlelgraphics, 2002). This dternaive way was
provided, since the Xj3D Player was not complete at the time the author developed this
gpplication (Xj3D, 2002).
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f. HistogramGroup Package

This package is cgpable of viewing a 2D resultant image and writing it
back to disk. It was named in the initid development phase to reflect the idea in the
author's mind to provide the capability of viewing the higogram of image datisics with
a 2D resultant image view as in Figure 5.10. The histogram plot was supposed to provide
interactive dretching cgpability for Saturation and Vdue. However, this cgpability is
currently mechanicdly performed and will be developed for future improvement later.
The Bufferedimage dass is used with bit packing to Standard Red Green, Blue SRGB),
introduced in Chapter 11l. Figure 5.10 shows the result of Tyo's agorithm applied to the
L ake Tahoe scene with 0 degree RGB rotation.

‘E;- (Red:Band 29; 667.33, Green:Band 22; 598.42, Blue:Band 8; 460.98)
P =

Figure5.10. 2D image of 2D resultant image of Lake Tahoe after Tyo's dgorithm was
gpplied. The hue was not rotated at this scene.
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D. 3D IMPLEMENTATION.

This section describes in detal how an X3D scene is generated. The first step for
gengrating an X3D scene is to load an X3D file to memory in the Document Object
Modd (DOM) by using Java APl for XML Parsing (JAXP). Then, the loaded DOM tree
is modified usng standard interfaces provided by JAXP. Once complete, the modified
DOM tree is saved as an X3D file and then converted to VRML97 encoding. Next, the
VRML97 scene is viewed by a Xj3D or VRML-capable browser. Figure 5.11 shows the
entire procedure.
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1 L oading the Base Scene, DefaultHsvScatter Plot.x3d into M emory
DefaultHsvScatterPlot.x3d is a X3D file in XML format ad was introduced in

Chapter 111. XML documents, when parsed, are represented as a hierarchicd tree
dructure in memory a mentioned in Chapter 1ll. This tree sructure contans the
document’s elements, attributes and content. A programmer can add data, remove data,
and query for data, snce XML was designed to be dynamic. W3C provides a standard
recommendation for building a tree dructure in memory for XML documents caled the
Document Object Model (DOM). Each dement and attribute in a XML document is
represented by a node in the DOM tree and can be modified by manipulating the nodes in
aDOM tree.

The DOM tree is created by Java APl for XML Parsng (JAXP) provided by Sun
Microsystems. JAXP uses the DocumentBuilderFactory class to creste a
DocumentBuilder object. The Class DocumentBuilder in Figure 5.12 provides a standard
interface to an XML parser. The DocumentBuilderFactory produces an appropriate
DocumentBuilder object for a currently configured XML parser.  The builder object in
Figure 5.12 provides an inteface for loading and pasng an XML document. The
method par se() is used to load and parse the XML document stored in the datefile,
DefaultHsvScatterPlot.x3d, in Figure 5.3.

String fil enanme “Defaul t HsvScatterPl ot. x3d";

File datafile new Fil e(fil enane);

Document Bui | der buil der = factory. newDocunent Bui | der () ;
docunent = buil der.parse(datafile);

* Build Docunent before manipul ating point/color attribute in each node

Node root = docunent. get Docunment El ement () ;
El ement x3dNode = (El enent) root;

/************************************************************************

************************************************************************/

Figure5.12. Code Snippet from VRMLMakerjava These lines load an X3D file in
XML format and put it in a Document Object Model (DOM) tree.

Upon the successful loading of the X3D file a getDocumentElement method is
cdled to obtan the Document’'s root node. The root is downcast to Element and the
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scene graph tee is traversed to find the Coordinate and Color node as shown in Figure
5.13 for further attribute vaue manipulation.

2. M odifying Point and Color Attribute Values

After downcagting the Node root to Element, methods specific to class Element
can be cdled on the object usng the x3dNode. The method, getElementsByTagName
(“Coordinate’) returns the lig of dl the Coordinate dements in the XML document.
Each dement is stored as an item in a NodeList. The first item added is stored &t index O.
This index is used to access an individud item in the NodeList. Then, the StringBuffer
pointVaue is indantiated to append vegetation location values for X, y, and z vaues in
the point attribute. Note that the current 2D array matrix has N by 3 dimension, where N
is the number of dl the vegetation points. After dl the point vaues are appended into the
SringBuffer, the pointVdue is converted into a String to set the attribute of coordinate
Element. The exact same mechaniam is goplied in the Color Element, except that the
RGB vaues, according to the classfication of the materid, which is vegedtion in this
cae, ae st as atribute vaues. For instance, vegetation color Element attribute values
are st as (0,1,0) for RGB to represent green, soil olor is (1,0,0) as red, and water is
(0,0,2) asblue.
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/I Modify the "PO NT" attribute value for "COORDI NATE' node
//:::::::::::::::::::::::::::::::::::::::::::::::::::::::
NodeLi st coordi nat eNode = x3dNode. get El enent sBy TagNane(" Coor di nate");
El emrent coordinate = (El enent) coordi nat eNode.item(0);
StringBuffer pointValue = new StringBuffer();

for (int i = 0; i < hsvGenerator.vegetation.|length; i++)
{ for (int j = 0; j < hsvGenerator.vegetation[0].length; j++)
{ poi nt Val ue = poi nt Val ue. append( (i nt)hsvGenerator.vegetation[i][j]+" ");
} }

String point = (String) pointValue.toString();
coordi nate. setAttri bute("point", point);
//::::::::::::::::::::::::::::::::::::::::::::::::::::

//:::::::::::::::::::::::::::::::::::::::::::::::::::
NodeLi st col or Node = x3dNode. get El enent sByTagNane(" Col or Node") ;
El ement color = (Elenent) col orNode.itenm(0);

StringBuffer colorValue = new StringBuffer();

for (int i = 0; i < hsvGenerator.vegetationCol or.length; i++)

{
for (int j = 0; j < hsvCGenerator.vegetationColor[0].length; j++)
{

col or Val ue = col orVal ue. append( hsvGener at or. vegetationColor[i][j]+" "

}
} String colorString = (String) colorValue.toString();

color.setAttribute("color", colorString);

Figure5.13.  Modification of point and color atribute vauesin VRMLMaker.java.

3. Transforming DOM to VRML 97 Encoding

The Extensble Styleshest Language (XSL) is used to format XML documents
and condgts of two parts the XSL Transformation (XSLT) language and XSL formatting
objects. XSLT is used to transform the X3D document into a VRML97 encoding. In this
thess, X3DtoVrml97.xd was used as the converson XSLT dyleshest. An XSLT
document is an XML document with a root dement stylesheet. The namespace for an
XSLT document is hitp://mwww.w3.0rg/1999/XSL/Transform.  The XSLT document
shown in Fgure 5.13 trandforms DefaultHsvScatterPlot.x3d (Figure 5.3) into a VRML97
document (Figure 5.14).
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<l-- **x*x%x yoot: start of file ******x __>
<xsl:tenplate match="/">
<l-- VRML 97 header -->
<xsl:text>#VRML V2.0 utf8&*#10;# X3D-to-VRM.-97 XSL transl ati on autogenerated
by X3dToVrm 97. xsl &#10; #
http://ww. web3D. or g/ TaskG oups/ x3d/ transl ati on/ X3dTovrm 97. xsl &#10; &#10; </ xsl :
t ext >
<l-- VRML 200x headers -->
<xsl : apply-tenpl ates sel ect =" X3D"/ >
<xsl : appl y-tenpl at es sel ect =" X3D/ head/ conponent"/ >
<xsl:if test="X3D/ head">
<xsl:text>&#10; </ xsl : text >
<xsl :apply-tenmpl ates sel ect =" X3D/ head"/ >
</xsl:if>
<xsl:if test="X3D/ Header">
<xsl:call-tenplate name="out put-error">
<xsl :wit h-param nane="errorString">
<xsl:text>"Header' tag illegal, use 'head' instead</xsl:text>
</ xsl :with-paran
<xsl :wi t h- param nane="node" >
<xsl :text>X3D/ Header </ xsl : t ext >
</ xsl : wi t h- par anp
</xsl:call-tenpl ate>
</xsl:if>
<l----- etc -----

Figure5.13.  Code snippet of X3dToVrmi97.xd usad in thisthesis.
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#VRWML V2.0 utf8
# X3D-to-VRML-97 XSL transl ation autogenerated by X3dToVrm 97. xsl
# http://ww. web3D. or g/ TaskG oups/ x3d/ transl ati on/ X3dToVr ml 97. xsl

# [X3D] VRML V3.0 utfs

# [ head]

# [meta] filename: Default.x3d

# [meta] author: Kang Kim

# [meta] revised: 20 Cct 2002

# [meta] description: A scatter plot with the points colored using colors froma Col or
node.

# [meta] generator: X3D-Edit,

http://ww. web3D. or g/ TaskG oups/ x3d/ transl ati on/ READVE. X3D- Edi t . ht ni

# [ Scene]

# Positive direction of X axis in X3D space is the base axis. Counter O ock Wse(CCW
rotati on increases angle. dock Wse(CW decreases angle.
Vi ewpoi nt {

description "Front view points"

jump FALSE

position 5 4 80

{ﬁ ewpoi nt {
description "Top view point"
j ump FALSE
orientation -1 0 0 1.57
position 30 80 30

}

Navi gati onlnfo {
type [ "EXAM NE' ]

}éoup {
children [
Shape {
geonetry Poi nt Set {
coord DEF original Points Coordi nate {
point [ -3181.22 588.94 -197.67 ]
col or Color {
color [ 1 0 0]
}
}
Transform {
scale 20 20 20
children [
Inline {
url [ "PC_Coordi nateAxes. wl" ]
}
]
}
]
}

Figure5.14.  Conversion result of DefaultHsvScatterPlot.wrl.
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To process XSLT documents, an XSLT processor is required. The open source
Apache Foundation has created the Xaan XSLT processor for Java. (Apache XML
Project, 2002) XaanJava is an XSLT processor for transforming XML documents into
other XML document types. It implements the W3C recommendetions for XSL
Trandformations (XSLT) and the XML Path Language (XPath). An opensource product,
use of thistoll isavalable free on dl programming platforms.

4, Viewing aM odd in an X3D/VRML Capable-Browser

This section shows how a VRML scene was loaded into a Xj3D Browser. A
standard loader as defined by Sun's utility interface com sun.j 3d. | oaders. Loader,
(Xj3D Task Group, 2002), and was used as a loading method. Implementing a loader
means that the code is required to obey a st of flags, and dso to do most of the work
within the loader, rather than by application code.

When loading externd files, the ampler memory-based
MemCacheLoadManager is used for processng externd files since the environment in
which the loader is used may be unknown. The loader implementation automaticaly
determinesthefile typeto be loaded. It handles VRML97, X3D and VRML3.0 for users.

Congdructing a new loader requires cregting an indance of the dass
org. web3d. j 3d. | oaders. VRM_Loader. There are two standard constructors
avalable: the default no-argument congtructor and one that takes an i nt argument, which
are the load flags. The example below used int Xj3DBrowser.java to create a loader that
builds a fully compliant VRML scene graph:

i mport java.io.| OException;

i mport com sun. j 3d. | oaders. Loader;

i nport com sun. j 3d. | oaders. Scene;

i mport org.web3d.vrnl.j3d. VRM.Loader;

Loader |dr = new VRM.Loader (Loader.LOAD ALL);
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Once a loader is congtructed, the next step is to bad one or more files. Thisis
done through the usud assortment of | oad() methods. Congruct a URL or file path
and passiit to the load method. In return, the code renders a scene.

try
{
Scene vrm _scene = | dr.| oad
("d:/JavaProj ect s/ I mageXj 3D/ Soi | Veget ati onWater.wl");
}

cat ch(Exception e)

/| Excepti on handli ng
}

To access the loaded Java3D scene, the get SceneGr oup() method is then
cdled. Theresulting Br anchG oup can then be placed in an application's scene graph.

' Fav aPrajocts Tman e X A0 dste’ sstputveFL Y Laks Tahn mat Exple
Fie- Cot ‘Ama Fesorbes Took  Help “

@ XS O -G il -
] tane I = o
Figure5.15.  Scatterplots of generated 1%, 2'4 39 PC of soil, water, vegetation in PC
data space. A. Cone Projected onto the P - P; Plane. B. P, — P; Plane. C. Ps - P; Plane.
The numerical vaue presented here represent absolute projections of the HS data at each
pixed onto the egenvectors of the covariance matrix of the data with no scaling or
trandation (From: Tyo et. al)
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E. SUMMARY
This chapter introduced the overdl gpplication sructure. The great detal of the

3D condruction and viewing methods used in this thess were presented. The find 3D
scene congtructed in Figure 5.15 will be analyzed in the follow chapter.
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VI. DATA ANALYSIS

A. INTRODUCTION

This chapter andyzes the resulting 3D conica data shape that represents the
dataset to HSV mapping. The implementation result helps to verify the suggested
drategy by developing In-Scene Globd Statigtics and agpplying a post-rotation of RGB
encoded PC transforms. The case study method is used in this chapter, showing different
images acquired from different sensors including the Hyperspectrd Digitd Imagery
Collection Experiment (HYDICE), the Airborne VisblelInfrared Imaging System
(AVIRIS), the Night Vidon Imaging Sysem (NVIS) and the Hyperspectrd Mapping
system (HyMap).

B. 3D VISUALIZATION ANALYSS FOR HSV CONICAL
REPRESENTATION OF PRINCIPAL COMPONENT (PC) DATA

The conica shape of PC data is used to represent ROl Hue, Saturation, and Vaue
(HSV) color space. Figure 6.1 shows the hexagonal HSV color space and ROl data. ROI
data dso was projected as red, green, and blue scattered points. These points were
computed by PC Transformation of the Lake Tahoe scene Eigenvector on soil, water, and
vegetation points on the same scene. Visudly @omparing the green axes in the Hue plane
with the mapped green points reveded that there exists about a 30 degree difference
between the green color vertex in HSV space and the location of vegetation points
cdculated from Tyo's dgorithm. In other words, the vertex of green color in the HSV
color space is located a a Hue angle of 120 degree. The location of green points from
Tyo's agorithm appears to be at 150 degrees. Thus, a-30-degree rotation in Hue plane is
required for a more intuitive mapping of the eigenvector data space.  This additiona
rotation requirement is applied to the RGB transformation in the following section.
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Figure 6.1. ROI projection in HSV color space. A. Top view, B. View tilted 45 degree
toleft. C. Front view, D. View tilted 45 degree to right, E. Bottom view.

C. DEVELOPING GLOBAL STATISTICS (EIGENVECTORYS)
The firg section identified the required additiond Hue angle rotation. Before

goplying this rotation angle on the RGB trandformation, it is necessary to explan how In
scene datistics are used and how they are devel oped.

In this thesis, the Lake Tahoe scene is used to produce the In-Scene statistics.
Lake Tahoe was sdected snce it has rddivedy smple scene condituents such as
vegetation and water. Fgure 6.2 shows Hue rotated images, natura color image, typica
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fdse color in the Infrared image, naturd color images and the true color image of the
Lake Tahoe scene. The following sections explan the differences between each

elgenvector.

s

Figure 6.2. Overview of Lake Tahoe scene manipulation. Clock wise fom the top left,
the image shows Pogt-Rotation of RGB Transformation between 0 to —180 degree, Fase
Color in Infrared, and Natura color.

1 Scene Statistics and Eigenvector
The Eigenvector derived from this AVIRIS scene was defined to be the ‘global’
eigenvector to be applied to successve data sets.  The invariant display strategy pursued

here depends on the dructurd smilarity of the firsd few egenvectors. The firg three
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Eigenvectors of each scene tend to behave smilaly snce they correspond to the
detidica corrdation between the bands, not that of individud scene Sgnds.  Figure 6.3
illugrates this behavior. Fgure 6.3.A. shows the firg three eigenvectors of the Lake
Tahoe scene and Figure 6.3.B. shows the eigenvector for Davis Monthan Air Force base.
As shown in Figure 6.3, these two scenes consst of different scene condtituents. The
Lake Tahoe scene is dominated by water and vegetation, while Davis Monthan Air Force
base is sand and part grass. Note that the overdl sign of the eigenvector is not important

— the second elgenvectorsin Figure 6.3A and Figure 6.3B are otherwise smilar in shape.

In previous work, the average of sixteen different scenes was taken to compute a
Globd Eigenvector. On the contrary, in this thess, only the Eigenvector of the Lake
Tahoe scene is taken and this Eigenvector was mapped to other scenes acquired from
different sensors indead, as mentioned in the Introduction. This thess takes a different
approach by applying these globd dHdidtics to the different sensor's scenes.  The next
section shows the results of applying these globa datistics to other image data and of the
post-rotation of RGB transformation.

2. Mapping Eigenvectors
Direct gpplication of the Lake Tahoe eigenvector to other scenes is not dways

feesble Mapping a chosen globd datistic to individud scene eigenvectors is typicaly
required, since the number of bands are different for different sensors.  For ingtance, the
HYDICE collects 224 bands and AVIRIS collects 210 bands. In this thess, the closest
vdue of the globa datidics for the target scene Eigenvector is mapped into the

respective band.
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Plot of Eigenvalue for Lake Tahoe Scene
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Figure 6.3.
Eigenvectors plotted for the Davis Monthan Scene.
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Figure 6.4. A. Lake Tahoe, B. Davis Monthan Air Force base.

D. CASE STUDY FOR POST ROTATION OF RGB TRANSFORMATION

This section presents the result of post rotation of RGB Transform, to verify the
30-degree Hue angle rotation acquired from the second section. Prior to RGB rotation,
the global eigenvector acquired from the Lake Tahoe scene is mapped into other scenes
according to the previous section. HSV data is computed based upon this PC data
through Tyo's dgorithm.

As mentioned in the introduction of this chapter, different types of images are
used to test a global datistics and podt-rotation of RGB transform.  These are images
acquired by NVIS, AVIRIS, HYDICE and HyMap sensors. Each sensor collects the
different number of band information and different band ranges as well.

1 Davis-Monthan Air ForceBase (HYDICE Data, 210 Bands)

Figure 6.5 shows the —30-degree rotation of RGB Trandformation. Grass a the
golf course appeared green asin red life. Unfortunately, the desert soil appears blue.

68



Figure 6.5. Davis-Monthan Air Force Base: A. Natural color, B. —30-degree rotation
of RGB TransformationviaHSV colorspace operations.

2. Jasper Ridge, California (1999, Hyperspectral Mapping (HyMap)
Data, 60 Bands, Courtesy of Analytic Imaging and Geophysics (AIG)
and HyVigta Cor por ation)

For the HyMap scene, the vegetation again appears as green, the soil as light blue.
Theroads are red.

Figure 6.6. Jasper Ridge, Cdifornia. A. Natura color image, B —30 degree rotation of
RGB Transformation of 1999 HyMap data of Jasper Ridge, California.
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3. Camp Pendleton (HYDICE Data, 210 Bands)
For the HYDICE scene, the vegetation is again green emphasized by the two
dlipses. Thedry hillsdesare blue. The damp sand shows avariety of colors.

Figure 6.7. Camp Pendlieton, Cdifornia A. Natural color image, B. —30-degree
rotation of RGB Transformation.

4. Moffett Field, California (AVIRIS Data, 224 Bands)
The reatively urban scene shows a new range of colors, with green again defining

vegetation.
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Figure 6.8. Moffett Feld, Cdifornia  A.: Naturd color image, B. —30-degree rotation
of RGB transformation.

5. Cuprite, Nevada (AVIRI S Data, 224 Bands)
The classic Cuprite scene has no vegedion. The different minerds are not

quaitatively distinguished in this view. Such scenes may need an dternate transform.

Figure 6.9. Cuprite, Nevada from the ENVI tutorid data set. A. Naurd color image.
B. —30-degree rotation of RGB Transformetion.
E. DISCUSSION

In this section, one factor to provide for better observation of post rotation of
RGB transform and non-compliant results of Tyo's dgorithm are discussed.

1. Saturation and Value Contrast Stretch

The one factor being considered to provide for better observation is the HSV data
contragt dretch.  The hue variaion is not reflected in the updated change if distribution of
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saturation and value is too broad. Figure 6.10 shows an example from Night Vison

Imaging System (NVIS). The top of the trees in Figure 6.10 gppear white in pand A and
do not reflect the change of hue by rotation of the RGB transform in panel B.

To reflect the hue rotation changes, saturation was adjusted in HSV space before
RGB converson was done as shown in Figure 6.11. Panel A in Figure 6.11 shows the
saturation distribution before modification by contrast dSretch.  The saturation image
gopears very dak, indicating that the saturation digtribution is too low. To enhance this
saturation behavior, the distribution ranges are dretched by setting the minimum a 0.00
and the maximum at 0.232 as shown in Figure 6.11 pand B. The results of adjusting for
a fuller saturation are shown in figure 6.12. Fgure 6.12 and Figure 6.13 show the range
of colors derived by varying the rotation angle from +180 to —180.

Figure6.10. The desaturated examples without contrast stretch adjusment. A. Rotated
60 degrees after RGB transformation. B. Rotated —30 degrees after RGB transformation.
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Input Histogram
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Figure6.11. The enhancement of saturation through contrast sretch of hisogram. A.
Stretching Saturation value from 0.00 to 1.183. B. Stretching Saturation value from 0.00

t0 0.23

Table 6.1 provides a summary of the minimum and maximum of sauration and
the value for each data used in the previous section
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Table 6.1. Summary of Saturation and Vaue Ranges.

Image Location Saturation Vaue

Min Max Min Max
Davis Monthan AF Base 0.067 0.39 31514.32 75922.12
Jasper Ridge, CA 0.078 0.257 1751.628 9345.87
Camp Pendelton 0.001 0.132 9748.2 60654.4
Moffett Field, CA 0.006 0.115 6769.4 39571.66
Cuprite, Nevada 0.125 0.162 1360.474 2322.716

2. Non Compliant Result to the Strategy

Two obsarvations are made in this section. One is that the green color post
rotation of RGB transform left the other regions in non-intuitive color. The second is that
even asingle materia such as vegetation showed as different colors.

Firg, note the soil color in Figure 6.5 pand B. The il between the golf course
and the housng area dl turned into blue. This is worth noticing, Snce the same effect
appears in the remaning scene data sets, as well. The reason for this effect can be
inferred from the firg section, since the soil data was projected close to the blue vertex of

the HSV color space.

Secondly, the reader might ask why the top of the tree and grass gppears in a
different color, even though they have the same chlorophyll materid in Figure 6.12 and
Figure 6.13. For ingtance, the tree and grass in panel B of Figure 6.13 appear purple and
green respectively.  This difference in color cearly indicates that different hue vaues
exig between the grass and the top of the trees. This difference in spectra is shown in
Figure 6.14. Seved posshilities as to why they appear in a different color can be
considered. Among them, the author considers one posshbility that the distance between
the grass and oil is different from that between the top of the trees and the soil. In other
words, the soil materid mugt affect the color of the grass, since grass does not completely
cover the soil. Soil materid radiance should be reflected in the color of the grass.
Another posshility could be one tha the grass might not be hedthy as the tree. In
addition, chlorophyll in grass could be producing different radiation vaues from those
the tree is producing. However, these posshilities could be further investigated in future

works.
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Figure6.12. Post rotation of RGB trandormaion of NVIS image data to postive
direction in Hue plane. A. O degrees. B. 30 degrees. C. 60 degrees. D. 90 degrees. E.
120 degrees. F. 150 degrees. G. 180 degrees.
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The figure below illustrates the Hue rotation effect from —30 degrees toward -180
degrees.

Figure6.13. Post rotation to negative direction in Hue plane. A. —30 degrees. B. —60
degrees. C. —90 degrees. D. —120 degrees. E. —150 degrees. F. —180 degrees.
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Figure6.14. The spectrd plot of the above NVIS data.

The above non-compliant results suggest the necessity to enhance the current
goplication of Tyo's mapping dgorithm.  The current agorithm utilizes linear mapping
when converting PC data to HSV. Thus usng nonlinear mapping can be consdered to
diminate the non-compliant behavior of the color of trees as shown throughout this
section. In particular, nontlinear stretches and rotation in hue are gppropriate to study.

F. SUMMARY

The firgt section of this chapter showed the conica shape of PC data space in 3D.
This projection of PC data identified required additiond Hue rotation for the
classfication of vegetation This angle had been gpplied to RGB transformed data to
veify the effect. The effect of Hue rotation was nicdy reflected. However, the non
compliant resut of other colors brought up the issue of further enhancement of Toy's
dgorithm.  Possble future work is implied, such as improving the mapping srategy from
linear to a higher order.
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VII. CONCLUSIONS

A. SUMMARY

Anayss of spectrd component transform showed that the first three components
could be consdered in a new coordinate space defined in part by a converson to Hue,
Saturation and Vadue. This coordinates space can be thought of as a conicd coordinate
sysem, with the firg Principd Component (PC), or intendty dways aong the z-axis.
The color information (Hue and Sauration) are displayed as angle, and radius
respectively. Here Hue and Saturation are taken from the second PC and third PC.
Subsequently, the image data from this presentation was displayed in an RGB format
from the HSV encoded principa component bands between one and three. A rotation in
Hue was applied to cause the vegetation to appear green in the new color space. As a
result, other scene dements reflected unnaturd appearances. Coding was created in Java
and X3D in XML form to accomplish these gods A sngle matrix transformation
converson to PC space-was used based on a single scene.  The application of this
transform to multiple scenes produced reldively consgtent results.  The initid god of
cregting a high information dengty, ergonomic display of spectrd imagery was partly
met.
B. RECOMMENDATION FOR FUTURE WORK

Future work is needed to complete the design of a globd egenvector, which
produces the transformation, and perhaps a non-lineer hue mapping to faclitate more
naturd displays. Developing a nortlinear hue mapping can be accomplished by utilizing
a dynamic 3D scene ingtead of a current static 3D scene. X3D provides such options and
needs to be developed further to enhance a proposed display drategy for Hyperspectral
Images.
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ALRSS
APl
AVIRIS
AWT

BIL
BIP

BSQ
CCD

DN
DOM
DTD
ENVI
HSI

HSV
HYDICE

JAMA
JAXP

LSF

MSF
MSS

NVIS
PCT
ROI
™
VRML
Wa3C

X3D

APPENDIX A. ACRONYM S

Advanced Land Remote Sensing System
Application Program Interface

Airborne Visble/Infrared Imaging Spectrometer
Abstract Window Toolkit

Band Interleaved by Line

Band Interleaved by Pixd

Band Sequentia

Charge Coupled Device

Digita Number

Document Object Model

Document Type Definition

Environment for Visudizing Images
Hyperspectra Imagery

Hue Saturation Vdue

Hyperspectrd Digitd Imagery Collection Experiment

Java Matrix Package
Java APl for XML Parang

Least Significant bit First

Mogt Significant bit First
Multi Spectral Spectrometer

Night Vison Imaging Sysem
Principa Component Transform
Region of Interest

Thematic Mapper

Virtud Redity Modeling Language
World Wide Web Consortium

Extensible 3D Graphics
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XML Extensible Markup Language
XSLT Extensble Stylesheet Language for Trandformations
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APPENDIX B. CONTENT OF CD ROM

1. DefaultHSV ScatterPlot.x3d

This is the base X3D scere file. 1t should be placed where the Java application is
invoked.

2. DataFlow chart.pdf.

This pdf file describes complete Remote Sensing process from end to end with

data parameters.
3. Source code for Java application.

This Zip file contains the entire Java source code created for thisthess.
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