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Introduction

This research relates to digital mammography, which separates the process of image acquisition
from any subsequent image display. In comparison to screen-film mammography, the amount of
radiation used to produce an image could be increased (or decreased) by over an order of
magnitude with no significant change on the displayed image intensity. In addition, the quality of
the x-ray beam used to acquire the digital radiograph is also a free variable, with no direct
relationship to the displayed image contrast. The purpose of our study is to investigate how
changes in radiographic technique factors and breast composition affect observer detection
performance in digital mammography. Observer performance will be measured as a function of
the following four key parameters: (i) radiation exposure (i.e., x-ray mAs value); (ii) x-ray beam
quality (i.e., kVp and filtration); (iii) breast thickness; (iv) breast background structure.

This report describes the work accomplished from 1 September 2001 through to 31 August 2002.
Appendix 1 lists the approved statement of work as taken from the submitted grant for the PI,
sub-contractor. This report describes the work performed by both the Principal Investigator (Dr
Walter Huda), and also that of the principal sub-contractor (Dr David Dance).



Body
Principal Investigator (W Huda)
Digital Mammography system .

Full characterization of the Lorad FFDM digital mammography system has been performed.
Digital radiographic images have been acquired using this FFDM system, and successfully used
in our experiments. We have completed our investigation into the effect of radiographic
technique factors on image quality and radiation dose using a conventional ACR phantom.
Results obtained in this study quantify the trade-offs between dose and image quality in digital
mammography for the detection of simulated masses in an average size breast. Two papers have
been published, and these data will serve as a “baseline” against which to compare the results
obtained using an anthropomorphic phantom.

Phantom

We have investigated the effect of breast structure. A technique has been proposed to quantify
background structure in digital mammograms represented by the anthropomorphic phantom. The
method involved taking a simulated lesion and calculating a cross-correlation coefficient, which
will measure the extent to which a given region resembles the lesion. This approach will permit a
pilot study to be performed that will compare experimental measures of observer performance in
areas where the “cross correlation index” is high with other areas where this index takes on a low
value. This will be our initial attempt to get direct evidence of the importance of background
breast structure.

Workstation

A high quality workstation (Barco Inc.) has been acquired. We have developed software that
permits the selection of a region of interest with simulated lesions, adjustable contrast, and
optimal image display. Initial experiments indicated that the use of a 9-Alternate Forced Choice
(AFC) methodology is not practical, and this has now been replaced by a 4-AFC method. Dr AE
Burgess (Harvard University) has assisted us in the practical aspects of implementation of the 4-
AFC workstation. The development of 4 4-AFC software package has now been completed and
initial results have been published which compare subjective assessment of image quality with
an objective metric (92% correct score on a 4-AFC system).

Summary of the key investigations performed to date.
1. Use of the ACR phantom for assessing image qitality in digital mammography.

Digital radiographs were obtained of the ACR accreditation phantom as a function of varying
technique factors. In one series, the x-ray tube voltage was kept constant (28 kVp) and digital
radiographs were generated using tube current-exposure times between 5 and 500 mAs. In a
second series, the tube current-time product was kept constant (80 mAs), and the x-ray tube
voltage varied between 24 and 34 kVp in 1 kVp increments. Image display on a 5 megapixel
diagnostic quality grayscale monitor was optimized for the best display of the simulated fibers,
specks and masses that the phantom contains. An additional five images were included at the
same technique factors (28 kVp and 80 mAs) to obtain an estimate of the experimental precision.
Eight observers indicated the number of objects visible in each image, which were presented in a



random manner. As the mAs increased, the number of fibers visible increased form < 1 at 5 mAs
to all being visible at 80 mAs with similar trends observed for the specks and masses. There was
a slight increase in object visibility as the x-ray tube voltage increased from 24 to 26 kVp, but
performance was essentially constant above this x-ray tube voltage. These results indicate that
the ACR phantom is unsatisfactory for use to assess image quality in digital mammography. One
problem is that most objects are clearly visible at the normal technique factors used in digital
mammography. A second problem is that the effective dynamic range is relatively narrow, as it
occupies the “non-clinical” exposure range below 50 mAs where the mean glandular dose is < 1

mGy.

2. Observer performance and radiographic technique factors in digital mammography.

We investigated how changing the kVp and mAs used to acquire digital mammograms affect
observer detection performance. A Lorad Full Field Digital Mammography system was used to
expose an anthropomorphic breast phantom (the "Rachel" phantom manufactured by RMI) at x-
ray tube voltages ranging from 24 to 34 kVp and output factors ranging from 20 to 160 mAs.
Digital mammograms were acquired with and without mass lesions at the same exposure
parameters. Following a logarithmic transform, subtraction of these two images yielded a digital
version of the mass lesion alone. The intensity of the mass was altered by multiplying each pixel
by a scaling factor (SF), and the mass was then added to a phantom image taken with no mass
lesion. The lesion SF was adjusted to correspond to the observer detection threshold, so that a
high SF value corresponds to low lesion conspicuity and vice versa. Lesion visibility was then
assessed as a function of the “scaling factor” necessary to visualize the added lesion. For repeat
images generated at 28 kVp and 60 mAs, the “scaling factor” at which the lesion became
undetectable (i.e., visibility threshold) was 0.62 £ 0.07. At a fixed 60 mAs, increasing the x-ray
tube voltage from 24 to 34 kVp resulted in a decrease of "scaling factor” from 0.73 to 0.66. At a
fixed 28 kVp, increasing the x-ray beam intensity from 20 to 160 mAs resulted in a reduction of
the “intensity reduction factor” from 0.68 to 0.61. This work shows no evidence of any
improvement in mass lesion detection in digital mammography with increases in x-ray tube
voltage and x-ray beam intensity.

3. Comparison of objective and subjective methods to assess imaging performance in digital
mammography.

The assessment of imaging performance in digital mammography is important for selecting the
optimum technique factors (kVp/mAs) and for evaluating the utility of new image processing
algorithms. We compared the performance of a subjective imaging performance metric with that
of an objective method. The subjective method required observers to specify a probability of a
lesion being present in a digital mammogram. The objective method used Four Alternate Forced
Choice (4AFC) methodology with an observer identifying which one of four images actually
contained the lesion. Digital images were obtained of the anthropomorphic breast phantom
with/without added lesions as described in (2) at mAs values that ranged from 30 to 120 mAs.
The images of the lesions were again extracted, scaled (scaling factor SF) and added back to a
phantom image with no mass lesion at varying levels of contrast. In this manner, the detection
threshold contrast level was investigated as a function of the mAs used to acquire the digital
mammogram, using both the subjective and objective measures of imaging performance. Results
obtained in this study showed that the two methods of measuring imaging performance are
complementary. Both subjective and objective modes of evaluating image quality have
advantages and limitations, and the most appropriate tool will depend on the specific scientific
task at hand.



4. Lesion detection in digital mammography.

We investigated how observer detection performance for a mass varies with the lesion location in
digital mammography. Digital images were obtained of the anthropomorphic breast phantom
with/without added lesions as described in (2). The images of the lesions were again extracted,
scaled (scaling factor SF) and added back to a phantom image with no mass lesion at varying
levels of contrast. The lesion SF was adjusted to correspond to the observer detection threshold,
so that a high SF value corresponds to low lesion conspicuity and vice versa. Six lesion locations
were investigated at each of three signal intensities corresponding to high (pixel value (PV) =
13,200), low (PV = 11,900) and average (PV = 12,550) values. Results showed that lesion
conspicuity was greater in the low signal regions (SF = 0.300 + 0.042) than in the high signal
regions (SF = 0.379 * 0.044), with the average signal levels in-between (SF = 0.338 + 0.046).
The average SF for the three signal intensities was 0.343 + 0.045. The minimum detectable size
of a mass lesion was affected by both signal intensity and local structured background pattern,
with each of these factors contributing equally to the variability in lesion detection performance.

5. How does lesion location affect lesion detectability in digital mammography.

In this study, we investigated how the thickness of a mass lesion at the observer detection
threshold varied with lesion location. Experimental results were compared to a model of how
lesion detection might depend on the structured mammogram background. Digital images were
obtained of the anthropomorphic breast phantom with/without added lesions as described in (2).
- The images of the lesions were again extracted. Lesions thus isolated were added at a reduced
intensity to a non-lesion digital mammogram with reduced intensities for a 4 Alternate Forced
Choice (4-AFC) experiment. The lesion intensity that corresponded to a 92% correct
performance level in the 4-AFC experiment was determined (Igz). Values of Igye, were
determined at different locations in the anthropomorphic phantom at a range of average intensity
values, thereby permitting the importance of structured background on lesion detection to be
investigated. The experimental results are being compared with a simple model that may be
expected to explain how structured background might affect lesion detection. The model uses a
convolution of the lesion and mammogram, with background subtraction. Regions of breast
structure at the same scale as the lesion will give a larger signal and the detection task is
expected to be more difficult in such regions. Lesion detection (Igz¢,) was found to depend on
both the average signal intensity and on the structured background. Mass lesion detection was
best in low signal intensity regions (blacks) and was markedly lower in the high signal regions
(White).

The average coefficient of variation within a signal intensity region was 12%, comparable to the
10% coefficient of variation between the three signal intensities. The appearance of the
'detectability map' produced by the convolution depends upon the background subtraction, but
initial results suggest that a correlation will be found with the values of Igye, from the observer
experiments. This study provides empirical evidence as to how lesion location affects detection
performance in digital mammography. The empirical detection data are compared with a model
for predicting how structured background might affect lesion detection performance. Our initial
results indicate that signal intensity and structured background equally affect the detection of
mass lesions in mammograms.



6. The impdrtance of size and random noise on lesion detection performance in digital
mammography.

We investigated how lesion size and random noise influence lesion detection performance in
digital mammography. Digital mammograms were obtained of an anthropomorphic breast
phantom with and without simulated mass lesions as described above. Digital versions of the
mass lesions, ranging in size from 0.8 to 12 mm, were added back to the breast phantom image.
A series of 4 Alternate Forced Choice (4-AFC) experiments were performed to determine the
lesion contrast required to achieve a 92% correct lesion detection rate as a function of the lesion
size to generate contrast-detail curves. Experiments were performed using identical phantom
images (i.e., twinned) as well as using 10 different versions of phantom images obtained using
the same techniques but with different random noise patterns. The slope of the contrast detail
curves for lesions in anthropomorphic phantom was always positive, indicating that the larger
lesions require more contrast for visualization. This behavior contrasts with conventional
contrast-detail curves in uniform backgrounds where the slope is generally -0.5. There was no
difference observed between twinned experiments and those obtained using different patterns of
random noise. Structured anatomical background requires greater contrast for detection of larger
lesions, and random noise has negligible effect on low contrast lesion detection.



Sub-contractor (D R Dance)
During the second year of the contract, the principal objectives of the sub-contractor were:

to complete the development of the computer program and voxel phantom for the
simulation of the mammographic examination;

to validate the program against measured data, including image noise;

to use the model to calculate detail-signal -to-noise ratios for various simulated
abnormalities;

to start the development of simple methods to quantify the nature of local anatomical
structure.

To facilitate this, a visit was made to Dr Huda in Syracuse NY, to discuss the computer program
development, the results obtained and to make detailed plans for the next stages of the project.

Dr Roger Hunt, a member of Dr Dance's research group, has made important contributions to
this work.

Development of the Monte Carlo compute code and breast model

Our existing Monte Carlo program, which simulates the mammographic examination, was
written to average over all points in the image plane (Dance et al, 2000a, 2000b) and modeled
the breast using a simple geometric phantom. For the purpose of this work, it has been necessary
to modify the program so that it can calculate measures of image quality (detail signal-to-noise
ratio and contrast) at any point in the image for an inhomogeneous phantom. For this purpose the
breast is modeled as a large 3-dimensional array of cells (known as voxels).

At the end of the previous year, many of the modifications required to the program had been
completed but the changes to allow the transport of photons through the phantom were not
complete. This work has now been finished. The Monte Carlo model makes use of the collision
density estimator, which in turn requires knowledge of the radiological path length between
interaction and image points. It is very time consuming to compute this quantity, as it involves
transport through many voxels. An algorithm due to Siddon (1985) has been used, but modified
by us (compared with an earlier implementation) to allow increased computation speed. This was
achieved by the use of improved sorting/merging methods.

The program has been coded so that each voxel can vary in composition between pure glandular
and pure adipose tissues. The voxels can also have other compositions so that the test phantoms
used in this project can be simulated, including the ACR phantom (Huda et al., 2002a) and the
Rachel phantom (Yaffe et al., 1993). It was noted in last year's report that contact had been
established with Prof Yaffe, who had agreed in principle to provide details of the construction of
this phantom. Unfortunately, Prof Yaffe subsequently advised us that this information was lost.
Since this phantom is predominately constructed from PMMA, we can use instead our own
model of the phantom. In the next section it is demonstrated that the computer simulation can
predict the image gray level obtained for different thicknesses of PMMA so that to sufficient
accuracy, the thickness of PMMA in any row of voxels can be deduced from the gray level in the
image. In this way any region of the Rachel phantom can be simulated and calculations of image
properties (including signal-to-noise ratios) made.
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Validation of the program

An important aspect of the model development is its validation against experimental
measurements. For this purpose, exposures have been made for (a) a fixed thickness of a PMMA
phantom and tube voltages in the range 25-32 kV and (b) for fixed tube voltage and PMMA
phantom thicknesses in the range 3- 6 cm. Regions of interest were selected in each image, and
the mean and standard deviation of the gray level in each determined (image noise). The mean
gray level and noise were then computed for the same configurations and the results compared.
In addition, the contrast of a 4mm PMMA disk superimposed on the ACR phantom was
measured and calculated for tube voltages in the range 25-32 kV. Calculated and measured gray
levels show good agreement for the variation with both tube voltage and PMMA thickness. The
figure below (left) shows calculated and measured values of the image gray level with phantom
thickness. The error bars have been estimated based on uncertainties in the PMMA thickness
arising from the use of stock sheets. (The good agreement of calculated and measured pixel
values with tube voltage and of contrast with tube voltage is shown in Dance et al., 2000). The
figure below (right) shows the variation of the calculated and measured values of the image noise
for fixed mAs for imaging the ACR accreditation phantom when the tube voltage is varied. The
calculated values of image noise have been normalised so that their average value is the same as
that for the measurements. (The program makes a relative calculation of noise. This is all that is
required to make relative assessment of imaging performance). Finally it is noted that the
experimental measurements of noise variation with mAs by Huda et al. (2000b) show that above
about 5SmAs, the noise behaviour of the Lorad imaging system is consistent with it being
quantum limited. In other words, it is not necessary to incorporate other noise sources within the
computer model.
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Figure: LEFT: comparison of measured (solid squares) and calculated (solid curve) pixel values
with PMMA thickness (solid curve). RIGHT: comparison of measured (solid circles) and
calculated (solid curve) values of the % noise per 40 micron pixel at 80 mAs.

Calculations of detail-signal -to-noise ratio for simulated abnormalities; study of the effect of
radiographic technique factors

The ACR accreditation phantom has been used in the experimental side of this project and has
also been simulated using the computer model. The detail signal-to-noise ratio has been
calculated for the simulated abnormalities that this phantom contains. These are 6 nylon
filaments in the size range 0.40-1.56 mm (simulating fibrils), 6 sets of aluminium specks in the
size range 0.16-0.54 mm (simulating calcifications) and 5 sections of nylon spheres in the
thickness range 0.25-2.00 mm (simulating masses). Calculations were done for a range of




radiographic technique factors: tube-current exposure time product in the range 20-160 mAs and
of tube voltage in the range 25-32 kV. These parameters were chosen to match the set of
experimental measurements with the phantom reported last year (Huda et al. 2002a, b). The
results have been compared with and combined with experimental results for the detectability of
these objects. The signal-to-noise ratio for the objects Just detected experimentally was
calculated. The results of this work were presented at the 6™ International Workshop on Digital
Mammography and will be published in the proceedings of this meeting (Dance et al. 2002).

Sample results are shown below.
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Figure LEFT: Calculated values of SNRP corresponding to the smallest simulated fibril detected
experimentally. RIGHT: Calculated values of the detail SNR (SNRP x detail area) corresponding
to the smallest simulated calcification detected experimentally. The error bars represent one
standard deviation of the experimental results. Different data points correspond to the detection
of details of different sizes.

The results show that the signal-to-noise ratio per pixel (SNRP) calculated by the model can be
used to predict the experimental detectability of simulated fibrils, calcifications and masses
against a uniform background. For both filaments and simulated masses and exposures under 80
mAs, the calculated values of the signal-to-noise ratio per pixel for the smallest detail visualised
_ are consistent with a constant value. In other words, objects are detected when the SNRP exceeds
a threshold value. Above 80 mAs the size of the objects in the phantom is such that they are
above the detection threshold. The results for the simulated calcifications were different. In this
case, the product of SNRP and the area of the smallest detectable detail was approximately
constant. In other words, for small round objects, the signal-to-noise ratio (SNR) calculated using
the total signal (integrated over the image detail - the detail signal-to-noise ratio) is correlated
with detectability. These results are entirely consistent with the work reported in Huda et al.
(2002a), which suggests that the ACR phantom is not a good test phantom for testing limiting
performance of digital mammographic imaging systems. In this respect, the computer model is a
good tool for the design of test phantoms and experlments as it can be used to suggest suitable
test object sizes. This application of the program is available to the project.

Development of simple methods to quantify the nature of anatomical structure

The task of detecting lesions against a background of normal breast structure is more difficult
than that of detecting lesions against a uniform background, which was explored with the ACR
phantom. It is anticipated that the detectability will be background dependent and we are
investigating methods of quantifying the background structure in a way that may be correlated



with detectability. If such a measure of the structure could be found, this could then be use to
predict detectability. :

Images of the Rachel phantom and of simulated lesions have been transferred from Syracuse to
London and are being analyzed using the IDL image analysis software. We have considered two
approaches. In the first approach, the image of the simulated lesion is cross-correlated with the
image of normal breast tissue. In regions where the correlation signal is strong it is likely that the
background has features which resemble the lesion and the detection task will be more difficult.
In the second approach an algorithm designed to detect the abnormality is passed across the
image of normal breast tissue. Similar argument would apply about signal strength.

So far we have developed code to explore the first approach. The code is presently being tested
and will be used in due course to quantify the structure of the normal tissue for the various
simulated lesions used in the multiple-alternative forced-choice (MAFC) experiments with the
Rachel phantom.
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Key Research Accomplishments - Year 1

Workstation capable of displaying high-resolution digital mammograms has been acquired,
tested and configured to operate in the required manner.

Software has been developed that permits the addition of simulated lesions, with a level of
contrast that is adjustable by the operator.

Anthropomorphic phantom has been acquired, and prototype lesions that simulate masses and
microcalcifications have been manufactured and tested.

The PI and sub-contractor met to plan the appropriate approach to be used for theoretical
modeling of the mammography imaging chain; the results of this theoretical modeling will be
directly compared with the empirical measures of variations in observer performance.

~ Access has been obtained to a commercial full field digital mammography system manufactured

by Lorad and currently installed at Thomas Jefferson University in Philadelphia. -

A non-disclosure agreement has been signed with the manufacturer of the FFDM system
(Lorad); this has enabled Lorad to provide proprietary information of the FFDM system which
will permit an accurate theoretical model to be developed of how the signal to noise ratio (SNR)
changes with technique factors.

Digital images have been acquired of the ACR phantom over the range of mAs and kVp
achievable on the FFDM system.

ACR phantom data have been analyzed in terms of image quality (i.e., contrast to noise ratios)
and radiation dose; these results provide baseline data with which the anthropomorphic phantom
data can be compared.

The optimum x-ray tube voltage for detecting mass type lesion in the ACR phantom‘was found
to be 27 kVp.

An observer study was performed that related detection of lesions (fibers, masses and
microcalcification specks) with varying radiographic techniques. These results will be
subsequently compared with those that we expect to obtain using an anthropomorphic phantom.

The digital data of the Rachel anthropomorphic phantom have been analyzed in terms of
dynamic range and image contrast for the range of radiographic techniques available on the
Lorad FFDM system.

A pilot study has been performed studying how mass detection changes with mAs and x-ray tube
voltage. The initial results indicated that there was no evident change in performance with either
kVp or mAs; the implication of this study is that the structured background is very important and
overwhelms the random noise (i.e., quantum mottle) that is present in these images.

Progress has been made in modifications of the Monte Carlo code which will permit theoretical
calculations to be performed on the expected improvement in observer performance with

‘changing radiographic techmques

11
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Key Accomplishments - Year 2

We have used of our digital version of masses to assess observer performance in digital
mammography (anthropomorphic phantoms).

We completed the studies with an ACR phantom to assess dose & image quality in digital
mammography, which will serve as baseline measurements against Wthh we can compare
results obtained using anthropomorphic breast phantoms.

We determined that 9- Alternate Forced Choice experiments were impractical.
A 4-AFC methodology has been implemented to objectively measure imaging performance.

The 4-AFC methodology has been shown to be qualitatively similar to subjecﬁve methods of
assessment of imaging performance, but with significantly greater experimental precision.

A Monte Carlo code has been developed which enables theoretical calculations to be performed
on the expected improvement in observer performance

The Monte Carlo code has been validated by comparison of predictions and experimental
measurements.

Calculations with the Monte Carlo code have been combined with observer studies using the
ACR phantom to show that with a constant background, lesion detectability can be predicted on
the basis of detail signal-to-noise ratio or the signal-to-noise ratio per pixel, depending upon the
nature of the lesion.

We have studied how observer performance is affected by radiographic techniques (kV and
mAs), and shown that these have little effect on observer detection for most lesions when
structured (anatomical) background is present.

We have investigated the importance of breast phantom thickness on lesion detection, and shown
that there is a significant drop in detection as thickness increases.

We have commenced experimental work on the importance of local background structure on
lesion detection, and shown that this is a significant factor.

We have commenced theoretical studies to try to explain how local background structure may be
expected to affect lesion detection.

We have empirically measured lesion detection as a function of lesion size, and shown that
contrast detail curve has a positive slope. In other words, larger lesions require more contrast
than smaller lesions to be detected.

We have investigated the importance of random noise on lesion detection performance in digital

mammography and shown that contrast detail curves are essentially identical for both “twinned”
and “random” background structures in 4-AFC experiments.

12
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International Workshop on Digital Mammography, Bremen Germany, June 2002.

4. Comparison of experimental and theoretical assessments of detail visibility in digital
mammography. D Dance, R Hunt, A Sajewicz, W Huda, K Ogden, M Sandborg, G Alm
Carlsson. Presented at the 6™ International Workshop on Digital Mammography, Bremen
Germany, June 2002.

5. Lesion detection in digital mammography. K Ogden, W Huda, A Sajewicz, E Scalzetti.
Presented at the American Association of Physicists in Medicine meeting, Montreal PQ, July
2002. '

6. Dose and image quality in digital mammography. Presented at the DOD Era of Hope meeting,
Orlando FL, September 2002.
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7. How does lesion location affect detection performance in digital mammography? W Huda, K
Ogden, E Scalzetti, J Park, R Hunt, D Dance. Submitted to the SPIE Medical Imaging meeting in

San Diego CA, February 2003.
8. The importance of size and random noise on lesion detection in digital mammography. W

Huda, K Ogden, E Scalzetti, M Roskopf, D Dance. Submitted to the European Congress of
Radiology, Vienna Austria, March 2003.
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Conclusions

Our experimental work uses a Lorad Digital Mammography system, together with an
anthropomorphic breast phantom. We have developed techniques to produce a digital version of
masses and calcifications, which will possess an adjustable level of contrast. A 4 Alternate
Forced Choice (4-AFC) methodology has been implemented to objectively measure imaging
performance, and which has been shown to be markedly superior to subjective methods of
assessment of imaging performance. A Monte Carlo code has been developed and validated
which enables theoretical calculations to be performed on the expected improvement in observer
performance with changing radiographic techniques and phantom thickness. A theoretical
approach is being developed which may help to explain how local background structure affects
lesion detection. We have investigated the following series of experimental studies: (1) use of an
ACR phantom to assess dose & image quality in digital mammography; (2) Observer
performance and technique factors; (3) The importance of size and random noise on lesion
detection performance in digital mammography; (4) The importance of lesion location affect
lesion location in digital mammography, which takes into account variations in breast thickness
as well as local structured (anatomical) background. Our results to date indicate that technique
factors are of little importance of lesion detection in breast phantoms, but that breast thickness
and structured background do affect lesion detection.
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Appendix 1.

PI and Sub-contractor statements of work
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P1 Statement of Work
Task 1 Manufacture of simulated lesions (months 1-9)

e Acquire anthropomorphic phantom/workstation, and configure to import digital
mammograms from Lorad system; characterise digital characteristics of the
anthropomorphic phantom (months 1-6)

e Acquire tissue equivalent materials and manufacture physical lesions (i.e., size/shape)
(months 3-4)

e Develop and verify the production of digital (simulated) lesions techmques (months

49

o Develop method to select region of interest with simulated lesions, adjustable

contrast, and optimal image display (months 4-9)

Task 2 Development of 9 Alternate Forced Choice (9AFC) Workstation (months 10-18)

e Develop techniques for determining detection threshold (80% correct score on 9AFC
tests) (months 10-12)

Develop 9AFC software package (months 13-16)
Validate 9AFC software package (months 16-18)

Task 3 Investigate the effect of radiographic technique factors (months 19-24)

Acquire digital radiographs with variable kVp/mAs (month 19)
Perform experiments with variable mAs (exposure) (months 20-21)
Perform experiments with variable kVp (x-ray beam quality) (months 22-23)

Analyze experimental data, compare with theoretical expectations (DR Dance
subcontract), and write up results (months 23-24)

Task 4 Investigate the effect of breast structure (months '25-36)

e Develop technique for quantifying background structure (DR Dance subcontract) in
digital mammograms (anthropomorphic phantom) (months 25-26)

e Acquire digital mammograms for breast structure experiments (month 27) (NB.
Guidance on the phantom locations for optimal experiments to by supplied by DR
Dance)

e Perform experiments on phantom (breast) thickness and background structure
(months 28-30)

e Design and perform additional expenments in light of experimental results obtained
to date, to further study the relative importance of “structured background noise” in
clinical mammograms (with DR Dance) (31-34)

e Analyze experimental data, compare with theoretical expectations (from Dr DR
Dance, subcontractor), and write up results (months 35-36)




Sub-contractor Statement of Work

Task 1 Develop and validate the Monte Carlo model (months 1-12)

Establish details of the Lorad digital X-ray unit including image receptor and anti-
scatter grid and incorporate into Monte Carlo model.

Match existing tabulations of X-ray spectra to the Lorad spectra.

Modify current breast model to provide an adequate simulation of anthropomorphic
phantom.

Validate noise estimates using measurements from images of uniform phantoms.

Extend existing Monte Carlo model as appropriate to improve realism of noise
modeling and SNR estimates.

Task 2 Use model to study effect of radiographic technique factors (months 13-27)

Use model to calculate detail signal-to-noise ratio for various simulated abnormalities
as a function of radiation quality and exposure.

Use calculated results to aid experimental design.

With PI, compare calculations with experimental results. Write up results.

Task 3 Study of the effect of anatomical structure (months 13-29)

Develop simple methods of quantifying the local nature of the anatomical structure

visualized in the digital images.

Use these methods to identify regions with similar anatomical structure that can be

used for the 4AFC experiment.

Calculate detail signal-to-noise ratio in these regions and with PI, compare
calculations with results of 4AFC experiment

With PI develop model to explain comparison of experimental and theoretical results.

With PI, design an experiment to test this model. With PI , compare experimental
results with model. Write-up results.

Task 4 Study the effect of breast thickness (months 30-36)

Use the Monte Carlo model and the quantitative measures of anatomical structure to

select five regions of the image with different breast thickness, but with similar

structure. These regions will be used in 4AFC experiments by the PI.

Calculate detail signal-to-noise ratio in these regions and with PI, ~compare
calculations with results of 4AFC experiment. Write-up results
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Appendix 2
List of presentations

1. How good is the ACR accreditation phantom for measuring image quality in digital
mammography. A Sajewicz, W Huda, K Ogden, E Scalzetti. Presented at the Medical
Imaging Perception Society meeting in Washington DC, September 2001.

2. Observer performance and radiographic technique factors in digital mammography. A
Sajewicz, W Huda, D Hseuh, K Ogden, E Scalzetti, D Dance. Presented at the SPIE
Medical Imaging meeting in San Diego CA, February 2002.

3. Comparison of objective and subjective methods to assess imaging performance in
digital mammography. W Huda, K Ogden, A Sajewicz, D Dance, E Scalzetti. Presented
at the 6™ International Workshop on Digital Mammography, Bremen Germany, June
2002.

4. Comparison of experimental and theoretical assessments of detail visibility in digital
mammography. D Dance, R Hunt, A Sajewicz, W Huda, K Ogden, M Sandborg, G Alm
Carlsson. Presented at the 6™ International Workshop on Digital Mammography, Bremen
Germany, June 2002.

5. Lesion detection in digital mammography. K Ogden, W Huda, A Sajewicz, E Scalzetti.
Presented at the American Association of Physicists in Medicine meeting, Montreal PQ,
July 2002.

6. Dose and image quality in digital mammography. Presented at the DOD Era of Hope
meeting, Orlando FL, September 2002.

7. How does lesion location affect detection performance in digital mammography? W
Huda, K Ogden, E Scalzetti, J Park, R Hunt, D Dance. Submitted to the SPIE Medical
Imaging meeting in San Diego CA, February 2003.

8. The importance of size and random noise on lesion detection in digital mammography.

W Huda, K Ogden, E Scalzetti, M Roskopf, D Dance. Submitted to the European
Congress of Radiology, Vienna Austria, March 2003.
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COMPARISON OF OBJECTIVE AND SUBJECTIVE METHODS TO ASSESS IMAGING PERFORMANCE IN DIGITAL MAMMOGRAPHY

Walter Huda!, Kent Ogden!, Anthony Sajewicz!, David Dance?, Ernest Scalzetti!
IRadiology, SUNY Upstate Medical University, Syracuse NY 13210 2Joint Department of Physics, The Royal Marsden NHS Trust, London SW3 6JJ
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ABSTRACT

Digital images of an anthropomorphic breast phantom were acquired at
mAs values between 40 and 120 mAs. Mammograms were obtained with &
without added lesions, which permitted the generation of a digital version of
the lesion alone which was added back to the phantom image at varying
levels of contrast. A subjective method of lesion visibility was cothpared to
an objective method using Four Alternate Forced Choice methodology.
Both methods showed observer performance for detecting a mass lesion to
be independent of x-ray tube output between 40 and 120 mAs.

INTRODUCTION

In this study, we compared a subjective imaging performance approach with
an objective method for assessing how lesion detection changes with
increasing mAs in digital mammography.

METHOD
Digital image acquisition

Digital images were obtained of an anthropomorphic breast phantom using a
Lorad Digital Mammography system at four mAs values (40, 60, 90 and 120
mAs). Digital mammograms were made with/without added lesions, which
permitted the generation of a digital version of the lesion alone.

The 1 cm diameter lesion was added back to the digital image of the Rachel
phantom alone at varying levels of contrast characterized by a Scaling Factor
(SF). Figure 1 (below) shows mammogram background, and the added mass
lesion, which were used in both subjective and objective experiments.

Figure 1. Region of a mammogram without (left)
and with (right) the added lesion.

Objective observer assessment

The objective method used Four Alternate Forced Choice (4AFC)
methodology with an observer identifying which one of four images
actually contained the lesion. The results permitted the objective SF to be
determined as the value at which the observer accuracy was 92%.

Subjective observer assessment

For the subjective evaluation, six images were produced with lesion
visibility ranging from the “extremely difficult” to “easily seen”. Five copies
of these 24 different images (4 mAs values & 6 SF factors) were generated
to produce a series of 120 images.

Three observers specified a probability of a lesion being present on a scale
ranging from 0 to 100%. The results permitted the subjective SF value for a
50% probability to be obtained.

RESULTS
Objective results

Figure 2 (left plot) shows the results obtained in the objective 4 AFC
experiment, where SF for 92% accuracy is plotted as a function of mAs. The
average SF for a 92% correct score was 0.20, and the average coefficient of
variation at the four mAs values was 8%.

Subjective results

Figure 2 (right plot) shows the results obtained in the subjective experiment,
where SF at 50% observer confidence level is plotted as a function of mAs.
The average SF for a confidence score of 50% was 0.46 for this mass lesion,
and the average coefficient of variation at the four mAs values was 24%.
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Figure 2. Comparison of objective (4 AFC) and subjective
assessments of observer performance.

DISCUSSION

Subjective & objective methods showed similar trends, with no evidence of
any improved performance as output increased from 40 to 120 mAs.

The precision (coefficient of variation) in the subjective method was a factor
of three larger than the corresponding precision with the 4 AFC approach.

The subjective method had an SF value of 0.46 to achieve a 50% confidence
score; a SF of 0.20 resulted in a observers achieving a 92% correct score.

CONCLUSIONS

*Both subjective and objective experiments showed that there was no change
in observer performance as the exposure increased from 40 to 120 mAs.

*The subjective method is ideal for performing pilot studies, as it is quick
and minimizes systematic errors. ‘

*The objective 4AFC method has a higher precision, and is suited for
obtaining definitive scientific data.
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Comparison of experimental and theoretical
assessments of detail visibility in digital mammography

DR Dance?!, RAHunt!, AM Sa;ew:cz2 W Huda?, KM Ogden?, M Sandborga and G Alm Carlsson3

’The Royal Marsden NHS Trust, London UK, 2SUNY Upstate Medical University, Syracuse NY, USA
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tn: The results validate the use of computational models
for' pledetecuonlnslsagalmta umtormbad(gmund

Matérials'and Metho"dé

- AnACR accredltatlon phantom was exposed usmg the LoRad dlgnal mammography
. system and. a Mo/Mo specttum ‘Images were acquired at 28 KV for exposures |

betwaen5~500mAsandat80mAslortubevoltagasbetween25-32kV

}'vThe phantom (Flgure 1 shows an image taken at 28 kv, GOmAs) contams delans thal ’

|mulate ﬁbnls caluﬁcaﬁons and masses (Table 1)

Table 1: Test details eibedded in ACR pharitom

. Detalf type Thickness unyof\

Nyion filament 0.40-1.56 mm

Alumina speck 0.16 -0..54 mm

Mass 0.28-2.00mm

Results

Figure 3 shows the calculaied (normallsed) SNRP for the smallest detail detected by
the ‘observers at 28 KV for exposures between 5 and 160 mAs. The results are for the
detection of nylon fi lamenls (lelt) and masses (nght) :

2 - —— 2]

AT

Relative SNRP
Relative SNRP
-

'150200 R T 150;200
Exposum(mAl) qn T Exposure (mAs)- .

Flgure 3: Relative vaiues of the caleulaied SNRP correspondmg lo lhe smallast ‘
detectable fitament (left) ‘and mass (nght) at28kV.

The central value of the SNRP at each mAS con'esponds to lhe s:ze of the smallesl

" detectable detail ‘averaged over observers, The error bars represent one standard

deviation. Different dala points correspond to lhe detection of objects of drffemnl sizes. "

in both cases, for exposures of 80 mAs and below the SNRP for lhe ‘smallest detail
visualised is consistent with a constant value. In other words, objecu are detscted
when the SNRP exceods a threshold value. ~ :

Above 80 mAs some obsemers see all ﬁlaments snd lhe calculated SNRP mcreases -

and no longsr represenls lhe thrashold A 8lﬂll|8l' commenl apphes fo the masses.

Figure 4 Relahve values of ( celeulated

Conclusions

The SNRP or SNR calculated by the computer model can be used to predict
the experimentally detectability of simulated fibrils, calcifications and
masses against a uniform background.

Since the mode! can also esti mean glandular dose, it forms a useful
tool for the optimisation of the exposure conditions (mAs, kV, target
material and filter) so that dose can be minimised for these simple detection
tasks. How these tasks relate to the detection of abnormality against a
structured background needs to be established
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5. Oral or Poster Presentation.

6. SUMMARY.

Purpose. In this study, we investigated how the thickness of a mass lesion at the observer
detection threshold varied with lesion location. Experimental results were compared to a
- model of how lesion detection might depend on the structured mammogram background.

" Method. A Lorad Full Field Digital Mammography system was used to expose an
anthropomorphic breast phantom. Digital mammograms were acquired with and without
mass lesions, thereby permitting a difference image to be generated corresponding to the
lesion alone. This isolated lesion was added at a reduced intensity to a non-lesion digital
mammogram with reduced intensities using a 4 Alternate Forced Choice (4-AFC)
experiment. The lesion intensity that corresponded to a 92% correct performance level in
the 4-AFC experimient was determined (Ios;). Values of Ioye, were determined at different
locations in the anthropomorphic phantom at a range of average intensity values, thereby
permitting the importance of structured background on lesion detection to be
investigated. The experimental results were compared with a simple model that may be
expected to explain how structured background might affect lesion detection. The model
used a convolution of the lesion and mammogram, with background subtraction. Regions
of breast structure at the same scale as the lesion will give a larger signal and the '
* detection task is expected to be more difficult in such regions.

Results. Lesion detection (Igzy) was found to depend on both the average signal intensity
and on the structured background. Mass lesion detection was best in low signal intensity
regions (blacks) and was ~25% lower in the high signal regions (white). The average
coeflicient of variation within a signal intensity region was 12%, comparable to the 10%
coefficient of variation between the three signal intensities. The appearance of the
'detectability map' produced by the convolution was found to depend upon the
background subtraction, but correlation was found with the values of Igye, from the

~ observer experiments.

New work. This study provides empirical evidence as to how lesion location affects
detection performance in digital mammography. The empirical detection data are
compared with a model for predicting how structured background might affect lesion
detection performance.

Conclusion. Our initial results suggest that signal intensity and structured background
equally affect the detection of mass lesions in mammograms.

7. Keywords. Digital mammography; observer performance; low contrast lesions;
structured background;

8. BRIEF BIOGRAPHY. Walter Huda studied Physics at Oxford University and did his
Ph,D. in medical physics at the Royal Postgraduate Medical School (University of
London). After working at Amersham International, a commercial company specializing
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Foundation in Winnipeg, Canada and the University of Florida in Gainesville. In 1997,
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THE IMPORTANCE OF SIZE AND RANDOM NOISE ON LESION
DETECTION IN DIGITAL MAMMOGRAPHY.

Walter Huda'
Kent M Ogden’
Ernest M Scalzetti®
Marsha L Roskopf1
David R Dance*

'Department of Radiology
SUNY Upstate Medical University
Syracuse, NY, 13210

.zDepartment of Physics
The Royal Marsden Hospital
London SW3 6JJ, United Kingdom

Abstract

Purpose. To investigate how lesion size and random noise influence lesion detection
performance in digital mammography.

Method. Digital mammograms were obtained of an anthropomorphlc breast phantom
with and without simulated mass lesions. Digital versions of the mass lesions, ranging in
size from 0.8 to 12 mm, were added back to breast phantom image. A series of 4
Alternate Forced Choice (4-AFC) experiments were performed to determine the lesion
contrast required to achieve a 92% correct lesion detection rate as a function of the lesion
size to generate contrast-detail curves. Experiments were performed using identical
phantom i images (i.e., twinned) as well as using 10 different versions of phantom i images
obtained using the same techniques but with different random noise patterns.

Results. The slope of the contrast detail curves for lesions in anthropomorphic phantom -
was always positive, indicating that the larger lesions require more contrast for
visualization. This behavior contrasts with conventional contrast-detail curves in uniform
backgrounds where the slope is generally -0.5. There was no difference observed between
twinned experiments and those obtained using different patterns of random noise.

Conclusions. Structured anatomical background requires greater contrast for detection of
larger lesions, and random noise has negligible effect on low contrast lesion detection.
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Observer performance and radiographic technique
factors in digital mammography.

Anthony M Sajewiczl, Walter Hudal*, Denis Hseuhl, Kent M Ogden',
Ernest M Scalzetti!, David R Dance?

! Department of Radiology, Upstate Medical University, Syracuse, NY 13210
? Department of Medical Physics, Royal Marsden Hospital, London, UK

ABSTRACT

In this study, we investigated how changing the kVp and mAs used to acquire digital mammograms affects
detection of mammographic lesions. A Lorad Full Field Digital Mammography system was used to expose
an anthropomorphic breast phantom at x-ray tube voltages ranging from 24 to 32 kVp and output factors
ranging from 20 to 120 mAs. Lesions were added at various intensities to digital mammograms, and lesion
visibility was assessed using a subjective probability of the lesion being present, with the image contrast
varying from “visible” to “invisible”. Four observers ranked the visibility of a large mass lesion (2 cm x 1.3
cm) and a calcification lesion with a diameter of ~Imm. Visibility of both lesions was constant between 40
mAs and 120 mAs (constant 28 kVp), but the visibility of both lesions was significantly lower at 20 mAs.
For clinically relevant radiographic techniques, quantum noise does not appear to affect observer
performance for detection of lesions in the size range of | mm to 2 cm. At a constant mAs, there was a
trend showing a reduction in calcification visibility with increasing kVp, but this was not statistically
significant (p = 0.057).

Key words. Digital mammography; observer performance; radiographic technique factors; low contrast
lesions

1. INTRODUCTION

Digital mammography separates the processes of image acquisition from image display, thereby permitting
each of these to be individually optimized'. Digital mammography offers the operator a choice of adjusting
both the x-ray tube voltage (i.e., kVp) and x-ray beam intensity (i.e., mAs) that are not available with
analog screen-film imaging systems. The choice of the techniques used to acquire a digital mammogram
will generally affect image quality in terms of lesion contrast and image noise (mottle)®. Important tasks in
digital mammography include the detection of subtle (low contrast) masses and clusters of
microcalcifications’. In this study, we investigated how changing the kVp and mAs used to acquire digital
mammograms affect observer detection performance for the detection of both types of lesions.

2. METHOD

2.1 Digital mammography system
Images were obtained using a Full Field Digital Mammography system (LORAD, Danbury CT), which is
a mosaic of twelve 1600 x 1600 pixel Charge Coupled Devices (CCDs) coupled by 2:1 fiber optic tapers to
a large area Thallium activated Cesium lodide (CsI:Tl) scintillator plate. The active image area of the
image receptor covers an 18.6 cm x 24.8 cm field. The image pixel matrix size is 4800 by 6400 (40 um
pixels), which corresponds to a Nyquist spatial frequency of 12.5 cycles per millimeter. A conventional
linear grid (5:1 grid ratio) is employed to reject scattered x-rays.

Medical Imaging 2002: Image Perception, Observer Performance,
and Technology Assessment, Dev P. Chakraborty, Elizabeth A. Krupinski,
Editors, Proceedings of SPIE Vol. 4686 (2002) © 2002 SPIE - 1605-7422/02/$15.00
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The PC used for image manipulation and display was a DELL® Optiplex computer running at 1000 MHz,
and had 512 MB RAM with dual 40 GB hard drives. The video system was a Barco® SMP1H display
system consisting of a 5 million-pixel grayscale monitor and a 10 bit (1024 gray levels) video card. Each
pixel has a bit depth of 14 bits and may cover a pixel range from 0 to 16,383. To ensure that images were

displayed with the highest possible fidelity, the monitor was calibrated using the BARCO MediCal
software and an X-Rite DTP92Q luminance sensor.

2.2 Synthetic images

Images were obtained of an anthropomorphic phantom (Rachel, RMI Madison WI), which simulates a
breast as depicted in Figure 1. To study the importance of the amount of radiation used to acquire a digital
mammogram, images were obtained at 5 separate mAs values (i.e., 20, 40, 60, 80, & 120 mAs) acquired at
a constant x-ray tube voltage of 28 kVp. To study the importance of x-ray beam quality, images were also
obtained at five separate kVp values (i.e., 24, 26, 28, 30 & 32 kVp) acquired at a constant 60 mAs.

Fig. 1: Digital radiograph of the anthropomorphic breast phantom (Rache).

Masses were made from candle wax or soap, which were molded into a variety of shapes including discs,
wedges, and spheres. Calcifications were made using crushed calcium carbonate crystals with sizes ranging
in diameter from 0.1 mm to 1 mm. For each exposure, digital mammograms were acquired with and
without mass and calcification lesions, thereby permitting a difference image to be generated corresponding
to the lesion alone. Figure 2 shows radiographic images of the three lesions used in these experiments.
Lesions, with the background structure subtracted, were selected and used to create the composite

experimental images.

Fig. 2: Single caicification, group of calcifications, irregular shaped mass lesion.

Proc. SPIE Vol. 4686



Digital lesions were added to a fixed location in the Rachel phantom obtained at the same techniques. Only
the part of the Rachel phantom containing the lesion was used in observer studies, with the size of the
displayed region being 4.25 x 4.25 cm (i.e., 850 by 850 pixels). The location of the added lesion was
always in the center of the displayed image. The intensity of a given lesion was varied by use of a
numerical Scaling Factor (SF), which was used to multiply each pixel value in the lesion. In this manner, a
SF value of 0.5 would reduce the lesion contrast by 50%, and a SF value of 2.0 would double the lesion
contrast. SF values used in the observer studies were selected on a trial and error basis from pilot studies to
determine an average detection threshold. SF values used in this study ranged from 0.15 to 0.4 for the mass
lesion and 0.15 to 0.5 for the calcifications.

Table 1 shows the average signal intensities in the lesion location, obtained with and without the lesion
being present. These data were obtained by looking at the average intensity value in square/rectangular
regions of interest, where the ROI was located in the central region of each lesion location. These data
provide information as to the magnitude of the lesion contrast at each specified Scaling Factor (SF), and
how these intensity levels varied with the mAs. Table 2 shows the corresponding average signal intensities
obtained as a function of kVp for the calcification. Also provided are data on the standard deviation (o)
obtained in a 10 x 10 pixel ROI and a scaling factor of 0.48; the value of o is an average of the value
obtained with & without the lesion. The maximum & minimum pixel intensity values were approximately
+ 2 ¢ about the mean intensity value. The last two columns in Table 2 list the window and level settings
used to display these images.

Table 1. Average intensity level data for variable mAs.

mAs Mass * Calcification **_
Without lesion With lesion Without lesion With lesion
20 561 502 549 493
40 1130 1010 1092 980
60 1699 1517 1655 1487
80 2270 2027 2215 1976
120 3411 3046 3328 2972

* 60 x 120 pixel ROIL, SF 0.4
** 10 x 10 pixel ROI, SF 0.5

Table 2. Average intensity level and window width/level data for variable kVp.

Calcification* . . .
kVp Without lesion With Tesion c Window width | Window level
24 704 636 18 1519 1077
26 1198 1077 25 2456 1792
28 1900 1723 25 3590 2756
30 2821 2588 44 5017 3978
32 3999 3685 48 6746 5553

2.3 Observer studies

*10 x 10 pixel ROI, SF 0.48

Each experiment used one of the three lesions shown in Figure 2. For a given radiographic technique
(kVp/mAs), the SF was adjusted so that the lesion visibility (contrast) ranged from the “extremely difficult”
to “easily seen”. A series of such images were generated as a function of either the kVp or the mAs. There

were 150 images for a single experiment with five copies of 30 different images (5 radiographic techniques

and 6 SF factors). An observer read all 150 images in a single setting, which took 20 minutes on average.
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Figure 3 shows the display for a typical experiment, which always showed four separate images. The upper
left contains an image of the lesion alone, and the upper right contains an image of the Rachel phantom
region of interest (ROI) without the lesion. The bottom left is an example of the Rachel phantom ROI with
an obvious lesion located at a constant position (center). In the bottom right hand comer, is the sample
image that the observer ranks using a probability scale ranging from 0 to 100%. The upper and lower
intensity levels of the displayed test image were computed, and used to set the window width and level
settings in order to optimize the display. Fine adjustment of the window level and width settings did not
improve the image further. Observers participating in the study were not permitted to make any additional
modifications to these settings.

Fig. 3: Experimental display presented to the observer.

Observers underwent a training program to instruct them on the type of lesion being tested, the location of
the lesion, and the setup of the display (Figure 3). The training concluded with all observers completing a
practice run of about 50 images in order to increase their familiarity and help set their own ranking system
for the study. A program was written so that in each experiment, the 150 images were shown to the
observers in a random order. The observer sessions all took place in a darkened room with no time limit for
viewing each image.

For each lesion and radiographic technique under investigation, the experimental data permit the percent
confidence score to be plotted as a function of lesion SF. For a given observer and lesion type, the plot of
confidence score (%) against SF permits the SF required to yield a confidence score of 50% (SFsg,) to be
interpolated. In this manner, we obtained data on the how SFs, varied with either the mAs or kVp used to
acquire the images of the Rachel phantom (+ lesion). Four observers were used to rank the visibility by
providing confidence scores of a large mass lesion (2 cm x 1.3 cm) and calcification type lesions with a
diameter of ~1mm depicted in Figure 2.

Proc. SPIE Vol. 4686




3. RESULTS
3.1 Variable mAs

3.1.1 Observer results
Figure 4 represents one observer’s score of the average percent confidence as a function of the scaling
factor (SF) over the mAs range investigated. The dotted and dashed lines represent a least squares fit to a
second order polynomial for the two sets of data, mass lesion and calcification; the error bars are the
computed standard errors for five repeat data sets. The data demonstrate that the observer confidence score
(%) increased monotonically with increasing SF value. The fitted curve was used to obtain the SFsy, at

each radiographic technique factor used for a given type of lesion. All observers produced results that were
qualitatively similar to those shown in Figure 4. :

Table 3 shows the individual r* averages and their standard deviations for the 4 observers. The data
presented here represent the agreement between the observers’ confidence scores and the tested scaling
factor range. There is no significant difference in the r* values among the observers, or among the different
types of lesions used in this study. The average value of the coefficient of determination (r°) for the total of
60 least squares fits was 0.96 £ 0.02. '

Table 3. Summary of r* values obtained for four observers and three detection tasks.

Calcification & kVp Calcification & mAs Mass lesion & mAs
Observer 1 0.95+£0.03 0.99 £ 0.01 0.95£0.02
Observer 2 0.96 £ 0.02 0.98 £ 0.02 0.98 +0.01
Observer 3 0.96 £ 0.04 0.98 £0.01 0.97 £0.02
Observer 4 0.94 +£0.05 ' 0.97 £0.03 0.94 £0.06

3.1.2 Absolute results

Table 4 provides the absolute SF values for each reader for the mass lesion, and Table 5 shows the
corresponding SF values obtained for the calcification. The results in Table 4 (mass lesion) show marked
variability between readers for images obtained at a given mAs; also evident are inter-observer differences
in the differential SFsq, score obtained by taking the difference of the scores at 20 mAs from the average
scores obtained between 40 and 120 mAs. Although the results for the calcification (Table 5) also show
marked inter-observer differences, these are smaller than those observed for the mass (Table 4).

Table 4. Mass lesion average absolute SFsq, scores for 4 observers.

20 mAs 40 mAs 60 mAs 80 mAs 120 mAs
Observer 1 0.38 0.27 0.28 0.25 0.26
Observer 2 0.75 0.36 0.29 0.34 0.31
Observer 3 0.62 0.33 0.36 0.32 0.36
Observer 4 2.50 0.47 0.48 0.47 0.45

Table 5. Calcification lesion average absolute SFsq, scores for 4 observers.

20 mAs 40 mAs 60 mAs 80 mAs 120 mAs
Observer 1 0.43 0.29 0.30 0.36 0.36
Observer 2 0.49 0.40 0.38 0.37 0.38
Observer 3 0.31 0.22 0.21 0.26 0.24
Observer 4 0.42 0.36 0.37 0.39 0.39

Proc. SPIE Vol. 4686

111



112

3.1.3 Relative results

Figure 5 shows the computed SFsos, for the large mass lesion, where the data have been normalized to unity
at 20 mAs for each observer. Visibility of the mass lesion was essentially constant between 40 and 120
mAs (constant 28 kVp), but significantly lower at 20 mAs. There is a marked variability between the four
observers in the difference between the 20 mAs value and the average values obtained between 40 and 120
mAs. It was notable that for three of the four observers at 20 mAs, the plot of confidence score vs SF
required an extrapolation to yield the SFse, value; this procedure was not necessary for readings between
40 and 120 mAs data, as these SFsqs, values were obtained by interpolation. Figure 6 shows the SFsg, for
the calcification lesion. Qualitatively, the observer study results are similar for both types of lesions
studied, with significantly inferior lesion visibility evident at (only) the 20 mAs technique value.

Table 6 summarizes the experimental data when averaged for all four observers in scoring the mass and
calcification lesions while varying the mAs; the standard deviation data in Table 6 correspond to the
standard errors computed for the four observers. The data in Table 6 demonstrate that the value of SFs; at
20 mAs is significantly higher than at the other four mAs values, and that there is no significant difference
in SFsge, between 40 and 120 mAs for either the mass or the calcification. It is notable that use of 20 mAs
to acquire the Rachel image had a greater impact on the large mass lesion than for the calcification.
Reducing the x-ray tube output to 20 mAs required the contrast for the mass lesion to be increased by a
factor of 2.2; the corresponding increase in image contrast for the calcification lesion was markedly lower
(ie., 1.3).

Table 6. Relative SFsg, resuits averaged over four observers.

mAs Mass lesion Calcification lesion
20 1.0 1.0
40 047 £0.11 0.77£0.04
60 0.47 £0.12 0.76 £0.05
80 0.45+£0.10 0.83 £0.04
120 0.47£0.11 0.82 £0.04
3.2 Variable kVp

Figure 7 is a graph of the average SFso of the four observers as a function of the kVp. The error bars
represent the standard error for the observers. The dashed line is a least squares fit to a best line, with a
coefficient of determination (r*) of 0.56. At a constant mAs, there was a trend showing a reduction in
calcification visibility with increasing kVp.

A statistical analysis was performed of the measured slopes of the SF vs kVp curves for each individual
reader, and whether the average slope for the four readers differed from a curve with a slope of zero. The
five data points for each reader represent five degrees of freedom, two of which are used up in the
regression estimate of the linear curve fit (Figure 7). With four readers, we have 12 degrees of freedom, and
the resultant t-statistic was 2.12 which corresponds to a p value of 0.057. Although these results are not
statistically significant, our findings clearly suggest that it would be of considerable interest to perform
additional experiments to clarify the issue of whether modification of kVp affects observer performance.
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4. DISCUSSION

The Full Field Digital Mammography system used in this study is a quantum noise limited imaging system’
and the (random) noise level may be taken to be proportional to mAs®”. Increasing the x-ray tube output
from 20 to 120 mAs will therefore reduce the level of mottle by a factor of 6°°, or 2.45. The results in
Figures 5 and 6 clearly show that lesion visibility is not quantum noise limited since there was no
significant difference in lesion visibility between 40 and 120 mAs. Both the mass and calcification lesions
showed similar behavior despite their being over an order of magnitude difference in lesion size. This result
is surprising because one would expect quantum noise to be of greater importance for small lesions rather
than a large lesion. The sharp drop in observer performance at 20 mAs suggests that random noise becomes
more important than structured background at these low exposure levels. It is important to note that an
average breast requires ~ 100 mAs to produce a typical clinical mammogram, and 20 mAs is therefore
much lower than is likely to be encountered clinically.

In general, higher voltages will reduce image contrast and also reduce the amount of image noise; the effect
on the resultant contrast to noise ratio is therefore problematical and will depend on the specific conditions
involved. Evidence in the medical imaging literature has generally shown that image CNR improves with
increasing voltage (at constant mAs) in head and body CT*’. In digital mammography performed with an
ACR accreditation phantom, image CNR has also been shown to increase with kVp (at constant mAs)>.
These physical measurements are in agreement with observer studies with images of an ACR
mammography accreditation phantom generated at different kVps & constant mAs®. The results depicted in
Figure 7, however, suggest that observer performance was lower at the highest kVp. One possible reason
for this might be the fact that the dynamic range for a real breast (or anthropomorphic phantom) image can
limit the displayed contrast of a given lesion. In addition, our experiments included structured backgrounds,
which have been shown to produce contrast-detail curves with a positive slope’. If structure limits
detection, then quantum noise reduction as kVp increases will be unimportant®.

The method used to measure observer performance in this study is based on a subjective evaluation made
by the observer. Problems associated with this type of subjective evaluation are well known and include
inter- and intra-observer variability>'°. In this study, we took special precautions to minimize these
difficulties. Each observer was extensively trained using a large number of test images, and the training
was generally terminated when each observer feit confident that he could maintain a consistent scoring
criterion. When the test image was viewed, three other images were displayed at the same time (lesion
alone; mammogram alone; obvious lesion in mammogram), and the lesion location was know by the
observer, and was fixed. Of greater importance is the fact that a series of randomized images containing the
complete range of techniques (kVp or mAs) and the range of SF being investigated produced 30 test
images. Repeating these 30 images a total of five times permitted one observer to read a set of 150
randomized images in about 20 minutes.

The resuits shown in Figure 4 and the corresponding r* data summarized in Table 3 suggest that this type of
experiment has good internal consistency, and is evidently capable of producing reliable data showing
relative trends rather than absolute performance levels. Our approach cannot make quantitative
comparisons with theoretical predictions of how observer performance should change with technique
factors. For example, doubling the radiation in a quantum noise limited imaging system will increase the
CNR by 41.4%, but it would be unrealistic to expect this to be matched by a subjective observer confidence
score. The major limitation of our study is the fact that we only used a single sample of the random noise at
each technique value. The experimental protocol described in this work is relatively easy to perform, and is
expected to serve a valuable role (i.e., pilot study) prior to performing more involved forms of analysis.
Observer studies such as Receiver Operating Characteristic (ROC) analysis'"'? or M-Alternate Forced
Choice (AFC) methodology™ are more definitive, but also require a great deal of effort to execute.
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How Good Is the ACR Accreditation Phantom for
Assessing Image Quality in Digital Mammography??

Walter Huda, PhD, Anthony M. Sajewicz, MD, Kent M. Ogden, PhD, Ernest M. Scalzetti, MD, David R. Dance, PhD

Rationale and Objectives. The purpose of this study was to evaluate the American College of Radiology (ACR) accredi-
tation phantom for assessing image quality in digital mammography.

Materials and Methods. Digital images were obtained of an ACR accreditation phantom at varying mAs (constant kVp)
and varying kVp (constant mAs). The average glandular dose for a breast with 50% glandularity was determined for each
technique factor. Images were displayed on a 5 mega-pixel monitor, with the window width and level settings individually
optimized for viewing the fibers, specks, and masses in the ACR phantom. Digital images of the ACR phantom were pre-
sented in a random manner to eight observers, each of whom indicated the number of objects visible in each image.

Results. Intraobserver variability was greater than interobserver variability for the detection of fibers and specks, but the
reverse was true for the detection of masses. As the mAs increased, the number of fibers visible increased from less than
one at 5 mAs to all six being visible at 80 mAs. The corresponding number of visible specks increased from 12 to 24,
and the number of visible masses increased from 1.25 to about four. Above 26 kVp, object visibility was constant with
increasing x-ray tube voltage. Reducing the x-ray tube voltage to 24 kVp, however, reduced the number of visible fibers
from six to five, the number of visible specks from 24 to 21.1, and the number of visible masses from four to 3.1. Ob-
server performance was approximately constant for average glandular doses greater than 1.6 mGy, so that the range of
lesion detectability in the ACR phantom occurs at doses lower than those normally encountered in clinical practice.

Conclusion. The current design of the ACR phantom is unsatisfactory for assessing image quality in digital mammography.

Key Words. American College of Radiology (ACR) phantom; Digital mammography; Image quality; Observer perfor-

mance; Radiation dose; Radiographic techniques.
© AUR, 2002

Digital mammography separates the process of image ac-
quisition from any subsequent image display (1). As a
result, both image acquisition and display can be opti-
mized independently, which should improve the overall
performance of mammography as a diagnostic imaging
modality (2,3). Compared with the amount of radiation
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used in conventional screen-film imaging, the amount of
radiation used in digital imaging could be increased or
decreased by more than an order of magnitude with no
change in the intensity of the displayed image. In addi-
tion, the quality of the x-ray beam (ie, half-value layer)
used to acquire the digital radiograph may be adjusted by
modifying the x-ray tube voltage (ie, kVp) or the choice
of the x-ray tube target and filter combination. Any
choices made by the operator affect both the image qual-
ity and the corresponding radiation dose (4-6).

In screen-film mammography, the American College of
Radiology (ACR) accreditation phantom is used to assess
the image for quality control purposes (7,8). This phan-
tom contains features such as fibers, speck groups, and
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Figure 1. Digital radiograph of the ACR accreditation phantom
obtained at 28 kVp and 80 mAs. ‘

masses that simulate lesions of interest during mammog-
raphy. These lesions are constructed so that their visibility
in the resultant radiographic images ranges from the eas-
ily visible to the invisible, and, therefore, these lesions
straddle the threshold of visibility. Digital mammography
requires similar types of phantoms to assess image quality
(9-11). An appropriate digital phantom should be capable

. of indicating changes in image quality over the range of

radiographic technique factors expected in clinical prac-
tice and, thus, permit a decision regarding whether the
digital mammography system can be used for clinical im-
aging.

In this study, we investigated the detection of simu-
lated lesions (ie, fibers, specks, and masses) in an ACR
accreditation phantom as both the x-ray tube output
(mAs) and x-ray tube voltage (kVp) were systematically
varied. The results of this study shed light on the utility
of the ACR accreditation phantom for current digital
mammography systems. In addition, the results offer in-
sight as to how imaging performance, in terms of lesion
detection in a uniform background, varies with radio-
graphic technique factors. Improved understanding of the
effect of radiographic technique factors on lesion visibil-
ity will help us to design improved phantoms for digital
mammography systems.

MATERIALS AND METHODS

Digital Mammography System

The full-field digital mammography system was a
commercial unit manufactured by Lorad (Danbury, Conn).
The x-ray spectrum was generated by using a molybde-
num target and a molybdenum filter (25 pm) combina-
tion. The digital image receptor consisted of a mosaic of
twelve 1,600 X 1,600-pixel, charge-coupled devices that
were coupled by 2:1 fiberoptic tapers to a large-area, thal-
lium-activated, cesium iodide scintillator plate. The active
image area of the image receptor was a field of 18.6 X
24.8 cm, and the image pixel matrix was 4,800 X 6,400.
The pixel size at the scintillator surface was 40 pm, re-
sulting in a Nyquist spatial frequency of 12.5 cycles per
millimeter. A conventional linear grid (grid ratio, 5:1)
was employed to reject scattered x rays.

The hardware platform used to display the images was
a standard PC with a diagnostic-quality monitor and video
card. The PC was an Optiplex computer (Dell, Round
Rock, Tex) operating at 1,000 MHz and with 512 MB of -
random-access memory with dual 40-GB hard drives. The
video system was a SMP1H display system (Barco, Du-
luth, Ga) that consisted of a 5-million-pixel gray-scale
monitor and a 10-bit (1,024 gray levels) video card; the
software package (Osiris, Geneva, Switzerland) was used
to display the images. Each pixel had a depth of 14 bits
and could cover an intensity range from 0 to 16,383. Dig-
ital images had the window width and level settings ad-
justed to optimize the image display (12). To ensure that
images were displayed with the highest possible fidelity,
the monitor was calibrated with MediCal software (Barco)
and a DTP92Q luminance sensor (X-Rite, Grandyville,
NI). This calibration adjusts the geometric accuracy of
the displays and calibrates the luminance output of the
monitor, '

Phantom Exposures

A standard ACR phantom was exposed to obtain digi-
tal images at different x-ray tube voltages (kVp) and tube
current-exposure time products (mAs). The ACR phan-
tom contains six fibers with diameters of 1.56, 1.12, 0.89,
0.75, 0.54, and 0.40 mm; five speck groups, with six
specks in each group, with speck diameters of 0.54, 0.40,
0.32, 0.24, and 0.16 mm; and five masses with decreasing
diameters and thickness of 2.00, 1.00, 0.75, 0.50, and
0.25 mm. Figure 1 shows a representative digital radio-
graph of the accreditation phantom obtained at 28 kVp
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and 80 mAs. Manual techniques were used to perform all
radiographic exposures.

In one experiment, the x-ray tube voltage was kept
constant at 28 kVp, and digital images were generated at
tube current—exposure time products of 5-500 mAs. In a
second experiment, the tube current-exposure time prod-
uct was kept constant at 80 mAs, and the x-ray tube volt-
age was varied in 1-kVp increments between 24 and 34
kVp. In addition, five additional images were obtained at
28 kVp and 80 mAs, which resulted in a total of seven
repeat images at these technique factors. These seven re-
peat images provided information on the experimental
reproducibility of each observer, and they permitted the
relative sizes of the inter- and intraobserver variabilities
to be compared.

The entrance skin exposure and half-value layer were
measured according to the recommended protocols of the
ACR (7). Entrance skin exposure measurements were
converted into corresponding average glandular dose
(AGD) values for a compressed breast (thickness, 4.2 cm)
with 50% glandularity. At 28 kVp and 80 mAs, the AGD
was 2.16 mGy and directly proportional to the mAs. Fig-
ure 2 shows how the AGD varies with the x-ray tube
voltage at a constant 80 mAs. The dotted line in Figure 2
is a least-squares fit to a second-order polynomial, and
the equation permits the AGD to be determined for any
selected x-ray tube voltage.

Observer Study
Each image was individually optimized for viewing the

fibers, microcalcification specks, and masses. The average’

pixel intensities of the mid-size fibers (1.12 and 0.89 mm)
and masses (1.0 and 0.75 mm) were recorded together
with the adjacent background regions. These values were
used to manually set the approximate window width and
level display settings in the imaging software. An experi-
enced operator then “fine-adjusted” the window width and
level settings to optimize further the display of each ACR
accreditation phantom image.

Eight readers were used, including two experienced
medical physicists, two radiologists, two radiology resi-
dents, and two technologists. All non-medical physicist
readers were given a short orientation course on the ACR
accreditation phantom; this course was developed based
on the material provided in the ACR mammography
handbook. Images of the ACR phantom were examined
and scored according to what was actually seen of the
three types of features. Observers were not allowed to
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larity.

Table 1
Scoring Summary Used to Assess Feature Visibility

Feature Partial Scores Maximum Score
Fibers 0.25, 0.5, 0.75 6
Specks None 30
Masses 0.25, 0.5, 0.75 5

make additional adjustments to these displayed images.
Table 1 summarizes the scoring scheme; partial scores
were allowed when a lesion was not wholly visualized. .
We did not consider any artifacts that might have been
visible on the phantom images. The scoring scheme used

in this study differed from that recommended by the

ACR, because our objective was to study how lesion visi-
bility varied with the x-ray techniques that were used.

A total of 28 phantom images were obtained, consist-
ing of 11 in the kVp series, 12 in the mAs series, and
five repeat examinations. These 28 images were presented
to the observers randomly and in a single setting. The
average time required by the eight observers to read these
images was 29.6 minutes * 2.5 (minimum, 25 minutes;
maximum, 33 minutes). o

Results are presented as either absolute or relative val-
ues. In the absolute format, the number of lesions in each
category reported as being visible by each observer was
recorded, and the average (* standard deviation) was
then computed. In the relative format, the number of le-
sions in each category reported as being visible was sub-
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Table 2
Precision Summary for the Eight Observers Reading
Seven Repeat Images

Observer* Fibers * Specks Masses

1 (Rad) 5.43 +0.40 23.86 £0.38 3.50 +0.29
2 (Phy) 5.79 = 0.27 23.86 +£0.38 3.75+0.38
3 (Phy) 5.61 +0.38 23.86 +0.38 3.86 =0.13
4 (Tech) 5.61 £ 0.35 23.86=0.38 3.93*0.12
5 (Tech) 5,57 +0.28 23.86 +0.38 3.79 +0.17
6 (Rad) 5.64 =032 23.71 =049 279 *0.34
7 (Res) 575 £ 0.14 2400058 4.18 +0.19
8 (Res) 568 +0.35 2471138 3.32+0.57
Average observer

score 5.64 = 0.11 23.97 £0.31 -3.64 = 0.43
Average intraobserver

variability 0.31 0.54 0.27

Note.—Images were obtained at 28 kVp and 80 mAs. Data pre-
sented as mean * standard deviation. )

*Phy = medical physicist, Rad = radiologist, Res = resident,
Tech = technologist.

tracted from the corresponding average number of lesions
seen by that observer at the 28 kVp and 80 mAs setting.
Use of the relative format enabled interobserver differ-
ences to be reduced.
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Figure 3. Absolute number of (a) fibers, (b) specks, and (¢} masses
seen in the ACR phantom image versus mAs. Each datum is the
mean value for eight observers, and error bars are the correspond-
ing standard deviations.

RESULTS

Experimental Precision

The precision of the window width and level scheme
was evaluated with the seven repeat experiments at 28
kVp and 80 mAs. The average window level for these
images was 2,402 * 24; the average window width set-
ting was 436 * 106. These data indicate that the relative
precision for setting the level was approximately 1% of
the average pixel intensity. For the window width, how-
ever, the relative precision was approximately 24% of the
average window width.

Table 2 summarizes the experimental data for all eight
observers in reading seven repeat images obtained at 28
kVp and 80 mAs. The standard deviations for each cate-
gory include inter- and intraobserver variabilities. Repro-
ducibility of the contrast-to-noise ratio (CNR) in these
images was approximately 3% (13) and was considered to
be negligible compared with the variability in the observ-
ers’ performances.

For fibers, the interobserver variability (+ 0.11 ﬁbers)
was lower than the average observer precision (+ 0.31
fibers) by a factor of approximately threc. For specks, the
interobserver variability (= 0.31 specks) was smaller than
the average observer precision (* 0.54 specks). For
masses, however, the interobserver variability (= 0.43
masses) was much larger than the average observer preci-
sion (= 0.27 masses). Thus, the relative magnitude of
inter- and intraobserver variabilities depended on the de-
tection task.

Observer Performance and Technique Factors
Figure 3 shows the absolute number of objects de-
tected by the eight observers as a function of the mAs
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Inverse relative thickness of (a) fibers and (b) masses at the threshold of visibility plotted as a function of the image CNR

computed from the change in mAs used to acquire the phantom images. The dashed line is the line of equality, where the inverse rela-

tive thickness is equal to the relative CNR.

value. Figure 3a shows the same results for the fibers; a
rapid increase, from an average of 0.31 fibers visible at 5
mAs to more than 5.5 fibers visible at 80 mAs, can be
seen. At 240 mAs and above, all observers could see all
six fibers. Figure 3b shows that the number of visible
specks increased from an average of 12 at 5 mAs to a
“platean value” of 24.0 at 80 mAs. Figure 3¢ shows that
the number of visible masses increased from 1.25 at 5
mAs to a plateau value of approximately four visible
masses at 80 mAs.

It is interesting to compare how the size of each lesion
at the threshold of detection changed as the x-ray tube
output increased from S to 80 mAs. The ACR phantom
manufacturer provides information regarding the size of .
each type of lesion, and by plotting size as a function of
lesion number, we could convert the lesion visibility (de-
picted as the ordinate in Fig 3) to the corresponding le-
sion size. The relative CNR (CNR qi5ve) Was calculated
from the change in the mAs values used to acquire each
phantom image; because this imaging system is approxi-
mately quantum noise limited (13), doubling the mAs
increases the CNR_ .4y by 41%. Figure 4 shows how the
inverse of relative fiber and mass thickness varies as a
function of the CNR . j.ve; all the data have been normal-
ized to the lesion threshold thickness value obtained at 5
mAs. Figure 5 shows how the inverse of relative speck
cross-sectional area varies with CNR iaive-

Figure 6 shows the absolute number of objects de-
tected by the eight observers as a function of x-ray tube
voltage. These data show that for each type of object,
detection was essentially constant between 26 and 34
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Figure 5. Inverse relative cross-sectional area of microcalci fica-

tion specks at the threshold of visibility plotted as a function of
the image CNR computed from the change in mAs used to ac-
quire the phantom images. The dashed line is the line of equality,
where the inverse relative cross-sectional area is equal to the rel-
ative CNR. i '

kVp, reaching a plateau level that corresponded to the
best performance obtained at the highest mAs value
shown in Figure 3. Reducing the x-ray tube voltage to 24
kVp, however, reduced the number of visible fibers from
six to five, the number of visible specks from 24 to 21.1,
and the number of visible masses from 4 to 3.1.

Observer Performance and AGD
Figure 7 shows the relative performance of the ob-
servers as a function of the AGD when results from
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both mAs and x-ray tube ‘voltage experiments are in-
cluded. At low AGDs, a close correlation between dose
and image quality is observed whether or not the dose
is modified by changing the mAs or the x-ray tube
voltage. For each type of lesion, an estimate was made
of the AGD at which 90% of the maximum numbers of
lesions were actually visualized. Figure 7 shows that
this level occurred at 1.1 mGy for fibers, 1.4 mGy for
masses, and 1.6 mGy for specks. Lesion visibility thus
varies in the low-dose region with AGDs of less than
1.6 mGy. Little variation was found in observer perfor-
mance at doses that are expected in clinical mammog-
raphy (~1.6 mGy) (14).

Figure 7 also plots the relative number of objects seen
by each observer and, therefore, minimizes the effect of
interobserver variability. To illustrate how this “relative”
mode of presentation affects the observed errors, we ex-
amine the data at 28 kVp and 20 mAs. At this technique
factor, an average of 3.6 fibers, 19.0 specks, and 2.8
masses were detected; because the rate of change in de-
tection performance was high, the corresponding errors
should be maximized. Figure 3 shows the absolute values
for the three features at a technique of 20 mAs, and Fig-
ure 7 shows the corresponding relative values at a dose of
0.54 mGy. For the fibers, the ratio of the relative error
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Figure 6. Absolute number of (a) fibers, (b) specks, and (c) masses
seen in the ACR phantom image versus kVp. Each datum is the
mean value for eight observers, and error bars are the correspond-
ing standard deviations.

bar to the absolute error bar is 0.95; the corresponding
ratios are 0.88 for the specks and 0.55 for the masses.
The relative and absolute modes of analysis, therefore,
produce similar results for fibers and specks, whereas the
precision of the relative mode of analysis for masses is
much better than that of the absolute mode.

In this study, the display was individually optimized
for each acquired image when viewing the lesions in the
ACR phantom. The precision experiments showed that
the method employed to optimize the image display had
excellent reproducibility for setting the window level
value (1%) but much greater variability for setting the
window width (24%). The average window width for dis-
playing the images generated at 28 kVp and 80 mAs was
only 436 pixel intensity values, which is only 2.7% of the
total dynamic range of the digital detector. Because the
ACR phantom is relatively uniform in composition and
contains only low-contrast objects, the x-ray pattern has a
small dynamic range. Therefore, that considerable vari-
ability was found in the window width setting used to
display images acquired at the same technique factor is
not surprising, and it indicates that the window width is
not critical for visualizing these structures. '

The detector uses a 14-bit system to meet the stringent
dynamic range requirements of digital mammography
(15). As a result, the maximum signal intensity corre-
sponds to a maximum pixel intensity of 16,383, and
changing the tube current-time product from 5 to 500
mAs makes use of this wide dynamic range. By compari-
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Figure 7. Relative number of(a) fibers, (b) specks, and (c) masses
seen in the ACR phantom image versus AGD. Each datum is the
mean value for eight observers, and error bars are the correspond-
ing standard deviations. A = variation in mAs, O = variation in
kVp.

son, changing the x-ray tube voltage from 24 to 34 kVp
changed the window level from approximately 1k to ap-
proximately 7k.

For analog mammography, the ACR requires the mini-
mum number of visualized fibers, specks, and masses to
be four, 18, and three, respectively. The average number
of objects visible in a digital image of the ACR phantom
acquired at 28 kVp and 80 mAs was 5.6 for fibers, 24.0
for specks, and 3.6 for masses. This performance level is
higher than that expected for screen-film mammography,
in which images of the ACR phantom typically show,
approximately, five fibers, 21 specks, and three and a half
masses. Comparing the present results with conventional
phantom scores is problematic, because the latter gener-
ally include penalties allocated for the presence of image
artifacts. Most artifacts on the ACR phantom, however,
are specks and rarely include masses or fibers. The per-
formance of this digital system is slightly superior to that
of screen-film mammography for the detection of low-
contrast objects such as fibers and masses, which is in
agreement with the findings of a recent study by Undrill
et al (16). Our results also suggest that detection of mi-
crocalcification specks with digital technology is slightly
superior to that with screen-film mammography, which is
in agreement with the findings of a recent study by Co-
wen et al (17). Digital mammography is expected to be
superior to screen-film mammography because of its abil-
ity to independently optimize image acquisition and to
maintain excellent image contrast by digital manipulation
of the display (13).

The choice of x-ray tube voltage affects both dose and
image quality and depends on the thickness and composi-
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tion of the compressed breast (19). In addition, digital
mammography likely may require different spectra from
those normally used in screen-film mammography (20).
At constant mAs, reducing the x-ray tube voltage gener-
ally increases the subject contrast and image noise. The
reduced detection performance observed at 24 and 25
kVp suggests that increased noise is more important than
the corresponding improvement in subject contrast for all
three types of lesions in the uniform background of the
ACR phantom.

Variability in detection performance when observing
lesions of the type considered in this study are normally
classified as interobserver, intraobserver, and sample vari-
ance (21,22). Previous investigations have considered
these sources of error for classical contrast-detail experi-
ments. Their results have generally shown that interob-
server variability is the most important, but these results
depend on the size of the lesion being evaluated and on
the type of reader performing the study. Fibers and
specks are well-defined objects and permit different ob-
servers to agree on the number visible. Masses, however,
are more subjective, and different observers employ dif-
ferent criteria (ie, thresholds) for determining their degree
of visibility. In the future, phantom image quality likely
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will be assessed with computerized, objective measures
that can be expected to eliminate inter- and intraobserver
variability (23).

Figure 7 illustrates the direct link between dose and
image quality in digital mammography (24). Observer.
performance improved with increasing radiation dose up
to an AGD of 1.6 mGy. The AGD in screen-film mam-
mography is at least 1.5 mGy, and current full-field digi-
tal mammography systems operate with techniques similar
to those of screen-film systems. Present regulations re-
quire the AGD for a normal-size breast (50% fibroglandu-
lar tissue and 50% adipose tissue) to be no more than 3
mGy. Consequently, expecting a phantom in digital mam-
mography to have a range of detectability over the dose
range of approximately 14 to 3 mGy is reasonable. The
data shown in Figure 7 indicate that for the ACR phan-
tom, observer performance was constant between 1.6 and
3.0 mGy. Current digital mammography systems are ex-
pected to be quantum noise limited and would be ex-
pected to produce similar results. Our findings therefore
imply that the ACR phantom is unsatisfactory for assess-
ment of image quality in digital mammography.

Given that digital mammography is expected to be
superior to screen-film mammography, it is unsurprising
that the design of the ACR phantom requires modification
(25). The data shown in Figures 3 and 6 indicate that the
fifth mass and the fifth group of specks were essentially
invisible, presumably because the lesion signal-to-noise
ratio was low. Detection for all three types of lesions (fi-
bers, specks, and masses) showed similar characteristics
between 5 and 80 mAs. Data shown in Figure 4 indicate
that for fibers and masses, CNR juive 1S proportional to
the inverse of the lesion thickness, whereas the data
shown in Figure 5 demonstrate that for specks, the
CNR jaiive 18 proportional to the inverse of the speck
cross-sectional area. The findings reported in this study
could be used to guide the construction of a quality-con-
trol phantom that would have the appropriate range and
sensitivity for current types of digital mammography im-
aging systems.
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Comparison of experimental and theoretical
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Abstract. An experimental and modelling study is being made of the influence
of tube voltage, target material and exposure on the performance of digital
mammography systems. Digital images of the ACR accreditation phantom at 80
mAs, 25-32 kV and at 28 kV, 5-500 mAs were read by eight observers, and the
numbers of fibres, specks and masses visible determined. The computer model
simulates photon transport through phantom, anti-scatter grid and image
receptor. It calculates image pixels and the signal-to-noise ratio per pixel (SNR)
for the phantom details. For exposures below 100 mAs, the numbers of fibres
and masses visualised were found to be consistent with a constant SNR
threshold for detection. For the visualisation of specks, the product of SNR and
speck area was approximately constant. At higher mAs, the number of objects
visualised was little influenced by exposure, due to the limited dynamic range
of the phantom. The results validate the use of computational models to predict
performance for simple detection tasks against a uniform background.

1. Introduction

In digital mammography it is possible to modify the image prior to display so that
contrast requirements associated with screen-film mammography may be relaxed. In
addition, because of the improved dynamic range and DQE, it may be possible to
reduce the dose for imaging with a given radiation quality or to use a different
radiation quality, with further dose saving.

We are making an experimental and computer modeling study of the influence of
user-controllable parameters such as exposure, tube voltage and target material on the
performance of digital mammography systems. In this paper' we present the results of
measurements and calculations of detail visibility for the ACR accreditation phantom
(Gammex-RMI, Middleton, WI) imaged with a LoRad (Danbury, CT) digital
mammography system at a series of tube voltage and exposure values.

! This work is supported in part by US Army grant No DAMD 1.7-00-1003375.




2. Materials and Methods

An ACR accreditation phantom was exposed using the LoRad digital
_ mammography system and an x-ray spectrum from a Mo target/Mo filter. Images
were acquired at 28 kV for 12 values of the exposure between 5-500 mAs and at 80
mAs for 8 values of the tube voltage between 25-32kV. The phantom contains sets of
details which simulate fibrils (six nylon filaments with diameters between 0.40 - 1.56
mm), calcifications (six groups of alumina specks with sizes between 0.16 - 0.54 mm)
and masses (water density objects of thicknesses between 0.25 - 2.00 mm). The soft-
copy images were viewed under controlled conditions by eight readers and the
number of objects of each type which were visible were scored [1].

The model used was based on a Monte Carlo computer program developed for
modeling mammographic systems [2], and extended to treat the 'patient’ as an array of
voxels. For this case each voxel was composed of polymethyl methacrylate apart from
a 5 mm layer of wax which contained the test details. The phantom was 45 mm thick
and rested on a 2 mm thick carbon fibre support. The anti-scatter grid had ratio 5 and
31 lines.cm™. The x-ray spectra were adapted so that they matched measured HVL
values. The image receptor was 73 mg.cm Csl. The program could calculate mean
glandular breast dose, entrance air kerma, the energy imparted per image pixel, image
contrast and signal-to-noise ratio per pixel (SNR). In this way the SNR per pixel was
calculated for each detail size and type, exposure and tube voltage.

In its present form, the model makes no allowance for image unsharpness. This
will affect the estimation of contrast for the smallest details and of the fractional noise
per pixel, both of which will decrease.

3. Results and Discussion

Figure 1 shows the calculated (normalised) SNR per pixel for the smallest detail
detected by the observers at 28 kV for exposures between 5 and 160 mAs. The results
are for the detection of nylon filaments (left) and masses (right). The central value of
the SNR at each mAs corresponds to the size of the smallest detectable detail
averaged over observers. The error bars represent one standard deviation. The
different data points thus correspond to the detection of objects of different sizes. The
size of the smallest detectable object and the associated image contrast become
smaller as the exposure increases because there is an associated decrease in the image
noise.

In both cases, for exposures of 80 mAs and below, the SNR for the smallest detail
visualised is consistent with a constant value. In other words, objects are detected
when the SNR exceeds a threshold value. Above 80 mAs, some observers see all 6
filaments and the calculated SNR increases and no longer represents the threshold
value. A similar comment applies to the masses. In this case, only 4 out of 5 of the
masses were generally seen at the higher exposures, which may relate to the fixed
display window used for the experiments and the low contrast of the smallest mass
(1% at 28 kV). The absolute values of the threshold SNR per pixel are different for
the masses and filaments. This is because the imaging tasks are different. The first
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involves the detection of long thin cylinders of low contrast (where the detection task
may involve integration along the length of the cylinder) whereas the second involves
the detection of circular, medium to large diameter low contrast objects.

The results for the specks differed from those for the filaments and masses. In this
case, the objects are small and circular and it was found that for low mAs values, the
product of the SNR per pixel and the area for the smallest detectable speck was
approximately constant. In other words for small round objects, the total signal
(integrated over the image of the detail) is strongly correlated with dectability.

The calculations of SNR for the smallest details detected in the experiments where
the kV was varied show similar behaviour to those where the mAs was varied.

Relative SNR
-t
-
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=
O
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0 50 100 150 200 0 50 100 150 200
Exposure (mAs) Exposure {(mAs)
Fig. 1. Relative values of the calculated SNR corresponding to the smallest

detectable filament and mass (left and right figures) as a function of exposure at 28
kV. Values are hormalised to the mean of the first five data points (horizontal line).

4. Conclusion

The SNR calculated by the computer model can be used to predict the detectability
of simulated fibrils, calcifications and masses against a uniform background. Since

" the model can also estimate mean glandular dose, it forms a useful tool for the

optimisation of the exposure conditions (mAs, kV, target material and filter) so that
dose can be minimised for these simple detection tasks. How these tasks relate to the
detection of abnormality against a structured background needs to be established.
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Abstract. Digital images were acquired of an anthropomorphic breast phantom
(Rachel) at mAs values that ranged from 40 to 120 mAs. Digital mammograms
were obtained with/without added lesions, which permitted the generation of a
digital version of the lesion alone. The lesion was added back to the digital
image of the Rachel phantom at varying levels of contrast. A subjective method
of lesion visibility was compared to an objective method used Four Alternate
Forced Choice (4AFC) methodology. Both methods showned observer
performance for detecting a mass lesion to be independent of x-ray tube output
between 40 and 120 mAs. The objective approach results in a higher precision,
but alo requires many more images.

1. Introduction

The assessment of imaging performance in digital mammography is important for
selecting the optimum technique factors (kVp/mAs) and for evaluating the utility of
new image processing algorithms. For example, it is of considerable interest to
determine the effect of x-ray tube output (mAs) on observer performance [1]. In this
study, we compared a subjective imaging performance approach with an objective
method for assessing how lesion detection changes with increasing mAs in digital
mammography.

2. Method

2.1 Digital image acquisition

Digital images were obtained of an anthropomorphic breast phantom (Rachel) using
a Lorad Full Field Digital Mammography imaging system at four mAs values (i.e.,
40, 60, 90 and 120 mAs). Digital mammograms were made with/without added
lesions, which permitted the generation of a digital version of the lesion alone. The 1
cm diameter lesion was added back to the digital image of the Rachel phantom alone
at varying levels of contrast. The threshold contrast level for detection was
investigated as a function of the mAs using three observers.



2.2 Observer assessment

For a given mAs, the lesion intensity (Scaling Factor/SF) was modified to produce
six images where lesion visibility (i.e., contrast) ranged from the “extremely difficult”
to “easily seen”. Five copies of these 24 different images (4 mAs values & 6 SF
factors) were generated to produce a series of 120 images which were presented to
each observer in a single reading. Observers specified a probability of a lesion being
present on a scale ranging from 0 to 100% which permitted the subjective scaling
factor value for a 50% probability to be obtained at each mAs value [2].

The objective method used Four Alternate Forced Choice (4AFC) methodology with
an observer identifying which one of four images actually contained the lesion. The
results permitted the objective scaling factor to be determined as the value at which
the observer accuracy was 92% at each mAs value. An accuracy of 92% corresponds
to a theoretical signal to noise ratio of 2.5 (d”) [3].

3. Results

3.1 Objective results

Figure 1 (left) shows the results obtained in the objective 4 AFC experiment, where
SF for 92% accuracy is plotted as a function of mAs, with each datum the average (+
standard deviation) for three observers. The coefficient of determination for the least
squares linear fit to the four data points (%) was 0.59.
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Figure 1. Comparison of objective (4 AFC) and subjective
assessments of observer performance.

These data also show no significant correlation between SF(92%) and mAs. The
average SF for a 92% correct score was 0.20, and the average coefficient of variation
at the four mAs values was 8%.
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3.2 Subjective results

Figure 1 (right) shows the results obtained in the subjective experiment, where SF at
50% observer confidence level is plotted as a function of mAs. The coefficient of
determination for the least squares linear fit to the four data points (r*) was 0.18, and
these data clearly show that changing the mAs had no effect on observer performance.
The average SF for a confidence score of 50% was 0.46 for this mass lesion, and the
average coefficient of variation at the four mAs values was 24%.

4, Discussion

The results of both subjective and objective methods of assessing observer
performance gave similar trends of performance as a function of the mAs used to
acquire these digital images. There was no evidence of any significant change in
observer performance as the x-ray tube output increased by a factor of three from 40
to 120 mAs. v

The precision (coefficient of variation) in the subjective method was a factor of three
larger than the corresponding precision with the 4 AFC approach. In part, this is due
to the fact that the subjective method required an observer to read 30 images, whereas
the 4 AFC approach required 128. The absolute level of scaling factor differed
markedly between the two approaches; the subjective method requiring an SF value
of 0.46 to achieve a confidence score of 50%, whereas a SF of 0.21 resulted in a
observers achieving a 92% correct score.

Both subjective and objective modes of evaluating observer performance have
advantages. The 4AFC method is clearly superior, but is also much more labor
intensive. The subjective approach can be performed quickly, with all the images read
in a random manner in a single sitting that will minimize systematic errors. The most
appropriate method thus depends on the specific scientific task at hand, with the
subjective approach useful for performing pilot studies and the objective method ideal
for obtaining definitive scientific results.

Acknowledgement. This work was supported in part by a US Army Grant No.
DAMD 17-00-1003375. AE Burgess provided invaluable assistance in the
development of the four AFC method. :

References

1. Huda W, Sajewicz A, Ogden KM, and Scalzetti EM. “How good is the ACR
accreditation phantom for measuring image quality in digital mammography?”.
Academic Radiology (2002) (In press)

2. Sajewicz A, Huda W, Hseuh D, Ogden KM, Scalzetti EM. “Observer performance
and radiographic technique factors in digital mammography.” SPIE Medical
Imaging (2002) (In press)

3. Burgess AE. Comparison of receiver operating characteristic and forced choice
observer performance measurement methods. Medical Physics 22 (1995) 643-655.



Experimental investigation of the dose and image quality

characteristics of a digital mammography imaging system.

Walter Huda PhD'
Anthony M Sajewicz MD'
Kent M Ogden PhD!

David R Dance PhD?

'Department of Radiology
SUNY Upstate Medical University
750 E Adams Street

Syracuse, NY 13210

’Department of Medical Physics
The Royal Marsden NHS Trust

London SW3 6JJ, UK



ABSTRACT
The purpose of this study was to investigate the image quality aﬁd absorbed dosé
- characteristics of a commercial digital mammography imaging system, and to identify an
optimal x-ray tube voltage for imaging simulated masses in an average size breast with
50% glandularity. Images were taken of an ACR accreditation phantom using a LORAD
digital mammography system with a Mo target and Mo filter. In one experiment,
exposures were performed at 80 mAs with x-ray tube voltages varying between 24 and 34
kVp. In a second experiment, the x-ray tube voltage was kept constant at 28 kVp and the
technique factor was varied between 5 and 500 mAs. The average glandular dose at each
x-ray tube voltage was determined from measurements of entrance skin exposure and x-
ray beam half value layer. Image contrast was measured as the fractional digital signal
intensity difference for the image of a 4 mm thick écrylic disk. Image noise was obtained
from the standard deviation in a uniformly exposed region of interest expressed as a
fraction of the background intensity. The measured digital signal intensity was
proportional to the mAs and to the kVp>®. Image contrast was independent of mAs, and
dropped by 21% when the x-ray tube voltage increased from 24 to 34 kVp. Ata constant
x-ray tube voltage, image noise was shown to be approximately proportional to (mAs)™®?,
which permits image contrast to noise ratio (CNR) to be modified by changing the mAs.
At 80 mAs, increasing the x-ray tube voltage from 24 to 34 kVp increased the CNR by
78%, and increased the average glandular dose by 285%. At a constant lesion CNR, the
lowest average glandular dose value occurred at 27.3 kVp. Increasing or decreasing the
x-ray tube voltage by 2.3 kVp from the optimum kVp increased the average glandular

dose values by 5%. These results show that imaging simulated masses in a 4.2 cm



compressed breast at ~27 kVp with Mo/Mo target/filter results in the lowest average

glandular dose.



INTRODUCTION
The goal of mammography is to achieve the image quality required for a given detection
task, whilst ensuring that the patient absorbed dose is kept as low as reasonably
achievable.! In comparison to conventional screen-film imaging, the amount of radiation
used to generate a digital image could be increased (or decreased) by over.an order of
magnitude with no significant change on the displayed image intensity. In addition, thek
quality of the x-ray beam (i.e., half value layer) used to acquire the. digital radiograph
may be adjusted by modification of the x-ray tube voltage (i.e., kVp).2 It is of interest to
quantify how modification of the x-ray tube mAs and kVp affect image contrast and

noise, since this knowledge may be used to help optimize imaging performance.>*’

Choice of x-ray tube voltage and mAs will also affect the patiéht average glandular dose.
One important goal for using a digital imaging system is to attempt to keep patient doses
as low as reasonably achievable.” In principle, this may be achieved by adjusting the
radiographic technique factors (mAs and kVp) to maintain a constant image quality and
selecting that technique factor which minimizes the patient dose. Information as to how
image contrast to noise ratio (CNR) and patient dose vary with technique factors is of
obvious importance. Knowledge of the dose versus image quality relationship will enable
doses to be minimized at a constant image quality, or would permit any improvements in

CNR to be quantitatively balanced by any corresponding increases in patient dose.>*'%!!

Digital mammography separates the process of image acquisition from any subsequent
image display, which should permit all the acquired image information to be optimally

displayed to the observer and ensure that imaging performance is only limited by the
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acquired CNR.Z’12 In this study, we investigated the CNR of a simulated mass and the
corresponding absorbedv dose performance of a commercial digital mammography
system. Both the x-ray ‘tube output (mAs) and x-ray tube voltage (kVp) were |
systematically Varied, and the corresponding changes in image quality and dose were
quantified. Results obtained in this study quantify the trade-offs between dose and image
quality in digital mammography for the detection of simulated masses in an average size
breast. Information obtained in this study is expected to help the process of optimizing

clinical mammography.!*!413
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METHOD

Digital Mammography system |

The full field of view digital mammography system (LORAD, Danbury CT) is a mosaic
of twelve 1600 x 1600 pixel Charge Coupled Devices (CCDs) coupled by 2:1 fiber optic
tapers to a large area Thallium activated Cesium Iodide (CsI:Tl) scintillator plate. The
active image area of the image réceptor covers an 18.6 cm x 24.8 cm field. The
corresponding image pixel matrix size is 4800 by 6400. The pixel size at the scintillator
surface is 40 um, resulting in a Nyquist spatial frequency of 12.5 cycles per millimeter.

A conventional linear grid (5:1 grid ratio) is employed to reject scattered x-rays.

A CsI:TI scintillator converts the incident x-ray photons to light which is transmitted
through the fiber optic tapers to the solid state CCD device. The CCD converts the visible
photons to electrons, and the CCD output is digitized at 14-bit depth to produce the high
dynamic range required for digital- mammography.'® The CsI:Tl scintillator-fiber optic-
taper-CCD assembly is housed in a sealed chamber with CCDs being thermally stabilized
at a low temperature to reduce system noise.

In screen-film radiography, dense objects appéar white  since little radiation is
transmitted, which is the reverse of digital radiography where regions receiving the
largest radiation exposure would appear the brightest. This digital mammography unit
acquired image data with intensity values ranging from 0 to 16,383. The digital
mammography system automatically inverts the gray scale values by subtracting the
measured intensity from 16,383. The pixel values génerated were corrected by
subtracting them from 16,383, and they therefore correspond to the magnitude of the

signal generated by the incident x-ray beam intensity.
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Exposure of A CR phantom

A standard American College of Radiology (ACR) phantom'” was used to acquire digital
images at different values of x-ray tube voltage (kVp) and tube current-exposure time
product (mAs). The phantom has a composition and a thickness that is equivalent to a 4.2
cm compressed breast consisting of 50% glandular and 50% adipose tissue. Figure 1
shows a representative image obtained of the accreditation phantom at 28 kVp and 80
mAs, showing the fibers, microcalcification specks and masses. Also depicted in Figure 1
is an acrylic disk (4 mm thick and 1 cm diameter) located in the bottom left hand corner,
above the bottom row of masses. Detection of this disk was the diagnostic task used in
this study to quantify how image quality of this digital mammography system varied with
changes in radiographic technique.

The x-ray spectrum was generated using a Molybdenum target and a Molybdenum filter
(25 pm). In one experiment, the x-ray tube voltage was kept constant at 28 kVp and
digital images were generated at tube current-exposure time product values ranging from
5 to 500 mAs. In a second experiment, the tube current-exposure time product was kept
constant at 80 mAs, and the x-ray tube voltage was varied between 24 and 34 kVp; In
addition, a series of five additional repeat images were obtained at 28 kVp and 80 mAs to
provide data on the experimental precision of the image quality rﬁeasurements. Table 1
summarizes the three series of experiments performed with the ACR accrédifation
phantom. Measurements were made of the entrance skin exposure and half value layer
using the recommended protocols of the ACR. Entrance skin exposure measurements
were converted into corresponding values of average glandular dose for a standard 4.2 cm

compressed breast using data provided in the ACR manual.'®
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Contrast & noise

The ACR accreditation phantom image was imaged with an added disk that is 4mm thick
and lcm in diameter as depicted in Figme 1. Relative values of disk image contrast (C)
were obtained as the difference between the average disk intensity (Id;sk) and the
surrounding average background intensity (Ipackground), and normalized by the average

background intensity, so that

C = (Ibackground - Idisk)/ Ibackground ).

The value of C in equation (1) was always a positive value since the intensity in the
background region was greater than that behind the disk. The region of interest (ROI)
used to determine the average signal intensities in the background and disk regions was a
square with a size of approximately 55 x 55 pixels. The ROI was located at the center of
the disk to determine the value of 4, and 5 mm below the disk shown in Figure 1 for

th.e detel’l’lﬁnation Of Ibackground.

In the background area with a nominal uniform exposure, the mean intensity value is
Ibackground, and the measured standard deviation is . The relative noise level, N, is then

given by

N = cY/Ibackground ’ (2).
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The contrast to noise ratio (CNR) was obtained from the ratio of measured contrast

(equation (1)) to the corresponding noise (equation (2)). The CNR is thus given by

CNR = (Ibackground = Idisk)/ 9 (3)

The CNR is the ratio of the image contrast to the random fluctuations about background
intensity value measured using the same scale. Equation (3) is independent of the lesion
disk diameter, and does not predict imaging performance for the “detection” of this type
of disk in a uniform background. Only relative changes of CNR are used in this study,
and no significance is attached to specific values of the CNR defined by equation (3) and

reported here.
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RESULTS

Digital detector characteristics

Figure 2 (a) shows the average signal intensity in the background region plotted as a
function of selected mAs value at a constant x-ray tube voltage (28 kVp). Figure 2 (a)
shows the expected linear response, with a slope of about 30 pixel values per unit mAs. It
is also evident that the digital system has not saturated at the maximum 500 mAs value
used in this experiment; extrapolation of the data in Figure 2 (a) shows that the system
would saturate at a tube current-exposure time product of ~540 mAs for an x-ray tube
voltage of 28 kVp. |

Figure 2 (b) shows the average background signal intensity as a function of kVp at a
constant tube current-exposure time product (80 mAs), where both the ordinate and
abscissa are presented using a logarithmic scale. This shows the supra-linear response

expected when the x-ray tube voltage is increased at a constant mAs value. The solid line

depicted in Figure 2 (b) has a slope of 5.80, and thus the measured signal intensity is

proportional to kVp(s's).

Experimental precision

Seven repeat experiments were available for analysis at 28 kVp and 80 mAs. The
intensity values in the disk region ranged from 1883 to 1886, and the intensity values in
the background region ranged from 2414 to 2418. The measured standard deviatioh in the
disk regibon ranged fr9m 16 to 17, and the measured standard deviation in the background
region ranged from 18 to 19. These data clearly indicate that the digital mammography
system is very stable. It is also evident that the precision of any noise measurements will

be limited to only two significant figures.
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The measured precision for image contrast was < 0.2%, and the corresponding precision
for image noise was 2.9%. The overall measured precision for disk CNR was 3%. Error

bars in the figures below indicate this experimental precision at data presented for 28 kVp

. and 80 mAs, unless the size of the error bar was too small to be visible.

Contrast and noise

As expected, image contrast was found to be independent of the selected mAs value.
Figure 3 shows image contrast as a function of x-ray tube voltage, which exhibits the
expected decrease in contrast with increasing x-ray tube voltage. Increasing the x-ray
tube voltage from 24 to 34 kVp reduced image contrast by 21% (i.e., 1.9% per unit

increase in kVp).

Figure 4 (a) shows how the image noise varied with mAs where the ordinate and abscissa
are piotted on 1ogarithmic scale. The solid line is a least squares fit of a straight line to the
experimental data (i = 0.98), with a slope of -0.506. Since the slope of the curve in
Figure 4 (a) is very close to the value expected for an imaging system with a noise thaf is
determined by quantum mottle (i.e., slope of -0.500), this digital mémmography system
may be taken to be quantum noise limited .over the complete dynamic range inveétigated
(i.e., 5 to 500 mAs). Figure 4 (b) shows the measured image noise versus x-ray tube
voltage. The data in Figure 4 (b) show that as the x-ray tube voltage increases, the noise
level is markedly reduced. Increasing the x-ray tube voltage from 24 to 34 kVp reduced
the image noise by approximately 55.8%.

We investigated the importance of the location of the background ROI for détermining

image noise and contrast. A second ROI was identified 5 mm above the disk shown in
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Figure 1, and we compared the measured value of contrast and noise with those described
above for an ROI located 5 mm below the disk. For the 12 imagés in the mAs series, the
average intensity ratio of two background regions was 1.002, and the corresponding
average ratio of the measured standard deviations was 1.026. These data indicate that the
choice of background ROI location had no significant effect on the resultant image noise
and contrast values. | |

Figure 5 shows the CNR data for varying x-ray tube voltage at a constant 80 mAs.

~ Raising the x-ray tube voltage from 24 to 34 kVp increased the CNR by 78%. Increasing

the kVp reduces image contrast (see Figure 3), but this is more than offset by a

~ corresponding reduction in image noise (see Figure 4 (b)). The rate of increase of CNR

with x-ray tube voltage falls off with increasing kVp. At 24 kVp, the value of CNR
increases by 14% per kVp, at 28 kVp the raté of increase falls to 6.4% per kVp, aﬁd at 34
kVp the CNR increases by only 0.8% per kVp. |

Radiation dose

Table 2 summarizes the absorbed dose data obtained for this digital mammography
system as a function of x-ray tube voltage. At 28 kVp and 80 mAs, the average glandular
dose was 2.16 mGy. At this constant x-ray tube voltage, the average glandular dose is
directly proportional to the selected mAs value. At a constanf 80 mAs, incréasing the x-
ray tube voltage from 24 to 34 kVp increased the average glandular dose from 1.12 to
4.32 mGy (i.e., 285%).

For a given x-ray tube voltage, the image CNR can be adjusted by modification of the
mAs used to acquire these images. Figure 6 shows how the mAs would need to be

reduced with increasing x-ray tube voltage to maintain the CNR observed at 24 kVp.
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Figure 7 shows the variation of the average glandular dose with x-ray tube ‘voltage ata
constant CNR for the detection of this type of simulated mass lesion. For this standard
4.2 cm compressed breast with a 50% glandularity, the lowest radiation exposure occurs
at 27.3 kVp when image quality (i.e., CNR) is kept constant. Increasing or decreasing the
x-ray tube voltage by 2.3 kVp from the optimum kVp increased the average glandular

dose values by 5%. |
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DISCUSSION

The data in Table 2 indicate that the x-ray tube output (i.e., entrance skin exposure) in
mammography varies by approximately kVp3'°5. By comparison, a kVp2 dependence is
normally expected in the diagnostic imaging range.'® For an average size breast, the
detected intensity shows an even greater dependence on x-ray tube voltage (i.e., kVp>®),
that reflects the non-linear dependence in x-ray beam transmission through the ACR
phantom as a function of the x-ray tube voltage. These data demonstrate that small
changes in x-ray tube voltage will have relatively large effects on the X-ray tube output
and detected signal intensities. Changing the x-ray tube voltage from 28 to 29 kVp, for
example, increased x-ray tube output by ~11%, and the corresponding detected signal
intensity by ~22%.

The slope of the curve in Figure 4 (a) is approximately -0.5 demonstrating that quantum
mottle is the dominant source of image noise. However, the experimental data shown in
Figure 4 (a) deviate from a simple power law relationship with an exponent of -0.5. It is
evident that there are additional noise sources in this digital mammography imaging
system. Electronic noise is the most likely additional noise source at low exposures;
structured noise and a non-linear response of the CCD are the most likely noise sources at
the highest exposure levels'. Nonetheless, quantum mottle is the dominant source of
image noise in the clinically relevant exposure range taken to be between 40 and 200
mAs; this feature permits image CNR _to be readily adjusted by modifying the selected
mAs. When performing élinical mammography, increasing the mAs by a factor 6f two is

expected to improve the image CNR by approximately 41%.

! Private communication Dr Z Jing
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The detected x-ray signal varies as kVp>3, and if this were simply due to a proportional
increase in the number of photons, the slope of a plot of log (noise) versus log (kVp)
would have a slope of -2.9 as shown by the dashed line’ in Figure 4 (b). The experimental
data deviate significantly from this value because the increased signal is a result of
increased energy deposition in the CsI detector due to the higher energy photons
transmitted through the phantom at higher x-ray tube voltages. Increasing the x-ray tube
voltage from 28 to 34 kVp reduced the noise by 32%, whereas a slope of -2.9 would have
produéed a reduction of 44%.

For screen-film mammography, current regulations in the United States limit the average
glandular dose to 3 mGy, and typical clinical systems normally operate at average
glandular doses of about 1.5 mGy." The average glandular dose at 28 kVp/80 mAs on
this mammography imaging system was 2.16 mGy. At 28 kVp, using 56 mAs would
result in patient dqses comparable to those encountered in screen-film radiography (i.e.,
1.5mGy), whereas reducing the x-ray tube voltage to 25 kVp would require
approximately 90 mAs.

The choice of x-ray tube voltage in screen-film radiography is guided by an attempt to
maximize image contrast. In digital mammography, however, selecting the x-ray tube
voltage and mAs should achieve a signal-to-noise ratio that enables an accurate diagnosis‘
to be made, and which also minimizes the patient dose.?’ The data in F igure 7 show that
for the task of detecting a simple disk type lesion, 27.3 kVp results in the lowest average
glandular dose, and would therefore be deemed to be the optimal x-ray tube voltage. It is
possible to define image noise (see equation (2)) as the relative standard deviation for an

ROI located in the disk rather than the background region. An analysis of the relative
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CNR vs kVp with the noise defined in this alternative manner resulted in an optimum

kVp of 27.8 kVp, which differs by 0.5 kVp from the value obtained when the noise was
defined using equation (2).

The experimental results obtained in this study can be compared with recent calculations
performed by Dance et al*! performed with a Gd,0,S screen. For a Molybdenum target
and Molybdenum filter similar to those used in this study, Dance et al observed a
radiation dose minimum at 26.3 kVp for a 5 mm thick glandular tissue lesion in a 4 cm
thick breast with 50% glandularity. The optimum x-ray tube voltage for a mass was close
to the dose minimum of 27.0 kVp obtained for a 200 pm calcification. It is noteworthy
that ‘these theoretical calculatioﬁs also showed that x-ray tube target/filter combinations
that increased the x-ray photon energy (e.g., Mo/Rh; Rh/Al; Rh/Rh; W/Rh) could reduce
patient doses by up to 15% whilst maintaining a constant level of image quality.

In digital mammography, imaging performance is task dependent®* and will generally be
different for microcalcifications and masses.>** The photon energy dependence of lesion
detection will depend on the type of object that is being detected. Accordingly, there may
be different optimal values for malignant masses and calcifications because of the
different effective atomic numbers of these types of materials.”> Detection performance
may also depend on the specific size and shape of the lesion, breast composition and
thickness,?® as well as the nature of the structured breast background.27 In these cases, a
detailed analysis of the spatial frequency dependent noise and resolution performance of
the mammography imaging system may be required to generate a full description of the

overall signal to noise ratio. It is possible that for more complex imaging tasks than the
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one adopted in this study could result in optimal x-ray tube voltages that differ from the
value of 27.3 kVp.
Digital mammography systems are likely to significantly differ in terms of the x-ray
spectra®®, and also use different types of x-ray detector systeﬁls to acquire the image. The
object under investigation was relatively large, and thus spatial resolution is not a
signiﬁcant factor to be included in analyzing relative imaging performance with
radiographic technique factors. Differences between this imaging system and other
- comparable types of digital mammography systems relate to the effective photon energy
Qf the x-ray beam as well as the scatter to primary ratio in the détected x-ray signal.
Differences in effective photonvenergy and scatter to primary ratio at the image receptor
could result in different values of the optimum x-ray tube voltage for this type of imaging
~ task. One important advantage of using a standard phantom for assessing dose and image
quality is the ability to directly compare two systems.?” The results reported in this study
were obtained with an ACR phantom readily available in other laboratories that permits
our results to be directly inter-compared with those achievable for ‘any other type of

digital mammography imaging system.
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TABLES

Table 1. Summary of digital radiographs obtained of the ACR phantom

Series | Constant parameter Variable parameter # of images
1 mAs (80) kVp (24, 25, 26, 27, 28, 29, 11
30, 31, 32, 33, 34)
2 kVp (28) mAs (5, 10, 20, 40, 80, 120, 160, 12
240, 325, 400, 450, 500)
3 mAs (80) & kVp (28) Five repeat examinations (obtained to 5%

estimate the experimental precision)

*A total of seven images were available for the precision measurements, which included

exposures at 28 kVp and 80 mAs in series 1 and 2.
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Table 2. Absorbed dose summary for the digital mammography system obtained at a

constant tube current-exposure time value (80 mAs).

X-ray tube voltage Entrance skin Half value layer Mean glandular
(kVp) exposure (R*) (mm Al) dose (mGy)
24 0.718 0.303 1.12
25 0.841 0.316 1.35
26 0.960 0.330 1.61
27 1.08 0.340 1.88
28 1.22 0.350 , 2.16
29 1.35 0.360 ’ 2.48
30 1.49 0.369 2.82
31 1.63 0.376 3.14
32 1.79 0384 3.50
33 1.94 0.389 3.88
34 2.11 0.400 432

*IR=2.58x10" Ckg™
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List of Figure Captions
Figure 1. Digital radiograph of the ACR accreditation phantom obtained at 28 kVp and
80 mAs The white circle in the bottom left is due to the presence of the 4 mm thick disk
(1 cm diameter) added to the phantom for this exposure.
Figure 2. Plot of the background disk intensity versus selected radiographic technique: a)
intensity versus mAs, where the solid line is a least squares fit to straight line (r2 >0.99);
b) intensity versus x-ray tube potential where both abscissa and ordinate are on a
logarithmic scale and the Solid line is a least squares fit to a straight line (* > 0.99).
Figure 3. Plot of image contrast versus x-ray tube potential; the solid line is a least
squares fit to straight line for the experimental data points (* > 0.99).
Figure 4. Plot of noise versus selected radiographic technique: a) noise versus mAs,
where both abscissa and ordinate are on a logarithmic scale and the dotted line is a least
squares fit to a straight line (r® = 0.98); b) noise versus x-ray tube potential, where both
abscissa and ordinate are on a logarithmic scale. The dashed line in b) has been drawn
with a slope of -2.9 (see text for discussion).
Figure 5. Plot of contrast to noise ratio versus x-ray tube potential at a constant 80 mAs.
Dotted line is a least squares fit to a second order polynomial (* = 0.99).
Figure 6. Plot of the mAs reduction factor required to maintain the CNR obtained at 24
kVp, where the solid line is a least squares fit to a fourth order polynomial (r* > 0.99).
Figure 7. Plot of the average glandular dose as a function of x-ray tube potential obtained
at a constant contrast to noise ratio. The solid line is a least squares fit to a fourth order

polynomial (r* > 0.99).
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