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Beyond image cubes: an agile lamp for practical, 100% photon-efficient
spectral imaging

Peter J. Miller, Richard M Levenson, Cambridge Research & Instrumentation, Inc.
35-B Cabot Rd, Woburn MA 01801

ABSTRACT
Hardware for obtaining spectral image cubes using filters or interferometers, though capable of revealing subtle aspects of
composition, is typically expensive, bulky, slow, and often provides poor spatial resolution. In addition, a great deal of
computer processing is needed to extract information from the raw data: interferometers must perform FFTs on megapixel
data sets; all approaches involve calculations of spectral indices in order to classify or analyze the scene into its components.
Consequently, spectral imaging techniques have been adopted only by a small, pioneering community.

We report on a novel agile lamp for imaging which produces illumination having any desired spectral flux distribution
ranging from pure spectral bands to precisely-tailored, complex polychromatic functions. This lamp, together with a CCD
camera, is suitable for use in most spectral imaging applications, and by enabling one to directly image the scene in the
spectral measure of interest, it eliminates the need for computer processing. Using matched filtering, one can obtain full
information from all spectral bands in a handful of exposures with optimal signal-to-noise. The lamp is long-lived and
spectrally stable. It will be affordable, compact, and rugged, and its spectral output can be adjusted within one millisecond.
Finally, as there is no interferometer or other optics involved, imaging is 100% photon-efficient. Use of spectrally agile
lamps in various multispectral applications is expected.

Keywords: spectral, imaging, matched filters, tunable, illumination, segmentation.

1. INTRODUCTION
Most spectral imaging of two-dimensional scenes is presently performed with tunable filters'™, interferometers™®, or
dispersive apparatus’ to measure or calculate an image cube comprising a spatial representation of the scene at a variety of
wavelengths. Subsequent computer analysis such as classification or pixel unmixing is used to determine the information of
interest. An interesting exception is the ISIS system®® where the apparatus directly records the parameter of interest by
subjecting the light to a spectral filter matched to that parameter, then measuring the beam intensity. Yet even this instrument
has its drawbacks: it is costly, complex, and images only a line of a scene at a time.

In general, the power of spectral imaging to reveal
subtle features has enabled fruitful research, but to
Precise white light illuminant date few applications have been identified where the

_ Light out via fiber (CIEC, 6500 K, e.¢) benefits of spectral imaging are sufficient to outweigh
* the cost, complexity, and reduced measurement speed
X LN ‘

that it entails. Fundamentally, most spectral imaging
approaches are intrusive in the sense that their use
Control and

Somercable \ “m“ excludes conventional, non-spectral operating modes;

R-G-B

at best, these systems add additional equipment to

Spectrometer bypass the spectral apparatus. Thus anyone

------- considering use of spectral imaging in a practical

| application must choose between a conventional

‘ ”lﬁ Matched-filtration approach and a spectral approach. This has proven a
barrier to adoption of spectral measures.

The present work explores a different approach to spectral imaging, based on tailored spectral illumination, that can use
conventional (non-spectral), RGB, photometric, colorimetric, spectral imaging, and matched filtering modes interchangeably.
Several of these modes can be combined fruitfully, in a way that nearly eliminates the need for computer processing in order
to obtain the sample parameters of interest. This approach appears quite practical and offers an easy migration path from
conventional to spectral techniques.

Biomarkers and Biological Spectral Imaging, Gregory H. Bearman, Darryl J. Bornhop,
Richard M. Levenson, Editors, Proceedings of SPIE Vol. 4259 (2001) 1
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2. PRINCIPLE OF OPERATION
Figure 1 illustrates the principle of tailored spectral illumination. A spectrally agile lamp produces light across a spectral
range, with independent control of the intensity at each wavelength band. The lamp can produce light in a single wavelength
band, or in multiple bands, or in all bands at once. Indeed, it has as its goal the production of essentially arbitrary
distributions of spectral radiance, under computer control.

The construction and design of the illuminator will be addressed in a subsequent paper, but its performance is briefly
summarized here. Reconfiguring to a new spectral radiance distribution takes approximately 1 ms, and the brightness at any
wavelength can be adjusted over a range of greater than 2500:1. The prototype instrument has 29 bands spanning the visible
range in 10-nm steps, but other ranges and spectral resolutions are possible. The adjustment of flux is linearized to 3% or
less, and the output intensity of the lamp is stable within 1% after warm-up. Its optics are designed to ensure the output is free
of spectro-spatial artifacts such as color shifts across the image.

The overall imaging system consists of a spectral illuminator, sample and associated optics, a monochrome imaging detector,
and control electronics such as a PC.

3. CALIBRATION
The signal induced at the detector by light in an infinitesimal spectral band centered at Ay and having width dA is given by

D(o) = I(Ao) S(Ao) R(Ao) dA (1]

where D() is the signal produced at the detector, I() is the illumination flux, S() is the spectral response of the sample, and R()
is the detector responsivity at wavelength A. S(A) may indicate reflection, transmission or scatter, depending on how the
sample is being illuminated and viewed, (i.e. by a transmissive, reflective, or scattering arrangement). In the present context,
these are equivalent so long as the wavelength of light is substantially unaltered by its interaction with the sample.

One can rewrite the above equation in terms of discrete bands, provided that the bands are chosen to be sufficiently narrow
that neither sample response nor detector responsivity varies greatly within a given band. Then one may write the expression
for the contribution from light in the j-th band as

D(j) =1() SG) R() dA, [2]

To obtain calibrated values for S(A). one normalizes the sample readings by readings taken using a standard such as a white
card (for reflection measurements) or a transparent reference (for transmission measurements). This normalization is
performed on a band-by-band basis. and tvpically for the standard S(A) = 1, leading to a signal of

D(j) = 1(j) R() dA; (3]

when the standard is read. From this measurement, one can determine the sample property S(j) by taking the ratio of the
detector readings when the sample is present, relative to when the standard is absent, as:

S(j)measured = D(j)sample / D(j)smndard = l(J) S(J) R(J) d}\g / I(J) R(]) dk} = SO) [4]

This is typically done by setting the spectral illuminator to produce each wavelength band in turn while recording the detector
reading D(j), under both sample and standard conditions; the point-by-point ratio vields the sample response S(j).

But the readings D(j)sundarg are especially significant for the present system. They indicate the reading for a given spectral
band at the illuminator setting used for that exposure. Since the illuminator output is continuously variable, it is possible to
adjust the illuminator settings so as to attain a sought-for reading at the detector. which we denote as K. By doing so in all
bands, and recording the illuminator brightness settings C(j) required to meet this condition, one can calculate a calibration
table of scale factors a.(j):

a() =K/ CG) (3]

2 Proc. SPIE Vol. 4259



The scale factor oj) is the detector response per unit of illuminator flux in band j, and it will be used in several of the
operating modes discussed below. Once the values for ofj) have been determined, there is no need to repeat the measurement
of the standard unless the apparatus is disturbed or altered. :

4. RGB, PHOTOMETRIC AND COLORIMETRIC USES
The spectral illuminator can be used in several, complementary operating modes. All are compatible with conventional (non-
spectral) imaging. First, if all wavelength bands are turned on, one can perform white-light observations, either using the
detector or visually. However, since the intensity in each spectral band is adjustable, it is straightforward to produce
illumination that matches the CIE A, daylight, CIE C, or other desired illuminant, weighted by the spectral response of the
detector. This is achieved by setting the individual bands in the spectral illuminator according to:

CG) =FQ) oh) (6]
where F(j) is the spectral distribution of the desired illuminant. This calculation includes all corrections for the spectral

response of the detector. In this mode, the spectral illuminator provides a well-known, standard illuminant whose overall
intensity level can be adjusted over a wide range without altering the color temperature.

The settings of the spectral illuminator may be further weighted by the luminosity function L(), by operating with
C() =FQ) L) o) {71
in which case the detector will produce a luminance image of the sample, when illuminated by the chosen illuminant.

Similarly, the spectral illuminator settings may be weighted by a chosen illuminant times the tristimulus functions X(), Y(),
and Z():

C() = X() F() a() [8a]
C()=Y() FG) o) [8b]
C()=Z() FG) o) [8¢c]

and by sequentially imaging the sample under the conditions [8a], [8b], and [8c], precise colorimetric values are obtained at
every pixel in the scene. From the colorimetric values, one can derive RGB values of extremely high fidelity by a linear
transform, specifically multiplying the [XYZ] values at each pixel by the inverse of the chromaticity matrix of the target
primaries. The resulting color images have essentially zero color error, since the illuminant was controlled, the spectral
response of the detector is corrected for, and the RGB values are derived directly from tristimulus values. This stands in
contrast to conventional RGB images, where the primaries used for acquisition bear only a rough resemblance to the ideal
curves.

Alternatively, when less exacting color is sought, one may take three exposures, during which time the spectral illuminator is
set with channels corresponding to red, green, and blue turned on, in sequence. This can be done at video rate or faster, given
the response time of the illuminator (1 ms).

5. USE IN COLLECTING IMAGE CUBES
A spectral illumination system can be readily used to obtain image cubes, by turning on one band at a time and recording the
corresponding image at the detector for each band in turn. This operating mode is essentially standard band-sequential
spectral imaging, albeit with the benefit that light is filtered before reaching the sample, rather than when passing from the
sample to the detector.

There appear to be some benefits to using a spectral illuminator approach. Only light of the target spectral band is presented
to the sample, minimizing overall flux at the sample. This is useful for measurement of light-sensitive samples, as is the case
with retinal imaging. Since there are no lossy optics between the sample and the detector, nearly all photons that exit the
sample will reach the detector. Hence, a photon-efficiency of nearly 100% can be achieved.

Proc. SPIE Vol. 4259 3




6. USE IN MATCHED-FILTER IMAGING
The spectral illuminator is ideal for implementation of matched filter algorithms'® ! that extract full spectral information
from many bands at once. For each exposure, the spectral illuminator settings are chosen to produce the desired matched
filter corresponding to a selected species or class. The light reaching the detector is the product of the illumination function
times the sample spectral function S() at each wavelength, summed across all bands. By simply measuring the flux at the
detector, one obtains the weighted spectral function of interest for the sample. There is no need for computer processing to
extract the information from an image cube, and the operating speed is directly improved as a result.

This is an extremely powerful imaging mode, for which there is no analogy in systems based on tunable filters or
interferometers. It most nearly resembles the ISIS instrument, but whereas ISIS produced a line image by means of dispersive
optics with a spatial light modulator to provide the spectral weighting, a spectral illuminator system obtains a full high-
resolution image of a two-dimensional scene simply by imaging it under the properly tailored iliumination. As a result, a full
weighted spectral image can be obtained at video rates.

Since the contribution of the spectral bands is summed optically, without lengthy computations; and the use of multiple
spectral bands does not call for additional exposures, just more bands in the tailored illumination; there is no penalty for
utilizing the full spectral signatures of the species involved. So, unlike nearly all alternative approaches, there is no trade-off
between using many bands for high accuracy, and the desire for a practical, high-speed system.

There is a natural fit between this imaging mode and the image-cube mode just discussed. Specifically, first one would take
an image cube of a region in band-sequential fashion (with flux in only one spectral band at a time)and then analyze that
image cube using a technique such as projection pursuit to determine a matched filter set that maximally distinguishes the
species of interest. Subsequently, one may image other samples rapidly, with full spectral information, by recording the

detector response while programming the

spectral illuminator to the matched filter
settings derived from the image cube data. This
is especially valuable in cases where the
Take a Measure X
spectral collected spectral signatures may change somewhay over
data cube spectrum in time (of from batch to batch), but will be
image region reproducible within a sample (or batch) that
—> contains many regions. Only once is it
necessary to obtain and process the image cube,
Create matched while all subsequent regions can be rapidly
Tiennt imaged utilizing the matched filter thus
Take single obtained.
image with
new illuminant This process is illustrated in Figure 2. One can
<4+— analogize that the characteristic spectrum of a
given target species is akin to the ridges and
valleys on a key. The acquisition of an image
Figure 2 T4 141595 15 16 16 1 cube, and the analysis of that data to generate a
matched filter, corresponds to determining (or

more properly, estimating) the exact shape of
the key for the species being sought. By setting the spectral illuminator to produce the specified matched filter, and imaging
other sample regions, one is tries the sample with the key measures the presence (or degree) of response. The latter activity
occurs with great speed and great selectivity since the entire key is tried at once.

The same apparatus is employed for the determination of the key shape, and the subsequent use of the key; only the settings
of the spectral illuminator are altered, which is done rapidly, under computer control.

7. VISUAL IMAGING MODES
A spectrally-tailored illuminator can be used for visual imaging of samples, without any camera or detector. At the simplest
level, it is a lamp with reproducible color temperature and quantitative spectral distribution. As discussed in Section 4, one
can also implement a variety of illuminants such as CIE A, C, daylight, and so on. Further, the overall intensity can be
adjusted up or down as needed without changing the spectral qualities of the light. This mode entails a different calibration

4 Proc. SPIE Vol. 4259



protocol. Normally, the imaging detector is used to derive the illuminator calibration constants o.(j); this is convenient and
insures that one compensates for the spectral response of the detector, which is desirable. However, to produce illuminants
such as CIE A for visual use, a detector with known spectral response must be used, and its own spectral response factored
out, when deriving the calibration constants.

Another mode exists in applications where one wishes to highlight or exaggerate the difference between regions with similar
spectra. An example is the detection of counterfeits, where two objects may be metamers (or nearly so). That is, they have the
same apparent color under one type of illumination but their colors appear different under another illuminant. This arises
when one color-matches to an object using pigments of a different chemical makeup. Such a counterfeit can be detected by
spectral analysis, but this is cumbersome and unnecessary. Because the pigments have different spectra, the counterfeit
cannot perfectly match the sample for all illumination conditions; and by setting the spectral iluminator to blink alternately
between a pair of suitable states, one can identify counterfeits by the contrast (or lack thereof) at the blink frequency. Suitable
states can be determined by acquiring image cubes of both spectra, then deriving a pair of illuminants C;(j) and C,(j) which
meet the conditions:

Zaj {C10) Sreat() XM} = Zanj {C20) SeeaG) X()} [9a]

Zani {C1() Sreat() YO} = Zanj {C2() Seeat(G) Y()} [9b]

Za1; {C10) Swa) ZG)} = Za; {C20) Swea) Z(G)) [9¢]

and

Za1j {C10) Seeat() X(G)} # Zanj {C2() Scounterteiz() X()} [10a]
Eallj {Cl(]) Sreal(j) Y(])} * z"allj {C2(J) Scounterfeit(j) Y(‘)} [IOb]
Zatj 1C10) SreatG) Z(G)} # Zanj {C2() Scounterreir(i) Z()} [10c]

The former conditions express the requirement that the real object have identical appearance under either illuminant, while

the latter require that there be a difference in appearance for the counterfeit.

TABLE 1. Spectral Filter Tunable Imaging Dispersive ISIS
Hluminator | Wheel Filter Interferometry | Imagers

Acquisition very high medium medium medium-low medium high

Speed 2 0.1 —0.5 0.1 (0.025 —0.1 5 =50
processed processed processed processed processed processed
regions/sec) | regions/sec) | regions/sec) | regions/sec) lines/sec) lines/sec)

Cost low low moderate high moderate very high

(spectral (< $5k) (< $3k) (< $10k) (> $25k) (< $10k) (> $100k)

components)

Complexity low low medium medium medium high

Spatial very high medium high medium varies varies

Resolution (> 4 Mpixel) | (<1 Mpixel) | (2 Mpixel) (<1 Mpixel) (swept-slit)

Spectral medium varies medium varies varies medium

Resolution (5—30nm) | 2—100nm)| (5—30nm) [ (0.25—20nm) | (0.05-10 nm)

Ease-of- easy medium medium to medium to hard | medium hard

integration hard

Spectral medium low varies varies high high

Sensitivity (29 bands) “4—10 (3—50 (10-256 (>128 bands) (>50 bands)

bands) bands) bands)

Computing low-medium | medium high very high very high low

burden

Notes illuminant mechanical polarized requires swept-slit swept-slit
only light transform system system
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8. COMPARISON WITH EXISTING TECNHIQUES
Tailored spectral illumination is compared in Table 1 against existing techniques including filter wheels, tunable filters
(LCTF or AOTF), imaging interferometry, dispersive, and the ISIS system. In terms of acquisition speed, cost, complexity,

computing burden, spatial resolution, and ease-of-integration, the spectral illuminator is unsurpassed. Its greatest limitations
are that it cannot be used at all for emission-side fluorescence spectroscopy or Raman spectroscopy; nor where there are other
illuminants, such as airborne remote sensing, agriculture, and the like. One can well imagine its use in biomedical
applications such as retinal imaging, colposcopy, and in endoscopic procedures; it may prove useful for imaging of the skin,
if ambient light can be adequately excluded.

As the spectral illuminator is a non-imaging optical apparatus, it is considerably simpler, more economical, and easier to
integrate into an instrument than the equipment used in competitive approaches such as tunable filters, interferometers, and
the like. Also, it eliminates the intensive computing burden of alternative methods, greatly increasing instrument throughput
and further reducing system cost. Taken together, these factors result in a much more practical and robust system.
Consequently it should be competitive for a wider array of uses, including industrial and clinical applications.

Perhaps the most striking feature of tailored illumination is that it is compatible with established (non-spectral) methods, by
the expedient of operating it as a simple broadband lamp. The importance of this cannot be overstressed: most spectral
devices cannot provide the conventional features and operating modes that the user community is familiar with. Or, the
familiar feature is available, but with greatly reduced speed, sensitivity, or ease-of-use due to the presence of the spectral
equipment. Overall, a user must set aside their normal favored practices to pursue a multispectral approach. This has proven a
severe barrier to adoption in all but the research environment, since their practical benefits are not yet accepted widely in the
user community. For multispectral methods to access wider markets, an evolutionary, rather than revolutionary approach is
needed, and this is offered by the spectral illuminator.

9. CONCLUSIONS
The concept of a tailored spectral illuminator has been presented, along with an exploration of the operating modes that are
thus enabled. Construction of the illuminator will be addressed in a separate paper. A system of this type is may be operated
as a broadband (white-light) source; it provides precise illumination as a CIE A, C, or other illuminant; it corrects for spectral
response of the imaging detector used; it enables quantitative colorimetry and precision RGB imagery; it can be used to
acquire image cubes by operating it as a band-sequential spectrometer; it can be used to perform matched filter imaging
without the need for any computing whatsoever; and it can be used to highlight visual contrast for detection of metamers.

The spectral illuminator is rugged, practical, and easily integrated into a variety of instruments. Particular emphasis is placed
on the fact that it is backward-compatible with existing (non-spectral) measures, so as to provide an easy adoption path from
present techniques to multispectral-aware techniques.
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Compact hyperspectral imager for low light applications
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ABSTRACT

A high-performance hyperspectral imaging module with high light throughput suitable for microscopy and
analytical imaging was built and tested. The imager utilizes the phenomenon of optical activity. The new technique provides
information from a continuous spectral range of 250 — 1000nm. Similar spectral range extended to the near IR is also
achievable. The imager has the form of a small module which can be inserted between a microscope or other imaging
system and a camera. We have tested an 8-bit CCD video-rate camera with satisfactory results. The resulting instrument is
simple, robust, and highly compact. The imager module is placed in-line to the microscope imaging system and does not
introduce observable image aberrations. The imager is transparent to conventional imaging operations, thus with the imager
in-place there is no need for reconfiguration of the microscope or switching between conventional and hyperspectral
video/digital imaging modes. The presented spectral imager answers the need for a sensitive, compact, and affordable
imaging spectrometer. The instrument is suited for applications requiring parallel acquisition of highly resolved concurrent
spatial and spectral information such as high throughput screening. biochip analysis. remote sensing, semiconductor testing,
etc. Images, spectral maps, and spectra of various fluorescent objects are presented.

Keywords: Hyperspectral, spectral imaging, imaging spectrograph. optical activity

1. INTRODUCTION

Spectral imaging has found its place in applications ranging from astronomy and airborne monitoring to forensic and
biomedical sciences or industrial quality and process monitoring. There is growing need for a sensitive hyperspectral imager
with high spatial and spectral resolution which can perform well under low light conditions.

Spectral imagers can be divided into two major categories. The first category contains sequential techniques. The
simplest can utilize a set of fixed bandpass filters for spectral filtering'~, other can employ tunable filters based on liquid
crystals (LQTF)’ or acousto-optic modulators (AOTF).* Still another approach can utilize spectrographs coupled to imaging
devices.”” The second large family of spectral imaging methods is interferometers. Such devices comprise different
embodiments of optical-path-difference (OPD) generators. The OPD can be generated e.g. by a movement of some element
of the interferometer.®” or can be induced by an external perturbation of the optical medium. An example of such a device

could be an imaging interferometer based on a liquid crystal retarder'.

We present a new spectroscopic imaging technique based on the phenomenon of optical activity. Although the principle
of operation is different, the imager provides a multiplex/multichannel capability and therefore resembles interferometric
imagers. Besides the small size. wide spectral range. and high light throughput. another advantage of the presented
hyperspectral imager is that it can be inserted into the light beam without changing its direction or introducing optical
aberrations. An inactive hyperspectral module is optically passive and does not interfere with conventional imaging
operations. This feature makes switching between conventional and hyperspectral imaging modes extremely easy.

2. PRINCIPLE

A principle of the new method was first described by Herman and Vecer'' and is schematically depicted in Figure 1.
The method utilizes a phenomenon known as the dispersion of optical rotation. The polarization plane of linearly polarized
light rotates during propagation through the optically active medium (rotator) and the rotation angle ¢(A) depends on the
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wavelength of the radiation. Having polarized polychromatic radiation with the total intensity [ =j I(A)dA, the

polarization planes of different spectral components become angularly dispersed after passage through the rotator. Therefore
the total output intensity R of light emerging from the output polarizer (analyzer) is:

R=[I(A)cos’ [, +@(A)]dA > &)
2
where I(A) is a spectrum of the analyzed light, @, denotes dRQ\) = dIQA) cos 2[p(M)]
a fixed angle between polarization planes of the polarizer N
and analyzer. For practical purposes it is advantageous to Active medium °)
set polarizer and analyzer to the parallel position, e.g. ¢,= (rotator) \(

0. By choosing an appropriate material and configuration
of the rotator, it is possible to construct a rotator with
variable rotation power. This means that the rotation
angle @(A) can be varied by changing a proper physical
parameter p of the rotator, ¢(A)=¢p(A,p). The p is a
generalized variable embodying a concept of controlling

Polarizer

the optical rotation by some direct or indirect means. — M
Parameter p can represent a physical state or characteristic B i — )7:5

of the rotator or it can represent another influence used to
control the rotation of the rotator. More specifically the
parameter p could represent thickness of the material,
concentration of the optically active medium, magnetic Figure 1: Schematic representation of the new method for the spectral
field for magneto-optic rotators, etc. With a variable | analysis of light

rotator, the output light intensity can be measured as a
function of p:

R(p) = [I(1)cos* [¢( % p)JdA- @)
A

The function R(p) we further call a “rotogram”. Once the rotogram R(p) is measured for a set of values of p, the spectrum
I(A) is calculated from Eq.(2).

The rotator should be made from material exhibiting high dispersion of optical rotation and high overall optical
rotation. Generally, the higher dispersion of the rotation the material has, and the higher overall rotation the analyzed light
experiences, the higher spectral resolution and accuracy can be
expected. In other words, in order to spectrally resolve two closely ~ Table 1: Specific optical rotation for crystalline
spaced spectral lines, their initially coincident polarization planes  uartz

have to exit the rotator with significantly different polarization Wavelength (nm) Specific optical rotation
angles. The material of the rotator should also be transparent for D(A) (deg/mm)
light in the desired spectral region. In the presented embodiment of 214 236.0

the hyperspectral imager we have used a rotator made from 325 80.5
crystalline quartz. Although a number of other optically active 527 27.5

materials exists'>"’, we have chosen crystalline quartz since our 760 12.7

intention was to build an imager capable of operation over the

continuous UV/VIS/NIR region. Quartz is transparent from deep UV to IR and when light propagates along the crystalline
axis, the crystal exhibits optical activity with significant dispersion of the specific optical rotation D(A). This is an important
requirement for a good spectral resolution. As seen from Table 1, D(A) of quartz decreases with increasing wavelength. The
polarization plane of light with shorter wavelength rotates more than the polarization plane of light with longer wavelength.
The rotation angle can be expressed as:

(A, d)=d-D(A), &)

where d is thickness of the medium.
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Figure 3: HSI module mounted on the camera port of
Figure 2: Schematic diagram of the hyperspectral imager a Zeiss Axiotron microscope.

When d=0 the rotator dos not exhibit any overall optical activity and does not rotate the polarization plane of light at any
wavelength, e.g. ¢(A4,0) = 0. This is an important property, since at this position the rotator does not modify polarization

state of the beam. Examination of the Equation 2 shows, that the measured output intensity equals the total light intensity
entering the rotator, / = J. I(A)dA . Such rotator has several advantages. Quartz is a highly stable, optically homogenous,

material with very small temperature dependence of its optical properties. The design of the rotator gives superior
uniformity of the polarization plane rotation across the aperture. The surfaces of the rotator can be manufactured to the
highest optical quality and AR coated. Those are important requirements for diffraction-limited, aberration-free imaging
through the rotator. When a two-dimensional detector is placed in the image plane located behind the HSI module, Figure
2., the multiple detector elements enable rotograms at all pixels to be collected simultaneously. The multiplexing action of
the instrument allows all the spectral frequencies to be measured concurrently. This means, that the data stack built from
images acquired for different values of d, can be transformed according to Equation (1) to the spectral cube. Then, based on
a calculated spectrum in the each pixel location, additional classification of the image can be performed.

3. CONSTRUCTION OF THE SPECTRAL IMAGER

A schematic diagram of the hyperspectral imager is shown in Figure 2. The hardware part of the imager consists of
a compact HSI module shown in Figure 3, input and output optics. and a camera which is not shown in Figure 3. The HSI
module contains a computer controlled quartz rotator with replaceable elements, and two high-quality Glan-Taylor
polarizers. Since the module does not change the direction of the light beam, it can be inserted in-line anywhere between the
Optical system 1 and the Optical system 2 of Figure 2. The Optical system 1 can be any kind of an infinity-corrected optical
system. It could be e.g. infinity corrected microscope objective or conventional camera lens or telescope with an optical
adapter, which provides an infinity correction. The Optical system 2 forms an image on the 2D detector.
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The module is compact, having a volume of approx. 22 cubic inches, and is equipped it with a standard 8-bit BW
video-rate camera. We have chosen an 8-bit video camera in order to demonstrate and verify capability of the imager under
most unfavorable conditions. We understand that using a
. high dynamic range, slow-scan CCD would enhance
e T performance of the imager. Since we wanted to preserve
the field of view of the camera, the HSI unit was
designed with a clear aperture of 15x15mm. The size of
| the HSI unit can be also considerably scaled down, if
604 -/ needed, by limiting the aperture of the crystals and
50/ replacing the bulky Glan-Thomson polarizers by a

" T " T " T - y polarizing film. The latter would, however, compromise

250 400 600 800 1000 the light throughput, since transmission of the sheet

Wavelength (nm) polarizers is typically lower in the UV/VIS region than

Figure 4: Transmission of the optical components in the HSI transm.is.sion of calcite polarizers. The movable elefnent

module for linearly polarized light. comprising the r(')tator was mounted on a lmez_lr

translation stage with positional accuracy of Sum. This

corresponds to the accuracy of the polarization-plane

rotation of about 1degree at 250nm."* In order to extend usable spectral range farther to the UV region, a higher positional
accuracy would be required to in order to obtained well-sampled rotograms.

Rotator

Polarized Transmission (%)
~
e

The transmission response of the optical components in the HSI module is presented in Figure 4. The HSI module has
an overall polarized transmission of 35% at 250nm and over 75% for wavelength longer than 400nm. For standard
microscopy applications, however, the spectral range is further limited below approx. 360nm by transmission of the
microscope objective and optics. To take advantage of use the full spectral range of the imager, UV optics would be
required.

4. RESULTS AND DISCUSSION

A performace of the new hyperspectral imaging technology is demonstrated in Figures 5-10. In order to demostrate
sensitivity of the imager to the changes in the spectral position and spectral bandwith of the well-defined input radiation, we

L il +/-
Interference Filter (545+/-5)nm Interference Filter (545+/-5)nm

Input: whitelight + __ |\ ¢erence Filter (550+/-20)nm

O Interference Filter (550+/-20)nm

\ Measured
\ (538+/-4.5)nm

\
/ (544+/-16)nm

\
\
\
\
\

Rotogram R(Ad)
Normalized Intensity

\
\
N\

~

480 500 520 540 560 580 600 620
Ad (mm) Wavelength (nm)

Figure 5: Sensitivity to the position and half-width of the spectral peak. Sample was illuminated by a white light from Xe-arc lamp.
Signal was collected through an interference filter (545 +/-5) nm (solid line) or (550+/-20) nm (dashed line) inserted in the emission
path. The left panel shows rotograms, the right panel shows corresponding calculated spectra.

illuminated sample with a white light and collected the reflected signal through two different interference filters, Figure 5.
One of the filters had a peak transmission located at 545nm and symetrical bandwith of 10nm. The second IF filter had a
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peak transmission red-shifted Snm to 550nm and broader bandwith of 40nm. The left panel of Figure 5 shows rotograms
measured at the same spatial location in the image. It is seen. that as the efective optical thickness Ad of the rotator changes,
the detector receives varying light intensity R(Ad). An examination of Equation (2) reveals, that for a monochromatic input
light the rotogram R(Ad) should have a pure cosine square form. Any attenuation of amplitudes of the oscilations is a
signiture of a finite spectral bandwith of the light. Such predicted behavior is clearly seen from rotograms in Figure 5. The
effect is more pronounced for the rotogram taken through 40nm bandwith filter. The wavelength of the light is reflected in
the periodicity of the oscilations. One period in the rotogram represents rotation of the polarization plane by . Since
specific rotation of quartz decreases with increasing wavelength, Table 1, the period of oscilations increases for longer
wavelength. Due to the good rotational dispersion of quartz, a Snm wavelenght shift results in a significant change of the
rotogram periodicity. Spectra recovered from the measured rotograrotograms are presented in the right panel of Figure 5.
The spectra mimic well the transmission profiles of the interference filters used. The slight blue shift of the spectral maxima

8
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Fig 7: Uniformity of the spectral image. Spectral profile is
Fig 6: Deviation of a measured wavelength from the expected taken diagonally across the spectral map of a diftuser

value for an uncalibrated HSI unit. illuminated by a white light. Signal was collected through an
interference filter (545 +/-5) nm inserted in the emission path.

agree with the wavelength calibration curve of the imager, Figure 6. The shift can be eliminated by a proper wavelength
calibration.

We have also examined flattness of the spectral field of the imager. Figure 7 shows diagonal profile across the spectral
map for a sample illuminated by a white light and observed through a filter with known transmittance. The spectral map was
found to be flat with standard deviation of approx. 1 nm from the mean value. Similar results were obtained also for other
wavelengths from the spectral range of the imager (not shown).

Figure 8 shows low magnification image (10x) of a mixture of Ludox microcrystals stained by Rhodamine 110 (A, =
525nm, in solution), and Rhodamine B (A, =580nm). The fluorescence intensity image was taken with the hyperspectral
module present in the lightpath and set to the “zero state” when the imager is spectrally passive and transmits undistorted
intensity 1mages The upper right panel shows a pseudocolored spectral map. The resulting spectral map closely resembles
visual impressions or images of the object taken by a RGB camera. The stack of images can be processed and pre-clasified
within several seconds using a high-speed approximation on a PC computer. The full spectral analysis can then be
performed on a pre-classified image which highly reduces processing time. It is seen that the spectral map shows sharp
spectral contrast between different components. The lower panels of Fig.8 show unnormalized rotograms and normalized
calculated spectra at three different locations. indicated in the images. The measured spectra agree well with spectra of the
chosen dyes and both spectral components are correctly resolved in the overlaying region.

Figure 9 shows hyperspectral image analysis of the 15um Focal Check double-stained fluorescent microspheres
(Molecular Probes, Inc.) The beads are stained dark-red throughout (A, = 680nm)and green on the surface (A, = 515nm).
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Fig. 8 Intensity image and a pseudocolored spectral map of a mixture of microcrystals
stained by Rhodamine 110 and Rhodamine B. The lower panels shows rotograms and
corresponding spectra collected from the places indicated in the images. Excitation was
done by a Xe arc-lamp at 450nm, emission was collected through 480nm long-pass
filter.

Intensity image presented in the left
panel was taken through the HSI
module in the zero-state and does not
indicate any optical distortions caused
by the imager. The pseudocolored
spectral map correctly indicated
different spectral properties of the
beads surface (not shown). Since the
image was taken in the fluorescence
wide-field mode, we cannot eliminate
contribution of the out-of-focus light.
Then it is reasonable to expect some
contribution of the signal from the
surface of the sphere to be present in
the signal taken from the inside of the
bead. This effect is seen from the
spectra in Figure 9. The spectra exhibit
different proportions of the red and
green components in the center and at
the surface of the spheres. As
expected, both green and red emission
was detected with the green emission
dominating the signal from the surface
of the bead . The oposite is true for
signal from the bead interior. Part of
the red signal collected from the
surface of the bead was caused by the

5x5Spixels data integration area. The
measured positions of spectral peaks
agree reasonably well with expected values from literature being 516nm and 662nm for green and red fluorescence,
respectively. Positions of peaks were stable and reproducible within several nanometers for different preparations of beads.
Since the measurements are reproducible, any measured wavelength inconsistency can be eliminated by a proper calibration
procedure.
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Figure 9: Image of the 15um Focal Check fluorescent bead stained dark-red throughput with green fluorescent ring. The left panel
shows an intensity image taken through the HSI unit in the “spectrally pasive” position. The right panel shows spectra recovered
from spots marked in the image. The spectra were recovered from 5x5 pixel spot. Fluorescence was excited by a Hg arc-lamp
through (450+/-20)nm excitation filter. Emission was collected through 500nm long-pass filter.

The next example shows a bovine pulmonary artery endothelial cell stained by a MitoTracker Red CMXRos (Aen ~
600nm), which labels mitochondria, BODIPY FL phallacidin which selectively stains F-actin filaments (A, ~ 515nm), and
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Figure 10: Bovine pulmonary artery endothelial cells stained by MitoTracker Red CMXRos to label the mitochondria, BODIPY FL
phallacidin to label the F-actin filaments and DAPI to label the nucleus. The image was acquired using 460nm long-pass filter and
400/40nm excitation from 100W Hg-arc lamp. The strong emission of DAPI was spectrally truncated in order to see all three spectral
components simultaneously. The slide was purchased from Molecular Probes. Inc.

DAPI which stains the cell nucleus (Ao, ~ 460nm), Figure 10. When excited with a single excitation wavelength at 365nm,
the strong blue DAPI fluorescence with a maximum close to 460nm is dominating the signal. This leaves little of the
dynamic range of our 8-bit detection system for detection of the other two weak components. In order to partially equalize
intensities from different components, we had to red-shift the excitation wavelength out of the excitation maximum of DAPI
and collect only the red tail of the DAPI emission through 460nm long-pass filter. The left panel of Figure 10 shows
fluorescence intensity image taken through the HSI module. We could detect fine cell structures and no deterioration of the
spatial resolution caused by the HSI module was detected. The RGB color map correctly indicated different colors for the
three type of stains. Spectra measured at three characteristic regions are shown in the right panel of Figure 10. Red spots in
the color map, location A, exhibited bimodal spectra with one maximum located around 605nm a weaker one close to
515nm. The red peak correlates with the emission of MitoTracker Red CMXRos and the green peak with the emission of
the BODIPY FL phallacidin. Green spots in the color map, location B. are represented by a solid-line spectrum. By
comparing the dotted and the solid line, it is seen that the spectrum has the same location of the two fluorescence maxima.
The green component is dominating in this case. Existence of the two peaks in the spectra can be explained by an overlap of
the different fluorescent structures and by a contribution of signal from structures located out of the focal plane. A spectrum
recovered from nucleus (dashed line) exhibits three peaks. One is located near 470nm and can be attributed to the tail of the
DAPI emission “shaped” by a 460nm long-pass filter. Other two peaks are close to the emission of the BODIPY FL
phallacidin and MitoTracker Red CMXRos. The noticeable shift of the peaks we attribute to the effect of photobleaching,
which was observed during the experiment. Photobleaching distorts rotograms and is known to interfere with the
measurement.

5. CONCLUSIONS

We have demonstrated capability of a new spectral-imaging technique based on the optical activity and rotational
dispersion of light. A small and simple adapter based on the new technology can convert almost any imaging device into a
high light-throughput hyperspectral imager. On several examples it was shown that a hyperspectral module connected to a
microscope and equipped with an 8-bit video-rate CCD camera yields meaningful spectral data under fluorescence
microscopy light conditions. Future replacement of the quartz rotator will result in a highly compact hyperspectral module
without moving parts suitable for high data acquisition rate applications. Such research is underway at Microcosm, Inc.
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ABSTRACT

Recent papers comparing the relative signal to noise performance of filters and interferometers for visible and near-IR
spectral imaging have reached divergent conclusions. Others have presented the proposition that interferometer systems, by
capturing light from multiple spectral channels bands at once, inherently outperform filter-type systems, which capture a
single channel at a time. In this paper, a general analysis is provided that establishes a basis for comparison between band-
sequential spectrometers and imaging interferometers in the shot-noise limit (set by Poisson statistics of the number of
electrons produced at the detector), and in practice. It is shown that factors such as lamp flicker and sample stability can
introduce much more error than shot noise does. Thus, one must be aware that the use of shot-noise limited detectors does not
ensure shot-noise limited images.

Keywords: Keywords: noise, spectral imaging, interferometry, liquid crystal, tunable filter.

1. INTRODUCTION

The signal to noise of multiple-probe fluorescence imaging experiments has been analyzed for the case of an imaging
interferometer and a band-sequential filter instrument'. This analysis concluded that pixel classification error rates were
significantly lower for the interferometer. Others challenged key aspects of that analysis including how the classification
error was derived from the signal-to-noise of the raw image planes’. Yet while pointing out the limitations of certain
assumptions in the original analysis, the latter group overlooked an error in the derivation of signal-to-noise for the raw
image planes, which is of sufficient magnitude to explain the disparity between the supposed advantage of interferometric
instruments, and the empirical evidence that the two types of instruments yield comparable results in practice.

Here we derive the signal-to-noise of individual spectral bands for an interferometer, a band-sequential spectrometer, and a
spectral illuminator instrument in several operating regimes. First, we consider the light-starved regime encountered in
fluorescence or Raman imaging. Here, throughput is limited by integration time, and one seeks to maximize signal-to-noise
for a given number of incident photons. Next, we consider the bright-field regime. When there is plenty of light, throughput
is paced by readout speed, and one seeks to maximize the signal-to-noise per readout.

Then, consider the case where one wishes to implement a matched filter or other linear-algebraic weighted sum of the
readings in several spectral bands. Finally, we look at experimental factors that reduce signal-to-noise in practice, and
indicate when these factors, rather than shot-noise statistics, determine the overall measurement noise

2. SPECTRAL SHOT NOISE OF INTERFEROMETERS
An idealized interferometer produces a sequence of signal readings e((x) at a detector while various path differences x are
introduced between two beams that are subsequently interfered. From this sequence of readings, termed an interferogram, one
obtains a spectrum ey(A) by Fourier transformation. All wavelengths of light are present at full strength when the path
difference x=0, which point is termed the grand maximum. At other settings, the intensity varies according to & and to the
intensity of each spectral component according to

e(x) =e(0) L (1+ cos(2mx/A))2 dA (1]
In practice, a finite set of measurements is made and the calculation of the spectrum is done using a discrete Fourier

transform rather than a Fourier integral. Further, a given measurement e(x) includes contributions from detector noise and
shot noise, so the actual measured interferogram is

e(x) =ep Jar (1 +cosRmx/A))2 dA + ng(x) + ny(x) 2]
Biomarkers and Biological Spectral Imaging, Gregory H. Bearman, Darryl J. Bornhop,
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where e, denotes the idealized grand-maximum reading.

Shot noise derives from the fact that the detector counts a discrete number of electrons E, for which successive measurements
of the same underlying population vary with a standard deviation given by E2 in accordance with Poisson statistics. Hence
one may consider a measurement to have a noise level given by

n,=E" (3]

In the subsequent analysis, detector read-out noise ng is taken to be insignificant. This assumption is valid when ny << E'?,
which for cooled silicon CCD detectors (ng = 10 electrons) means that signal levels greatly exceed 100 electrons.

Note that the RMS value of the shot noise level ny(x) is not constant, but varies according to the square root of the photon
count, and so is modulated by [,f (1 + cos(2mx/A))/2 dA]"2 Like the interferogram itself, the shot noise varies with x, which
makes the analysis more complicated. Even the exact RMS level of shot noise cannot be stated in general. Since the integrand
varies according to the sample being viewed, a precise signal-to-noise analysis requires knowing the spectral distribution.
However, for a given grand-maximum level, the impact of spectral distribution upon the mean value of n, is not strong. The
results derived here are exact for very broadband light or for monochromatic light, while intermediate distributions may see
RMS values that are at most few percent different.

The interferogram signal ey(x) is given by

e®) =AT [ FA) eA) (1 + cos(Zmx/A))/2 dA] t + ny(x) [4]
where €()) indicates the quantum efficiency of the detector, A is the detector area, T is the transmission of the optical system,

and F()) is the spectral flux density incident upon the system, and t is the integration time of each measurement in the
sequence. After the Fourier transform, one obtains a spectral distribution

&M =AT [hana FQA) €(R) /2 dA] t +ny(}) (5]
or in terms of discrete spectral bands
ef(k)=ATF(k)ek)t/2+nyk) [6]

where F(k) and €(k) denote the integrated flux and mean quantum efficiency of the detector, respectively, across the k-th
band of wavelengths; and ny(k) indicates the shot noise in that band of the transformed signal.

Having determined the signal level, we turn to the question of the RMS noise in the spectrum. While the signal depends only
on the flux in that band, the RMS value of the shot noise depends on the flux in all bands as will now be shown. The mean
signal level in the interferogram is

e(Wmean =AT [l FQ)e1) / 2dA] t} = AT (F.€)t/2 (7]

where F . € indicates the vector dot product of F(A) and £()) across all N spectral bands. This yields a RMS shot noise in the
interferogram signal of

RMS ny(x) = [€(X)mean] > =[A T (F.€) t/2]"? [81
and an interferogram signal-to-noise ratio of
SNR, = [AT (F.€)t/2]" (91

The shot noise ny(x) in the interferogram is uncorrelated from sample to sample; and spectrally random (white), so it is
distributed equally across all N spectral channels. Noise in the N spectral channels adds incoherently (as the root-sum-of-
squares), so each spectral channel has an RMS noise of
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RMS ny(k) = [RMS ny(x)] / N2 (L) = {[A T (F. €) t] 2N}? [10]

and broadband noise across all N channels is {[A T (F. €) t] /2}"%, which is the observed value in the interferogram signal.
Now we can write the signal to noise in band k as

SNR, =e(k)/[RMS nyk)] = {ATF(k)ek)t/ 2}/ {AT (F.€)t] / 2N}"? [11a]
={ATt/2}". {[F(k) e(k) NJ[F .]}}"? [11b]
={ATtey/2}"* - {[F(k) RQE(k) NJ/[F . RQE]}"? [11c]

In the last equation, £ has been broken into two terms, a mean quantum efficiency €, and a spectral variation RQE(k). One
can see that the SNR depends on two terms, one of which is spectrally independent and incorporates the detector size, optics
transmission, mean quantum efficiency, and integration time; and the other of which reflects the relative proportion of the
total flux that falls within that band (weighted for relative detector efficiency).

In the case of broadband light, the signal flux is equal in all bands and the second term in equation {11c] is RQE(k)"2 All
channels have identical signal levels, and each enjoys a signal to noise ratio of

SNR, ={ATte(k)/2}"” - broadband light [12]
while for monochromatic light the second term has value N'2 for the channel containing the light, and has 0 otherwise, so

SNR, ={ATte(k)N/2}" - monochromatic (signal channel) [13a]
=( - monochromatic (other channels) [13b]

This is physically sensible, if one recalls that all channels contribute to the noise, while only the light in a given band
contributes to the band’s signal. So, the best SNR for any given band is obtained when there is no other light present to add
noise. This is a critical result, since it implies that an instrument designer should exclude light from all non-information
bearing channels in order to realize the best SNR.

Similarly, the SNR in the monochromatic signal channel is physically sensible, since a total of N measurements were made
of the signal, each with an average transmission of T/2; this yields an improvement of N"2 in the estimate of signal strength,
compared to a single measurement. Other channels have no signal, and shot noise due to photons in the signal channel is
distributed equally amongst all channels.

To understand the implications of [11c] in cases intermediate between the monochromatic and broadband cases, it can be
helpful to idealize that any given spectral band either has flux, or not; and of the total N bands, M have flux while N-M are
dark. We also idealize a “‘gray’ detector, that is, one for which g(k) = €, for all bands. Thus simplified, we can write
SNR, = {ATPgy/2}"" (NM}'” - M bands present [14]
3. SPECTRAL SHOT NOISE OF BAND-SEQUENTIAL SPECTROMETERS
For a band-sequential spectrometer, the analysis is much easier. The signal when tuned to band k is simply
efk) = AT e(k) F(k) t +ny(k) [15]
and the RMS value of the shot noise ny(k) given by Poisson statistics is simply the square root of this, or
RMS ny(k) = [A T &(k) F(k) t]"? [16]
to yield a signal-to-noise ratio of

SNR , = e,(k) / [RMS ny(k)] = [A T (k) F(k) t]'* [17]
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Note that for a filter-based instrument, both signal and noise are zero in unpopulated bands. In this case, it is not sensible to
describe a signal-to-noise, as the shot-noise model predicts that both the signal and the noise are zero, so the SNR is
indefinite. Instead we must speak of the threshold detection limit set by the transmission and the RMS detector read-out
noise, ng(k)/T.

4. IMPLICATIONS IN THE LIGHT-STARVED REGIME

In equations [11c] and [17], one sees that the SNR varies with observation time as t'2, improving as more photons are
measured. Thus, if these equations hold, it is always possible to improve the SNR by longer observation; indeed, the fact that
more observations provide a better estimate of the mean of a population is a truism of experimental statistics. Thus, any
comparison of SNR between instruments must assess differences in SNR for the same overall data acquisition time. When
one is in the light-starved regime, exposure times are long relative to the time needed to read out the detector, or to
reconfigure the apparatus to change the wavelength (or path difference) between readings. Thus we may formulate the
problem as achieving the best SNR while keeping the total time for all exposures held constant.

We denote the total time available as P, this being the period over which one may update the overall spectral measurement.
For the interferometer, the exposure times are all equal, and if one wishes to obtain an N-band spectrum the exposure time for
each reading is simply t = P/N; substituting this into equation [11c] one obtains

SNR, ={ATPg/2N}". {[F(k) RQE(K)V[F . RQE]}"* - general [18a]
={ATPeg/2N}". (N/M}" - M bands present [18b]

For the band-sequential spectrometer using exposure times of t = P/N, one obtains from equation {17] the result

SNRy = [A T P g(k) F(k) P/N]"? = {A TP ek)} "2 {1/N}"? [19]

Comparison of Equations 18b and 19 indicates that an interferometric approach is favored when N > 2M, meaning less than
half the spectral bands are populated, and a band-sequential approach is favored when the source spectrum is denser than
this. Examples of such situations include species identification, when an experiment labels a region with one of several
spectrally distinct probes, and the goal of the instrument is to determine which probe is present. Thus, an interferometric
approach may be most suitable in fluorescence, rather than bright field, where typically most bands are populated.

Of course, if there is a priori knowledge that only certain bands may be present, the filter instrument will omit those bands
which cannot contain signal; this effectively defines a new N' for the filter system, purged of the bands known to be vacant.
In this case, the band-sequential approach is once again favored. There is no equivalent for an interferometric system, as it
must measure all the points in the interferogram.

5. IMPLICATIONS IN THE BRIGHT-FIELD REGIME
When there is adequate light, exposure times may be considered negligible and throughput is set by readout-speed.
Consequently, one seeks to maximize the signal-to-noise per readout, or more precisely, to utilize the available dynamic
range of the detector as fully as possible. For example, in the bright-field regime, one should select exposure times of each
band in a band-sequential spectrometer to ensure the detector is fully exposed in all cases. Similarly, the interferometer
should be set so that full exposure is obtained for the grand maximum setting x=0. Typically this is performed with a
reference sample such as a blank slide or a Spectralon target, for which the transmission (or reflection) is unity. If we denote

the detector’s total well depth (in electrons) as W, and the sample transmission (or reflection) in band k as S;, one will obtain
the following SNRs:

SNR, = W" (g S F)/ [(€- F) (T & Fy Sy )12 - interferometer [20]
SNR, = W2 5,12 - band-sequential [21]

The band-sequential result is readily understood as the shot noise in the fully utilized detector, correcting for the detector’s
dynamic range being more or less completely utilized, according to the transmission S, of the sample relative to the reference
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for which the exposure was optimized. Note that the precision of the readout digitization must exceed the SNR given in [21]
to achieve this noise level.

The interferometer presents an interesting, if less lucid, case. The leading term W'"? is scaled by a ratio. The numerator is the
flux in band k. The denominator term is the square root of two terms, comprising the broadband flux in the reference case
multiplied by the broadband flux with the sample present. Thus, the denominator is the geometric mean of the broadband flux
under sample and reference conditions. In the simplified case where M of the N bands are populated, it reduces to:

SNR; = (W S,/ M)"? [22]

That is, the signal to noise is reduced by 1/M'? relative to the band-sequential spectrometer, because the dynamic range of
the detector has to be shared amongst the M active bands. This is physically sensible since otherwise the detector would
saturate when all bands are transmitted fully. Equation [22] also illustrates that the interferogram must be recorded with a
precision that is at least a factor of M'"2 greater than the desired SNR of the resultant spectra.

Beyond these generalities, one may note that the best course in the bright-field limit is simply to use a detector that has a
large well-depth W. Indeed, this is always beneficial from a shot-noise point of view, and is favored experimentally provided
that cost and other performance aspects do not prohibit the detector selection on these grounds.

6. PRACTICAL NOISE SOURCES
In practice, the SNR achieved is frequently less than that suggested by the above analyses. There are several reasons for this,
the simplest being inadequate stability of other experimental factors such as illumination source and the sample itself. We
term noise arising from such sources ‘excess noise’, as they produce noise exceeding that expected from the idealized shot
noise case.

It is instructive to give some concrete examples. Modern CCDs have well depths W ranging from 15,000 — 90,000 electrons,
for which the shot noise SNR ranges from 120:1 to 300:1. Yet typical arc lamps exhibit fluctuations of 1% or more. So if one
exposes the CCD fully, the actual signal-to-noise level is not set by shot noise, but by lamp flicker. Similarly, photobleaching
of fluorophores in excess of 1 part in 120 (or 1 part in 300) will introduce errors that dominate over shot noise. Maintaining
such levels of stability over the full acquisition time for an image cube or interferogram is a demanding, if not outright
impossible, requirement in fluorescence experiments.

To achieve shot-noise limited performance, experimental noise must be small compared to the shot noise. It turns out that the
sensitivity to experimental factors is not the same for the two approaches. Using Equation [9] and [17] one may compare the
SNR of interferogram readings to the SNR of an individual band k in a spectral stack taken by a band-sequential imager; the
SNRs compare by the ratio:

SNRinterferogram / SNR specirarbanak = [A T (F.€)t/2]"7/ [A T e(k) F(k) "> = [F . € / 2F(k)e(k)]"* [23]

When the total flux across all bands is greater than twice the flux in band k, the interferogram must have a higher SNR.
Conversely, if there is only flux in a single band, the spectral band measurement must have higher SNR.

Note that Equation [23] is both a statement of the relative SNR levels, and of the relative SNR requirements for all other
elements of the experiment in order to realize shot-noise limited performance. For a band-sequential spectrometer, the SNR
of the spectrum is degraded by experimental factors such as lamp flicker and sample aging, to the exact degree that such
factors are present. So, lamp flicker of 1 percent will place a 1 percent limit on the SNR of the resultant spectrum.

For an interferometer, however, the relationship is more complex since the SNR in the interferograms and in the calculated
spectrum are not the same. In general, the degree of stability required depends on the spectral distribution, with the highest
stability being required when imaging a broadband distribution. The ratio given by Equation [23] is highest in the limit of a
gray scene, attaining a value of (N/2)'”, meaning greater experimental stability is required for an interferometer approach.

To make a detailed comparison between interferometers and band-sequential spectrometers in the presence of excess noise,

one may assess the disparity between the experimental SNR and the required SNR for achieving shot-noise performance in
each case, given by Equation [9] for interferograms and by Equation [17] for band-sequential spectrometers, and recognize
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that the overall SNR will depart from the shot noise limit by the amount of the disparity. Interferometers place a more
stringent requirement on the experiment than do band-sequential spectrometers, as shown in Equation [23].
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ABSTRACT

The human eyes are not made to detect disease. however visual perception is the most common screening method for early
cancer detection. With optimal illumination and observation configuration there is significant improvement of optical
contrast between normal and pre-cancerous tissue in the oral cavity, both for reflected or fluorescent light.

Keywords: neoplasia, screening, spectroscopy, diagnosis, visual perception

SUMMARY

The human eyes are not made to detect disease. however visual perception is the most common screening method for early
cancer detection. We have shown there is significant optical contrast between normal and pre-cancerous tissue in the oral
cavity and the cervix, owing to differences in the spectrum of reflected or fluorescent light.

If multi spectral data is presented to the human eye the content is reduced to three bands associated with the three types of
cone photoreceptors. Since their spectral sensitivities broadly overlaps one can only extract a fraction of the existing
chromatic information [1,2,3]. Multi spectral datasets were used as input to a model [4.5] which simulates the perceived
contrast on the level of the photoreceptors. This simulation allowed selected illumination and detection characteristics such as
bandwidth and wavelength combinations.

40 nm BP -filter shifted over emission spectra (method of Glasser)

Center wavelength of 40 nm BPfilter [nm]

340 360 380 400 420 440 460 480
Excitation wawelength [nm}

Figure 1: Map of average contrast-values from color stimuli produced by 40 nm BP-filters shifted over the emission spectra.
The ordinate represents the excitation light and the abscissa the observed fluorescence.
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Figure 2: Average contrast-values from color stimuli produced by 40 nm BP-filters shifted over reflectance spectra. White
light illuminates the tissue while the observation is bandpass filtered.

The contrast perceived from reflectance spectra of the oral mucosa can be improved by more than a factor of 2 with
wavelength selective observation between 500 and 600 nm. Contrast perceived from fluorescence spectra is greatest when
observed at 430 nm excitation / 510 nm emission with a bandpass of 60 nm.

Thus, there is significant potential to gain contrast by engineering simple enhanced visual devices that preserve the inherent
contrast between abnormal and normal tissue.
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Abstract

The Optical Sciences & Engineering Research Center (OSER) at Virginia Polytechnic and
State University investigates advanced laser surgery optics, biocompatible material for
implants, and diagnostic patches and other diagnostic and drug delivery tools. The Center
employs optics to provide new biological research tools for visualization, measurement,
analysis and manipulation. The Center’s Research into Multispectral Medical Analysis and
Visualization techniques will allow human and veterinary medical professionals to diagnose
various conditions of the body in much the same way that satellite information is used to
study earth resources. Each pixel in the image has an associated spectra. Advanced image
analysis techniques are combined with cross-correlation of the spectra with signatures of
known conditions, allowing automated diagnostic assistance to physicians. The analysis
and visualization system consists of five components: data acquisition, data storage, data
standardization, data analysis, and data visualization. OSER research efforts will be
directed toward investigations of these system components as an integrated tool for next
generation medical diagnosis. OSER will research critical data quality and data storage
issues, mult-spectral sensor technologies, data analysis techniques, and diagnostic
visualization systems including the VT-CAVE,(www.cave.vt.edu). The VT-CAVE is
Virginia Tech’s configuration of Fakespace Systems, Inc Virtual Reality system.

Introduction

The Optical Sciences and Engineering Research Center (OSER) was recently formed at
Virginia Tech. The center is a collaborative effort between Virginia Tech and the Carilion
Biomedical Institute. OSER is specifically tasked with conducting research and
engineering activities involving optics and other disciplines to create knowledge and
technology to benefit the medical, biomedical and veterinary fields, while supporting the
practical goals of improving services and reducing the costs of health care.

Multispectral medical analysis and visualization can allow human and veterinary medical
professionals to diagnose various conditions of the body in much the same way that
information from satellites can be studied to yield information about the earth's surface
(vegetation, pollution, and mineral resources, for example). Each pixel in the image has an
associated spectra. Advanced image analysis techniques are combined with cross-
correlation of the spectra with signatures of known conditions, allowing automated
diagnostic assistance to physicians.
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Multispectral Medical Vizualization

Advances in sensor technology using multispectral and hyperspectral data acquistion
systems can be combined with immersive data visualization techniques to produce
enhanced reconstructions of a patient’s condition for diagnostic purposes. These emerging
systems will require developments in sensors, data standards, data management,
computational data analysis, and improved data visualization systems.

Advances in multispectral and hyperspectral technology produce data rich images. These
images can be combined using computational techniques to produce information rich
products. Data compression and transmittal standards and processes for these images must
be developed to ensure quality is maintained. Furthermore, the computational algorithms
combined with immersive stereoscopic visualization techniques can result in enhanced
diagnostic capabilities. A rigorous information system is required to support this research
and development effort. The system must be modifiable, flexible, robust, scalable,
maintainable, and have a set of supporting process in place to ensure data integrity, quality
control, and availability.

The critical challenge is the development of techniques that will provide the clinician an
enhanced diagnostic space. This will require development of new methods for information
portrayal derived from new sensor technologies. Display of enhanced three dimensional
image elements within an immersive environment and interacive analysis techniques must
be developed. Finally, this new diagnostic space must provide access to all available
patient and other critical information within the work area to provide a complete decision
support capability.

Medical Visualization System Components

The goal of a multispectral data visualization system is to provide enhanced diagnosis
capabilities for use by the medical practitioner. The system consists of five components: 1.
multispectral data acquisition; 2. data management; 3. data reduction; 4. data analysis; and
5. stereoscopic visualization, (Figure 1.). The data acquisition and visualization systems
will provide enhanced capabilities for portraying multispectral data abstractions within a
natural three-dimensional stereoscopic immersive display system.

Multispectral Data Acquisition

Multispectral imaging systems acquire full spectral data at each pixel of an image. Thus, a
three-dimensional data cube is built with the axes being x, y and wavelength (A). The
multispectral data acquisition system used at OSER was custom built by OKSI (Torrance,
CA). It consists of a TE-cooled, blue enhanced Silicon CCD array, a liquid crystal tunable
filter (LCTF), camera optics, and a laptop computer for control and storage. Either a
visible LCTF (400nm — 720nm) or a near-infrared LCTF (600nm — 1050nm) may be fitted
on the camera system. The image acquisition time depends on the integration time at each
wavelength band, but is generally on the order of one minute. An image cube is 512 x 512
x 33 (39) for the visible (NIR) and occupies approximately 17MB (20MB).

Data Management

The massive amounts of data generated by the enhanced sensor systems must be managed
and stored in a manner that preserves the quality and unique identifying characteristics of
each data set. The meta data describing the sensor data must include machine calibration
records, patient identification, patient condition at the time of the measurement, a complete
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Figure 1. Component Diagram of a multispectral medical data acquisition, analysis, and
Visualization system.

record of data reduction and/or computational modification to the original data. This
information is critical to ensuring data quality is maintained by preserving the chain of
events and processes that result in the analytical or visualization product being evaluated
by the clinician.

The OSER system will support the research effort and therefore data provenance is critical
when evaluating data anomalies and determination of the efficacy of computational
algorithms. The data maintained by the OSER data management systemn will be invaluable
for evaluating new diagnostic tolls as techniques are developed by the research team.

Also included in the data structure will be a complete set of patient records. This
information will be available to the analyst and diagnostician during computational
analysis and also within the virtual environment to provide an effective and complete
virtual diagnostic space.

The availability of this information is critical to the proper analysis of factors that may
contribute to the variances in the sensing system. Changes in tissue response due to the
physiological state of the patient due must be available to the development team.

Data Reduction

Data reduction transforms raw multispectral sensor derived data into more useful forms.
The techniques used during transformation will be preserved along with the resulting data
set to ensure data provenance is preserved for quality control. The data reduction products
will include data transformation into industry standard formats for data analysis, image
visualization, and three-dimension virtual reconstruction.
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Data Analysis

The data analysis component will consist of integrated commercial-off-the-shelf (COTS),
open-source, and custom software to be used for computational analysis. The analytical
component will be tightly coupled with the visualization system to allow interactive
stereoscopic visualization. This capability will be available both at desktop workstation
and with the VT-CAVE immersive environment.

The data analysis toolkit will include both COTS and custom computer applications.
Appropriate software applications used by the remote sensing industry will be applied (and
customized as necessary) to support the muitispectral diagnostic development effort. It is
expected that research into the efficacy of applying these reliable remote sensing
techniques to medical multispectral data is a promising research area.

Visualization

Data visualization is the science of turning sets of complex data into high-density visual
information and understanding. Current and emerging technologies aliow the generation of
virtual environments (VEs) that provide access to traditional data visualization analysis
techniques and the ability to combine these capabilities with scaled digital models, video,
and other multimedia within an interactive immersive, stereographic environment.

Advanced visualization has become a mainstream tool in applications where complex data
sets need to be studied and manipulated. The ability to provide human-scale display,
immersion, visual databases, spatial integration, and collaboration solutions will have a
significant impact on clinical and diagnostic procedures. The technology provides
immediate sensation of the spatial relationships between data. Data can be portrayed using
techniques that can either abstract complex data into recognizable patterns or portray
information in a natural and therefore more understandable context.

The use of VEs for data fusion is an area of active research. The technology currently
provides capabilities for:

interactive work environments with access to traditional data analysis techniques,

any combination of spatially related data (or abstractions of the data),
computational products, or data classifications,

3D data models from other sources,

3D models produced by voxelation of image slices

video,

images,

audio and 3D audio,

scale models of environments, structures, sensors, and devices,

interactivity at any scale or from any viewpoint,

textual labels, visual, and audio information that would help investigate,
understand, and communicate a medical investigation,

e interactive devices that can be developed specifically to aid in the dissection of
discrete data images,

interactive tools to manipulate and navigate the VE scene graph, and,
e interactive collaborative work sessions with remote sites.

The OSER will be using desktop workstations and Virginia Tech’s VT-CAVE immersive
system for medical visualization and diagnostic analysis. The CAVE(tm) is a multi-person,
room-sized, high-resolution, 3D video and audio environment. In the current configuration,
graphics are rear projected in stereo onto three walls and the floor, and viewed with stereo
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glasses. As a viewer wearing a position sensor moves within its display boundaries, the
correct perspective and stereo projections of the environment are updated by a
supercomputer, and the images move with and surround the viewer. Hence stereo
projections create 3D images that appear to have a presence both inside and outside the
projection-room continuously. To the viewer with stereo glasses the projection screens
become transparent and the 3D image space appears to extend to infinity

Specifically, the CAVE(tm) is a theater 10x10x9 feet, made up of three rear-projection
screens for the front, right and left walls and a down-projection screen for the floor.
Electrohome Marquis 8000 projectors throw full-color workstation fields (1024x768
stereo) at 96 Hz onto the screens, giving approximately 2,000 linear pixel resolution to the
surrounding composite image. Computer-controlled audio provides a sonification
capability to multiple speakers. A user’s head and hand are tracked with Ascension tethered
electro magnetic sensors. Stereographics’ LCD stereo shutter glasses are used to separate
the alternate fields going to the eyes. A Silicon Graphics Power Onyx with three Infinite
Reality Engines is used to create the imagery that is projected onto the walls and floor.
(http://www.sv.vt.eduw/future/vt-cave/whatis/)

Conclusion

The goal of a multispectral data visualization system is to provide enhanced diagnosis
capabilities for use by the medical practitioner. The system consists of five components: 1.
multispectral data acquisition; 2. data management; 3. data reduction; 4. data analysis; and
5. stereoscopic visualization. The full spectra imaging system is combined with the data
analysis and interactive visualization to provide means for evaluating sensor response,
computational alogorithms, and efficacy of the portrayal techniques as a diagnostic tool.
The data management component provides a platform for storage of raw and computational
data and the resulting visualization products. This component also provides the patient
information necessary to a comprehensive diagnostic space. Finally the data reduction
component provides the required procedures for standardizing and reducing the data
acquired from the sensor systems. The stereoscopic workstations and the VT-CAVE, a
multi-person, room-sized, high-resolution, 3D video and audio environment, will be used
for medical data visualizations and research into diagnostic procedures.

In conjuction with this data visualization work, we investigate an intriguing method for
analyzing hyperspectral data in talk 4259-10, “Cellular Automata for the Analysis of
Biomedical Hyperspectral Images”, later in this session. Here, cellular automata are used
to rapidly scan hyperspectral images and quantify the extent of conditions of medical
interest. This technique can lead to a large reduction in the computational time spent
analyzing large hyperspectral images.
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Cellular Automata for the Analysis of Biomedical
Hyperspectral Images

W. B. Spillman Jr., K. E. Meissner, S. C. Smith, S. Conner, R. O. Claus

Optical Sciences and Engineering Research (OSER) Center, Virginia Polytechnic
Institute and State University

ABSTRACT

In this paper, we describe a technique whereby cellular automata are used to rapidly scan hyperspectral
medical images and quantify the extent of conditions of medical interest. The cellular automata population
uses the condition of interest as ‘food’ and only grows in those areas of the image where the food is
present. The size of the cellular automata population can be correlated with the fractional area of the image
containing the condition of interest. The technique has the potential to significantly reduce the
computational overhead required to analyze a hyperspectral image. A simple model of the technique will
be described and the results of its operation on a specific hyperspectral image presented.

INTRODUCTION

Increasing emphasis is being placed on the creation of an automated physician’s assistant to prescreen
patients, compare current data with patient history and provide prediagnosis condition estimates to make
more effective use of the physician’s limited time. Hyperspectral imaging represents a very promising tool
for the rapid prescreening of patients. However, processing the large amount of data contained within the
hyperspectral image can take a significant amount of time. The majority of this time is spent identifying
the spectral signature of interest at each pixel of the image. Cellular automata have been used in other
systems to detect defects and damage [as examples see 1,2].

In this application, the use of cellular automata can reduce the number of spectral identification calculations
performed during the image analysis. A cellular automaton is a dynamical model of single cell life that
uses the spectral signature of interest as food and is only affected by its local environment [3,4]. Here, the
cellular automata are randomly seeded directly on the hyperspectral image and are given the ability to
determine the amount of food within their local environment. By allowing individual cellular automaton to
grow, move and reproduce in the presence of food, the technique is able to essentially ignore the areas of
the image with no food. This is expected to result in a significant reduction of computational overhead and
thus speed the image analysis process.

OSER HYPERSPECTRAL IMAGING SYSTEM

The hyperspectral imaging system used at OSER was purchased from Opto-Knowledge Systems, Inc.
(Torrance, CA) and consists of a CCD array, a liquid crystal tunable filter (LCTF), and the necessary
camera optics. The system is controlled by a laptop computer with a docking station and is tethered to
control electronics for both the array and the LCTF. In its current configuration, the system has a working
distance of approximately 0.5 m. and images an area of about 1.25 in. x 1.5 in. Depending on the filter, the
system can acquire an image with up to 39 spectral bands in less than one minute. Figure 1 shows the
system imaging blood samples during an experiment.
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Figure 1: The OSER hyperspectral imaging system being used to
identify fibrin in processed blood samples.

The detector array is a blue-enhanced Silicon CCD purchased from PixelVision, Inc. (Beaverton, OR). Itis
512 x 512 elements with each pixel being 24 pm x 24 um in size. The system has a 2 stage TE cooler and
is normally operated at -10°C. The signal is digitized to 16 bits. The array controller is tethered to both the
camera as well as a laptop docking station.

The LCTFs were purchased from CRI, Inc. (Boston, MA). OSER currently has two LCTFs covering the
ranges of 400nm - 720nm and 650nm — 1050nm. Both filters have a 10nm bandpass, a 50ms switching
time and a 20mm clear aperture. The LCTF is controlled by external electronics that must be programmed
for the desired wavelength sequence before use. Wavelength agility is a major advantage of using an
LCTF. The filter does not have to scan the spectral region sequentially. The filter can skip wavelengths
that are not of interest without incurring any time lost in data acquisition.

The system is controlled by a laptop computer and docking station. Custom software controls the data
acquisition and synchronizes the LCTF and camera. Each image file is multiple megabytes in size,
depending upon the number of spectral bands acquired, and is stored on the hard drive for analysis.
Analysis can be performed on the laptop using custom tools developed under the ENVI/IDL software
package.

HYPERSPECTRAL IMAGE DATA

Hyperspectral data cubes (the cube dimensions being spatial, x and y, as well as spectral, ) have a full
spectrum associated with each pixel in the image. This large amount of data accounts for the large image
file size (up to 20MB for our system). This spectral data contains information about the analyte or
condition of interest. In a general sense, image processing techniques seek to reduce the spectral data to a
single value indicating the correlation to what is being investigated. These techniques include such
functions as cross correlation with a known spectrum, Fourier Transforming the spectrum and filtering, etc.
These data processing operations tend to be computationally expensive and dominate the time required for
overall analysis of the image. The use of cellular automata will not improve image analysis by replacing
these processing techniques. Rather, they can improve the efficiency of the overall process by eliminating
a portion of the pixels undergoing the processing steps. Basically, the cellular automata use the results of
the image processing techniques as “food” and populate the image in areas where food is the most
abundant.

Proc. SPIE Vol. 4259




CELLULAR AUTOMATA

The functioning of a cellular automaton, or a finite state machine, involves three steps:

e observing its local environment and internal state
¢ using the observations as inputs to an internal set of rules
e performing some action.

More rigorously, each cellular automaton on a lattice site is defined by three discrete sets and two
mappings [5]. The three sets are:

¢ {inputs}
¢ {internal state}
e {outputs}.

The two mappings are represented by:

¢ astate change function which maps the input and state at time, t, to a new state at time t+At
¢ an output function that maps the input and state at time, t, to an output at time t+At

The evolution of a collection of cellular automata takes place in discrete steps and can be carried out either
globally (in parallel) or locally (sequentially). For the local or sequential case, the evolution of only one
automaton is carried out at a time. For the global or parallel case, all automata are updated simultaneously
via generations. In the example to follow, global updating will be used.

In this implementation, each individual cellular automaton begins with a set parameters and operates (lives)
under a simple set of rules. The system is based on the energy level (or strength), E, of the automaton and
the food, F, in the immediate neighborhood of the automaton. So, the automaton must have the ability to
calculate the food value at its current location as well as adjacent locations. This calculation involves the
previously mentioned processing step(s). The automaton requires food to offset loss of energy due to living
and to strengthen. Without sufficient food, the automaton will eventually die. The set of operating
parameters include:

initial energy level, E,

food retention efficiency, RE

food ingestion efficiency, IE

energy level required for life, LEL
energy level required to move, MEL
energy level required to reproduce, REL.

Each automaton then lives by the following rules during each generation (i generation):

o change the internal state: E; = (E;.; x RE) + (Fy x IE)
e if able to reproduce, do so at most favorable unoccupied adjacent location:
if (E; > REL)
calculate F in adjacent pixels
reproduce into the one with largest F
e if able to move but not reproduce, move to unoccupied adjacent location with more food:
if (REL > E; > MEL)
calculate F in adjacent pixels
move if (Fadjacem > Fcurrent)
if multiple CAs try to occupy same location (move and/or reproduce), the strongest moves
if unable to move or reproduce (MEL > E; > LEL), wait
if below life level (LEL > E)), die

Thus, an individual automaton can spawn a colony, simply gain strength, migrate to a more favorable
environment or cease to exist depending on the food in its own and adjacent pixels.
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Image analysis is performed by seeding an image with many
cellular automata and allowing the individuals to follow the
rules of life for a number of generations. The flowchart in
figure 2 demonstrates the cellular automata algorithm used
here. During the generational process, each cellular
automaton will seek a more favorable situation for itself if
possible (i.e. move or grow). The group behavior of the
individuals then yields the information about the spectral
feature of interest.  After the prescribed number of
generations (usually on the order of 10's), the final
population distribution of the cellular automata is recorded.
The energy level of the CA at each pixel directly correlates
to the strength of the spectral signature at that location.
Additionally, the percentage of the image affected by the
spectral signature is easily obtained by looking at the
fractional coverage of the colonies of cellular automata.
Thus, image analysis results from the group behavior
demonstrated by individuals that operate by a simple set of
rules and only observe their local environment.

Define CA Parameters

Randomly Seed Image
With CA's

——

Determine Food Levels
At CA locations

I

Determine Internal
State of CA's

1

Determine and Store Planned
Action of CA’s via Rule Set

[

Perform Global Evolution
Of CA’s via Rule Set

S
v——/L \\\
Loop Until Final ™,

\\ Generation "
\\

Output Final
CA Distribution

Figure 2: Flowchart showing algorithm for
cellular automata image analysis.

ILLUSTRATIVE EXAMPLE

We use a cartoon to illustrate the technique. A cellular automaton will be introduced into a 4 x 4 image and
the system development will be traced. Figure 3 shows diagrams the system development.

|
e 90 S
a b. c.
i | 0 |
L90% DUy DN
wanY NG WY
- w | SHY | R
d e. f

Figure 3: Ilustrative example of a cellular automaton introduced into a
4x4 image. Cellular automaton are represented by the round
image. Food is represented by a square with a darker color
meaning higher food value. Hatched squares indicate a food
value of zero. Unfilled squares have not had food value

calculated.

In figure 3a, a single automaton is introduced onto the image. The automaton calculates the food at its
location and, in this case, grows due to the presence of food. It then calculates food at the surrounding
locations (figure 3b). Assuming the cellular automaton is strong enough to reproduce, it will do so into the
location with the most food (figure 3c). This is the end of the first generation. In the next generation, the
two cellular automata then grow due to the food. In the next generation, the new cellular automaton must
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calculate the food in the adjacent areas (figure 3d). As shown in the figure, this involves four calculations.
The original automaton would reproduce into the next best food area (figure 3e). This would end the
second generation. In the next generation, the cellular automata would again grow. The only action
possible would be for the original automaton to reproduce into the final location with food (figure 3f). This
would be the stable state for the system. In this example, there are two locations (out of 16) that do not
undergo the spectral calculation. Assuming the damage must occupy more than a single pixel, the cellular
automata technique has identified all locations with the spectral signature of interest.

BIOMEDICAL EXAMPLE

As a basic example of this technique, processed blood samples were examined for the presence of fibrin in
the serum. The blood sample have been centrifuged and processed. As seen in figure 4, the serum sample
of interest is at the top of the tube followed by a serum separator. Finally, the hemoglobin sits at the
bottom of the tube. Occasionally, the serum sample becomes corrupted with such compounds such as
lipids, icterus or fibrin. Once corrupted, these samples cannot be properly analyzed by standard
instrumentation. So, the ability to pre-screen these samples becomes quite important.

Tube Brackei —]p-
Top of Serum Sasmple > |

Serum Separor, m——-

Figure 4: Picture of the processed blood sample used for hyperspectral analysis.
The serum sample sits above the serum separator. Within the serum are
two large areas of fibrin (seen as brighter areas in the picture).

In the sample shown, there is a large amount of fibrin at the bottom of the serum sample. The goal is to
identify the solid as fibrin and quantify the amount of fibrin in the sample using the cellular automata. The
first step is to identify a spectral signature for fibrin. Here, Principal Component Regression (PCR) was
used to identify the spectral signature of fibrin. Details of this step are omitted because the source of the
spectral signature is immaterial to the cellular automata. Suffice to note that PCR produced a vector of
wavelength weightings that are multiplied by a pixel’s spectrum and summed. The result indicates the
amount of fibrin or food at the location.

In this example, the hyperspectral image includes data in the 400nm — 570nm spectral region. The sample
was back illuminated and the transmitted light imaged on the hyperspectral system. The section of the
image chosen for analysis was 270 x 120 pixels. Cellular automata were randomly seeded over 20 percent
of the image and were iterated for 20 generations. Figure 5 shows the resultant cellular automata
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population. Clearly, the cellular automata colonized the fibrin within the serum sample. Although this is a
rather simple image to analyze, it demonstrates the utility of the cellular automata technique.

Figure 5: Final cellular automata population distribution after 20
generations of growth. The areas containing fibrin are
heavily populated.

RESULTS AND DISCUSSION

The rather simple example above illustrates that cellular automata can be utilized for the analysis of
hyperspectral images. But, what advantages are realized? After 20 generations, cellular automata are still
alive on 44% of the pixels. An analysis of the entire image indicates a nonzero food value on 92.5% of the
pixels. However, the cellular automata calculated the food on only 87% of the pixels. Since this
calculation tends to be computationally expensive. this 13% savings could amount to a significant amount
of time.

The primary advantage of cellular automata is realized in image areas with little or no food. In these
sparse areas, the cellular automata will calculate the food at the location they occupy. However, they will
not even calculate the food in adjacent pixels because the food retention rate will weaken them such that
they cannot move or reproduce. So, the rule set does not allow them to look around. Areas rich in food
encourage the cellular automata to grow and reproduce rapidly. The ability of the cellular automata to
migrate to richer food areas allows a random seeding to produce a consistent end population on the image.
In general, the cellular automata technique will be more efficient as the percentage of the image containing
food decreases. This is true to the point that the areas containing food become small enough that there is a
significant probability that no cellular automata from the random seeding process or the migration process
contact the area. Basically, an area of interest should occupy more than one pixel in a given area. It should
also be noted that in the worst case this technique performs no more food calculations than there are pixels.

Naturally, the choice of parameters greatly affects the efficiency of the technique. All parameters must be
balanced against the size of the food calculated. A normalized food calculation allows general vatues of
the parameters to be applied. However, there is still significant dependence on the parameters of the
cellular automata. For instance, setting a low value on the energy level required to move and a high value
on food retention will cause the cellular automata to do more searching of adjacent pixels. So, the
parameters must be investigated for each particular system.
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SUMMARY AND CONCLUSIONS

We have described a method of using cellular automata for the analysis of hyperspectral images. This
technique is easily implemented and can significantly reduce the computational overhead required for
hyperspectral image analysis. The efficiency of the technique is attained through a reduction in the number
of spectral identification calculations that must be performed. The ability of the cellular automata to
reproduce and migrate allows them to essentially ignore areas of the image that do not show a high
correlation to the spectral signature of interest. The technique was successfully applied to the identification
of fibrin in a processed blood sample. Because fibrin was not present over the entire image, the cellular
automata required a spectral identification calculation on only 87% of the pixels. This represents a
significant savings in computational overhead. The efficiency of the technique will be even greater as the
percentage of the image containing the spectral signature of interest becomes smaller.
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ABSTRACT

A recurrent problem in the assessment of thermal injuries is the ability to accurately identify the depth and extent of injury.
Generally, the depth of a burn injury determines and is inversely related to the ability of the skin to restore and regenerate
itself. Burns involve damage to the dermis in varying amounts. reducing the dermal blood supply and altering the skin
hemodynamics. Near infrared spectroscopic imaging was used to non-invasively assess the changes that occur in the early (1-
3 h) post-burn period. The study used an acute porcine model to investigate the potential of near infrared spectroscopic
imaging to accurately distinguish between burns of varying severity. Data analysis was carried out using a two-way and
three-way data decompositions techniques to investigate the spectral changes related to burns. Burn injuries drastically alter
the physical and optical properties of the tissue. Thermal destruction of cutaneous vasculature disrupts perfusion and oxygen
delivery to the affected tissue. The results demonstrated that near infrared spectroscopic imaging might provide a new tool for
an objective clinical assessment of burn injuries.

Keywords: near infrared, spectroscopy. cutancous burns, multivariate analysis
1. INTRODUCTION

The skin’s ability to restore and regencrate itself following a thermal insult largely depends on the viable tissue underneath
the wound. Depending on the depth of injury, a wound can either heal on its own given proper wound care or it may
necessitate surgical intervention such as skin replacement. Bumns involve damage to the dermis in varying amounts, reducing
the dermal blood supply and altering the skin hemodynamics. Current clinical practice involves assessing the wound based on
the visual appearance of the wound upon admission and reassessing as needed during the early post-burn period. The ability
to accurately identify the degree of thermal injury. however, remains a challenge as there is no uniformly accepted method
beyond visual judgement to assess the extent of injury. Visual observation requires sufficient clinical knowledge of burns and
is often affected by the examiners past experience. Over the past few years, many modalities have been developed to aid in
the assessment of burns, from tissuc biopsies' to laser Doppler™, fluorescence™® and thermography®. Although many of these
techniques have demonstrated success in distinguishing superficial from full thickness burns, difficulty arises with burn types
that occur somewhere in-between such as partial thickness burns.

Near infrared spectroscopic imaging provides a non-invasive means of assessing status of tissue following an insult. Near
infrared devices present no added harm or inconvenience to the patient or the medical staff that is performing the diagnostic.
The most relevant and observable tissue chromophores in this spectral region are hemoglobin and water. These
chromophores provide vital tissue information related to oxygen delivery and utilization as well as tissue hydration. A
number of people have used near infrared spectroscopy to monitor in-vivo tissue hemodynamics’ . The main advantage of
using near infrared light is the tissue sampling depth achieved. Near infrared light between 700-1100 nm can penetrate deep
within tissue providing vital burn injury related information. Near infrared can be used to examine the altered blood
circulation occurring deep within the tissue. Proper tissue perfusion and oxygenation are key elements in the wound healing
process. Hemoglobin provides us with an endogenous marker of tissue oxygenation. The oxygenated (oxyhemoglobin) and
deoxygenated (deoxyhemoglobin) states of hemoglobin have different extinction coefficients in the near infrared region. A
near infrared spectrum of tissue contains information on the relative concentration of both species of hemoglobin. This
porcine burn model study was designed to investigate the use of near infrared spectroscopic imaging to explore elements
involved in distinguish between burns of varying severity in the early post-burn period.
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2. METHODS AND METHODS

2.1 Animal model

All procedures were performed in accordance with a protocol approved by the Institute for Biodiagnostics, National Research
Council Canada and conformed to the guidelines set forth by the Canadian Council on Animal Care. Prior to the study, the
animals were acclimatized for a period of 10 days. Adult Yorkshire cross swine (Rockwood, Manitoba), ranging between 40
and 50 kg were premidcated with an instramuscular injection of midazolam (0.3 mg/kg), atropine (0.02 mg/kg), and ketamine
(20 mg/kg).

Anesthesia was then induced by mask and the pigs were intubated and mechanically ventilated. Isoflurane (1.5 — 2.5 %), was
delivered through the ventilator (via 40-60% oxygen mixed with medical air at 3.0 L/min) to maintain anesthesia for the
duration of the experiment. Systemic oxygen saturation, heart rate, and blood pressure were monitored throughout the
experiment. Core body temperature was maintained at 39.0°C +0.5°C. Blood samples for blood gas and electrolyte analyses
were acquired prior to thermal injury and every hour thereafter. Eight sites, each 3 cm in diameter, were marked on the dorsal
surface of the pig as previously described'’. Burn injuries of varying degrees were then induced on four of the eight sites
using a heated brass rod that was 3 cm in diameter. The brass rod was equilibrated in 100°C water and then applied to the
skin with constant pressure (2000 g) for 3, 12, 20, and 75 seconds to reproducibly create superficial, intermediate partial,
deep partial, and full thickness burns respectively. The remaining four uninjured sites were used as controls. The general burn
layout, depicted in Figure 1, shows the relative positions of the burn and control sites. This was an acute and non-recovery
study where the animal remained at a surgical depth of anesthesia throughout the protocol.

a)

dorsal midline

@ burn sites
O control sites

reference
markers

Figure 1: Layout of the burn and control sites on the dorsal surface of the animal. a) pictorial and b) photographic
representation.

2.2 Near infrared spectroscopic imaging

Near infrared reflectance images were acquired with a Photometric Series 200 CCD camera that consists of a 512 x 512 back-
illuminated CCD detector array and a 14 bit analog-to digital converter (Photometrics, Tucson, AZ). Each near infrared
image was collected as 256x256 arrays (2x2 binning) using a 200 msec exposure time. Wavelength selection was achieved
using a 7 nm (FWHH) bandpass Lyot type liquid crystal tunable filter (LCTF) between 650 and 1050 nm at 10 nm
increments (Cambridge Research Instruments, Cambridge, MA). The camera was equipped with a Nikon Micro AF60 lens
with the f-stop set to 5.6 with uniform illumination provided by tungsten halogen lamps (Smith-Victor, Griffith, IN). The
white-side of a Kodak Gray Card (Rochester, NY), was used as a reference. Depicted in Figure 2 is a diagram of the
experimental setup with the animal and the spectroscopic imaging system. The near infrared spectroscopic imaging camera
was mounted on a stage equipped with a railing system permitting camera movement in a reproducibly manner. Since the
dorsal of the animal is fairly flat, two sets of spectroscopic images were acquired per time sequence. Each spectroscopic
image contained two burn and two control sites in the field of view.
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Figure 2: Near infrared spectroscopic imaging camera
2.3 Multivariate data processing

Collected from the dorsa of 5 animals were a time series of near infrared spectroscopic images. The first time point in the
series was taken prior to thermal injury with subsequent images collected at fixed time intervals after the injury. The
experimental design results in a rich set of data consisting of many variables (reflectance response over the 650 — 1050 nm
wavelength range) observed on several occasions (longitudinal measurements) and measured over a large spatial area
(images). In this manuscript, data exploratory methods, namely Principal Component Analysis (PCA) and Parallel Factor
analysis (PARAFAC) are explored to investigate and attempt to separate the spatial. spectral and temporal changes in the
near infrared spectroscopic images of thermally injured skin. The objective of the analysis is to identify regions that are
temporally and spectroscopically correlated with thermal injuries and most importantly the degree of injury.

2.3.1  Principal Component Analysis (PCA)

Principal Component Analysis (PCA) is a well known data exploratory''"'* method often used to examine spectral data in an
attempt to identify the molecular species that contribute to the spectra and determine the magnitude or amount of each. The
identification of the species that contribute to the response in a highly convolved series of spectra is particularly challenging
when little or no information is available on the nature and relative concentrations of the constituents that make up the
system. PCA attempts to determine the combination of variables or factors that describe the major trends based on the
maximal change in the variance in the data. However, there is no certainty that the factors or trends correspond to a unique or
distinct response. If the data contains two or more responses, there is no assurance that each response will be described by a
principal component. It is more likely that each component will describe the responses as a linear combination of the “pure”
components. Thus far, no one method exists that can deconstruct the data into it’s “pure’” components.

PCA is a two way method which decomposes a 2-D data set into a set of eigenvectors based on the maximal variance in the
data. However, in the experimental design dorsal sites with varying degrees of thermal injury were monitored
spectroscopically over time. The data has an intrinsic three-way structure consisting of the three variables; spatial
information, observation time and the wavelengths at which the reflectance of the skin was monitored. PCA, as applied to
spectroscopic image time series analysis, requires unfolding of the three-way data such that the spatial and temporal
informations are combined. PCA requires an eigenvector decomposition of the covariance or correlation matrix of the
spectroscopic image data. The data. represented by X, corresponds to a m x n matrix where each row is associated with an
image-time pixel and each column a particular wavelength. To ensure scale invariance, the data are normalized prior to the
formation of the covariance matrix. For a given data matrix X with m rows and n columns, the covariance matrix C {n x n) of
X is defined as
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where X’ denotes the transpose of the matrix. The eigenvectors are determined using a singular value decomposition (SVD)
of the covariance matrix C. SVD decomposes the matrix C into three matrices

Cc=UwWV’ )

where U is related to the scores, V the loadings, and W the variation explained by successive latent variables. The loadings
are orthogonal projections of the latent variables in the data with scores representing the scalar weightings of each of the
variables. With respect to the data, the scores are related to the spatial-temporal eigenvectors and the loadings the wavelength
eigenvectors. The eigenvectors provide a measure of the percent variance accounted for by the kth principal component of the
expansion of the multispectral image matrix. The eigenvectors are order in descending order such that earlier eigenvalues
explain the major variations in the data. Therefore, the ordered set of linearly independent principal components accounts for
successively smaller fractions of the variation in the tissue reflectance. The first 3 principal components of the multispectral
image accounted for more than 95% of the variance, while principal components 4 and 5 accounted for less than 5% of the
variance typically represented noise in the multispectral image. Generally, it is found that the data can be adequately
described using far fewer eigenvectors than the original number of variables. Only the first 3 principal components of the
multispectral image were retained for further analysis.

2.3.2  Parallel Factor Analysis (PARAFAC)

Parallel factor analysis (PARAFAC) extends the ideas and methods of standard two-way factor analysis to a multi-
dimensional, in our case three-way, data set. PARAFAC avoids some of the intrinsic problems of two-way analysis such as
unfolding the three-way data array into a two-way array and loss of information in the unfolded dimension. The advantage of
PARAFAC over PCA is that decomposition of the original array into factors is done in each of the original dimensions, thus
recovering information from all dimensions. In our case, parallel factor analysis is used to explore the time series of
spectroscopic images collected by attempting to identifying the factors that contribute to the spectra and determining how
these factors are affected by thermal insults. The technique is also used to investigate the temporal and spatial variation of
these factors following the insult.

Two-way factor analysis approaches attempt to provide an interpretable model of the data by imposing physically meaningful
constraints in the decomposition of the data. Generally, this is accomplished by rotating (performing a linear transformation)
a truncated set of the latent components (often starting from the principle components) of the data subject to a set of
physically meaningful constraints. The resulting factors are intended to retrieve the individual underlying "pure" components
of the measured multicomponent system. Such approaches often suffer from rotational ambiguity when applied to
spectroscopic data. In these instances the number of constraints are too few to provide a unique rotation or solution and
therefore a number of possible factor models can exist. Parallel factor analysis is an N-way decomposition method
originating from Psychometrics'®, which is aimed at overcoming the rotational problem encountered by two-way methods. In
the experimental design, varying degrees of thermal injuries were monitored over time using a near infrared spectroscopic
imaging system. Intrinsically, the data has a three-way structure consisting of three variables, spatial information, observation
time, and the wavelengths at which the images were collected. PARAFAC can exploit this structure while imposing further
constraints in order to resolve the problem of rotational ambiguity. In spectroscopic applications, a nonnegativity constraint is
usually invoked”. Such a constraint provides rotational solutions that may lead to physically meaningful factors and
potentially, to the pure components that make up the system.

For clarity, a brief description of the mathematical nomenclature used to describe the variables will be presented. A scalar is
indicated by lower-case italics, a vector by a bold lower-case letter, two-dimensional matrices by bold capital letters, and
underlined bold capitals for three-dimensional matrices. The three-way data set involving spatial, time, and spectral
absorbance can be represented by a triad of loading matrices in the three-way PARAFAC model,
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where i, bjm, and ¢y, are the loading elements of the decomposed data set consisting of M factors and E the data residual
matrix. M represents the number of underlying factors or components in the data.

The three-way decomposition described in equation 3 represents the "pure" components contained within the data with
respect to the a, b, and c factors. In the case of spectral data, the "pure” spectrum of each of the components contained within
the data will be expressed as one of the matrices containing M spectra. Two-way decomposition methods produce one score
and one loading matrix. The three-way PARAFAC decomposition produces one score and two loading matrices. A common
notation for a three-way PARAFAC model uses Kronecker tensor products to describe the model.

M
X=X am®by, By “)
m=1

The three matrices from the PARAFAC decomposition represent the spatial variation with thermal injury, the spectroscopic
changes and the changes with time. The factors in the PARAFAC analysis are determined using an iterative alternating least
squares method. The convergence criterion used in the PARAFAC analysis to terminate the iterative procedure utilizes the
relative difference in the fit between two consecutive iterations. The iterative procedure terminates when this difference is
below a value of 10, A constraint of nonnegativity was also placed on the wavelength factors of the PARAFAC analysis to
ensure that the extracted wavelength factors or "pure” components have no region of negative optical density. This method
requires an initial guess or starting value to determine the underlying factors or solution. To avoid a solution whereby a local
minimum is reached, a random set of starting values are used for each run. The PARAFAC analysis is run twice using a
random set of starting values for each run. A consistent set of solutions for each run helps ensure that the global solution is
obtained. If essentially the same factors are obtained in each run, there is little probability that a local minimum was reached
and the solution is unique. The PARAFAC analysis was run twice and the results compared to ensure that the global
minimum was reached.

3. RESULTS AND DISCUSSION

Thermal injuries disrupt both the physical and optical properties of the tissue. The severe damage to the microvasculture due
to a thermal insult results in dramatic hemodynamic changes such as impaired tissue perfusion. Both two-way and three-way
data exploratory techniques, namely PCA and PARAFAC respectively, were used to investigate the spectroscopic changes
induced by thermal injury. Prior to the analysis the data was mean center where the near infrared spectroscopic images were
centered by subtracting the mean of each observation thus removing any offsets in the data. The advantage of mean centering
the data is that the decomposition is done with respect to variations in the data instead of the level. Preprocessing is an
important step in many multiway decomposition methods. A representative multispectral image series of preburn and
postburn tissue is presented in Figure 3. Examination of the raw multispectral image series reveals little or no apparent visual
clues to the extent of the thermal injury.
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Figure 3: The near infrared spectroscopic images were mean centered with selective wavelengths displayed a) prior to (t=0)
and b) immediately post (t=10 min).

Principal Component Analysis

Principal component analysis of the mean centered data attempts to decomposes the near spectroscopic images into
a set of uncorrelated principal components. Prior to the analysis, the three-way data was unfolded into a two-way array,
which was then processed according to the method outlined in the previous section. The three-way spectroscopic data
consisted of images (i) collected at various wavelengths (j) at different time (k) points or observations, processed as two-way
data, namely as (i j) x (k). The first 3 principal components account for more than 95% of the total variance in the
multispectral images sequence. The higher order principal components accounted for less than 5% of the variance thus
representing noise in the data. Therefore, the first 3 principal components were retained in the PCA decomposition. The PCA
score and loading factors from the unfolding consisting of images at different time intervals verses wavelength are shown in
Figures 4 and 5.
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Figure 4: PCA scores results for the unfolded image-time by wavelength spectroscopic data. The scores results are displayed
with respect to the image PC for three different time intervals.
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Figure 5: PCA loading results for the first three PC of the unfolded spectroscopic image sequence. These loading represent
the wavelength components in the spectroscopic image data where the solid line depicts the first PC, the dotted line the
second and the dash line the third.

The first PC denotes the common spectrum detected throughout the spectroscopic image data, accounting for approximately
90% of the variation. The preburn (t=0) PC looks fairly uniform, as would be expected since no injury has been induced.
Following the injury, the magnitude of the first image loading factor is different for the sites with injuries. Thermal injuries
destroy and damage tissue and one effect of this destruction is a change in the scattering properties of the tissue. This is
evident in the first PC. However, other than the superficial burn, the scattering changes for the more severe burns are
reasonably similar. Thus distinguishing burn severity solely on the first set of factors is difficult. A larger contrast between
the burns is observed in the second set of factors which accounts for 5% of the variation. The loading displays distinct
contributions at the 760 and 980 nm regions which are consistent with deoxyhemoglobin and water absorption. Unlike the
first PC, the second image-time loading factors exhibits slight differences between the various burns. The full and deep
partial thickness injuries display the largest change and are easily discerned from the intermediate and superficial injuries.
Based on changes in the deoxyhemoglobin and water content in the tissue the second PC seems to classify the injuries into
two categories, burns which will survive and burns which most probably will necrose. The third PC which accounts for
approximately 1% of the variation can easily discern the full thickness injury from the remaining injuries. Full thickness
injuries destroy the dermal layer and what little if any of the intact dermal vessels is insufficient to supply blood to the skin.
The third PC is most probably a linear combination of the oxyhemoglobin, deoxyhemoglobin and water variations in the
tissue. Two-way factor analysis approaches attempt to provide an interpretable model of the data and are intended to retrieve
the individual underlying “pure”” components of the measured multicomponent system. The results often achieved are factors,
which are linear combinations of the “pure” components in the spectral data, as was evident in the third PC. Therefore, the
non-uniqueness of the of eigenvector limits the usefulness of the information extracted about the system. The temporal
information is a key parameter in many situations, in particular, in burn injury assessment. Burns injuries are a dynamic
process whereby the burns can become progressively worse during the first few hours following the injury. To compute the
PCs, the data was unfolded into a two-way array thus diminishing the information obtained about the time component.

Parallel Factor Analysis

Parallel Factor Analysis is N-way method capable of simultaneously decomposing the data into N different factors,
each corresponding to a different dimension of the data. In our case, the results from the three-way PARAFAC analysis
produce a score and two loading vectors consisting of wavelength, time, and image factors, summarized in Figures 6. The
loading wavelengths of Figure 6a reveal the two predominate spectral components that are retrieved by the PARAFAC
analysis. Similar to the PCA analysis, the first wavelength factor, denoted by the solid line, is consistent with the general
spectral shape obtained from reflectance tissue. Thus the first factor seems to consist of contributions from deoxyhemoglobin
(760 nm) and water (980 nm) absorption. The second wavelength factor resembles an oxyhemoglobin spectrum with it’s
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particular broad near infrared charge transfer band between 800 and 1000 nm. These result suggest that two changes are
occurring, one related to the basic spectrum often associated to the scattering and the other changes in the oxyhemoglobin
contributions.
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Figure 6: The spectroscopic image sequence of thermally injured skin was analyzed using a two-factor three-way
PARAFAC method. These score and loadings represent the PARAFAC decomposition results for the a) wavelength factors,
b) time factors, ¢) first image factor and d) second image factor

The PARAFAC analysis suggests that thermal injuries alter the oxyhemglobin contributions in the spectral responses. As
stated earlier, burn injuries are a dynamic process whereby the injury can become progressively worse during the first few
hours following the injury. The time loading factors, Figure 6b, describe the general trends of the two wavelength factors
over the time course of the study. Thus providing a measure of the time-dependent variations associated with the first
wavelength component. The first time loading factor, associated with the base spectral feature, exhibits a small increase with
time. This suggests that the scattering properties of the tissue following the injury changed slightly over the course of the
study. In contrast, the second time loading factor corresponding to oxyhemoglobin content of tissue exhibits a large change
over time. This indicates that the burns have a dramatic effect on the oxygen availability and content in tissue and changes
oxygen availability over time. The image loading factors. Figure 6¢c and d. are used to obtain an understanding of the
contributions of the wavelength and time factors to the actual burns. In the first image loading factor, it is clear that the more
severe burns, namely, partial and full thickness injuries are discernible from the mild superficial burn. Superficial burns only
moderately alter the optical properties of the tissue. Damage is restricted to the epidermis whereas the other injuries involve
damage to the dermis at varying levels. Clearly, the full thickness injury is distinguishable from the other burn injuries, since
this type of burn total destroys the dermis and has a drastic effect on the scattering properties of the tissue. The partial
thickness injuries are difficult to distinguish since both of these injuries involve relatively similar damage to the dermis. The
second image loading factor identified with the oxyhemoglobin content of the tissue shows a decrease or negative
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contribution, in comparison to the surrounding tissue. Full thickness injuries, totally destroy the vascular structure causing the
tissue to become avscular. This results in the tissue having very little oxygenated hemoglobin. This aspect of full thickness
injuries is clearly depicted in the second image loading factor. Intermediate and deep partial thickness injury also damage the
dermal layer, however not to the same extent. This is evident in the second image loading factor. Although the partial
thickness burns appear very similar in the second image loading factor, a small difference exists between the intermediate and
deep partial thickness with the latter exhibiting a greater reduction in the oxyhemoglobin contribution. The superficial burn,
the least destructive of the burns shows a minimal change in the oxyhemoglobin in comparison to the more severe burns. In
the PARAFAC model, the three loading factors consisting of wavelength, time, and image are not necessarily orthogonal is
as is the case with PCA. The solution of the PARAFAC model, however is unique and does not suffer from the
indeterminacy that arises in PCA. Furthermore, PARAFAC can exploit the three-way structure of the data while imposing
further constraints such as non-negativity in order to resolve the problem of rotational ambiguity often encountered in PCA.

4. SUMMARY

Two decomposition approaches were used to investigate and compare the spectroscopic time course following a thermal
injury. Principal component analysis is a two-way method which attempts to decomposes the near spectroscopic images into
a two sets of uncorrelated principal components. In general, the results obtained with the two-way analysis seem to suggest
that burns alter the scattering properties as well as the oxy- and deoxyhemoglobin balance within the injured tissue. However,
the principal components are not unique and seem to consist of a linear combination of the pure components. An inherent
problem of two-way analysis with three-way data is the unfolding of the data into a two-way array. Unfolding of three-way
data can be done in numerous manners with application of principal component analysis to each of these unfoldings will
generally produce different results. As an alternative, a three-way parallel factor analysis was also used to investigate the near
infrared spectroscopic image sequence. Like principal component analysis, parallel factor analysis could be done in an
exploratory fashion requiring little or no prior information on the system other than that information required to determine the
constraints imposed by the experimental design. The two-component three-way analysis extracts two wavelength factors, one
resembling the a mean spectra consisting of a water and deoxyhemoglobin contribution and the other representing the
oxyhemoglobin contribution to the spectra. Parallel factor analysis reveals that the spectral changes in the early post-burn
period can be faithfully represented by two components that summarize the oxy- and deoxy- hemoglobin balance within the
injured tissue. Analysis of the near infrared spectroscopic image data indicated that the oxy- and deoxy- hemoglobin balance
in injured tissue changed over time following the injury. More importantly, the oxyhemoglobin contribution scaled with the
degree or depth of thermal injury. Collectively, both decomposition methods suggest that near infrared spectroscopic images
can be used to extract relevant information pertaining to the level of thermal damage to tissue.
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ABSTRACT

We have applied Fourier transform infrared (FTIR) spectroscopic imaging, coupling a mercury cadmium telluride (MCT)
focal plane array detector (FPA) and a Michelson step scan interferometer, to the investigation of various states of malignant
human prostate tissue. The MCT FPA used consists of 64 x 64 pixels, each 61 um?, and has a spectral range of 2-10.5
microns. Each imaging data set was collected at 16 cm™ resolution, resulting in 512 image planes and a total of 4096
interferograms. In this article we describe a method for separating different tissue types contained within FTIR spectroscopic
imaging data sets of human prostate tissue biopsies. We present images, generated by the Fuzzy C-Means clustering
algorithm, which demonstrate the successful partitioning of distinct tissue type domains. Additionally, analysis of
differences in the centroid spectra corresponding to different tissue types provides insight into their biochemical composition.
Lastly, we demonstrate the ability to partition tissue type regions in a different data set using centroid spectra calculated

from the original data set. This has implications for the use of the Fuzzy C-Means algorithm as an automated technique for
the separation and examination of tissue domains in biopsy samples.

Keywords: infrared spectroscopic imaging, FT-IR spectroscopy, prostate cancer, Fuzzy C-Means clustering, infrared focal-
plane array

1. INTRODUCTION

Cancer will develop in approximately one in three persons now living in the United States, one in five will die from the
disease.! Over the last thirty years the number of cancer deaths has doubled and it presently exceeds 550,000 per year.'
Considering the scope and gravity of this disease, relatively little is known about the etiology of cancer and the prospect for a
cure remains remote. Although significant research has been devoted to the search for a cure, currently the most effective
means of increasing survival rates continues to be early detection. Much of the recent interest in cancer detection techniques
has focused on spectroscopy to potentially augment current protocols for cancer diagnosis. Vibrational spectroscopy is
particularly appealing since it has the capability to probe early changes in the biochemical composition of tissue that
accompany disease progression. The incorporation of this type of quantitative parameter provides an ideal adjunct to
conventional cancer diagnosis methodologies which are empirical and largely subjective because they rely heavily on the
visual examination of stained tissue sections.

Several vibrational spectroscopic studies have been performed in an attempt to elucidate differences between normal, benign,
and malignant tissues. Examination of cell lines, homogenized tissue, as well as microscopy and bulk measurements of
tissue biopsies have provided notable insight into the biochemical changes associated with malignancy.>® Although these
approaches are well accepted within the spectroscopic community, applications in the medical sciences have been limited
due, in large part, to a lack of cross discipline understanding. The substantial language and terminology barriers associated
with such specialized fields as medicine and spectroscopy lead to inefficient communication amongst communities and
hinder the progress of such multidisciplinary lines of study. Overcoming these barriers will not only facilitate superior
research but will also result in improved patient care through superior diagnostic methods.
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In an effort to surmount these barriers, we present a method based on infrared spectroscopic imaging microscopy which may
have great benefits as an adjunct to current cancer diagnostic methodologies. The incorporation of an imaging approach is
significant as it allows for the rapid pathological assessment of tissue biopsies, through image visualization, while
simultaneously incorporating quantitative parameters that reflect changes in the molecular composition of the tissue. This
hybrid approach is particularly attractive from a clinical standpoint since it embraces and enhances standard pathological
protocols and does not attempt to supplant them. It can be easily integrated into the histopathological diagnosis routine, in
which tissue is fixed, stained, visually examined and evaluated for abnormalities. These visible images of the stained tissue
biopsy can be simultaneously compared and correlated with the corresponding IR images either by the pathologist or by other
automated computational means.

As an example of this approach, we present FTIR spectral imaging data derived from a series of human prostate biopsies.
Like single point FTIR spectroscopic techniques, FTIR spectroscopic imaging quantitatively assesses biochemical variance
within the sample, but unlike conventional spectroscopic methods it preserves spatial information and allows the data to be
displayed as an image. Implementation is a relatively straightforward adaptation of single-point instrumentation. The low
energy associated with IR radiation also means that the sample is not damaged during data acquisition, allowing questionable
areas within the tissue sections to be examined multiple times. Additionally, data acquisition is considerably more rapid than
single point spectroscopic techniques that attempt to spatially map the tissue and therefore, the possibility exists that the
technique could evolve into a real-time diagnostic aid. Further, because thousands of spectra are generated within each data
set, statistical analyses to accurately assess trends and differences in the tissue in question can be employed. This results in a
powerful methodology with the potential to provide both rapid and accurate diagnostic information.

A preliminary impediment to the application of FTIR spectroscopic imaging as an aid for cancer diagnosis is the separation
of data into classes associated with each tissue type. In other words, because the tissue sampled within any given field of
view is heterogeneous, and biochemical variance is known to occur across these tissue types as well as with disease
progression, spatial domains must be examined independently. The two basic tissue types which compnse the prostate can
be described as connective tissue, or non-glandular tissue, and epithelial tissue, or glandular tissue.”® Connective tissue
provides structural and metabolic support for other tissues and organs throughout the body and usually contains blood vessels
which mediates the exchange of nutrients, metabolites, and waste products between tissues and the circulatory system.
Additionally, loose connective tissues act as a biological packing material between cells and other tissues with more specific
functions. The epithelia are a diverse group of tissues which, with rare exceptions, cover or line all body surfaces and
cavities. Epithelium, such as the epithelium found in the prostate, is primarily involved in secretion, and is arranged into
structures called glands. Glands are invaginations of epithelial surfaces which are formed during embryonic development by
proliferation of the epithelium into underlying tissues. Epithelia in the prostate are almost entirely composed of closely
packed cells with minimal intercellular material between them. The majority of prostatic malignancies are adenocarcinomas
which originate in the epithelial tissues.'

Separation of tissue types presents particular difficulties in glandular organs such as the prostate because the epithelial
regions are distributed throughout the entire organ and not concentrated solely on the surface. This is in contrast to organs
such as cervix, colon, and esophagus, in which the epithelium lines the organ cavity in a more clearly delineated manner.
Thus, prostate tissue is much more heterogeneous than tissue types which consist of a discrete bilaminar pattern. Because the
glandular to non-glandular tissue ratio alters dramatically between different zones of the prostate, biopsy samples routinely
contain variable amounts of the two tissue types. Differences resulting from the incorporation of varying amounts of these
tissue types into each infrared spectrum has previously been mistaken as variation resulting from disease progression. As a
result, separation of tissue types is the first critical step in making a meaningful spectral classification scheme for
comparisons between normal and malignant tissue.

In this manuscript, we apply Fuzzy C-Means clustering, a particular form of Cluster Analysis, to the separation of distinct
tissue types in human prostate biopsies.” The need to group or classify data within complex and overlapped data sets is a
problem that constantly arises in mathematics and science. Significant research has been devoted to the development of
algorithms which attempt to automatically select a series of parameters that divide data into classes in such a way that the
objects grouped in the same class are very similar, and the objects in different classes are quite distinct. Cluster analysis, and
in particular Fuzzy C-Means clustering, are techniques that can be applied to this end. Fuzzy C-Means clustering is an
unsupervised, iterative classification algorithm that can be used to partition a set of spectra into groups of similar spectra,
creating a fuzzy membership map and a centroid spectrum for each of a specified number of classes. The algorithm relies on
the Euclidean distances between the test spectrum and the centroid spectra to generate a fuzzy membership vector, which
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describes the relative probabilities of membership of that spectrum to each of the classes. The elements of the fuzzy
membership vectors are used to construct weighting factors, which in turn are used to calculate new centroids for the classes.
The new centroids are subsequently used to calculate a modified set of fuzzy membership indices, and the algorithm goes
through this iterative process until these indices converge. In this manuscript, we will present infrared spectral images which
illustrate the effectiveness of Fuzzy C-Means clustering in partitioning the connective and epithelial tissues in a sample of
human prostate tissue. Furthermore, the spectral differences evident in the centroid spectra derived for each tissue type will
be discussed. Finally, we will apply the centroid spectra from one data set to the separation of tissue types in a different data
set. These approaches provide a much more exact and statistically robust means to compare similar tissue types across many
different tissue sections and provide a basis whereby comparisons and therefore a distinction can be made between normal
and malignant tissue.

2. MATERIALS AND METHODS

2.1 Tissue preparation

Human prostate tissue samples were obtained from subjects already undergoing sextant needle biopsy or excisional biopsy
surgical procedures. The tissue was immediately frozen, and kept frozen until sectioning. Sections were cut (10 pm) on a
cryostat, mounted onto 2 mm thick calcium fluoride (CaF,) disks, and stained with a standard pathological stain, hematoxylin
and eosin (H&E), prior to performing FTIR imaging experiments. Tissue samples were processed in complete accordance

with conventional histopathologic protocols, the only deviation being the use of a CaF, window as substrate instead of a glass
slide.

2.2 Chemical samples

Collagen type II from bovine nasal cartilage, glycogen from rabbit liver, DNA sodium salt from human placenta, RNA from

calf liver, and mucin from bovine submaxillary glands were all purchased from Sigma-Aldrich, Inc. Spectra were recorded at
16 cm™ spectral resolution using a Bomem Michelson MB series FTIR spectrometer equipped with a liquid nitrogen cooled

MCT detector. This spectral resolution was chosen so that the data could be compared using similar conditions to those used

to record the imaging data.

2.3 Data acquisition and analysis

FTIR imaging data were collected with a spectroscopic imaging system developed in this laboratory and described
previously.'®!! The instrument consists of a step scan interferometer, microscopic image formation optics, and an IR FPA
detector. In this arrangement, the emission from a ceramic globar is modulated by a modified step scan interferometer
(Manning Applied Technology Inc, Troy ID and Spectral Dimensions, Inc, Olney, MD) and focused onto the sample by a
Cassegranian 15x objective (Spectra-Tech, Shelton, CT). The transmitted radiation is then imaged onto a liquid nitrogen
cooled MCT FPA detector (Santa Barbara Focal Plane, Goleta, CA) using a matched Cassegranian objective. The MCT FPA
detector, consisting of 64x64 pixels each 61x61 pm, has a spectral range of 2-10.5 microns. Data were collected at 16 cm’™
spectral resolution with an interferometer step rate of 1 Hz. At each interferometer step, a total of 128 frames were collected
at 210 Hz, using a 0.14 ms integration time per frame. The total data collection time per each individual image cube was
approximately eight minutes and consisted of 512 image planes and a total of 4096 interferograms, corresponding to the
64x64 image pixels.

Individual interferograms were apodized and Fourier transformed to create a series of frequency resolved images and spectra.
These single beam spectra were divided by an averaged background spectrum to yield transmittance spectra and images,
which were subsequently converted to absorbance (OD) images and spectra. A simple two point baseline correction was
applied and the spectra were normalized to the Amide I peak at approximately 1650 cm™. All data analysis was performed
with ISys (Spectral Dimensijons, Inc, Olney, MD), a spectral image processing program which integrates the acquisition,
visualization, preprocessing (spatial and spectral), and classification of hyperspectral image cubes. ISys is written in the
Matlab (Mathworks, Natick, MA) programming language, and can import and export a variety of different file formats. It
supports spatial and spectral Fourier Transforms, Kramers-Kronig transforms, a variety of cube, image, and spectral
arithmetic operations, and spatial and spectral filtering options. Classification options include both chemometric (PCA, PLS,
MLR, Factor Analysis) and statistical pattern recognition (Mahalanobis Distance, Linear Discriminant Analysis, Fuzzy C-
Means) algorithms.
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3. RESULTS AND DISCUSSION

The initial centroid spectra used in the Fuzzy C-Means algorithm were defined from a data set containing well delineated
epithelial and connective tissue domains. A total of twelve high quality infrared spectra, four from epithelial tissues, four
from regions corresponding to connective tissues, and four from the lumen of ducts were selected according to pathological
classifications. These starting spectra were then used to partition all the data within the same image cube, containing 4096
spectra, into three distinct classes; secretions, epithelial, and connective tissues. An inherent problem in the use of clustering
algorithms in practice is the difficulty of validating the resulting data partition. FTIR spectroscopic imaging, however,
circumvents this drawback because the resulting data separation can be displayed as an image and compared with sample
morphology. In this manner cluster validity can be readily assessed. Comparison of the visible H&E stained images to the
IR images generated by the Fuzzy C-Means clustering algorithm was used to evaluate the success of the separation. Figure 1
demonstrates such a comparison, highlighting the separation of the three domains in the data set from which the initial
spectra were chosen. By viewing the images, it is clear that the domains classified as secretions by the Fuzzy C-Means
algorithm, shown in image 1B, correlate with the lumen of the ducts as seen in the visible image displayed in figure 1A.
Additionally, the epithelial tissue domain generated by the algorithm, image 1C, corresponds to cellular regions of the ducts.
Likewise the connective tissue image, shown in 1D, highlights the areas of supporting tissue surrounding the ducts. These

Figure 1. Visible brightfield image of an H&E stained section of malignant human prostate
tissue, image A, and corresponding IR spectroscopic images. The IR images generated by the
Fuzzy C-Means algorithm delineate B. prostatic secretions. C. epithelial tissues, D. connective
tissue

separations are consistent with the pathologically defined morphology and demonstrate the success of the Fuzzy C-Means
algorithm in automatically partitioning data acquired from an inhomogeneous prostate biopsy sample with the use of a few
‘seed’ spectra. While this particular implementation is partially supervised by the use of three small starting classes it is also
possible to perform the same analysis in a completely unsupervised manner using randomly selected spectra from within a
given data set.
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Figures 2, 3, and 4 display the Fuzzy C-Means centroid spectra of the epithelial, connective tissue, and fluid filled domains as
well as IR spectra of some of the major biochemical components present in the tissue. Because the Fuzzy C-Means
algorithm continuously refines the initial centroid spectra based on class membership, their examination can assist in the
identification and visualization of trends particular to a tissue type or region of the sample. By viewing the centroid spectra it
is clear that the spectra of all three domains are dominated by contributions from protein moieties. This is consistent with the
known chemical composition of the three tissue types and is witnessed by the characteristic strong protein, amide I and amide
I absorption bands, present at approximately 1650 cm™ and 1530 cm™ respectively.

Although all three centroid spectra are dominated by protein absorptions, closer examination reveals subtle differences
characteristic of their origin from a particular tissue type. For instance, epithelial tissue is typically composed of ,
approximately 60% protein and 25% nucleic acids, although the composition will vary depending on the organ type, the cell
division cycle, and several other factors.”? The epithelial centroid spectrum, shown in 2A, does have significant protein
contributions but it also contains absorption bands characteristic of DNA and RNA (spectra shown in figures 2B and 2C
respectively). Nucleic acid contributions are seen as increased absorption intensities at 1071, 1084, 1095, and 1245 cm™,
Increased spectral intensity attributable to nucleic acids is thought to be indicative of cancer progression due to the presence
of more nuclear material as a result of enhanced cell proliferation.'*** Another component which is generally considered to
be a specific cellular differentiation material is glycogen. Molecules such as glycogen provide the energy for ATP synthesis,
which is upregulated in malignant tissues. Thus as the epithelium in diseased regions commence rapid division, both

Absorbance
Absorbance

800 1000 1200 1400 1600 1800 800 1000 1200 1400 1600 1800
Wavenumber (cm-1) Wavenumber (cm-1)

C

Absorbance
Absorbance

800 1000 1200 1400 1600 1800 800 1000 1200 1400 1600 1300
Wavenumber (cm-1) Wavenumber (cm-1)

Figure 2. A. IR centroid spectrum of epithelial tissue generated from the data set shown in figure 1. Also shown are
several IR spectra of pure components found in the epithelial tissues in the prostate gland; B. DNA, C. RNA, D.
glycogen

glycogen and nucleic acid concentrations vary. Glycogen peaks can be seen at 1028, 1045, 1078, and 1115 cm™, illustrated
in figure 2D, and in addition to nucleic acids may be responsible for the increase in intensity in the 900 to 1300 cm™ spectral
region seen in the epithelial tissue centroid spectrum (2A).
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In contrast to epithelial tissues, connective tissue has little or no contribution from cellular materials such as glycogen or
nucleic acids. The fibrous components of connective tissue consist predominately of collagen and elastin. Collagen is the
main fiber type found in most supporting tissues and is the most abundant protein in the human body.® Its most notable
function is the provision of tensile strength. Elastin is not abundant in the prostate and is typically found in viscera whose
function necessitates stretching and elastic recoil such as the lungs and blood vessels. Comparison of the connective tissue
centroid spectrum, shown in 3A, with a spectrum of pure collagen, figure 3B, shows the expected similarity. Also, the
increase in intensity in the 900-1300 cm™ spectral region resulting from the presence of nucleic acids and glycogen is
considerably less pronounced in the connective tissue centroid spectrum.

The secretory cells of the prostate contribute a wide variety of products to the seminal plasma. some of which are thought to
have diagnostic significance. Variations in the chemical composition of these secretions can be probed by examining regions
which correspond to the lumen of ducts. The most widely recognized seminal plasma in the prostate is prostate-specific
antigen (PSA) which is measured in serum prostate-specific antigen testing. PSA is a glycoprotein made almost exclusively
by prostate tissue, which, in high concentrations, is associated with the presence of prostate cancer. Although PSA screening
has been widely embraced by medical and lay communities alike for the early detection of prostate cancer, it has several
drawbacks. The most notable is that its elevation is not specific to malignancy and can occur in several benign conditions
such as benign prostatic hyperplasia (BPH), prostatitis, prostate infarction, and urinary retention, or just simply as a result of
aging. It is possible that coupling a PSA measurement with the concentration of other chemicals thought to vary with
prostate cancer progression will provide increased diagnostic accuracy. One example is the appearance of mucin secretions.
Several types of prostate cancer are known to secrete a distinctive pale blue mucin. The presence of mucin is clinically
significant since normal prostate tissue and benign prostate conditions are rarely characterized by mucin secretions. Thus, it
is possible that elevated levels of both mucin and PSA, or the coupling of these parameters with changes identified in the
connective tissues and epithelium could be more diagnostically rigorous than PSA testing alone. Figure 4 displays the
centroid spectrum of prostatic secretions as well as a pure component spectrum of mucin. Although it doesn’t appear that the
secretion centroid spectrum contains mucin in this instance, the distinctive appearance of mucin indicates the ease with which
it should be identifiable.

As a further test of the utility of these techniques to classify tissue types, we apply the previously calculated centroid spectra
shown in figures 2, 3, and 4 to the classification of tissue obtained from the same biopsy, but from a completely different
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Figure 3. A. IR centroid spectrum of connective tissue in the human prostate gland B. IR spectrum of collagen

spatial location. The ability to use the centroid spectra generated from one data set to partition another data set is important
because tissue type domains are often highly convoluted, and in some cases it is difficult or impossible to confidently identify
the initial spectra to be used in the classification. Even in normal histological samples, morphologic features can be
challenging to evaluate. Studies have concluded that focal atrophy in the prostate is a manifestation of both aging and
inflammation.! Deviations from normal morphology are often present as early as 30 years of age. This is particularly
relevant since the incidence of prostatic adenocarcinoma is positively correlated with age. Because the prevalence, extent,
and severity of focal atrophy progressively increase with age, most prostates sampled by needle biopsy are quite
heterogeneous in histologic composition. Although these deviant histologic patterns seldom have clinical significance, their
distinction from adenocarcinoma or BPH is sometimes difficult. Thus, as it is difficult enough to define normal tissue
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domains in this age group, it is even more troublesome to differentiate tissue heterogeneity from disease progression. Further
complications arise once metastasis has occurred because the epithelial and connective tissues become highly intermingled,
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Figure 4. A. IR centroid spectrum of prostatic secretions B. IR spectrum of mucin

making the identification of pure tissue type domains even more challenging. In order to accomplish the separation
necessary for spectral diagnosis, an unsupervised rapid method for separation of various tissue domains is often necessary.
For these reasons, it is important to be able to easily separate highly convoluted tissue domains in histological sections in
which abnormalities may exist, without having to define centroid spectra from the data set. The ability to numerically
compare spectral profiles from known tissue types from within a database, with unknown spectra from new tissue sections
provides a powerful tool to begin to untangle these issues.

Figure 5 shows the Fuzzy C-Means algorithm separation of tissue types in an FTIR imaging data set obtained from a different
location on the same biopsy sample. This region was classified as malignant and poorly differentiated, and from viewing the
visible image, it is apparent that the tissue type domains are much less well delineated than in image 1A. Thus, it is
advantageous to be able to separate the tissue type regions without having to define centroid spectra from this data set. As
before, we can get some indication of the success of the classifications by comparison of the IR images with the visible
stained H&E image. Again, the domains displayed in figure 5 generated by the Fuzzy C-Means algorithm appear to correlate
well with the visible image. The success of the separation serves as an important preliminary test for application of such an
algorithm to an automated medical process.

4. CONCLUSIONS

Although existing cancer diagnostic procedures are highly successful, room for significant improvement exists. In order to
gain widespread acceptance in the medical community, cancer detection techniques must be amenable to analysis by
pathologists. For this reason, FTIR spectral imaging is particularly attractive because it can work seamlessly in conjunction
with standard histopathological protocols. However, because the human prostate gland is a composite organ, made up of
several glandular and non-glandular tissue types which vary in abundance and appearance with a number of factors, a means
of examining spectral variance particular to each tissue type is needed as a perfunctory step in the application of FTIR
spectral imaging as an augment to cancer diagnosis methodologies. The rationale for the examination of chemical variance in
each tissue type independently lies in the fact that all tissue types have chemical components in common. These components
change distinctly in each tissue type with disease progression and thus it is important that the trends be examined for each
specific tissue type. For instance, as an important energy source for cells, glycogen is also stored in high concentrations in
some forms of connective tissues where it is used to provide energy for such activities as the contractile motion of muscles.
Changes in glycogen levels may only be diagnostically significant in epithelial tissue and the contamination of the spectrum
from multiple tissue types might result in an incorrect diagnosis. This example explicitly illustrates the motivation for the
examination of biochemical trends in each tissue type independently. In addition, the combination of the assessment of
changes in several biochemical markers simultaneously may provide higher accuracy than reliance on a single moiety, such
as PSA.
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We have demonstrated a preliminary step in the application of FTIR spectroscopic imaging as an adjunct technique for
prostate cancer diagnosis. The ability to examine chemical variation in different tissue types in an unsupervised manner is a
necessary first step in the implementation of any spectral imaging technique as an adjunct to current cancer diagnosis

Figure 5. Visible brightfield image of an H&E stained section of malignant human prostate
tissue and corresponding IR spectroscopic images. The IR images again delineate tissue types,
but are generated by the Fuzzy C-Means algorithm using centroid basis spectra shown in figures
2,3, and 4.

protocols. With the routine incorporation of computers and digital imaging methods into hospitals and other clinical settings
it is easy to envision how FTIR spectral imaging could be readily adopted by the medical community and how the technique
might be employed for the real-time analysis of biopsy samples. Examination of the visible H&E stained image will allow
continued pathological assessment of the tissue, while comparison of the visible and infrared images can substantiate
questionable diagnoses. With further research and development we anticipate that infrared spectroscopic imaging will
ultimately provide a strong foundation for visualizing the presence, and quantifving the extent of carcinoma.
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ABSTRACT

From November 1, 1997 till November 1. 2000 we have investigated 204 cases of acute myeloid leukemia (AML) (n=95),
acute lymphatic leukemia (ALL) (n=40). myelodysplastic syndrome (MDS) (n=11), chronic myeloid leukemia (CML)
(n=9), chronic lymphatic leukemia (CLL) (n=4) and non-Hodgkin lymphoma (NHL) (n=45) cytogenetically, using G-band
analysis and spectral karyotyping (SKY). By SKY we were able to detect the abnormal clones in all cases but 9. In the G-
band preparations these cases showed very few abnormal mitoses. The SKY either extended or confirmed the G-band
findings in 94% of those with an abnormal karyotype. Cryptic translocations (translocations not suspected from the G-band
karyotype) were found in 71 cases (26 AML. 9 ALL. 5§ MDS. 2 CLL and 29 NHL).

We find SKY a powerful adjuvant diagnostic tool that does not compromise one of the advantages of karyotyping
techniques, the analysis of the entire genome which. in contrast to molecular biological techniques. still leaves the
possibility to get more answers than questions posed.

Keywords: G-band cytogenetics. hematologic neoplasia. leukemia. lymphoma, myelodysplastic syndrome, spectral
karyotyping,

1. INTRODUCTION

In solid tumors and also in hematologic ncoplasia it is often difficult to characterize the chromosomal abnormalities in full.
In acute myeloid (AML) and acute Iymphatic leukemia (ALL) it is important to obtain a complete karyotype since the
clonal chromosome aberrations are of independent prognostic significance and they may also allocate the patients to
different treatment regimens [1.2]. Although we. in our institution. obtain mitoses in almost all acute leukemias,
myelodysplastic syndromes (MDS) and chronic myeloid leukemia (CML) patients at diagnosis we find that e.g. 37% and
43% of the AML and ALL patients with clonal chromosome aberrations show an incomplete karyotype by G-banding. By
single- or oligotarget FISH it will be impossible to characterize but a few cases. money and amount of material being the
limiting factors. Instead multi-target FISH scems an attractive solution as an adjuvant diagnostic tool.

2. MATERIAL AND METHODS
2.1 Patients
From November 1, 1997 till November 1. 2000 we have investigated 204 cases of AML (n=95). ALL (n=40). MDS (n=11).
CML (n=9), chronic lymphatic leukemia (CLL) (n=4) and non-Hodgkin lymphoma (NHL) (n=45). As we consider as
complete a G-band karyotype as possible paramount in our diagnostic investigations, we did not have material left to
perform a SKY analysis on all cases with a G-band karyotype during this period.
The AML, ALL and NHL cases are derived from population based materials covering approximately 1/3 of the adult
Danish population and 1/2 of the children. and we therefore know that the primary adult AML and pediatric ALL cases
included in this study represents 58% (88/151) and 39% (27/69). respectively. All primary adult ALL cases diagnosed in the
period are included.

2.2 Methods

G-band karyotyping was carried out after direct harvest and/or short-term culture of bone marrow or lymph node tissue as
described earlier [3]. Mitoses karyotyped for the 204 cases: range 20-38. mean 25. median 25. The SKY analysis was
carried out according to the manufacturer’s instructions (Applied Spectral Imaging™, Mikdal HaEmek. Israel).
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3. RESULTS

From Table 1 appears the FAB-subtypes, M/F ratio, median age and age range for the patient groups investigated in this
material. The AML subtypes of the 88 primary diagnoses were: M0 — 7% (8% in all patients diagnosed in the period
(n=151)), M1 - 19% (23%), M2 — 43% (42%), M3 - 3% (2%), M4 — 8% (7%), M5 - 6% (5%), M6 — 5% (5%), M7 — 9%
(8%). M/F ratio, median age and age range for all AML patients diagnosed in the period were 1.04, 69 years and 16-93
years, respectively.

Diagnosis Patient no. M/F-fatio Age-range Median age
AmL! =917 0.78 16-88y 66y
ALL3 n=39* 0.95 1-68y 5y
MDS? =10 1.5 25-95y 66y
CMLO Chronic phase n=5 0.8 39-84y 52y
Blast crisis n=4
cLL? n=4 3.0 56-85y V 59y
NHL8 n=45 1.37 11-97y 65y

Footnote to Table 1.
1. AML: Acute myeloid leukemia. 2. M0: 6, M1: 17, M2: 38, M3: 3, M4: 7, M5: 5, M6: 4, M7: 8, Relapse: 3. 3. ALL: Acute lymphatic

leukemmia. 4. 2 patients were investigated in relapse only. 5. MDS: Myelodysplastic syndromes. 6. CML: Chronic myeloid leukemia. 7.
CLL: Chronic lymphatic leukemia. 8. NHL: Non-Hodgkin lymphoma.

Table 1: Diagnoses, subtypes, M/F-ratio, age range and median age for the 198 patients included in this study.

Table 2 shows the frequencies of abnormal karyotypes according to diagnosis and the percentage of cases where SKY
extended or confirmed the G-band findings. In the largest patient group, AML, 145 (96%) diagnosed in the period had a
cytogenetic investigation performed at diagnosis. 63 (43%) patients had a normal karyotype and 82 (57%) an abnormal
karyotype.

Diagnosis G-band Karyotype Nos. where SKY extended or
Abnormal / Normal / % Abnormal confirmed G-banding (%)
AML! 70 25 74 91 (96)2
ALL3 34 6 83 37 (93)4
MDS? 10 1 91 11 (100)
CML 9 0 100 9 (100)
CLL 4 0 : 100 4 (100)
NHL 44 1 98 43 (96)0
Footnote to Table 2.

1. 4 patients were investigated twice. 2. Excluding 4 patients where the abnormal clone was not found in the SKY preparation. 3. 1 patient
was investigated twice. 4. Excluding 3 patients where the abnormal clone was not found in the SKY preparation. 5. 1 patient was
investigated twice. 6. Excluding 2 patients where the abnormal clone was not found in the SKY preparation.
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Table 2: Diagnoses. nos. with abnormal G-band karyotype and nos. with spectral karyotyping (SKY) extending or confirming the G-band
karyotype.

A normal G-band karyotype was found in 33 of the 204 cases investigated, and in all these cases. except one, SKY
confirmed the normal karyotype. This ALL patient with a normal G-band karyotype, showed a t(12;21) by SKY. The SKY
extended or confirmed the abnormal karyotype in 91 AML and 37 ALL cases. respectively. In the remaining patients (MDS,
CML, CLL and NHL) SKY extended or confirmed G-band karyotypes in 97% (MDS: 100%. CML: 100%, CLL: 100% and
NHL: 96%). In 9 of the 204 cases the abnormal clone could not be found in the SKY preparation. These cases showed 2 —
16 abnormal mitoses (median 6) out of a median of 25 G-band analysed mitoses (range 25 — 28). The rest of the cases with
chromosomal aberrations showed 2 — 38 abnormal mitoses (median 21.5).

71 of the 204 cases showed a total of 206 cryptic translocations. 126 of the 132 marker chromosomes found by G-banding
were characterized by SKY. In 3 cases the marker chromosome was too small to be charaterized by SKY. In 2 cases the
origin of the chromosomal material could be established, but the origin of the centromeres could not. In 1 case the clone
with a marker chromosome consisted of only 2/25 mitoses in the G-band preparation and could not be found in the SKY
preparation (hybridization area 10x10 mm).

Fig. 1 shows the number of times individual chromosomes were involved in an aberration in G-band and SKY preparations.
respectively, in the investigated AML cases. The chromosomes most often involved in G-band aberrations were: #5, #21,
#7, #8, #17, #12, #11 and #15 in descending order. The chromosomes most often involved when SKY was carried out were:
#5, #8, #7,#17, #21, #12, #11 and #3 in descending order.
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Fig. 1: Shows the number of times each chromosome was involved in an aberration in G-band and SKY preparations. respectively, in
AML cases. * In 2 cases the origin of the chromosomal material could be established but the origin of the centromeres could not and in 1
case the marker chromosome was too small to be charaterized by SKY.

4. DISCUSSION

For more than ten years cytogenetic aberrations have been recognized as independent prognostic factors in AML and ALL
[4, 5]. Since 1986 and 1992 cytogenetic investigation by G-band has been one of the routine diagnostic tools used in ALL,
AML and NHL patients in our institution. G-band karyotyping at our laboratory has a success rate of nearly 100% in AML
and 99% in ALL and our frequencies of abnormal karyotypes correspond to literature published data of around 55-75% [4.
5, 6]. Over the years we have experienced. that in more than 1/3 of the AML and ALL patients with cytogenetic aberrations
it has not been possible to fully characterize the chromosomal aberrations as marker chromosomes and added material are
found in a substantial proportion of cases. and this is also the case for NHL and MDS patients. Therefore. to supplement the
cytogenetic investigation in an attempt to characterize chromosomes involved in structural aberrations SKY was
implemented from November 1. 1997. During the three year period that has passed since then. 151 patients have been
diagnosed with AML at our institute. The 91 AML patients in this study have almost the same median age and age range as
the 151 AML patients and they also have the same distribution of FAB subtypes. There are. however. more female patients,
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relatively, among the 91 study patients, giving a lower M/F ratio, than in the background material. The single reason for
performing SKY in only 91 AML patients was lack of material after G-banding in the remaining 54 cytogenetically
investigated cases.

We performed 95 and 40 SKY investigations in 91 AML and 39 ALL patients, respectively, and we have been able to
characterize all 62 marker chromosomes found by G-band karyotyping in these patients, except 3. In addition to
characterizing marker chromosomes, SKY has also revealed 56 and 23 cryptic translocations in 26 AML and 9 ALL
patients, respectively. By characterizing marker chromosomes and cryptic translocations, SKY extended the findings in
44% and 35%, respectively, of the AML and ALL cases with an abnormal G-band karyotype. This is in agreement with our
earlier impression [7]. In the remaining AML and ALL cases with an abnormal G-band karyotype, SKY confirmed the
findings except in 7 cases (4 AML and 3 ALL), where the abnormal clone could not be found by SKY. This was either due
to the abnormal clones being small, or to the fact that there were only few and normal mitoses in the SKY preparation.

In all cases with a normal G-band karyotype, SKY confirmed the normal karyotype except in 1 ALL patient. By G-band
analysis this patient showed 25 normal mitoses, however by SKY a t(12;21) was revealed in 4 mitoses.

In MDS, CLL and NHL cases with an abnormal karyotype, SKY extended the karyotype in 70%, 75% and 70%,
respectively. In NHL the abnormal karyotypes are often more complex than in AML and ALL, which may explain this
discrepancy.

In NHL patients the number of cryptic translocations is relatively higher (97 cryptic translocations in 29/45 patients) than in
AML (56 cryptic translocations in 26/91 patients) and ALL (28 cryptic translocations in 9/39 patients) patients. This may
also be explained by more complex karyotypes in NHL.

In conclusion, in hematologic neoplasia SKY is a valuable adjuvant diagnostic tool that does not compromise one of the
advantages of karyotyping techniques, the analysis of the entire genome in one hybridization. This is in contrast to single or
oligotarget FISH and PCR techniques where you may only investigate for the presence or absence of a limited number of
specific aberrations at once. Further, as clonal chromosomal aberrations are among the factors used at Odense University
Hospital to stratify AML and ALL patients to different treatment protocols, it is important to obtain as complete a karyotype
as possible. The SKY is in this respect a valuable technique. Lastly, the prognostic value of SKY remains to be elucidated in
larger cohorts of patients with hematologic neoplasia.
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ABSTRACT

Multi-color fluorescence imaging of tissue samples has been an urgent requirement in current biology. As far as fluorescence
signals should be isolated by optical bandpass filter-sets, rareness of the combination of chromophores with little spectral
overlap has hampered to satisfy this demand. Additivity of signals in a fluorescence image accepts applying linear unmixing of
superposed spectra based on singular value decomposition, hence complete separation of the fluorescence signals fairly
overlapping each other. We have developed 7-color fluorescence imaging based on this principle and applied the method to the
investigation of mouse spleen. Not only rough structural features in a spleen such as red pulp, marginal zone, and white pulp,
but also fine structures of them. periarteriolar lymphocyte sheath (PALS), follicle, and germinal center were clearly pictured
simultaneously. The distributions of subsets of dendritic cells (DC) and macrophages (M¢) were investigated by their
subset-specific antibodies such as NLDC-145. CDS8. and CD11b. They were not identical as reported previously by other authors.
The expressions of general M¢ markers such as BM8, F4/80, MOMA2 and Mac3 around the marginal zone were imaged
simultaneously. Their inhomogeneous cxpressions were clearly demonstrated. These results show the usefulness of the method
in the study of the structure that consists of many kinds of cells and in the identification of cells characterized by multiple
markers.

Keywords: fluorescence spectral imaging. singular value decomposition, Fourier spectroscopy. linear unmixing, hyperspectral

imaging, hyper multicolor imaging

1. INTRODUCTION
Biological higher-order function is performed through the interaction of many components. So, it is indispensable to observe
many components simultaneously to understand the mechanism under which the system is operated. As for free cells.
fluorescence-activated cell sorter (FACS) has made it possible to identify even more than 10 molecules surface or inside of cells.
However, the number of colors simultancously used for histological investigation is quite limited because the combination of
dyes having little spectral overlap is rare.
A fluorescence image can be described as a vector space and each spectrum in it behaves as a vector. This fact allows us to

isolate superposed spectra with large spectral overlap using linear unmixing based on singular value decomposition. Based on
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this principle, we have developed 7-color fluorescence imaging of tissue samples'. Here we show some hyper-multicolor images

obtained by applying this method illustrating the detailed structure of the mouse spleen.

2. MATERIALS AND METHODS

2.1 Instrumentation

Instruments used for data acquisition were almost same as described previously'. In brief, an imaging spectrometer SD-200 (AS],
Inc.) was attached to epi-fluorescence microscopy BX-60WI (Olympus Optical Co. Ltd.). The objective lenses used were Uplan
Apo 20X/0.70 and Uplan Apo 40X/0.85. Memory of the computer attached to the system was increased to 512MB as to accept
628 X 488 pixels image. In addition to 3 filter sets Bl, Gr and Rd used in the previous studyl, a filter-set, UV was used for
obtaining the spectrum of UV-excited chromophore, Marina Blue. The constructions of these filter-sets are shown in Table 1 and
the spectra of filter-set UV and Marina Blue are illustrated in Fig. 1.

Table 1. Construction of filter-sets fei:‘t"eifSion
X . X . N . dichroic filter
Filter set Exciter Dichroic mirror Emitter absorption
UV 330WBS0 400DCLP 400ALP of MB
BI 470F35 505DRLP 515EFLP excitation
filter
Gr 546F10 560DRLPO2 565EFLP emissioni
of MB
Rd 640F20 660DRLP 665EFLP

300 400 500 600 700 800
Wavelength (nm)

Figure 1. Spectra of Marina Blue
and filter-set UV

2.2 Reagents

Monoclonal antibodies (mAbs) to CD4 (RM4-5), CD11b (M1/70), CDllc (HL3), CD16/32 (2.4G2), CD21/35 (7G6),
CD45R/B220 (RA3-6B2), I-AYI-E* (2G9), and Mac3 (M3/84) were purchased from BD Pharmingen (Franklin Lakes, NJ).
MOMA-2 and F4/80 from Serotec Ltd. (Oxford, UK) and BM8 from Bachem, AG (Bubendorf, Switzerland), respectively.
FDCM2 and CR-Fc, the fusion protein of mannose's cystein-rich domain and IgG's Fc-portion, were kindly provided by Dr.
Marier H. Kosco-Virbois. Succinimidyl ester dyes Marina Blue, Alexa488, Alexa532, Alexa546, Alexa568 and Alexa594 and
succinimidyl ester dyes Cy5 and Cy5.5 were purchased from Molecular Probes Inc. (Eugene, OR) and from Amersham
Pharmacia-Biotech (Uppsala, Sweden), respectively. Peanut agglutinin (PNA) was obtained from Vector Laboratories Inc.

(Burlingame, CA) and keyhole limpet hemocyanin (KLH) from Pierce Chemical Company (Rockford, IL), respectively. For Fig.
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3, Zymosan BioParticle (Molecular Probes Inc.), Mac3, anti-CD11c. anti-CD4 and anti-CD45R/B220 were directly labeled with
Marina Blue, Alexa546, Alexa568, Cy5 and Cy5.5, respectively. CD11b was indirectly labeled with Alexad488 through
NHS-digoxygenin and anti-digoxygenin antibody (Roche Diagnostics. Mannheim, Germany). CR-Fc was indirectly labeled
with Alexa594-conjugated anti-human IgG. For Fig. 4, FDCM2, anti-CD16/32, anti-CD11c¢, PNA and anti-CD45R were directly
labeled with Alexad88, Alexa546, Alexa568, Alexa594 and Cy5 respectively. Anti-CD21/35 and anti- I-AY/I-E® were indirectly
labeled with Alexa532 and Cy5.5 via biotin-streptavidin and digoxygenin-anti-digoxygenin systems, respectively. For Fig. 5,
MOMAZ2 and Mac3 were directly labeled with Alexa488 and Alexa546. respectively. BM8 and F4/30 were indirectly labeled

with Alexa532 and Alexa594 via biotin-streptavidin and digoxygenin-anti-digoxygenin systems. respectively.

2.3 Specimens

For Fig. 3 and Fig. 5, an 8 weeks old female Balb/C mouse was injected i.v. with 200 ug of Zymosan BioParticle. Two hours
later, its spleen was removed, embedded in OTC compound and frozen rapidly in liquid nitrogen. For Fig. 4, splenic tissues
from Balb/c mice preimmunized twice at 8 and 11 weeks of age by applying intraperitoneal injections of 100 |tg per mouse of
KLH in Freund complete and incomplete adjuvants. respectively. were embedded in OCT compound and rapidly frozen in
liquid nitrogen. Blocks prepared as mentioned above were sliced at 4 um thick, air-dried for 1 hour and stored at -20 C until use.
After being fixed by acetone for 10 min, the cryosections were stained with several antibodies simultaneously by adding the
mixture of labeled or tagged antibodies. Single color-stained specimen for each dye was also made for obtaining the authentic

spectra to construct the spectral library.

3. RESULTS

3.1 Construction of the spectral libraries

Fig. 2 shows the spectral libraries constructed from the spectra obtained from single-color-stained images. Spectrum of each dye
was the average of the 6 brightest points of the image. When excited with UV (Fig. 2a), Marina Blue-labeled Zymosan particle
generated signals strong enough to provide a clear image at wavelength 450-500 nm. However. to remove the effect of
auto-fluorescence completely, linear unmixing was performed using its cognate spectral library. In Fig. 3, auto-fluorescence of
tingible body in some subset of M$ was used to evaluate their phagocytic activity toward apoptotic cells. Even though we have
not thoroughly characterized auto-fluorescence in a mouse spleen yet, this auto-fluorescence was highly specific and found in
the cells always adjoining apoptotic cells (not shown), and we tentatively call this phagosome "tingible body". When excited
with Bl (Fig. 2b), the spectrum of tingible body was remarkably differ from that of Alexad88. When excited with Gr (Fig. 2c).
the spectrum of tingible body was differ from that excited with Bl. This is not strange because tingible body may be a mixture of
fluorogenic substances and its spectrum varies according to the excitation wavelength. The spectrum of tingible body was very
close to those of Alexa568 and Alexa594 (Fig. 2c), yet could be isolated from them by linear unmixing. Fig. 2d shows the

spectra of Cy5 and Cy5.5 obtained from images.
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Figure 2. Spectra of dyes from images

3.2 Structure of white pulp

Fig. 3 shows isolated images of all the dyes used to stain, antibodies conjugated with which are indicated at lower-right corner
of the images, respectively. Uplan Apo 20X/0.70 was used as objective lens. By assigning pseudo-color and superposing, any
two or three images of them, one can construct color images (not shown). These images illustrate typical structure in a mouse
spleen of a follicle lying astride a periarteriolar lymphocyte sheath (PALS). B220 was strongly expressed within the follicle and
slightly suppressed in the marginal zone. Dendritic cells, characterized by CD11c¢™ distributed both in the PALS and in the
marginal zone. It is notable that CD11b* dendritic cells located not only in the marginal zone, but in the PALS. Moreover, CD8"
dendritic cells were recognized not only in the PALS, but in the marginal zone (not shown). CD4" cells, chiefly composed of T

cells, are a major component of PALS. They distributed mainly in the PALS, however, a small fraction of them scattered in the
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follicle. CR-Fc, the ligand of which is Sialoadhesin, specifically binds to marginal metallophilic M¢ (MMM) in spleen. MMMs
are situated at the margin of the white pulp running along the inner border of the marginal sinus (not shown). The image
indicated “Auto-fI” was constructed of signals characteristic of tingible body. By superposing the images of CR-Fc,
Zymosan-BP, and auto-fl, it was found that a little portion of MMMs bore tingible body or Zymosan-BP (not shown). Mac3 is
mainly expressed on the marginal zone M¢ (MZM) and the red pulp M¢ (RPM). However, a very little portion of M¢ in a

follicle expressed Mac3.

i, e

follicle

L

gure 3. Structure of white pulp in mouse spleen

3.3 Structure of germinal center

A typical structure of a germinal center (GC) in a mouse spleen is illustrated in Fig. 4. It shows isolated images of all the dyes
used for staining. Antibodies conjugated with the dyes are indicated respectively. Uplan Apo 20X/0.70 was used as objective
lens. Germinal center is the site where affinity maturation of B cell receptor takes place. The essence of affinity maturation is the

selection of the clones having the highest affinity to the stimulating antigen and the allowance of the survival authorized by
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CD4* T cells. The affinity of B cell receptor (BCR) is thought to be evaluated by the interaction with the antigen or immune
complex attached to the surface of follicular dendritic cells (FDC) via immunoglobulin receptors or complement receptors. Both
a follicle and the marginal zone surrounding the white pulp were shown in the image stained with anti B220. Dendritic cells,
specified by CD11c", were seen both in the T cell area and in the marginal zone. It is worthy of notice that class IT* cells fairly
overlapped with dendritic cells. FDCs, characterized by FDCM2, extended to whole of the follicle. FDCM2 was highly
expressed specifically in the GC, which was identified by B cells binding PNA strongly. Complement receptor™ cells,
represented as CD21/35%, also spread to whole the follicle, however, the intensity of the expression was divided into two levels.

Strongly expressed cells covered the GC and they, as a whole, looked like a meshwork. The expression level of immunoglobulin

receptor (FcyRIVIIL, represented as CD16/32) was also divided into two, however, the cells expressing stronger were more
concentrated on the GC than CD21/35" cells were.

GC : germinal center
CA : central arteriole
MZ : marginal zone

Figure 4. Structure of germinal center in mouse spleen
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3.4 Expression of general M¢ markers around the marginal zone

Fig. 4 shows the expressions around the marginal zone of F4/80, Mac3, MOMA?2 and BMS, which are thought to be general Mo
marker. Uplan Apo 40X/0.85 was used as an objective lens. According to the hypothesis proposed by Leenen et al.”, there locate
RPM, red pulp marginal Mo, MZM, MMM, and M¢ that distributes follicle and PALS. One third of the right side of the image
shows the white pulp and two thirds of the left side shows the marginal zone and the red pulp. It is obvious that the expression
of those markers vary from cells to cells. Mac3 was expressed on the largest subset. BM8 chiefly on MZM and RPM, MOMA?2
on RPM, MZM and M¢ of follicle and PALS. respectively. F4/80 was expressed mainly on RPM, but also on a very limited
subset of M¢ in the white pulp.

Figure 5. Expression of general M¢ markers around marginal zone
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CONCLUSIONS

Here we showed 8-color, 7-color and 4-color fluorescence images of mouse spleen. They demonstrated the complete separation

of fluorescence signals having very close spectra each other. Even an auto-fluorescence from tissue can be used as a signal to
investigate the distribution of some particular substance or cell population. Precise characterization of cell subsets in a tissue has
come practicable only through this method. These results show the usefulness of the method in the study of the structure that

consists of many kinds of cells and in the identification of cells characterized by multiple markers.
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ABSTRACT

Optical spectroscopy has been shown to be an effective method for detecting neoplasia of epithelial tissues. Most studies to
date in this realm have applied fluorescence or reflectance spectroscopy alone as a preferred method of disease detection. We
have been developing instrumentation which can acquire both reflectance and fluorescence images of the human cervix in
vivo, with the goal of combining multispectral information from the two spectroscopic modalities. This instrumentation has
been tested on a group of patients in a clinical setting. We have applied spectral and spatial analysis techniques to the
acquired images to assess the capabilities of this technology to discriminate neoplastic from normal cervical tissue.

Keywords: cervix, neoplasia, fluorescence, reflectance, spectral imaging

1. INTRODUCTION

Cervical cancer is one of the most common malignancies in women, represented annually as at least 370,000 new cases
globally' and as 12,900 new cases in the US alone”. The implementation of annual screening using the Papanicolau (Pap)
smear has significantly reduced cervical cancer mortality rates in the US, primarily by identifying women with precancerous
changes, also known as cervical intraepithelial neoplasia (CIN) or, more concisely, cervical dysplasia. Despite the success of
the Pap smear in reducing mortality rates, the test has demonstrated high false positive rates, which causes women with
benign conditions to unnecessarily proceed to more expensive and invasive procedures. In a meta-analysis conducted by
Fahey et al’, they reported an average sensitivity of 58% (95% CI 49-67%) and average specificity of 69% (95% CI 62-77%)
of the Pap smear for detecting dysplasia in a screening setting. A more accurate, point-of-care test for cervical dysplasia has
the potential to not only improve cervical cancer prevention but also reduce costs of health care.

Various forms of steady-state optical spectroscopy have been shown to be efficacious in the detection of CIN, as well as
similar abnormalities of other epithelial tissues*'*. Fluorescence-based methods*'! and diffuse reflectance (or elastic
scattering)-based methods'>" are among the most common spectroscopic techniques in this area. Nearly all studies have
exploited either fluorescence or reflectance alone to provide information about the tissue relevant to the presence of disease.
Measuring fluorescence and reflectance concurrently could offer a more complete picture of the biochemical and

morphologic conditions of the interrogated tissue.

We have developed instrumentation to acquire both fluorescence and reflectance images of the cervix in vivo at a number of
different ultraviolet (UV) and visible wavelengths. This multimodal multispectral imaging (MMI) system has been used in a
clinical setting to acquire images from a cohort of patients with a broad distribution of cervical abnormalities, including those
with a normal cervix and those with various grades of CIN. We have analyzed the images from these patients and present
results of the analysis which indicate the ability of our system to discriminate normal from dysplastic tissue.

*Correspondence: aagrawal@spectrx.com; phone (770) 242 8723; fax (770) 242 7075; http://www.spectrx.com; SpectRx, Inc., 6025A
Unity Drive, Norcross, GA 30329
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2. MATERIALS AND METHODS

2.1 Instrumentation

Wavelength bands for fluorescence imaging were chosen based on the excitation and emission wavelengths of endogenous
fluorophores present in cervical epithelium. Fluorescent species include tryptophan, collagen, elastin, reduced nicotinamide
adenine dinucleotide (NADH), oxidized flavin adenine dinucleotide (FAD) and porphyrins. A number of studies have shown
that the measured fluorescence intensity from these fluorophores may be significantly modulated by the onset and

progression of dysplasia®"!>16,

The diffuse reflectance properties of the cervix, as with most other human tissues, are dominated by hemoglobin absorption.
Because increased vascularity has been associated with dysplastic processes, we considered it essential to acquire reflectance
images at one or more visible wavelength bands corresponding to the absorption peaks of hemoglobin. We also wanted to
acquire reflectance images at other wavelength bands across the UV-visible spectrum, especially those not as strongly
affected by hemoglobin, wherein effects such as epithelial scattering might indicate the presence of dysplasia.

We designed and constructed an imaging system capable of providing illumination and detection at a variety of UV-visible
wavelength bands and suitable for use in a clinical setting. A layout of the optical system is shown in Figure 1. The
illumination path consists of a xenon flashlamp as a broadband illumination source followed by a collimating mirror, optical
filter, and finally a beamsplitter which directs light to the tissue. Fluorescent or reflected light passes back through the
beamsplitter, followed by an optical filter and then an imaging lens system which places an image onto a CCD camera (512 x
512 pixels). Motorized filter wheels were used to independently select both illumination and collection filters. A tube was
placed in front of the foreoptic to shield the exposed light path from ambient light.

Collimating
Mirror
E;ash B~ Excitation
mp \ Filter
/ d
—— Light-shielding tube (
ccp NN N A
Camera VAVAR] N (
7 | T :
Imaging Lens Collection Beamsplitter Cervix
System Filter

Figure 1. Optical system layout.

All the major electro-optical components of the MMI system were mounted in a contained unit on top of a vertical pole stand
with wheels so it could be positioned in front of the patient like a standard colposcope used to examine the cervix. The
imaging system could be manipulated via height and tilt adjustment. The stand was tethered to a base unit which contained
power supplies, control circuitry, and a computer. Custom software was written to provide a simple user interface for system
control and data acquisition. Ten fluorescence images and seven reflectance images were acquired per patient, with a total
image acquisition time of approximately 1.5 minutes.

Because our system uses UV excitation wavelengths, we conducted an analysis to ensure patients would not be exposed to
unsafe levels of UV light during the course of measurements. For the benefit of researchers developing electro-optical
systems for detecting CIN, the Food and Drug Administration (FDA) has published a draft guidance document'’ which
recommends a UV exposure limit for cervical tissue. This limit is equivalent to a threshold limit value set by the American
Conference of Governmental Industrial Hygienists (ACGIH) for UV light incident on the eye and skin by non-laser light
sources. The FDA draft guidance document states specifically that the device emission spectrum weighted with the action
spectrum published by the ACGIH should be less than 3 mJ/cm?®. Upon measuring the output of the MMI system at the UV
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excitation wavelengths, we determined that the effective radiant exposure of our system was approximately 0.5 mY/em?, well
below the threshold limit value.

2.2. Clinical data collection

After obtaining institutional review board-approved informed consent, non-pregnant women 18 years of age or older with an
intact cervix scheduled for colposcopy were enrolled in our study. Colposcopy involves examination of the cervix in situ
with low power magnification (3X-15X), typically after applying acetic acid to the cervix. Acetic acid acts as a contrast
agent by temporarily whitening (acetowhitening) areas which tend to be suspicious of CIN. The colposcopic examination
included digital color image capture with a video colposcope for documentation and data analysis purposes. When clinically
indicated, either a biopsy was performed if CIN was suspected. or an excision treatment was performed to remove already-
confirmed dysplastic tissue. Some patients were also scheduled for hysterectomy, usually for reasons unrelated to dysplasia
or cancer. All biopsies and excised specimens underwent histologic analysis by pathologists at the clinical site.

Image acquisition with the MMI system took place before colposcopy. After the vaginal speculum was inserted, but prior to
image acquisition, a mark was placed on the cervix to ensure all the images could be properly registered. The MMI system
was then positioned so that the front of the tube was just inside the opening of the speculum and a test image of the cervix
appeared in focus. Figure 2 shows some typical images acquired with the MMI system. Because we acquired images before
colposcopy, they were without the contrast enhancement offered by acetic acid. For the purposes of this study, we wanted to
determine if the native, unbiased properties of cervical tissue could provide adequate information to permit detection of
dysplasia. In addition, since acetowhitening is a transient phenomenon typically lasting only several minutes, there was
concern that there would be variable amount of acetowhitening influencing each image in an acquisition sequence.

Figure 2. MMI system images of cervix in vivo: (a) reflectance image, (b) fluorescence image.

2.3. Data analysis

Images from 34 patients have been analyzed for this study. This group consists of 18 with a normal cervix, eight with only
non-dysplastic lesions (metaplasia, inflammation), and eight with dysplasia. Of the dysplastic cases, one had only mild
dysplasia (CIN 1, low grade) and seven had moderate to severe dysplasia (CIN 2+, high grade). Two of the CIN 2+ cases
also had CIN 1 lesions, and another two of the CIN 2+ cases also had non-dysplastic lesions. The presence of dysplasia was
always confirmed by histopathology; however, histologic specimens were typically not available to confirm non-dysplastic or
normal conditions. Normal epithelium and non-dysplastic lesions were identified by colposcopy.

For each patient, the colposcopist drew a detailed colposcopic impression directly on the captured digital color image. The
boundaries of any dysplastic or non-dysplastic lesions, as well as the boundary between the two normal cervical epithelial
types (squamous and columnar) were recorded. This information was then transferred to the MMI system image set to
delineate image regions and classify each region into one of five categories: normal squamous, normal columnar, non-
dysplastic lesion, CIN 1 lesion, CIN 2+ lesion. It should be noted nearly every cervix contained multiple regions, and many
times more than one category was present. During this classification process, image areas were also excluded from
subsequent analysis for any of the following reasons: non-cervical tissue, registration mark, excessive blood or mucus,
specular reflection artifact (CCD saturation), unknown/uncertain classification.
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# Patients | # Regions | # Pixels
Normal squamous 34 44 24372
Normal columnar 9 11 551
Non-dysplastic 10 16 386
CIN1 3 5 254
CIN 2-3 7 8 836

Prior to applying quantitative analysis techniques, images were first corrected by subtracting the offset introduced by the
CCD. In addition, 5 x 5 pixel binning was applied to all images for data smoothing and data reduction purposes. Any
mentions of the term “pixel” in the remainder of this paper are referring to the average of a 5 x 5 pixel block. Table 1 lists
the number of patients, regions, and pixels in each category that were analyzed in this study.

Table 1. Sample sizes for this study.

An expected source of intensity variability in the images was that arising from intrinsic differences in fluorescence yield
between patients. This variability is unrelated to and can be larger than the fluorescence intensity differences between
dysplastic and normal tissue. To investigate the possibility of reducing the effects of this variability, we generated a
complementary set of images in which each pixel was normalized by the mean intensity of all pixels located on normal
squamous epithelium from the same image. Normal squamous epithelium was selected as the normalization category

because every cervix in the study population, and practically every cervix in the general population, contains some amount of
this native epithelium.

Because the cervix has an irregular surface and its anatomical orientation varies significantly between patients, we expected
and observed spatial intensity variations unassociated with system variability or relevant biological factors. In other words,
there was intra- and inter-patient variability of excitation-collection geometry in every image. Therefore, we believed our
best opportunity to extract useful quantitative information from the images was by analyzing ratio images, i.e. one image
divided by another, pixel-by-pixel.

For both the original and squamous normalized image sets, all possible ratio images (excluding inverses) were generated
from the ten fluorescence and seven reflectance image types, giving rise to 272 total ratio images per patient. For each ratio
image type, all pixels from all patients together were then grouped by category. After separating the categories into two
groups (i.e. normal squamous vs. all others, non-dysplasia vs. dysplasia), we applied the Mann-Whitney test, a non-
parametric analog to the Student’s t-test. The p-value from this test provided a metric which indicated how separate the two
groups were for each ratio image type. The ratio image types were then ranked by p-value in order to select one or more
types for basic discrimination algorithms.

3. RESULTS

We first wanted to determine an algorithm using the original images to discriminate normal squamous epithelium from all
other tissue types. This was expected to be the simplest of our tasks at hand, because normal squamous can be visually
identified on the cervix by even a minimally trained eye. Combining two ratio image types provided improved
discrimination most critically between normal squamous and dysplasia, and also separated normal columnar and non-
dysplastic lesions from normal squamous as well. Figure 3 plots all the pixels from the two ratio image types in feature
space. With the decision lines shown, the discrimination performance of non-squamous normal (positive) from squamous
normal (negative) was 87% sensitivity and 88% specificity.
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Figure 3. First algorithm using two ratio images to discriminate squamous normal tissue from all other tissue types.

Having completed our simpler task, our second task was to discriminate the remaining non-dysplastic pixels from the
dysplastic pixels. Two different ratio image types were found, one from the original image set and the other from the
squamous normalized image set, which again provided improved discrimination when combined. Figure 4 plots all the pixels
from the two ratio images, again in feature space. Note that only pixels called positive by the first algorithm are plotted here,
including normal squamous false positives. Similarly, pixels called negative by the first algorithm are excluded here,
including dysplastic false negatives. For the decision line shown, the performance of this algorithm is 86% sensitivity and
86% specificity. The combined performance of these two algorithms to discriminate dysplasia from non-dysplasia is 83%
sensitivity and 98% specificity.
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Figure 4. Second algorithm using two ratio images to discriminate dysplasia from non-dysplasia.

4. CONCLUSIONS

With basic analysis approaches, we were able to develop simple algorithms to demonstrate feasibility of discrimination
between non-dysplastic and dysplastic tissue in this data set. The algorithms incorporated both fluorescence and reflectance
information, thereby exploiting the multimodal capability of the MMI system. It is important to note that this level of
discrimination was achieved even without the use of acetic acid, which is known to be essential for visual assessment of the
cervix at colposcopy and has been shown benefit spectroscopic techniques'®. The sensitivity and specificity as demonstrated
in this study can potentially reduce the number of false positive cases and improve the detection rate of cervical dysplasia.
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ABSTRACT

Skin hydration is a key factor in skin health. Hydration measurements can provide diagnostic information on the
condition of skin and can indicate the integrity of the skin barrier function. Near-infrared spectroscopy measures the
water content of living tissue by its effect on tissue reflectance at particular wavelengths. Imaging has the important
advantage of showing the degree of hydration as a function of location. Short-wavelength (650-1050 nm) near
infrared spectroscopic reflectance imaging has previously been used in-vivo to determine the relative water content
of skin under carefully controlled laboratory conditions. We have recently developed a novel spectroscopic imaging
system to acquire image sets in the long-wavelength region of the near infrared (960 to 1700 nm), where the water
absorption bands are more intense. The LW-NIR system uses a liquid-crystal tunable filter in front of the objective
lens and incorporates a 12-bit digital camera with a 320-by-240-pixel indium-gallium arsenide array sensor. Custom
software controls the camera and the tunable filter, allowing image sets to be acquired and displayed in near-real
time. Forearm skin hydration was measured in a clinical context using the long-wavelength imaging system, a short-
wavelength imaging system, and non-imaging instrumentation. Among these, the LW-NIR system appears to be the
most sensitive at measuring dehydration of skin.

Keywords: spectroscopic imaging, near infrared, liquid crystal tunable filter, skin hydration

1. INTRODUCTION

Skin hydration is a key factor in skin health. Skin with too much water may be an indication of edema (swelling);
dehydrated skin may be an indication of compromised barrier function. Hydration measurements provide diagnostic
information on the health of skin and are an indicator of the integrity of the skin barrier function. Near-infrared
spectroscopic methods can measure the water content of living tissue by its effect on tissue reflectance at particular
wavelengthzs.1 Infrared spectra are analyzed to isolate and quantify the portion of the signal resulting from the water
in the skin.

Imaging has two important advantages over point-source spectroscopic measurements using fiber optic probes: it is a
non-contact measurement technique, and it can show the degree of hydration as a function of location. Short-
wavelength (650-1050 nm) near infrared spectroscopic reflectance imaging has previously been used in-vivo to
determine the relative water content of skin under carefully controlled laboratory conditions.” In that work, the
success of reconstructive surgery on skin was studied using an animal model. The likelihood of eventual survival of a
skin flap could be predicted from its degree of dehydration. This was measured as a function of location using the
intensity of the water absorption band near 980 nm. Measurements at longer wavelengths in the near infrared region
were exPected to provide superior hydration information, since the water absorption bands in that region are more
intense.
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2. BACKGROUND

Spectroscopic images can be considered as a three-dimensional data set, or data cube.’” Two of the dimensions are
spatial and the third is the wavelength. With a digital imaging system. the two spatial dimensions are acquired
simultaneously at a particular wavelength. The wavelength setting is then changed. and a new image is acquired. This
process is repeated until a stack of images, one for each wavelength, has been acquired. The spatial resolution of this
procedure is a function of the sensor array, and the spectral resolution depends on properties of the wavelength
selector. For the short-wavelength near infrared, by far the most popular sensor is the silicon charge coupled device,
or CCD. CCD cameras are available with high resolution. high sensitivity, and relatively low cost. Wavelength
selection is most simply accomplished using an assortment of narrow-pass filters.® However. proper interpretation of
the data in the spectral dimension is facilitated by having numerous slices at various wavelengths through the spectral
region of interest. This is termed hyperspectral imaging (in contrast to multispectral imaging, where only a few
wavelengths are required).

Tunable filters of high optical quality are the keys to obtaining sufficient wavelength slices for biological
hyperspectral imaging.” Several technologies are available: we have used liquid-crystal tunable filters (LCTFs) with
good results.® Since they have no moving parts, are rapidly tunable. and do not distort the image. they are convenient
to use.” The wavelength can be set by a simple digital command under computer control.

3. INSTRUMENTATION

In developing a spectroscopic imaging system to work in the longer wavelength region of the near infrared, we
adapted the overall design of the short-wavelength near infrared (SW-NIR) systems already in use in our
laboratory.'® The wavelength range of interest was 960 to 1700 nm. The LW-NIR system uses a liquid-crystal
tunable filter for this wavelength range designed by Cambridge Research and Instrumentation, Inc. (Boston MA).
The filter is mounted in front of the objective, a standard C-mount video lens (Figure 1). Since CCD arrays are not
sensitive in this wavelength range, an alternate camera technology was employed. The spectroscopic imaging
instrument incorporates a 12-bit digital camera with a 320-by-240-pixel indium-gallium arsenide array sensor
(Sensors Unlimited, Inc., Princeton NJ). Custom software controls the camera and the tunable filter. allowing image
sets to be acquired and displayed in near-real time. This software was written using the LabView programming
environment (National Instruments, Austin TX). This environment allowed rapid development, debugging, and
implementation of the code, as well as providing a smooth and consistent user interface. More details of the
instrumentation can be found elsewhere. "’

4. MEASUREMENTS

The LW-NIR spectroscopic imaging system was first tested in the laboratory where it was assembled, but a full
functional test required a clinical setting, since that is its ultimate destination. A simple protocol was devised to
explore the performance characteristics of the instrument. The protocol was approved by the Winnipeg Research
Ethics Board. In accordance with the protocol. forearm skin hydration was measured in a clinical context using the
long-wavelength imaging system, a short-wavelength imaging system. and non-imaging instrumentation. The
objectives of the study were the following: to determine if LW-NIR spectroscopic imaging could be used to
determine superficial skin hydration in vivo; to compare LW-NIR hydration imaging with the corresponding SW-
NIR hydration imaging method: and to compare these non-contact hydration measurement methods with the
traditionally used contact electrical measurements of skin hydration (conductance and capacitance). The Skicon 200
(IBS, Japan) with MT8C probe (Measurement Technologies. Cincinnati) was used to measure skin conductivity and
the Corneometer 820 (Courage and Khazaka. Germany) was used to measure skin capacitance.

The study was carried out at the facilities of Hill Top Research in Winnipeg. Eight subjects were recruited. 4 male

and 4 female. After informed consent was obtained. three test sites were marked on the inner, or volar, surface of one
of the forearms of each subject (Figure 2). The sites were squares approximately 25 mm on a side. approximately 5
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mm apart. They were randomly assigned for treatment using application of acetone (0.1 mL) or Curel® lotion (0.8
mL) or no treatment (control). Baseline measurements were made of these sites before treatment, and then at 30, 90,
180, and 300 minutes after treatment. The subjects remained in a climate-controlled room for the duration of the
study.

A single LW-NIR measurement consisted of a stack of 75 image frames, each 320 x 240 pixels, covering the
wavelength range from 960 to 1700 nm at 10-nm intervals. Each of these frames was the sum of ten sequential 17-ms
exposures. The file size was 22.5 megabytes. A reference measurement was also taken and used to normalize the
measurements of the subjects’ forearms. The reference measurement consisted of a stack of 75 image frames of a
white reference card (Kodak, Rochester NY) placed at the same distance from the camera as the forearms.
Throughout the study the camera remained mounted on a photographic copy stand pointing vertically downward
(Figure 3). Its distance approximately 600 mm above the subjects’ arms allowed the three treatment sites to fit in the
same image frame. Illumination was provided by a pair of quartz halogen lamps arranged to either side of the
subject’s arm and adjusted to minimize shadows. The subjects placed their arms in a padded plastic cradle during the
measurements to reduce movement and increase reproducibility while maintaining comfort. Despite the arm cradle,
some movement occurred, particularly between measurements, and the image sets required registration as part of the
processing sequence (see below). The reflective dots placed at the corners of the squares marking the product
application sites also served as registration markers.

The SW-NIR measurements were performed in a similar manner. Each was a stack of 41 image frames of 256 x 256
pixels covering the wavelength range from 650 to 1050 nm at 10-nm intervals. Each frame was a 200-ms exposure
using a digital camera (Photometrics, Tucson AZ) with a thermoelectrically cooled CCD sensor and a standard (35-
mm) Nikon photographic lens. The liquid-crystal tunable filter (Cambridge Research & Instrumentation, Boston,
MA) was mounted in front of the lens. The file size was 5.2 megabytes per image set.

Measurements with the Skicon and Corneometer were taken in triplicate at each treatment site, recorded manually,
and later transcribed into a computer spreadsheet.

5. DATA PROCESSING

The mathematical software package MATLAB (The MathWorks, Natick MA) was used to process the image data.
The first step in the data processing sequence was the conversion of the raw reflection intensity data to optical
density format. This was accomplished by first calculating the ratio of the pixel intensity in the subject to the
intensity of the corresponding pixel in the reference measurement, and then taking the negative logarithm of this
ratio. A simple linear registration algorithm was used to align the converted image frames within each data set and
from one data set to another. It required some user input; namely, to identify the registration markers in each frame
by mouse clicks. Cropping the registered frames to eliminate much of the background reduced file sizes and
shortened processing times.

Selected image frames were examined visually at each step in this process. Qualitative variations in reflectance were
evident, and could be related to the skin treatments. However, the principal means of quantifying the skin hydration
level was by calculating the net peak area of the spectral water bands. The band near 980 nm was used in the SW-
NIR data, and the more intense band near 1450 nm was used in the LW-NIR data (Figure 4). For each pixel, the
integrated area of the water band was calculated, and a linear baseline subtracted. The resulting values for each pixel
were plotted to generate a hydration image, with pixel intensity indicating the area of the water peak.

The non-image data were treated using the software package Statistica (StatSoft, Tulsa OK). Population means and

variances were calculated and normalized to the baseline values, for both Skicon and Corneometer results. Statistica
was also used to calculate the significance of changes in the mean pixel intensities of the hydration images.
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6. RESULTS

Selected hydration images are presented to illustrate the range of skin response and the performance of the
instrumentation. Subject no. 4 demonstrated a typical response to the skin treatments. The long-wavelength and
short-wavelength imaging results are shown in Figures 5 and 6 respectively. In all the images, the registration
markers define the borders of the treatment sites. Red areas in the false-color images have the highest water content,
whereas blue areas have the lowest. In the pre-treatment images taken with both camera systems, the skin of subject
no. 4 shows a gradient of water content along the length of the forearm. This interferes somewhat with the
interpretation of the results. Nevertheless, the hydration image taken using the LW-NIR instrumentation 30 minutes
after the treatments shows clear changes in water content. The acetone-treated area, at the top. has reduced hydration,
while the Curel-treated area, at the bottom (nearest the wrist), has increased hydration. These differences confirm our
expectations that the LW-NIR infrared hydration imaging technique is sensitive to induced changes in skin moisture.

The SW-NIR method is less sensitive to water content. as shown in Figure 6. Again. the intensity gradient along the
length of the forearm is somewhat of a distracting factor. Changes in skin hydration can be detected visually between
the pre-treatment image and the image taken 30 minutes after the treatments. but the changes are much less
pronounced than for the LW-NIR instrument. By 90 minutes after treatment. the effects are difficult to distinguish.

The sequence of LW-NIR images of the forearm of subject no. 8 best shows the effects of the skin treatments and
how they changed with time through the day. In the pre-treatment image (Figure 7a), the skin in the three squares is
of fairly uniform intensity, indicating a fairly uniform hydration level: i.e.. little or no gradient. This allows more
subtle changes to be detected visually for this subject than for the others. The hydration image taken 30 minutes after
the treatments (Figure 7b) shows the greatest change from the pre-treatment image. The site treated with Curel is at
the top of the image. It has higher hydration than the middle. untreated site. and also higher hydration than it did in
the pre-treatment image. The acetone-treated site. at the bottom of the image (nearest the wrist), has much lower
hydration than it did before treatment, and also lower hydration than the untreated site beside it.

For subject 8, the changes resulting from the two skin treatments can be followed through the day in the LW-NIR
hydration images (Figure 7). Acetone has a pronounced drying effect. which persists to the last measurement, made
five hours after treatment (upper site in Figure 7). The slight increase in hydration resulting from application of Curel
appears to fade in the images, and the hydration level of the Curel-treated site (lower site. nearest the wrist) is
indistinguishable from that of the untreated site (center) after three hours or even earlier. This is evident to the eye in
the images, and has been confirmed by statistical analysis (to be published elsewhere). To perform the statistical
analysis, relatively uniform regions were defined within each treatment site. and the mean hydration intensities were
calculated over these regions. Although for subject 8 differences between acetone. Curel, and untreated sites are
visible in at least some of the hydration images. in the population as a whole (n=8) the Curel-induced differences in
hydration were not significant. As anticipated by visual examination of the images, the statistical analysis also
confirmed that treatment effects were much more difficult to discern by using the short-wavelength water absorption
band than by using the long-wavelength band.

The results of the non-imaging measurements are easiest to appreciate when presented in graphical form. Figures 8
and 9 show how the Corneometer and Skicon readings for subject no. 1 change following the skin treatments. The
trends in these graphs are similar from subject to subject (statistical analysis to be published elsewhere), but quite
different from the imaging data trends. The acetone effect is barely discernable. while the effect of Curel is
significant and lasts throughout the day. This is a surprising result. given that in the imaging measurements, the Curel
treatment showed less effect than the acetone treatment.

7. DISCUSSION

The performance of the LW-NIR imaging system was expected to be superior to that of the SW-NIR system at
determining changes in skin hydration. The main reason for this was postulated to be the higher intensity of the water
absorbance band in the LW-NIR region of the spectrum relative to the one in the SW-NIR region. Nevertheless, the
short-wavelength system had been successful in following hydration changes resulting from elevations of skin flaps
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in the earlier rat studies.’ In the present study, however, the changes in hydration were more superficial than in the
flap elevation work. After all, we were not examining skin on its way to necrosis, but rather skin whose surface
moisture was being altered. The acetone and Curel treatments affected only the outermost layers of the skin. The
chief factor limiting the penetration through tissue of near-IR light beyond 900 nm is its absorption by water. Where
the water bands are weak, the absorption is relatively low and the light penetrates more deeply. As a result, the light
collected from the subjects at the shorter wavelengths near 980 nm is affected by the composition of a thicker layer
of tissue, and the surface hydration plays a smaller part in the overall response. At longer wavelengths, only the
superficial tissue layer contributes to the infrared reflectance, and changes in the degree of hydration are more
noticeable. This explanation, while reasonable, requires verification. If it is correct, then measurement of a water
band at intermediate wavelength should show response of intermediate intensity. We plan to generate hydration
images based on the water band near 1200 nm as a test of this hypothesis.

The differences in the sensitivity to hydration changes of the imaging and the non-imaging methods were also
surprising. It appears that the LW-NIR imaging system is more sensitive to dehydration (at least as caused by
acetone application), while the Corneometer and Skicon instruments are more sensitive to moisturization (at least as
caused by application of Curel). Possible reasons for this may be related to the side effects of the treatments, or to
the mode of operation of the non-imaging instruments, or both. For example, application of acetone would tend to
dissolve or otherwise rearrange the lipid component of the skin as well as reducing the skin’s water content. This
delipidization might affect the infrared spectrum somewhat, through changes in scattering properties; nevertheless,
the net area of the water bands should not change. However, delipidization might also affect the nature of the contact
between the skin surface and the Comeometer and Skicon probes, and therefore affect the readings they produce.
This hypothesis remains to be tested.

Application of Curel also causes changes beyond simply increasing the water content of the skin. The ingredients of
Curel are listed on the label as follows: glycerin 12%, white petrolatum 4 %, water, distearyldimonium chloride,
isopropyl palmitate, cetyl alcohol, dimethicone, sodium chloride, methylparaben, and propylparaben. The presence
of these constituents on the skin may change the scattering aspects of the infrared spectrum somewhat, though again
the net area of the water bands should not be affected, since the water contained in the Curel would evaporate in the
half hour between application and measurement. On the other hand, changes in skin elasticity and surface ionic
content resulting from Curel application might affect the operation of the Corneometer and Skicon probes. Although
these instruments are commonly used in studies of skin moisturization, they actually measure electrical properties of
the skin. These properties are correlated with water content, but other changes in skin properties caused by the lotion
may have more of an effect on the Corneometer and Skicon measurements than changes in hydration."”” Additional
investigations of these postulated effects are required to elucidate the mechanism of operation of the different skin
hydration measurement methods.

8. CONCLUSIONS

The performance of the long-wavelength near infrared spectroscopic imaging system was tested in a clinical setting
using a skin hydration protocol. The measurements indicated that the instrument could determine skin hydration non-
invasively, in fact completely without contact. The resulting hydration images have high visual impact for immediate
comprehension. The images also provide information on moisture distribution, which can be non-uniform. The
infrared imaging method appears to be quite sensitive to changes in hydration caused by application of acetone. It is
relatively insensitive to changes caused by application of Curel moisturizing lotion.

The LW-NIR system was found to be considerably more sensitive to these superficial changes in skin hydration than
the SW-NIR system. Relative to contact measurements using Corneometer and Skicon instruments, the LW-NIR
system appears to have greater sensitivity to skin dehydration caused by application of acetone but less sensitivity to
changes caused by application of Curel moisturizing lotion. Further investigations into these phenomena are
underway.
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Figure 1. Filter, lens, and infrared camera (l-r). Figure 2. Test sites on forearm.
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Figure 5. LW-NIR hydration images for subject no. 4 before and after product application.
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Figure 6. SW-NIR hydration images for subject no. 4 before and after product application.
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Figure 7. LW-NIR hydration image time series for subject no. 8.
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Figure 8. Corneometer data for subject no. 1.
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Figure 9. Skicon data for subject no. 1.
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ABSTRACT

Spectral imaging as a modality combines two powerful techniques of imaging and fluorescence spectroscopy. By generating
a 2-D image of an object with fluorescence information at every pixel, spectral imaging has the potential to provide clinicians
with a valuable tool which can not only diagnosis the tissue but also provide an image of the boundary of where the normal
and cancerous tissue intersect. The system used in these experiments was a modified spectral imaging system from Applied
Spectral Imaging (SD-200, Carlsbad, CA). The system was mounted in an off-microscope configuration so that instead of
performing microscopic measurements of tissue, macroscopic measurements on the order of several millimeters in size were
collected. Preliminary results indicate that the spectra acquired from human brain tissues in vitro at individual pixels of the
spectral image cube appear similar to that acquired using the single pixel system. Based on the findings of this study, spectral
imaging has the potential to be a useful tool for tissue diagnosis and is currently limited by the speed of the data acquisition
and size of the data.

Keywords: spectral imaging, fluorescence spectroscopy, tissue diagnosis, brain tumor demarcation

INTRODUCTION

It is estimated that approximately 17,000 malignant brain tumors are diagnosed in adults and 1,500 in children every year
in the United States [1-3] Although brain cancer only accounts for approximately 1.4% of all cancer [3], the 5-year survival
rate of brain cancer patients (35%) is low. Surgical removal of brain tumor is the most common initial treatment received by
brain cancer patients, typically followed by radiation therapy and chemotherapy. Many studies show that the degree of
resection significantly influences recurrence and overall survival of brain tumor patients [4-6]. The surgical goal of brain
tumor resection, hence, is to remove the maximum amount of tumor mass without sacrificing the patient's neurologic
function. Incomplete resection implies the continued presence of tumor cells in the brain, which could later produce another
tumor. In current practice, brain tumor margins are usually determined by the surgeon based on visual inspection and
information provided by the CT/MR-image-based surgical navigation system [7] and/or intraoperative ultrasound (IOUS) [8].
However, several limitations in current guidance techniques prevent surgeons from successfully performing complete or high
degree tumor resection. First, the infiltrating margins of primary tumors may not be visible on CT/MR images, even T2-
weighted MR images, unless tumor cells are sufficiently dense. Secondly, registration errors and intraoperative brain shift
can drastically degrade the accuracy of the surgical navigation system by as much as 1 cm [9, 10]. Thirdly, unlike metastatic
tumors, glioblastomas are typically diffuse in IOUS images. Fourthly, it is typically difficult to visually differentiate many
low-grade gliomas and associated tumor margins from normal brain tissues. Although on-site pathology provides accurate
diagnosis, it is time-consuming and expensive and as such is used less frequently for tumor margin detection in current
practice. Hence, there is a clear need for the development of a real time guidance tool that allows intraoperative detection of
brain tumor margins with high accuracy facilitating complete or high degree brain tumor resection.

Optical Spectroscopy

One potential candidate for such tumor resection guidance is optical spectroscopy because it can detect alterations in
tissue architecture and biochemical composition associated with the progression of disease. Tissue diagnosis using optical
spectroscopy, also known as optical biopsy, has been widely investigated by several research groups in various organ systems
in vivo [11, 12]. Intrinsic tissue fluorescence (autofluorescence) has been used to differentiate normal and non-normal tissues
in the human breast and lung [13], bronchus [14], oral mucosa [15], cervix [16-18] and gastrointestinal tract [19-21]. Diffuse
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reflectance spectroscopy is a fast and noninvasive method that can be detected by illuminating a sample (e.g., tissue) with a
broad-band white light source and can be used to determine the optical properties of a sample [22], which reflect its structure
and chemical composition. This has led to the application of diffuse reflectance spectroscopy alone for cancer detection in the
bladder [23, 24], breast [25, 26] and skin [27-29].

Based on the promising results of the in virro study [30], the applicability of optical spectroscopy for intra-operative
detection of brain tumors/tumor margins was investigated in a pilot clinical trial consisting of 26 brain tumor patients [31].
The results of this clinical trial suggest that brain tumors and infiltrating tumor margins can be effectively separated from
normal brain tissues iz vivo using combined autofluorescence and diffuse reflectance spectroscopy [31]. A two-step empirical
discrimination algorithm based on autofluorescence and diffuse reflectance at 460 nm and 625 nm was developed. This
algorithm yields a sensitivity and specificity of 100% and 76% respectively in differentiating infiltrating tumor margins from
normal brain tissues. Blood contamination was found to be a major obstacle that attenuates the accuracy of brain tumor
demarcation using optical spectroscopy. Overall, this study indicates that optical spectroscopy has the potential to guide
brain tumor resection intraoperatively with high sensitivity.

Spectral Imaging (SI)

Although the results from the spectroscopy study showed extremely promising results and large scale clinical trials are
currently in progress, single pixel spectroscopy is limited in its applicability especially as a guidance tool. Conventional
optical spectroscopy is the measurement of light intensity as a function of wavelength at high spectral resolution but with
very little spatial information. Multi-fiber spectroscopic probes provide some spatial information although conventional
imaging is the technique used when spatial information is needed. However, imaging provides limited spectral information.
Spectral imaging is a promising new method by which light spectrum at every picture element i.e. pixel, of a two-
dimensional image is measured. The images acquired using such a method consists of a cube of information I, , (A), which
contains the full spectrum at each pixel position (x, y) [32]. Thus spectral imaging combines the features of spectroscopy and
imaging to provide new insights into the dynamics of tissue pathology by applying algorithms developed using spectral and
imaging information from the same data cube. Thus the imaging capabilities of spectral imaging allows the spatial detection
of subtle spectral changes.

Spectral Imaging may be performed in several ways depending on the method used for separating light into its spectral
components. Two traditional methods of spectral imaging are the use of grating and spectral filters, which are based on
spectral dispersion. Grating based systems use one axis of a CCD detector for spectral data and on axis for spatial data. Thus
an image is obtained by scanning the grating parallel to the spectral axis of the CCD. Such a technique requires mechanical
scanning capabilities and disallows the prior selection of regions of interest. In filter based techniques, discrete or continuous
filters may be used. Multiple images are acquired for each wavelength where the wavelength selection is performed using
filters. Inherent problems with filter-based techniques include difficulties in performing image registration and long
integration times.

Spectral imaging can also be accomplished using interferometer based techniques. One such commercially available tool
has been developed by Applied Spectral Imaging (ASI). This ASI system consists of an optical head, which contains (1) an
interferometer, (2) a CCD array detector and (3) collection and imaging optics. The interferometer along with Fourier
transform techniques are used to separate the light into its spectral components. The interferometer divides the incoming
beam into two coherent beams with variable optical path differences (OPD) between them [32]. The beams are then
recombined to interfere with each other. The interferogram obtained, which is a plot of the interference intensity as a function
of OPD, is Fourier transformed to yield the spectrum. The interferogram is measured at each pixel in the CCD array, which
upon Fourier transformation results in the spectrum at each pixel. Advantages of this technique include (1) high optical
throughput, (2) high and variable spectral resolution and a wide spectral range. One disadvantage of the Fourier technique is
the need for mathematical Fourier transformation required to obtain the spectrum, which leads to signification computation
time and memory [32]. The acquisition of a spectral cube takes a greater length of time than a single shot CCD image
measurement. This is because the spectral image has to be obtained for different OPDs and hence for different wavelengths.
This acquisition time is dependent on the exposure time, data transfer time, and any other overhead time required to vary the
OPD and the number of frames that need to be measured. In addition it should be noted that each frame of 512 x 512 requires
about 256K bytes of memory for storage. Thus for the acquisition of 30 - 100 frames (a typical range) memory of 7.68 - 25.6
MB is required. However, this method has the potential to be a powerful guidance tool for brain tumor demarcation.

Thus, the overall goal of this project is to investigate the potential of a spectral imaging system (SD 200, ASI Inc.
Carlsbad, California) in the acquisition of spectral images from gross brain tissues as a guidance tool during tumor resection.
The specific objectives of this investigation are to (1) design and build an off-microscopic device for gross tissue
measurement and (2) collect spectral images from brain tissues in vitro to assess the potential for discrimination of normal,
tumor margins, and tumor tissues.
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MATERIALS AND METHODS

In order to view large regions of tissue instead of the  filter was placed in front of the optical head so that all
microscopic  sections analyzed by the original excitation light was rejected.
configuration of the spectral imaging system under
investigation, an off-microscope system needed to be
designed and constructed. However, retrofitting a system
that is constructed to be used on a microscope or
microscope like device so that it can be used in a free
standing manner posed several problems including overall
size of the final system and general feasibility issues.
Figure 1 displays a schematic of the setup designed and
constructed for the off-microscope configuration. A post
that provides a stable platform for the optical head was
built so that it provided minimum physical interference
with maximal support. Mareury Lamp

Illumination was provided by a 100 W mercury arc i
lamp (Atto Arc 100W, Atto, Inc.) and a liquid light guide
(Edmund Scientific) was used to deliver the light. The
mercury lamp provided greater than 2mW at 360 nm
using a 360 nm (%10 nm) bandpass filter (Omega Optical,
Brattleboro, VT), which was found to be adequate for the
spectral images acquired. The liquid light guide was
employed as it provided even illumination at the sample.
In order to deliver excitation light from the lamp and
collect fluorescence light from the sample, a dichroic
filter at 380 nm (380DCLP, Omega Optical, Brattleboro,

CCD camera

. ASi SpeciraCube

Off-Microscope
Mount

VT) 380nm, was used. In addition a 380 nm longpass
Figure 1: Schematic of the off-microscope configuration.

For the initial calibration experiments, canine brain tissue was obtained under the guidelines of the Animal Care
Committee. Brain tissue obtained was snap frozen in liquid nitrogen and then stored in a ultra-low temperature freezer until
use. Prior to spectral measurements, the tissue was thawed slowly to room temperature and hydrated with saline. The
samples were used for no more than 15 minutes each to insure that the measured fluorescence was not influenced by
dehydration of the tissue. The samples were placed in a petri dish containing saline during fluorescence measurements. For
the actual spectral measurements, human brain tissues were used. These were acquired from patients undergoing temporal
lobectomy or craniotomy procedures according to a protocol approved by the Vanderbilt Institutional Review Board. The
tissues were stored and used as described above.

The spectral measurements were acquired using the setup described in Figure 1. All measurements were made at a center
wavelength of 360nm with an illumination power of 2.5 mW at the level of the tissue. No photo bleaching was observed
with this level of illumination as there was no significant drop in the overall fluorescence intensity during measurements. In
conjunction with the acquisition of spectral images, the in vivo single pixel fluorescence spectroscopy system was used to
measure the fluorescence spectra of the samples in order to validate the results using the ASI system to ascertain that it
provides accurate diagnostic information. This in vivo system is described in detail in reference [31]. The acquired spectral
data were calibrated for the spectral response of the detection systems using an NIST calibrated tungsten lamp. Rhodamine
6G was used as reference for all fluorescence measurements.

Acquisition Parameter Determination and Effect

Many of the system parameters including step size of the interferometer, number of frames, spectral range, acquisition
time per frame, virtual frames (zero padding), and scaling factor can be manipulated in software and needs to be set
appropriately for accurate spectral information using the ASI system. For spectral image acquisition of brain tissue, the
parameters that contributed to the overall quality of the spectra are step size, number of frames, and acquisition time [32].
The relationship of the number of steps between frames with the number of frames proved to be the most important factor in
pixel-to-pixel variations. The number of steps between frames (s) controls the amount of angular movement that is performed
by the beam splitter. The number of frames (f) defines the number of interferogram points that will be gathered for each
spectral image. Figure 2 shows the effect of varying s and f on the spectral shape. The graphs show that when the product of
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the number of steps and the number of frames increases; the signal to noise decreases. Canine brain tissue was used to
determine optimal values in achieving spectral shape and reasonable signal to noise of the spectra.

It was found that the product of the number of steps and the number of frames that consistently provided reasonable
signal to noise and the ability to perform pixel-to-pixel measurements was equal to 3000. The optimal set of parameters was
determined to be number of steps=12 and number of frames=250. This parameter set proved to stabilize the spectra obtained
from samples so that pixel-to-pixel measurements could be performed.
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Figure 2: Fluorescence spectra of canine brain tissue acquired with (a) s = 10, f= 100, 200 and 300 respectively and (b) s =
30, f= 100, 200 and 300 respectively.

RESULTS

The human brain tissues used in this study were obtained from patients undergoing tumor resection and immediately
frozen until time of study. The samples were thawed and cleaned of residual blood with saline for spectral image acquisition.
Two samples of normal human brain tissue and two glioblastoma samples were studied. All human brain tissue spectral
cubes were acquired using s = 12 and f = 250. Acquisition times were typically about 100 ms per frame and the total build
time were typically on the order of about 60 seconds. Figure 3 shows the spectral image and fluorescence spectra of normal
human brain tissue. Fluorescence spectra acquired from white and gray matter can be clearly differentiated.
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Figure 3: (a) Spectral image of normal human brain tissue. (b) Fluorescence spectra at 5 representative pixels where pixels
A, D and E are from white matter and pixels B and C are from gray matter.
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Figure 4 shows the spectral image and fluorescence spectra of brain tissue with glioblastoma multiforme. Fluorescence
spectra acquired from several tumor regions are shown.
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Figure 4: (a) Spectral image of tumor brain tissue. (b} Fluorescence spectra at 5 representative pixels.

Fluorescence spectra were also acquired with the single pixel fluorescence system described in reference [31] for 2 of the
human brain tissue sarples; one normal and one tumor. The fluorescence spectra acquired using both systems were
essentially similar for normal as well as glioblastoma human brain tissue except below 420 nm.

DISCUSSION

Spectral imaging of biological tissue has the potential to greatly enhance the feasibility of using optical spectroscopic
signal for diagnosis and therapeutic guidance. In most cases, physicians and scientist alike would rather see a spectral image
of a given sample versus just a spectrum associated with the sample. By obtaining a spectral image of an object, it is possible
to visualize the regions of interest based on their fluorescence signature and the images can be processed and false colored for
discrimination. Acquisition parameters play an important part in the accurate representation of the fluorescence spectra for
pixel-to-pixel comparison. The illumination intensity coupled with the exposure time per frames controlled the overall signal
to noise level, which proved to be a concern in dimly fluorescent samples such as large sections of gray matter and
glioblastoma, which have a lower fluorescence. Other parameters that played a significant role in the overall line shape of the
spectrum are the number of steps between frames and the number of frames. When the product of these two parameters is
kept constant the spectrum does not change greatly; however for tissue samples as the product increases the signals become
more noisy due to over-sampling. In principle, as the product increases, the ability to separate small differences in
wavelength characteristics increases if the signals have a narrow FWHM, such as a laser or narrow expressing dye [3].
However, for tissue, which typically has a more broad fluorescence emission, high spectral resolution can be sacrificed in
order to yield signals that do not vary from pixel-to-pixel unless the fluorescence emission is truly different.

When the fluorescence spectra acquired from the ASI system were compared with that acquired using the single pixel
fluorescence system, the spectra appeared very similar. However, it should be noted that in comparing spectra across
different acquisition system, calibration for the spectral response of the system becomes extremely critical. This was
particularly challenging for the spectral cube as pixel-by-pixel calibration needs to be performed. The similarity of the
fluorescence spectra indicates the potential for applying the results and the developed algorithms using the single pixel
fluorescence system [31] to data acquired using the ASI system. This then presents a challenging but promising avenue of
development of optical techniques for brain tumor demarcation.

Before this system can be applied in vivo several limiting factors of using the ASI system in a clinical setting need to be
addressed. In the current study the area of investigation is restricted to a few millimeters. In order to obtain a more reasonable
region of study the area of illumination needs to be increased to the order of 2 X 2 cm which would require a much more
powerful light house as compared with that used here. While the off-microscope configuration described here is useful for
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research purposes, it is somewhat impractical for use in the operating room. Two potential system configurations include one
with the operating microscope and the other coupled to an endoscope. Both options are currently under study. The overall
acquisition of spectral images from human brain tissue and diagnosis determination using the acquired data could prove to be
challenging in vivo due to the inherent curvature of the brain. Thus some form of distance measurement for correction of the
fluorescence data (since fluorescence diminishes as the square of the distance) needs to be incorporated [7]. This may be
performed using ultrasound, etc.

Spectral imaging thus presents an opportunity to provide real time, diagnostic and spatial information for surgical
guidance. Spectral information can be utilized for brain tumor demarcation provided the spectra are carefully calibrated and
the acquisition parameters are carefully selected for the given tissues. At this time, imaging time is still too long. Although
acquisition time is reasonable (100 ms per frame), the build time associated with performing the Fourier transform on the
interferogram is a problem. While the continued development of the ASI camera for spectral imaging based brain tumor
demarcation will progress, tunable filters in conjunction with CCD systems are also suggested as potential future directions.
The development of the off-microscope setup of the ASI system described above provides an initial step towards spectral
imaging of brain tissue in a clinical setting. Based on the success of the single pixel in vivo fluorescence spectroscopy
system, spectral imaging can provide diagnostic capabilities similar to fluorescence spectroscopy; however the main
advantage over fluorescence spectroscopy is that associated with the fluorescence information, an image of the object is also
acquired so that processing of the image can yield clear delineation of the border between normal and tumor tissues.
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ABSTRACT

As a precursor to applying fluorescence lifetime imaging (FLIM) to studies of intercellular communication in molecular
immunology, we have investigated the fluorescence lifetime of enhanced green fluorescent protein (EGFP) in mixtures
of water and glycerol using time-correlated single photon counting (TCSPC). We find that the EGFP lifetime
decreases with increasing glycerol content. This is accounted for quantitatively by the refractive index dependence
of the fluorescence lifetime as predicted by the Strickler Berg formula which relates the fluorescence lifetime to the
absorption spectrum. The solvent viscosity has no influence on the fluorescence lifetime.

We also discuss the refractive index dependence of the GFP fluorescence lifetime in more complex systems. The
findings are particularly relevant for the interpretation of FLIM of GFP expressed in environments such as bacteria
and cells.

Keywords: EGFP fluorescence lifetime. GFP, TCSPC, FLIM, immune synapse, Strickler Berg formula, inter- and
intra-cellular communication

1. INTRODUCTION

An emerging theme in contemporary molecular immunology is that knowledge of protein structures and the physical
chemistry of soluble receptor/ligand pairs are insufficient in predicting outcomes of intercellular communications.
As cells from the immune system survey other cells for signs of disease, proteins accumulate and organize in distinct
patterns in the region of contact between the two cells. This formation of segregated molecular domains at intercellular
contacts between immune cells is emerging as a critical molecular mechanism of immune recognition.2* Using the
green fluorescent protein (GFP).> redistribution of receptors and ligands at immune synapses between live cells have
recently been imaged by time-lapse laser scanning confocal fluorescence microscopy.*

However, such imaging based on measuring fluorescence intensity only reveals the location of proteins at immune
synapses. The fluorescence emission is a multi-parameter signal which can be characterized by intensity, position,
lifetime, wavelength or polarization. Fluorescence lifetime imaging (FLIM)%® is a technique that, in addition to
position and intensity, also captures the fluorescence lifetime which allows the local physical environment of the
fluorescence probe or fluorophore-tagged proteins to be studied.!?

The fluorescence lifetime can report on, for example, microviscosity, refractive index, pH, polarity, or the orienta-
tion of the probe and its interaction with either the environment or with other probe molecules.!’ The interpretation
of data can be complex,!? particularly in a biological or biomedical context, so to interpret FLIM images for cell
biology, parameters that affect the GFP fluorescent lifetime must be determined.
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A number of studies of GFP fluorescence lifetimes have been reported. It has, for example, been found that
it is insensitive to pH over a range from 5 to 10,'® i.e. within the physiological range expected in live cells. In
addition, time-resolved fluorescence anisotropy studies of GFP in mammalian cells,!* bacteria,'® reverse micelles'®
and in solution using one and two-photon excitation'” have been undertaken in order to obtain information about
the viscosity of the GFP environment. The rotational correlation time of GFP in solution, around 15-17 ns, agrees
well with theoretical calculations based on the shape of GFP. It increases in cells and bacteria.

GFP has been used in water/glycerol mixtures to study its diffusion coeflicient using dynamic light scattering
and fluorescence recovery after photobleaching.!® It was found that its diffusion coefficient accurately obeys the
Stokes Einstein equation which relates the diffusion coefficient to the solvent viscosity.

In this paper, we report a quantitative study of the refractive index influence on the fluorescence lifetime of the
enhanced GFP (EGFP) in water/glycerol mixtures. The natural radiative lifetime of EGFP is calculated from the
absorption and emission spectra and compared to the well characterized dye fluorescein. There is no evidence for a
fluorescence lifetime dependence on the viscosity.

2. THEORETICAL BACKGROUND

The natural radiative lifetime 7y of molecules is defined as the reciprocal radiative transition probability ko'!:

1 80007co In10 n3 ev) .
ko= — = T L &(9-3>-1/———(~)dy, (1)
To Na Nabs Jgr 14

where cg is the speed of light in vacuum, N4 the Avogadro number, g, and g, are the multiplicities of the excited
and ground states, ny; the mean refractive index over the fluorescence spectrum, n,ss the mean refractive index over
the absorption spectrum, () is the extinction coefficient and 7 is the wave number. The reciprocal mean value
(#73)! of the fluorescence spectrum is

(53t = JI(D)dv
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Equation 1 is a modified version of the case for sharp atomic transitions and is applicable to molecules {where
the absorption band is broad and the emission Stokes shifted). The relationship is calculated from the Einstein A
and B coefficients for spontaneous emission and for the probability of absorption. It uses the Born-Oppenheimer
approximation where the wave function of each vibronic state can be written as the product of electronic and
vibrational wave function. The derivation also assumes that the nuclear configurations of the ground state and the
excited state are similar (Franck Condon principle). The multiplicities of the ground and excited states gqr and ge,
are 1 for normal fluorescence transition between singlet, states. The refractive index dependence is due to the medium
in which the absorption and emission processes occur.

The formula can be used to predict the fluorescence lifetime from the absorption spectrum. Neglecting optical
dispersion (ns; = nq.ss = n) and calculating the constants yields an often quoted form of the equation proposed by
Strickler and Berg!®:

1 -
— =288 x 10702 (573! / fﬂdﬂ. (3)

T0 v
An alternative equation has been proposed by Forster when the fluorescence and absorption spectra bear a

mirror-image relationship to each other at wave number 42°:

(2 — 7)?

1 ossx100n2 / p () db. (4)

70

The natural fluorescence lifetime 74 is the fluorescence lifetime in the absence of non-radiative de-excitation.
Radiative de-activation of the excited state with a rate constant kg can compete with internal conversion with a rate
constant k;., intersystem crossing to the triplet state (ki,.), or interaction with other molecules (kjyencn). These
non-radiative processes shorten the natural radiative lifetime 7y to the measured lifetime 7,,,. The quantum yield
is the ratio of the radiative and non-radiative rate constants and relates the natural radiative lifetime 7y to the
measured lifetime 7,,,:
ko _Tm

- =Im 5
¢ ko + kic + kise + kquench To ( )
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with ¢ < 1 and, consequently, 7,, < 79. The Strickler Berg formula equation 3 thus places an upper limit on the
fluorescence lifetime.

3. EXPERIMENTAL

The EGFP (GFP, F64L, S65T, Clontech) is a mutant of the GFP from the jellyfish Aequorea victoria. 1 ul of
EGFP were injected into a range of typically 0.8 ml of pre-prepared mixtures of water (distilled and passed through
an Elgastat UHQ II water purifier (Elga Ltd), pH 7) and glycerol (Sigma) using a 5 ul microsyringe. The EGFP
concentration for the fluorescence lifetime measurements was typically 5 x 107% mol 17!, The fluorescein (Aldrich)
concentration was 5.6 x 107 mol 17! in 0.1 M NaOH (BDH).

The EGFP absorption spectrum was measured on a Shimadzu UV-2501PC spectrophotometer, and the fluorescein
absorption spectrum was measured on a Hewlett Packard HP8453 spectrophotometer. Excitation and emission
spectra (bandwidth 5 nm) were measured on a SPEX FluoroMax” ! spectrofluorometer using 10 mm pathlength
quartz cuvettes (Hellma). The fluorescein sample was measured in a 1 mm pathlength quartz cuvette.

The fluorescence lifetimes were measured with time-correlated single photon counting (TCSPC)?!%2 using a solid

state (10 W Coherent Verdi)-pumped, mode-locked, tunable Tisapphire laser (Coherent Mira 900) as excitation
source. The pulse width was about 180 fs. The laser repetition rate of 76 MHz was reduced to 3.8 MHz using
a pulse picker (APE, 60 % diffraction efficiency). The excitation wavelength was 470 nm, obtained by frequency
doubling the 940 nm Mira output using an angle-tuned lithium iodate crystal, and the average power was 35 pW.
The emission was measured at 510 nm using a monochromator with 10 nm bandwidth. The detector was a side-on
photomultiplier (model R955, Hamamatsu) with a commercial dynode chain and the photocathode at -1200 V. The
TAC was triggered from a fast photodiode mounitoring the excitation pulses. The maximum stop rate was 0.4 % of
the start rate (for the 80 % water/20 % glycerol sample). and all other stop to start ratios were below this value.
Vertical polarization was used on the excitation side. and the emission was collected at the magic angle of 54.7° to
avoid depolarization effects.?? Data analysis was performed on reconvolution software using a hybrid grid search
algorithm (IBH).

A C++ program was used for the integration of absorption and emission spectra to calculate the natural radiative
lifetime according to the Strickler Berg formula equation 3 and the Forster equation 4, with a resolution of 0.2 nm
for the EGFP absorption spectrum and 1 nm for all other spectra.

The refractive index of the water/glycerol mixtures were taken from references [23] and [24] and extrapolated to
510 nm and 18°C.

4. RESULTS
4.1. EGFP and fluorescein absorption and emission spectra

The absorption spectrum of EGFP in water is shown in figure 1(a). The EGFP concentration for this measure-
ment was 0.0333 mg/ml [1.23 x 107% mol 17!] (MESFP= 27 kDa). The absorbance at 489 nm was 0.0617, yield-
ing an extinction coefficient epgrpp = 50 000 1 mol™'cm™'. This value is in good agreement with a value of
(53 00044 000) 1 mol~tem ™! quoted in references [25] and [26]. but lower than 55 000-57 000 1 mol~'em™! as cited
in reference [5].

The value for the absorption integral in equation 3 over a range from 340 nm to 530 nm is 6578 1 mol~!lem™!.
This can be compared to the value for fluorescein which has a similar absorption spectrum, as shown in figure 1(a).
Using a fluorescein extinction coefficient €= 75 500 1 mol~lem™! at 490 nm.!? the value for the absorption integral
from 360-540 nm is 6239 1 mol~'em ™!, in good agreement with the value of 6183 1 mol™'em™! quoted in previous
studies.!® The fluorescein absorption integral value is slightly lower than its EGFP counterpart despite the latter’s
lower extinction coefficient. This is because the EGFP spectrum is broader and extends further into the blue than
fluorescein.

The EGFP emission spectrum is shown in figure 1(b). The corresponding integral from 520-660 nm as calculated
from equation 2 is 7.00 x 10'2 cm~. The fluorescein emission integral (from the spectrum in figure 1(b)) is 6.71 x
10'? em ™3, in good agreement with 6.70 x 10'2 ¢cm ™3 quoted in previous studics.'” Despite having almost identical
spectral shapes, the EGFP integral value is higher due to its spectrum’s blue-shift relative to that of fluorescein. In
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Figure 1. (a) The absorption spectra of EGFP in water and fluorescein in 0.1 M NaOH. (b) The corresponding
emission spectra. The natural radiative lifetime 7 calculated from these spectra according to equation 3 is 4.23 ns
for EGFP and 4.66 ns for fluorescein.

contrast to the absorption spectrum, the intensity of the emission spectrum does not influence the integral value,
whereas the shape and wavelength do.

Using the Strickler Berg formula equation 3, a natural radiative lifetime of 7&¥CFF = 4.23 ns can be calculated. In
water with a refractive index of about 1.336 at 510 nm at room temperature, and a quantum yield ¢ggrp = 0.60,>25
this is shortened to Tpgrp= 2.54 ns (see table 1). This predicted value is about 7 % shorter than the measured
value of (2.73 + 0.03) ns obtained in this work. Other authors quote a measured fluorescence lifetime of 2.81 ns for
EGFP in water.!® (A more detailed discussion of fluorescence lifetime studies can be found below.)

One reason for the apparent discrepancy between calculated and measured fluorescence lifetime could be the value
of the quantum yield. If this is higher than the quoted 60 %, then the lifetime is longer. In addition, as the linear
relationship between the extinction coefficient and the absorption integral extends to the error, a 7.5 % error?®26 in
egqrp translates into a 7.5 % error in the absorption integral, and hence the lifetime. Adding the quantum yield
error to this results in an error range in which the theoretical and experimental values agree.

The Forster formula equation 4 yields a value of 1p= 4.67 ns for the fluorescein natural radiative lifetime, in
good agreement with the value from the Strickler Berg formula equation 3 and previous work.?” This is because the
absorption and emission spectra bear a good mirror image relation to each other around 7y '= 503 nm. The Forster
formula equation 4 predicts 4.50 ns for the natural radiative lifetime of EGFP (75 '= 495 nm). The higher value
compared to the Strickler Berg equation 3 is due to deviations from the mirror image relation.

fluorophore f E(T';) dp (p=3)~1 solvent n To ¢ T
Imol~tem™! em™3 ns ns
EGFP 6578 7.00 x 10'2 water 1.336 | 4.23 | 0.60 | 2.54
EGFP 6578 7.00 x 102 - 1 7.54 | 0.60 | 4.52
fluorescein 6239 6.71 x 10'? | 0.1 M NaOH | 1.336 | 4.66 | 0.93 | 4.33
fluorescein!? 6183 6.70 x 10'? | 0.1 M NaOH | 1.336 | 4.70 | 0.93 | 4.37

Table 1. The integrals and natural radiative lifetimes 7y as determined from the absorption and emission spectra
of EGFP and fluorescein in figure 1, using the Strickler Berg formula equation 3 with an extinction coefficient
epcrp= 50 000 1 mol~tcm™?! and 4= 75 500 1 mol~lcm™!. n is the refractive index, ¢ the quantum yield and the
calculated fluorescence lifetime 7 = ¢79. The n = 1 value is included for comparison with the gradient obtained
from a straight line fit of the data in figure 4.
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Figure 2. (a) The normalised excitation spectra (emission wavelength A., = 560 nm) and (b) the normalised
emission spectra (excitation wavelength A., = 470 nm) of EGFP in different glycerol/water mixtures.

4.2. EGFP excitation and emission spectra in different glycerol/water mixtures

Figure 2(a) shows the normalised excitation (emission wavelength A, = 560 nm), and figure 2(b) shows the nor-
malised emission spectra (excitation wavelength A, = 470 nm) of EGFP in a range of different glycerol water
mixtures from 100 % water to 20 % water/80 % glycerol (by volume). There is no shape change or shift of the
emission peak, the position of which remains at 509 nm, irrespective of the glycerol content of the solution.

EGFP in 100 % glycerol appears to denature the protein as the fluorescence emission spectrum was altered, and
the intensity was dramatically reduced by several orders of magnitude, so that the lifetime could not be determined. In
addition, after an attempt to degas the EGFP in 100 % water by successive freeze pump thaw cycles, no fluorescence
emission could be detected at all.

4.3. EGFP fluorescence lifetime studies in different glycerol/water mixtures

Figure 3 shows the fluorescence decays of EGFP in different glycerol water mixtures. A gradual decrease of the fluo-
rescence lifetime as the glycerol content increases is evident even without data analysis. A fit to a single exponential
decay law yields (2.73 £0.03) us for the EGFP fluorescence lifetime in water. Other workers propose a 3-exponential
fit to the EGFP fluorescence decays (excited at a shorter wavelength (450 nm) than this work), the longest and most
intense component of which is 2.81 ns.'* However, a single exponential decay model gave an adequate fit to the
data for our current experimental sct-up with a photomultiplier, in agreement with fluorescence lifetime studies on
the S65T mutant.!417

The fluorescence lifetime decreases to (2.48 £ 0.03) ns for 60 % water/40 % glycerol, and to (2.25 = 0.03) ns
for 20 % water/80 % glycerol (table 2). Importantly, the decrease in fluorescence lifetime with increasing glycerol
content is gradual and does not occur suddenly at a certain water/glycerol mixture. This indicates that the bulk
solvent properties affect the EGFP Huorescence lifetime, rather than, for example, a local solvation effect.

5. DISCUSSION

The low concentration of 5 x 10~% mol 1! makes interaction effects such as self-absorption or aggregation unlikely.
The latter has for example been seen in aging samples of coral red fluorescent protein in bacteria and is accompanied
by a shortening of the fluorescence lifetime.?® Self-absorption only occurs at high fluorophore concentrations, and
leads to an apparent increase of the fluorescent lifetime.!!

The fluorescence can be dependent on the viscosity of the solvent if internal molecular rotation is allowed, e.g. in
certain dyes.?® This in effect enables a charge transfer process to compete with radiative de-excitation and results
in a non-radiative pathway kgyencr in equation 5.30  However, such a scenario can be excluded in the case of
EGFP. Firstly, EGFP does not show any such possibility of rotation as the flucrophore in buried inside the rigid
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Figure 3. The fluorescence decays of EGFP in different glycerol/water mixtures showing a decrease of the
fluorescence lifetime as the glycerol content of the medium increases.

% water | % glycerol | T i n l
100 0 2.73 | 1.3362
80 20 2.61 | 1.3647
60 40 2.48 | 1.3933
50 50 2.48 | 1.4075
40 60 2.38 | 1.4218
20 80 2.25 | 1.4503
0 100 - 1.4788

Table 2. The measured fluorescence lifetimes 7 from a monoexponential fit to the fluorescence decays in figure 3.
The error (3 standard deviations) is about 1 %. The refractive index values are from references [23] and [24] and
extrapolated to 510 nm and 18°C. The water/glycerol percentages are by volume.

barrel shaped protein structure where, according to time-resolved fluorescence anisotropy studies, it does not rotate
independently.” Secondly, the theory predicts an increase of fluorescence lifetime with viscosity®® since the internal
molecular rotation is hindered in a more viscous medium, reducing Kguencr and thus, according to equation 5,
increasing 7. However, this is the opposite of the trend we measured, in our work the fluorescence lifetime decreases
with increasing viscosity.

However, there are several studies on the refractive index dependence of the fluorescence lifetime.313¢  For
example, it was found that the fluorescence lifetime of 9,10 diphenylanthracene in xylene scaled with the square of the
refractive index when varying the temperature between 23°C and 127°C, as predicted by the Strickler Berg equation 3.
The same effect was observed when using different solvents.3! In addition, supersonic free jet spectroscopy shows
the ratio of the fluorescence lifetime of isolated anthracene derivatives in a supersonic free jet divided by the lifetime
of the same molecule in a solvent is proportional to the square of the refractive index of the solvent.3*

Following this approach, according to the Strickler Berg equation 3, a plot of the inverse fluorescence lifetimes
versus the square of the refractive index should yield a straight line, provided the quantum yield ¢ and the extinction
coefficient remain constant. (The Forster formula equation 4 has the same refractive index dependence.) The
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Figure 4. The inverse EGFP fluorescence lifetime 77! versus the square of the refractive index of the glycerol/water
mixture.

intercept of the straight line is zero. and the gradient m is then given by

2.88 x 107° e(v
= 2L oy [, ®)
combining equation 3 and equation 3. Note that whilst a refractive index of zero and an infinite fluorescence lifetime

have no physical meaning, the intercept being zero is a mathematical requirement arising from the treatment of the
data with equation 3.

A plot of the inverse lifetimes versus the squared refractive index of the solvent is shown in figure 4. A fit with
both the intercept and gradient as variable parameters yields an intercept of (0.56 % 0.36) ns~' and a gradient of
(0.235 £ 0.016) ns~! (solid line in figure 4). A fit through zero with only the gradient as variable parameter yields a
value of (0.207 &+ 0.004) ns~! (dashed line in figure 4).

The value derived directly from the absorption and emission spectra in figure 1 using the Strickler Berg formula
is 0.223 ns~!, the reciprocal valne of 7 for n = 1 in table 1. This is in good agreement with the gradients of the
straight line fits to figure 4. Thus two cntirely different methods, one based on steady state measurements, the other
on time-resolved measurements. give the same result for m in equation 6.

Errors in this treatment could arise from the quantum yield or the extinction coefficient not being constant. They
could, for example, decrease with increasing glycerol content. pH titration experiments with S65T GFP have indeed
shown that the extinction coefficient appears to decrease with decreasing pH while the fluorescence lifetime remains
constant.!® If this is the case in our work, it would lead to a downward curvature in of the plot in figure 4. The
intercept of a two parameter straight line fit is indeed below zero, but this could also be due to experimental errors,
and further experiments would be needed to elucidate this matter.

Furthermore, it has been claimed that the refractive index dependence can depend on the shape of the molecule,

and may deviate from its quadratic form. Although this has been subject of some theoretical attention,? supersonic

free jet spectroscopy studies appear to indicate that the refractive index dependence is indeed very close to n? .34

6. THE REFRACTIVE INDEX DEPENDENCE OF GFP FLUORESCENCE LIFETIMES
IN MICROHETEROGENEOUS SYSTEMS

6.1. Reverse micelles

A dependence of the EGFP fluorescence lifetime on the medium has also recently been observed in reverse micelle
systems.!® There the fluorescence decays were analysed in terms of a 3-exponential decay law, it was found that
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the longest and strongest of these EGFP fluorescence lifetime in bulk (74 fer=2.81 ns) decreased to around 2.5 ns
in the water pool of the reversed micelles.'® The authors do not explicitly attribute this effect to the refractive
index. However, the refractive index dependence of the fluorescence lifetime may explain why the EGFP fluorescence
lifetime is lower in the water pool of reverse micelles than in bulk water.

Using a refractive index of n = 1.483 for AOT,* a lower limit 7,,;, can be placed on the EGFP fluorescence
lifetime in micelles: Tmin = (';L’:“(;ST”)%MHW = 2.28 ns. This value is only correct if the EGFP were entirely
surrounded by AOT. However, as it resides in the water pool inside the micelle, the effective refractive index of
the micelle is lower than that of AOT, but higher than that of water. Consequently, the corresponding fluorescence
lifetime is expected to be somewhere inbetween. Indeed, all of the quoted fluorescence lifetimes of EGFP in micelles

of different sizes are above the minimum value 7,,;,=2.28 ns and below Ty, f.,=2.81 ns.16

6.2. Cells

Considering the above, the lifetime of GFP in cells may also be expected to be different in different locations. For
example, it has been reported that the GFP S65T mutant lifetime in PBS buffer is (2.93 &+ 0.02) ns, whereas the
same mutant in cytoplasm is (2.6 & 0.1) ns.’43¢ If the refractive index explanation is applicable in this case, then

Neytoplasm = %%:inpgs. Say npps = 1.336, then ncytopiasm = 1.418. This opens up the possibility of using

fluorescence lifetime measurements to determine the refractive index.

The EGFP mutant expressed in bacteria and cells has been found to have a fluorescence lifetime of 2.4-2.5 ns,28:36
which is shorter than the EGFP fluorescence lifetime obtained in water. Again, a refractive index for the cells and
bacteria could be calculated. '

7. CONCLUSIONS AND RELEVANCE TO FLIM

We find that the refractive index dependence of the radiative lifetime of EGFP as predicted by the Strickler Berg
formula, within experimental error, quantitatively matches the EGFP lifetime decrease in water/glycerol mixtures.
Both steady state and time-resolved fluorescence measurements yield the same results for the absorption and emission
integrals. There is no evidence that the EGFP fluorescence lifetime depends on the viscosity of the solvent. These
findings are relevant for the interpretation of FLIM of GFP expressed in environments such as bacteria and cells.

We are ultimately interested in measuring the fluorescence lifetimes of GFP-tagged ligands and receptors to
elucidate mechanisms of initiating intra- and intercellular signalling such as redistribution of proteins and lipids
within the cell surface membrane or receptor oligomerisation. It is important to understand which factors affect the
GFP lifetime, and here we show that the refractive index is one factor - on which, to the best of our knowledge, little
work appears to have been done so far.

In this context, it would be interesting to study the lifetime of GFP in different locations in cells to see if the
lifetime is shorter when located in the cell membrane rather than the cyctoplasm, for example. It would also be of
interest to see if there are any inhomogeneities in the distribution of the fluorescence lifetime. This could easily be
done with FLIM.

FLIM reporting on the physical environment of proteins as they redistribute into immune synapses appears to be
a highly promising technique to study this immune synapses formation. This is ultimately relevant for understanding
disease and for designing means to cure and prevent them.
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Time-domain measurement of fluorescence lifetime variation with pH.
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ABSTRACT

Advances in the design and miniaturization of the lasers and electronics required for Time Correlated Single Photon Counting
(TCSPC) measurement of fluorescence lifetime have simplified the use of the time domain method. We have assembled a
compact portable system that is capable of measuring lifetimes down to ~200 ps (with deconvolution) and that can operate at
a range of excitation and emission wavelengths. The excitation sources are pulsed LEDs and laser diodes with a maximum
pulse rate of 40 MHz and are easily interchanged. Furthermore, the development of violet and blue GaN LEDs and laser
diodes is expanding the range of fluorophores available for fluorescence lifetime measurement of ion concentrations.

pH sensitive fluorophores have a wide range of biological and clinical applications. The use of fluorescence lifetime rather
than intensity to measure pH has a number of advantages including the reduction of effects due to photobleaching, scattering,
and intensity variations in the excitation source. Using our compact TCSPC instrumentation we have measured the
dependence of fluorescence lifetimes on pH for a range of dyes in phosphate buffer over the physiologically important range
of 6.0 to 8.0. Most dyes exhibit only a small variation in lifetime (<1.0 ns) over the 6.0 to 8.0 pH range: however, acridine
exhibits a large variation in lifetime and hence shows promise as a pH indicator.

Keywords: Fluorescence, lifetime, time correlated single photon counting, laser diode. light emitting diode. pH.

1. INTRODUCTION:

Fluorescence lifetimes in the nanosecond range have typically been measured by either of two methods, Time Correlated
Single Photon Counting (TCSPC)' or phase modulation.” Phase modulation methods have enjoyed widespread success in the
past for the relative simplicity of the instrumental setup. TCSPC. on the other hand. has been seen as the more complex
method, relying on expensive detectors and complex electronics. Furthermore, the TCSPC method was generally
implemented with either flash lamp sources (100 KHz pulse rates) which were very slow in data collection or with complex
fast-pulsed lasers which were restricted to several distinct wavelength regions. In effect, TCSPC was a complex method
confined (when using lasers) to large well-equipped laser laboratories and relied on a large degree of expertise. Recently,
however, the emergence of new LED and laser diode technologies along with miniaturized electronics has enabled Time
Correlated Single Photon Counting (TCSPC) methods to gain more widespread use.” *  Such miniaturization of the
electronics for TCSPC onto a single PC board with software control has at a stroke made the method much more accessible.”
Semiconductor LEDs and lasers as fluorescence excitation sources have improved dramatically in the past decade and will
revolutionize fluorescence lifetime measurement systems.® 78 LED devices can now offer excitation wavelengths of between
380 nm and 600 nm with pulse rates in excess of 1 MHz and pulse widths of ~1 ns, which is ideal for mainstream biological

* Corresponding author: alan.ryder@nuigalway.ie: phone: 353-91-750469: fax: 353-91-750584;
http://www.physics.nuigalway.ie/People/ARvder/index.html :
Department of Physics, National University of Ireland-Galway. Galway, Ireland.
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fluorescence lifetime studies. A further development has been the emergence of commercial violet GaN laser diodes in the
past two years. These lasers are compact, capable of pulse widths less than 100 ps, and are easily incorporated into
fluorescence lifetime systems.

The use of fluorescence lifetimes as a sensor method has attracted widespread interest in the past decade.” ™! Analytes such
as halides,'? oxygen,'® and carbon dioxide," have been monitored using fluorescence lifetimes. Fluorescence lifetime based

techniques have several advantages over more traditional fluorescence intensity methods which are susceptible to changes in
excitation light intensity, to photobleaching, variation in light scattering and absorption of the sample.

2. EXPERIMENTAL:

21 Apparatus and Procedure.

Fluorescence lifetimes were recorded using the Time Correlated Single Photon Counting (TCSPC) technique with a system
that was assembled in-house using modular components (Figure 1).

Adjustable iris

Sample cuvette
Coupling optics
Emission Filter piing op
Light tight
metal cabinet
y / / SPAD
| ] |

(8) SIA-300 [ ]

L
ns dela_‘x_*__,____: TimeHarp 100

PDL-800B

450 MHz PC

Sync signal

Figure 1: Schematic of fluorescence lifetime measurement apparatus:
(A) Removable LED/ laser diode head, (B) Short pass filter, (C) Focusing optics.
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The excitation sources were pulsed LEDs with center wavelengths of 380 and 460 nm or a pulsed 410 nm GaN laser diode,
powered by a PicoQuant PDL-800B laser/LED driver. The emission of the LEDs was filtered using short pass filters to
remove spurious longer wavelength emissions. The LEDs were operated at a variety of frequencies from 2.5 to 20 MHz for
this study (maximum pulse rate = 40 MHz). A variable nanosecond delay unit was incorporated into the SYNC output from
the laser driver. The fluorescence emission wavelength was selected with interference filters and detected using a Perkin
Elmer SPCM-AQR-14 Single Photon Counting Module. The output TTL pulses from the SPAD were inverted and
attenuated to NIM format using a SIA 300 inverter module before being fed into a TimeHarp 100 TCSPC module (both from
PicoQuant). The card with a minimum channel resolution of 35 picoseconds was integrated into a standard PC, and the
start/stop signals were inputted via RG58 SMA terminated cables. Light intensity at the detector was varied using an
adjustable iris in front of the detector and by the use of ND filters. With the exception of the delay unit, laser driver and PC
the complete unit was fitted into a light tight, 21x40x50 cm mild steel cabinet.

The Instrument Response Function (IRF) was obtained from a non-fluorescing suspension of alumina in water held in a { cm
pathlength quartz cell and was assumed to be wavelength independent. Decay data were acquired until between 5 x 10° and 3
x 10* counts had been registered in the channel of maximum intensity. The determining factor as to the count maximum was
the count rate, which was always <1% of the pulse rate. Count rates of 10* and 10° per second were routinely obtained from
strongly fluorescing dyes yielding faster accumulating times by an order of magnitude or more when compared to flash-lamp
systems. Lifetimes were obtained by deconvolution of the decay curves using the FluoFit software program (PicoQuant
GmbH, Germany). All lifetimes were fit to a % value of less than 1.2 and with a residuals trace that was fully symmetrical
about the zero axis.

2.2 Materials:

Fifteen dyes in 0.1 M aqueous phosphate buffer were analyzed over a pH range from 5.8-8.0. The fluorophore concentration
was maintained below 1 x 10° M to rule out concentration effects. An absorption profile of each dye was recorded on a
Shimadzu UV-1601 UV-visible spectrophotometer, and the excitation sources were chosen accordingly. Steady state
fluorescence spectra of each dye were recorded on a Perkin Elmer LS 50B luminescence spectrometer to determine the
correct emission filter for fluorescence lifetime measurements. All the dyes were surveyed in oxygenated and deoxygenated
(nitrogen gas exchange) solutions at room temperature in 1 cm pathlength quartz cuvettes.

3. RESULTS & DISCUSSION:

The TCSPC system as developed was found to be user-friendly and required very little training for postgraduate student use.
Once an operator had a sufficient grasp of TCSPC theory and methods. it required only one or two days to develop
proficiency sufficient for routine measurements to be made. Apart from care needed to reduce reflection anomalies, the only
other major concern is the requirement to ensure adequate filtering of the excitation sources to remove spurious long
wavelength emissions and to remove the long wavelength ‘tail’ produced by LED emission. Figure 2(A) shows typical
multi-exponential fits for two acridine decay curves at different pH values. The IRF curve shown (FWHM ~ 1.5 ns or less) is
typical of the IRFs obtained with our instrumentation when LEDs were used as excitation sources.
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Aex Aem 7(0,) 1(0y) T T

(nm) (nm) (ns) (ns) (ns) (ms)
pH low high low high
Fluorescein 460 550 3.6 4.2 3.6 42
Fluorescein Na salt 460 550 3.6 4.2 3.6 4.3
Fluorescein diacetate 460 550 35 4.0 3.5 4.0
Fluoresceinamine Isomer 1 460 550 33 3.9 33 3.9
Fluoresceinamine Isomer 2 460 550 3.0 3.9 3.0 4.0
FITC 460 550 34 4.1 34 4.1
6-Carboxyfluorescein 460 550 35 4.0 35 4.0
BCECF 460 550 3.0 3.8 3.0 3.8
SNAFL calcein 460 550 34 2.7 34 2.7
HPTS 410 500 54 5.4 5.4 54
10-(3-Sulfonyl) acridinium betaine 380 500 31.2 30.6 31.2 30.7
Acridine Orange 460 550 1.9 2.0 1.9 2.0
Rhodamine B 410 600 1.8 1.7 1.8 1.8
Acridine 380 450 26.3 13.7 26.3 14.0
Acridine 380 500 31.1 22.1 31.2 224

Table 1 Fluorescence lifetimes of a range of dyes at pH 5.8 +0.2 (Jow) and 7.9 £ 0.2 (high) in phosphate buffered
solutions. The first two lifetime values are for oxygenated solutions while the last two represent the deoxygenated
solutions. All decay curves were either single or bi-exponential fits. Lifetime measurements are accurate to better than
+ 0.1 ns, as calculated by support plane analysis'S.

With the exception of acridine, the majority of fluorophores show little lifetime variation over the pH range surveyed (table
1). Typical variation was less than one nanosecond while the lifetimes of acridine orange, Rhodamine B, and HPTS were
found to be independent of pH over the 6.0 to 8.0 range. The results acquired for HPTS agree with those of other
investigators.”> The majority of dyes surveyed are therefore unsuitable as fluorescence lifetime based pH sensors because of
the small variation in lifetime. The presence of oxygen was not found to be a significant factor affecting the fluorescence
lifetime of these dyes, except for the base form of acridine where there is a 0.3 ns increase in lifetime with deoxygenation.

Over this 6.0 to 8.0 pH range, acridine in solution exhibits interplay between two different chemical species that have a large
difference in lifetime. The neutral acridine exhibits a lifetime of ~10 ns, while the protonated form has a considerably longer
lifetime of 31 ns. This is well illustrated in Figure 2(A) where it is clear that two decays are present at each pH value, with
both decay curves fitting to bi-exponential terms.
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Figure 2: (A) Time domain intensity decay of acridine solutions at pH 5.61 & pH 7.90 (dotted lines), multi-
exponential fit (solid lines), and the instrument response function. (B) Residuals for fit at pH 5.61, (C) Residuals for
fit at pH 7.90. Data collected with 380 nm LED excitation at 2.5 MHz pulse rate, with the emission measured at 450

nm and a channe! resolution of 70 ps.

The lifetime plots in Figure 3 show the change in average lifetime of acridine as a function of pH. At an emission
wavelength of 450 nm the average lifetime is calculated from a two exponential decay fit which is a combination of
fluorescence from both the neutral and protonated species. At an emission wavelength of 500 nm, there is a much greater
contribution from the protonated rather than the neutral form of the dye. so the lifetime at any given pH is longer than that
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measured at an emission wavelength of 450 nm. Measured at 500 nm, lifetimes in the pH range 5.8-6.4 fit to a single
exponential therefore demonstrating negligible contributions from the neutral molecule. At pH values greater than 6.4 the
fluorescence emission from the neutral species becomes a larger factor and so a bi-exponential fit is required. Both lifetime
vs pH plots for acridine fit to 2™ order polynomial equations over this 6.0 to 8.0 range (Figure 3) which provides a simple
and accurate method of pH measurement from the average fluorescence lifetime.
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Figure 3: Plots of average fluorescence lifetime versus pH for acridine in phosphate buffer with 380 nm excitation and
at two different emission wavelengths (450 & 500 nm). The two emission curves show different behaviour due to the
two species in solution.

4. CONCLUSIONS:

The compact nature and relative ease of use of the TCSPC system which we have built opens the way for this method to be
employed by non-physicists for routine analysis. Although a thorough grounding in the principles and theory of TCSPC is
necessary, very little knowledge of electronics and optics is required. The ease with which the excitation sources can be
changed also demonstrates its versatility towards biological applications where a range of dyes may need analysis at the same
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time. Although fast-pulsed lasers do exist, they tend to be very large., complex, and generally only provide a single
wavelength, or range of wavelengths. By the use of pulsed LEDs and laser diodes. a range of dyes can be excited at visible
and near-IR wavelengths between 380 nm and 750 nm with no change in the optical pathway and rapid exchange of sources.

The fluorophores which we have examined showed varying degrees of lifetime change with pH variation. Most dyes had a
lifetime change of less than one nanosecond over the crucial physiological range of 6.0 to 8.0 pH units and we therefore
discount them as potential lifetime based pH sensors. Acridine was found to have the largest lifetime variation of 12.5 ns
over the range 5.8 to 8.0 pH units and because it can be excited with a 380 nm LED we consider it an excellent candidate as a
pH indicator for a wide variety of biological applications.
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New approach to optical imaging of tumors

Samuel Achilefu, Joseph E. Bugaj, Richard B. Dorshow,* Hermo N. Jimenez, and Raghavan Rajagopalan
Mallinckrodt Inc., PO Box 5840, St. Louis, MO 63134-0840

ABSTRACT

Site-specific delivery of drugs and contrast agents to tumors protects normal tissues from the cytotoxic effect of drugs, and
enhances the contrast between normail and diseased tissues. In optical medicine, biocompatible dyes can be used as
phototherapeutics or as contrast agents. Previous studies have shown that the use of covalent or non-covalent dye conjugates
of carriers such as antibodies, liposomes, and polysaccharides improves the delivery of such molecules to tumors. However,
large biomolecules can elicit adverse immunogenic reactions and also result in long blood clearance times, delaying
visualization of target tissues. A viable alternative to this strategy is to use small bioactive molecule-dye conjugates. These
molecules have several advantages over large biomolecules, including ease of synthesis of a variety of high purity
compounds for combinatorial screening of new targets, enhanced diffusivity to solid tumors, and the ability to affect the
pharmacokinetics of the conjugates by minor structural changes. Thus, we conjugated a near infrared absorbing dye to
several bioactive peptides that specifically target overexpressed tumor receptors in established rat tumor lines. High tumor
uptake of the conjugates was obtained without loss of either the peptide receptor affinity or the dye fluorescence. These
findings demonstrate the efficacy of a small peptide-dye conjugate strategy for in vivo tumor imaging. Site-specific delivery
of photodynamic therapy agents may also benefit from this approach.

Keywords: photodiagnostics, phototherapeutics, peptide-dye conjugates, targeting agents, contrast agents, tumor detection,
dyes, fluorescence, indocyanine green, optical imaging

1. INTRODUCTION
Innovative methods for targeting optical dyes to tumors for disease diagnosis and therapy are burgeoning. Clever schemes
involving acid and enzyme cleavable conjugates of dye-biomolecule entities have been recently reported.'? Simpler schemes
involving protein-dye conjugates’ or antibody-dye conjugates are also known.*

Recently we pioneered the methodology of employing known tumor receptor-targeted peptides for the detection of in vivo
tumors by optical imaging. It has been well-known that a radiolabel attached to such peptides can be used as a tumor marker
in gamma scintigraphy (several commercial products are available). Our basic idea was to replace the radioactive label with a
dye molecule. This approach has several advantages over the use of non-specific dyes, or the conjugation of dyes to large
biomolecules, in the optical imaging of in vivo tumors. Such advantages include rapid localization on tumors, rapid clearance
from blood and the possibility of synthesizing several peptide derivatives without resorting to expensive natural products.
Dye-peptide conjugates synthesized previously, based on this concept, have been shown to effectively target and bind
specifically to receptors of implanted tumors. Optical images of these tumors in vivo by exciting the fluorescence mode of
the dye moiety were easily obtained.>’

In this article, we report on the development of novel near infrared dye-peptide compounds. The efficacy of these new
fluorescent contrast agents was evaluated in vivo in well-characterized rat tumor lines using a simple continuous wave
fluorescence imaging apparatus.

2. MATERIALS AND METHODS
2.1 Synthesis

2.1.1 Synthesis of bispropylcarboxymethylindocyanine dye (Cyhex)
Cyhex is a reactive analogue of Indocyanine Green (ICG, Figure 1A). It was prepared by the reaction of a mixture of 1,1,2-
trimethyl-[ 1H]-benz[e]indole and 3-bromohexanoic acid in 1,2-dichlorobenzene. Reaction of the brown solid precipitate
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obtained with glutaconaldehyde dianil monohydrochloride in ethanol gave a green solution. Evaporation of the solvent and
lyophilization of the residue gave cyhex as dark green flakes (Figure 1B).

2.1.2 Synthesis of Cytate-66

Octreotate, a somatostatin receptor ligand, was prepared by standard Fmoc solid phase synthesis’ and the two cystein
residues per molecule were cyclized into a disulfide bond on solid support with thallium trifluoroacetate to give the cyclic
peptide. Selective cleavage of the peptide from the resin, while leaving the protecting groups intact, except for the N-
terminal amine, was effected with 5% trifluoroacetic acid in dichloromethane. Reaction of cyhex with the peptide in
dimethylformamide and subsequent removal of peptide side chain protecting groups trifluoroacetic acid gave the crude
product. The pure compound was isolated by HPLC (100% HPLC purity) and characterized by mass spectrometry. (Figure
10).

2.1.3 Synthesis of Cybesin-66
A similar procedure described above was used to prepare cybesin-66, which has affinity for the bombesin receptor. This
peptide is linear, hence, does not require the cyclization step described above. HPLC purity was >99.5% (Figure 1D).

Indocyanine Green & Cyhex

1A 1B

- R

R = DPhe-Cys-Tyr-DTrp-Lys-Thr-Cys-Thr-OH

R = Gly-Ser-Gly-GIn-Trp-Val-Ala-Gly-His-Leu-Met-NH,
(Cybesin-66, Bombesin derivative)

(Cytate-66, Octreotate derivative) 1D
1C

Figure 1: Structures of ICG, cyhex, cytate and cybesin
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2.2 Animal models and agent administration protocols

2.2.1 Pancreatic acinar carcinoma (CA20948) tumor

Male Lewis rats (120-140 g) were implanted with the pancreatic acinar tumor by serial implantation of solid material from a
donor animal to a recipient animal. This transplantable tumor line has previously been shown to express somatostatin (sst,)
receptors, and has been widely used in in vitro and in vivo receptor binding assays.*'° The number of binding sites has been
determined at 489 fmol/mg protein." The procedure for transplantation and growth has been previously described.” Palpable
tumor masses are evident approximately 9 days post implant, and between 13-15 days post implant the tumor masses reach
2-2.5 g at which time they are used in the imaging studies described below. This tumor line has been maintained in vivo by
serial implantation for more than 120 generations with no change in receptor expression.

2.2.2 Pancreatic acinar carcinoma (AR42-J) tumor

This cell line is derived from exocrine rat pancreatic acinar carcinoma. It can be grown in continuous culture or maintained
in vivo in athymic nude mice, SCID mice or in Lewis rats. This cell line is particularly attractive for in vitro receptor assays
as it is known to express a variety of hormone receptors including cholecystokinin (CCK), epidermal growth factor (EGF),
pituitary adenylate cyclase activating peptide (PACAP), somatostatin (sst,) and bombesin.'?

In this model, male Lewis rats were implanted with solid tumor material in a similar manner as described for the CA20948
rat model. Palpable masses were present 7 days post implant and imaging studies were conducted on animals at 10-12 days
post implant when the mass had achieved ~2-2.5 g. This tumor line has been maintained in vivo for more than 30 generations
without change in receptor expression.

2.2.3 Animal preparation

Prior to imaging, the animals were anesthetized with rat cocktail (xylazine; ketamine; acepromazine 1.5: 1.5: 0.5) at
0.8mL/kg via intramuscular injection. The area of the tumor (left flank) was shaved to expose tumor and surrounding
surface area. The contralateral flank was shaved similarly to provide the negative control. A 21 gauge butterfly equipped
with a stopcock and two syringes containing heparinized saline was placed into the lateral tail vein of the rat. Patency of the
vein was checked prior to administration of any agent via the butterfly apparatus.

2.3 Imaging apparatus and procedure

A non-invasive in vivo fluorescence imaging apparatus was employed to assess the efficacy of contrast agents developed for
tumor detection in animal models. A LaserMax Inc. laser diode of nominal wavelength 780 nm and nominal power of 40
mW was used. The detector was a Princeton Instruments model RTE/CCD-1317-K/2 CCD camera with a Rodenstock 10 mm
F2 lens (stock #542.032.002.20) attached. A 830 nm interference lens (CVI Laser Corp. part # F10-830-4-2)) was mounted
in front of the CCD input lens such that only emitted fluorescent light from the contrast agent was imaged. Typically, an
image of the animal was taken pre-injection of contrast agent. This image was subsequently subtracted (pixel by pixel) from
the post injection images. However, the background subtraction was never done once the animal had been removed from the
sample area and returned at a later time for images taken several hours post injection.

3. RESULTS & DISCUSSION
3.1 Cytate-66
We have previously shown that the cypate dye — octreotate peptide conjugate designated cytate-1 is a compound that
selectively targets somatostatin receptor-rich tumors (CA20948 or AR42-J) and specifically binds to the sst, receptors,
allowing for localized fluorescence at the tumor site.”” Unlike cytate-1, the new dye-peptide conjugate, cytate-66, has two
somatostatin receptor-avid octreotate ligands which increases the receptor affinity of the conjugate. This new dye-peptide
conjugate was tested on rats with an AR42-J tumor on the flank. A 500 pL dose of a 0.5 mg/mL aqueous concentration
solution was administered. Time sequence images were taken. By one hour, localization of the compound in the tumor was
evident. Figure 2 is the image at 22 hours post administration. Cytate-66 is seen to have accumulated and remained localized
in the tumor tissue. Biodistribution images (not shown) demonstrate that the compound accumulates in the tumor, as well as
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the liver (due to the cyanine component), and the adrenals and pancreas (due to the peptide affinity for the sst, receptors on
these tissues).

Figure 2. Rat with AR42-J tumor on left flank 22 hours post administration of Cytate-66.

3.2 Cybesin-66

We have previously shown that the cypate dye-bombesin peptide conjugate designated bombesinate (or cybesin-1) is a
compound that selectively targets bombesin receptor-rich tumors (AR42-J) and specifically binds to the receptors, allowing
for localized fluorescence at the tumor site."® Cybesin-66 is similar to cytate-66, except that the peptide component is a
bombesin receptor avid ligand, an octapeptide bombesin analogue. This new dye-peptide conjugate was tested on rats with
an AR42-J flank tumor. A 500 pL dose of a 0.5 mg/mL aqueous concentration solution was administered. Time sequence

images were taken. Localization of the compound in the tumor was evident at 19 hours post administration as shown in
Figure 3.

tumor

Figure 3: Rat with AR42-J tumor on left flank 19 hours post administration of Cybesin-66.
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4. SUMMARY

We have previously shown that cypate dye, like ICG, does not accumulate in either the somatostatin receptor rich CA20948
tumor or the bombesin/somatostatin receptor rich AR42-J tumor.>” In contrast, however, the new cyhex dye-peptide
conjugates cytate-66 and cybesin-66 do accumulate in such tumors to the extent the tumors can be imaged using a simple
continuous wave apparatus. These results further verify that small peptide-dye conjugates are effective in tumor detection by
optical imaging, analogous to work performed in the nuclear medicine arena.
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Monoclonal antibody-tagged receptor-targeted contrast agents for
detection of cancers

N. S. Soukos, M. R. Hamblin, T. F. Deutsch, and T. Hasan

Wellman Laboratories of Photomedicine, Department of Dermatology, Massachusetts General Hospital,
Harvard Medical School, Boston, MA 02114, USA

ABSTRACT

Oral cancer and precancer overexpress the epidermal growth factor receptor (EGFR) and monoclonal antibodies against
EGFR coupled to photoactive dyes may have a potential both as diagnostic and treatment modalities for oral premalignancy.
We asked whether an anti-EGFR Mab (C225) conjugated with the fluorescent dye indocyanine Cy5.5 could detect dysplastic
changes in the hamster cheek pouch carcinogenesis model. Secondly, we tested whether the same antibody conjugated with
the photosensitizer chlorin(e6) could be used together with illumination to reduce levels of expression of EGFR as evaluated
by the immunophotodetection procedure.

Increased fluorescence appeared to correlate with development of premalignancy when the C225-Cy5.5 conjugate
was used. Areas with increased fluorescence signal were found in carcinogen-treated but clinically normal cheek pouches,
that revealed dysplastic changes by histology. The immunophotodetection procedure was carried out after
photoimmunotherapy with the C225-ce6 conjugate, and showed a significant reduction in fluorescence in the illuminated
compared to non-illuminated areas in the carcinogen-treated but not the normal cheek pouch. The results demonstrate that the
use of anti-EGFR Mab targeted photoactive dyes may serve as a feedback controlled optical diagnosis and therapy procedure
for oral premalignant lesions.

Keywords: Fluorescence diagnosis, oral pre-cancer, hamster cheek pouch, photodynamic therapy, photoimmunotherapy,
carcinogenesis

1. INTRODUCTION

Monoclonal antibodies that recognize tumor-associated antigens and that are conjugated to fluorescent dyes may have several
uses in medical imaging. These may include the detection of early malignant or pre-cancerous lesions, the, delineation of
tumor margins, measuring the response to treatment, and the early detection of recurrence. Although oral cancer occurs in a
region of the body that is accessible to physical examination, most oral cancers are moderately advanced at the time of

diagnosis 1. This is due to failure to detect and treat early recognizable or unrecognizable premalignant signs of squamous
cell carcinoma (SCC). On the other hand, the management of field cancer of the oral cavity, with multicentric foci of
invasion, presents a considerable problem. Surgical resection of synchronous or metachronous SCC, along with premalignant
lesions, is likely to be associated with considerable mutilation.

The epidermal growth factor receptor (EGFR), a glycoprotein of 170,000 MWt with an intrinsic tyrosine-specific

protein kinase activity stimulated upon EGF binding 2, has been shown to be overexpressed in head and neck cancers
including oral cancer and precancer 3,4, EGFR was upregulated in human normal epithelium adjacent to tumor, retained
elevated through hyperplasia and dysplasia and was dramatically increased from dysplasia to SCC 5. EGFR overexpression

has also been found in the chemically induced malignant transformation carcinoma in the hamster cheek pouch model 6,
These data suggest that the EGFR overexpression might be a useful marker for detection and treatment of early invasive oral
premalignancy.
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MADbs against the EGFR coupled to radioisotopes 7, 8 have been used for diagnostic purposes. Anti-EGFR MAbs
labeled with radioisotopes have also been used to inhibit tumor growth 9 and enhance the antitumor activity of chemotherapy
10, MAbs coupled to fluorescent dyes, such as fluorescein 11,12 5ng indocyanine I3 have been used for diagnosis of
cancer. In addition, enhancement of the selectivity of photodynamic therapy (PDT) has been observed in vitro 14, 15 and in
vivo 16, 17 using MAbs conjugated with PS such as chlorins. Recently, a conjugate between an anti-EGFR Mab and the PS
benzoporphyrin derivative improved the selectivity and efficacy of the PS for SCC in the hamster cheek pouch model 18 The
specific aims of this study were twofold. First, to determine whether a conjugate between an anti-EGFR chimeric MAb
(C225) and the fluorescent dye indocyanine Cy5.5 could deliver, after injection, sufficient amounts of the marker dye into
clinically unrecognizable early premalignant lesions in the hamster cheek pouch carcinogenesis model to make them
detectable by fluorescence imaging. Second, to investigate the photodynamic effects of a conjugate between the C225 and the

PS chlorin €6 (ce6) on early premalignant lesions of the hamster cheek pouch, and to assess by the immunophotodetection
procedure the effectiveness of PIT after the injection of the C225-Cy5.5 conjugate into hamsters.

2. MATERIALS AND METHODS

2.1. Animal model
The Syrian golden hamster cheek pouch carcinogenesis closely replicates events involved in the development of

premalignancy in human oral cancer 19 Male Syrian golden hamsters (Mesocricetus auratus) (80 to 100 g) were obtained
from the Charles River Animal Research Facility, (Boston, MA) at 4 to 6 weeks of age. Animals were housed four to a cage
at room temperature with wood chips for bedding and with a 12-hour light/dark cycle. Water and laboratory chow were given
ad libitum. All procedures received approval from the Subcommittee on Research Animal Care of Massachusetts General
Hospital prior to the start of the study.

Epithelial changes characteristic of the progress to early premalignancy were induced by thrice weekly (Mon, Wed
and Fri) topical application using a Q-tip of 50 - 100 pul of a 0.5% solution of 7,12-dimethylbenz( a)anthracene (DMBA)
(Sigma Chemical Co., St. Louis, MO) in mineral oil on the right buccal pouch mucosa for 6 weeks. Initial studies also used
12 weeks application of DMBA to give papillary tumors measuring 4-6 mm in diameter. Injection of drugs into the
subclavian vein as well as immunophotodiagnosis and photoimmunotherapy (PIT) studies were performed under
intraperitoneal anesthesia with a cocktail of ketamine, xylazine and atropine (80-100 mg/Kg, 5-10 mg/Kg and 0.04 mg/Kg
respectively). The hamsters were euthanized in a CO2 chamber. At the time of euthanasia animals weighed between 180 and
220 g. After euthanasia the check pouches were excised along with the underlying connective tissue and musculature and
routine histology (H&E staining) was performed.

2.2. Chemicals

The MAb C225 was kindly provided by ImClone Systems, Inc. (Somerville, NJ). Cy5.5 FluoroLink Dye (bisfunctional NHS
ester in sealed foil packets) was obtaincd from Amersham Life Science (Arlington Heights, IL). Chlorin, 4 was obtained from

Porphyrin Products (Logan, UT). BSA and mousc IgG were obtained from Sigma (St. Louis, MO).

2.3.  Preparation of conjugates

Cy5.5 conjugates were prepared by dissolving 2 mg protein (C225, BSA or mouse IgG) in 2 ml sodium bicarbonate buffer
(0.1M, pH=9.3). The content of one Cv5.5 foil pack was dissolved in sodium bicarbonate buffer (200 ul) and added to the
protein solution with shaking. The mixture was incubated in the dark at room temperature for 3 h, whereupon it was dialyzed
3 times against 5 1 phosphate buffer (0.01M, pH=7.4) to remove any unbound dve.

C.6-NHS ester was prepared as a solution in DMSO as previously described 20, c225 (2mg) were dissolved in 2 ml
sodium bicarbonate buffer and DMSO solution containing NHS ester of 200 ug ¢4 equivalent was added with stirring. This
is a 25 fold molar excess of ¢, 4 to 1gG. After 24 h incubation in the dark at room temperature the preparation was
exhaustively dialyzed (at least 3 times) against 5 1 phosphate buffer (0.01M, pH=7.4). After characterization by
spectrophotometry, Cy5.5 and c,4 conjugates were stored at 4°C in the presence of 10% v/v horse serum (to prevent
aggregation) and 15 mM sodium azide.
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24, Cell lines

The human epidermoid squamous cell carcinoma line A431 was obtained from the American Type Culture Collection
(Rockville, MD). The hamster cheek pouch carcinoma cell line (HCPC-1) was developed from culture of an experimentally

induced epidermoid carcinoma of the buccal pouch 21 and was a generous gift of Dr. Joel Schwartz (Dept. of Oral Pathology,
Harvard School of Dental Medicine, Boston, MA). Cells were grown in Dulbecco's modified Eagle's medium (DMEM) with
high glucose (Gibco, Grand Island, NY) supplemented with 10% fetal calf serum (FCS) (Gibco), 100 units/ml penicillin G
and 100 pg/ml streptomycin (Sigma). Medium was changed every 2-3 days and cells were passaged weekly using trypsin-

EDTA (Gibco). All cells were maintained in 10 cm diameter petri dishes with 12 ml growth medium and kept at 37°C in a
humidified 95% air, 5% CO2 atmosphere.

2.5. Invitro immunoreactivity of the C225-Cy5.5 conjugate with tumor cells

HCPC-1 and A431 cells were grown in P35 dishes containing 5 ml of growth medium and a 22 mm square glass coverslip
until they were 60-70% confluent. The C225-Cy5.5, BSA-Cy5.5 or mouse IgG-Cy5.5 conjugates were added at a final

concentration of 0.1 ug Cy5.5 equivalent /ml in serum-containing medium for 3 h at 37°C. The coverslips were then washed
three times with PBS, were put on histological slides in PBS and examined with an epi-illumination fluorescence microscope
(Axiophot; Zeiss, Oberkochen, Germany) equipped with a cooled charge-coupled device camera (CE200; Photometrics,
Tucson, AZ). Images were obtained using excitation light provided by a mercury vapor lamp and a 670 + 5 nm band-pass -
filter and the emission was collected with a long-pass filter at 700 nm.

2.6. Fluorescence imaging

Imaging was conducted with a Pulnix room temperature CCD camera (model TM 745, Pulnix America Inc., Sunnyvale, CA)
with the anesthetized hamster placed on a movable stage approximately 50 cm below the camera. To avoid any reflectance
the cheek pouches were put on a black cloth covering a polystyrene platform and were firmly attached to it using pins with a
diameter of 100 pm. The CCD camera was interfaced to an integration system (Pulnix) allowing integration of the signal for
up to one second. The cheek pouches were illuminated with 670 nm light from an argon-ion (Innova 100; Coherent, Inc.,

Palo Alto, CA) pumped dye laser (CR-599; Coherent) at a power density of 15 mW/cm? (450 mW total power) measured
with a power meter (model 200, Coherent). The light was delivered to the imaging plane through a 1 mm diameter fiber optic
and expanded to give homogenous spot of 5 cm diameter using a 45 objective lens with numerical aperture of 0.1.

integration system

CCD camera | L[

Laser light 680 . l video monitor
nm longpass
670 nm Tabsorption fitter .

~_ =

700nm band-pass
interference filter

fluorescence
705 nm

Cheek pouch with lesion computer
image processing

Figure 1. Schematic representation of fluorescence imaging set-up.
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Fluorescence images were captured with an integration time of 1 second and with two filters placed before the
camera lens. The first filter was a 700 nm bandpass interference filter with a bandwidth of 10 nm full width half maximum
(Andover Corporation, Salem, NH) and the second was a longpass absorption filter with a 50% cut-off wavelength at 690 nm
(Andover Corporation) and was used to remove fluorescence induced in the first filter. Excitation at 670 nm gave the
optimum balance of power from the laser and excitation light rejection by the filters and allowed fluorescence images to be
captured at a low level of background light. A white-light image of each specimen was first captured to inspect the cheek
pouch. Fluorescence images from the CCD camera were captured using an 8-bit/pixel frame grabber (model DT 2867, Data
Translation, Marlboro, MA) controlled by the computer program Global Lab Image (v2.20, Data Translation). The laser
beam rested on each cheek-pouch for 5 seconds in order to acquire each image, therefore since the tissue was illuminated

with 15 mWem2 it receives a fluence of 0.075 Jem™2 of energy. Each hamster was imaged before injection and on days 1, 2,
4, 6, and 8 after injection.

Each image series was analyzed by image analysis software (Global Lab Image v2.20) which measured the mean
pixel intensity (measured on a 256 gray-scale) in a pre-defined region (3 mm 5 4 mm) and gave the standard deviation.
Measurements of average pixel intensity on the black background cloth surrounding the cheek pouch were taken for
background correction. Each measurement of tissue fluorescence had the background measurement subtracted from it
yielding what is referred to as the absolute fluorescence.

2.7. Immunophotodetection of premalignant lesions

Before fluorescence imaging was undertaken the cheek pouch mucosae were inspected to evaluate the lesions and
photographed. Initial fluorescence imaging studies used 3 hamsters that had developed gross papillary tumors after 12 weeks
painting of the cheek pouch. These animals were injected with 670 ug of C225-Cy5.5 conjugate (the average Cy5.5: MADb
ratio was 2.1) corresponding to 12 ug of Cy5.5 and imaged 2 days later. For imaging of oral premalignant lesions 27
hamsters bearing lesions produced by painting the right cheek pouches for 6 weeks were studied. Nine hamsters were
injected with C225-Cy5.5 as described above. Six control animals received 610 pg of irrelevant mouse IgG-Cy5.5 conjugate
(the average Cy5.5: IgG ratio was 2.3) also corresponding to 12 pg of Cy5.5. Another groups of six control animals were
injected with 390 pg BSA-CyS5.5 conjugate (the average Cy5.5: BSA ratio was 1.6) corresponding to 12 pg of Cy5.5 in order
to distinguish between EGFR binding and increased vascular permeability. In all cases the overall dose of Cy5.5 injected was
100 pg per kg body weight.

At the end of the fluorescence imaging studies, biopsies (approximately 25 mm?) were obtained in order to correlate
the fluorescent signals with the histologically determined stage of the lesions. In the case of cheek pouches that showed a
fluorescent hot-spot, one biopsy was taken from the hot-spot and another from a part of the cheek pouch distant from the hot-
spot. Tissue samples were immediately placed in 10% formalin followed by routine processing for paraffin embedding and
histologic study. Sections were stained with hematoxylin-eosin and examined by light microscopy.

2.8. PIT invivo
A pilot study investigated the photodynamic effect of the C225-c,4 conjugate on EGFR expression in early premalignant
lesions (6 weeks of DMBA treatment) of the hamster cheek pouch of 11 hamsters. Before injection of C225-c,4 the visible

area of each cheek pouch (DMBA-treated and normal) was divided in two equal parts using India ink and the outer part of
each cheek pouch to be exposed to light was marked, while the inner part was protected from light by a black cloth. Animals
were injected with 3.38 mg C225-c,4 conjugate (the average ¢,4: MAb ratio was 4.8 corresponding to 65 ug of c,¢) and 666

nm light was applied 2 days later (total fluence = 100 J/em™ delivered at a power density of 50 mW/cm?). The effectiveness of
the treatment was assessed by immunophotodiagnosis by injecting the C225-Cy5.5 conjugate as described above at 5 days
post treatment. Fluorescence imaging was performed 3 days after injection of the C225-CyS.5 conjugate.

2.9.  Statistics

Standard deviations of ratios of two means were calculated by the use of addition in quadrature 22, Differences between two
means were tested for significance by a two-sided Students t-test assuming equal or unequal variances as appropriate. Means
of ratios were tested to see if they were significantly > 1 by one-sided Students t-test.
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3. RESULTS

3.1. Preparation and characterization of conjugates

The absorption spectra of the C225-Cy5.5 and BSA-CyS5.5 conjugates together with free Cy5.5 are shown in Fig.1a. The
conjugates have a distinct peak at 284 nm due to the protein absorbance by IgG and BSA, and the peak due to the Cy5.5 is at
675 nm for all conjugates. The number of dyes per protein molecule can be calculated assuming extinction coefficients of 2.5

510° M-lem-! for Cy5.5at 675 n0m, 1.7 5 105 M-lem1 for IgG (corrected for absorbance of CyS.5 at 284 nm) and 1.2 5

105 M-lem! for BSA at 284 nm (likewise corrected for absorbance of Cy5.5). The C225-Cy5.5 conjugate had 2.1 molecules
of Cy5.5 attached to each IgG, while BSA had 1.6 molecules per protein molecule.
Because the effectiveness of the c,4 conjugates in the destruction of premalignant tissue may depend on the amount

of PS able to be delivered to the lesion, it was desired to have as high a loading of ¢4 as possible, consistent with the MAb
still retaining its immunoreactivity. In the present case the loading of the c,4 conjugates was limited by their tendency to
aggregate when the ratio increased beyond 5 molecules of ¢4 per IgG. The absorption spectra of C225-c,4 and free ¢4 are

shown in Fig. 1b. The conjugate has a distinct absorbance at 284 nm due to the protein in the IgG, the intensity of the Soret
band is somewhat reduced, and the long wavelength Q band is red shifted to 666 nm as opposed to 654 nm. It can be

calculated assuming extinction coefficients of 1.5 5 10° Imollem™! for ce6 at the Soret band and 2.4 x 105 Imol-lem1 for
IgG at 280 nm. The C225-c .4 conjugate had a loading of 4.8 molecules of ¢4 to each IgG.
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Figure 2. Ultraviolet-visible absorption spectra in 0.1 M NaOH/0.1% sodium dodecy! sulfate. (a) C225-Cy5.5, mouse 1gG-
Cy5.5, BSA-Cy5.5 conjugates and unconjugated Cy5.5; (b) C225-c,4 and ¢4
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3.2. Fluorescence localization in living cells

_The fluorescence images of A431 and HCPC-1 cells that had been incubated with the C225-Cy5.5 conjugate at a final
concentration of 0.1 pug Cy5.5 equivalent in serum-containing medium for 3 h at 37°C are shown in Fig. 2 a and ¢ along with
the corresponding bright-field images (Fig. 2, b and d). The conjugate showed a strong affinity for A431 cells, which was
expected since these cells have a high number of EGFRs 23, In addition a significant fluorescence was seen with HCPC-1

cells indicating the suitability of the conjugate for targeting the DMBA tumor model. Neither cell showed fluorescence after
incubation with BSA-Cy5.5 or mouse 1gG-Cy5.5 conjugates (data not shown).

Figure 3. Fluorescence localization of C225-Cy5.5 with A431 and HCPC-1 cells. Cells were incubated with the conjugate at

a final concentration of 0.1 pg Cy5.5 cquivalent in serum-containing medium for 3 h at 37°C (670 nm band-pass filter
excitation and 700 nm long-pass filter emission). A431 cells with the C225-Cy5.5 conjugate, (a) fluorescence; (b) bright-
field. HCPC-1 cells with the C225-Cv5.5 conjugate, (¢) fluorescence; (d) bright-field. Bar = 50 um.

3.3. Immunophotodiagnosis of oral precancer in vivo

Initially, immunophotodiagnosis was performed on three animals with gross papillary tumors obtained after painting of cheek
pouches for 12 weeks. A representative image from an animal with a papillary tumor measuring 5 mm in diameter is shown
in Fig. 4. The normal cheek pouch has no visible fluorescence, while the tumor-bearing pouch has a clearly delineated tumor
in the fluorescence image. Note that the fluorescence from the tumor is not completely uniform and this non-uniformity does
not appear to be due to the illumination conditions, suggesting that the expression of the EGFR is heterogeneous or the
perfusion is non-uniform.

To examine the use of immunophotodiagnosis in animals with hyperplastic or dysplastic lesions we used hamsters
that had been painted with DMBA for an average of 6 weeks. Animals were injected with C225-Cy5.5 or the control dye
conjugates (mouse [gG-Cy5.5 or BSA-Cy3.5) and imaged on days 1, 2, 4. 6, and 8 after injection.

A series of fluorescent images captured from both DMBA-treated cheek pouch and control check pouch in one
animal (No. 5) at different time points is shown in Fig.5. At day ! fluorescence was obtained from tissue, but it was evident
that the C225-Cy5.5 conjugate still circulated in the cheek pouch vessels. As time progressed the contrast between
carcinogen-treated and normal cheek pouches became greater. The multi-layered structure at the junction of the cheek-pouch
mucosa and the rest of the oral mucosa has significantly higher fluorescence than the single layered cheek pouch. This is due
to the additive effect of many tissue layers when fluorescence is measured with near-infrared excitation and emission
wavelengths that penetrate well through tissue. However the single layer of the cheek pouch is the part painted with
carcinogen and was the area that was analyzed for fluorescence quantification. The increased fluorescence of the multi-
layered structure did not interfere with detection of increased fluorescence in DMBA treated pouches. At day 8 the
fluorescent signals were very weak although there was still good contrast between normal and carcinogen treated cheek
pouches.
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Figure 4. Fluorescence image of hamster with gross papillary tumor obtained after 12 weeks painting of cheek pouch with
DBMA. Hamsters were injected with 670 pg of C225-Cy5.5 and imaged 2 days later. (a) White light image of both cheek
pouches. (b) Fluorescence image of normal cheek pouch. (¢) Fluorescence image of carcinogen-treated cheek pouch with
papillary tumor (arrow).

The mean values of the ratios of fluorescence from DMBA-treated to the fluorescence from normal cheek pouches
from groups of hamsters injected with the EGFR-targeted C225-Cy5.5 and non-targeted conjugates (mouse IgG-Cy5.5 and
BSA-Cy5.5) are shown in Figure 6. The ratios from the C225-Cy5.5 group were significantly (p<0.05) greater than 1 for all
time points except 1 day after injection. None of the control groups had mean ratios that were statistically > 1. The
histological diagnoses of the animals in the control groups were similar with about 50% of the hamsters in each group
showing focal dysplasia or hyperplasia.

Figure 5. Pairs of fluorescence images taken from premalignant (a-e) and control cheek pouch (f~j) of hamster (no. 5) at 1 (a,
f), 2 (b, g), 4 (c, h), 6 (d, i) and 8 (e, j) days after the administration of the C225-Cy5.5 conjugate.
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Five out of nine animals in the C225-Cy5.5 group showed a distinct and circumscribed area of increased
fluorescence (termed a hot-spot) within the overall increased fluorescence of the clinically normal DMBA-treated cheek
pouch (see Fig. 7).
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Figure 6. Ratios of fluorescence intensitics from DMBA-treated and normal cheek pouches. Ratios of mean fluorescence
values (DMBA-treated cheek pouch/normal cheek pouch) from groups of hamsters at different time intervals after the
injection of the specified conjugate. Values are means and SEM calculated in quadrature.

Figure 7. Fluorescence images of normal (a) and DMBA-treated (b) cheek pouches in hamster #6 at 6 days after the injection
of the C225-Cy5.5 conjugate. A fluorescence hot-spot (area of increased fluorescence) can be seen within the DMBA-treated
cheek pouch (arrow). H&E histology shows (¢) normal mucosal epithelium for the DMBA-untreated cheek pouch, bar = 100
um; (d) mild dysplasia for the DMBA-treated cheek pouch; and (¢) moderate dysplasia for the hot-spot.

Table 2 shows the correlation between the fluorescence ratios on days 1, 4, and 6 (DMBA-treated/normal) and the
histological diagnosis of biopsies taken from whole (clinically normal) cheek pouches and from fluorescent hot-spots located
within cheek pouches of five hamsters. As can be seen four out of five of the hot-spots showed evidence of dysplasia in the
hot-spot tissue, while only one (#6) showed dysplasia outside of the hot-spot. The remaining hot-spot (#3 which had the
lowest fluorescence ratio) showed only hyperkeratosis and an inflammatory infiltrate.
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Table 2. Ratios of fluorescence intensities from DMBA-treated and normal cheek pouches in individual animals injected
with C225-Cy5.5. Ratios of fluorescence values (DMBA-treated cheek pouch/normal cheek pouch) from individual hamsters
at different time intervals after the injection of the C225-Cy5.5 conjugate correlated with the histologically determined stage
of the premalignant lesion. Values are means and SD calculated in quadrature.

Ratio of mean fluorescence intensities (DMBA- | Microscopic diagnosis from H&E stained fixed slides
treated/normal pouches)

Day 1 Day 4 Day 6

1 12 1.53 1.16 hyperkeratosis

2 1.06 1.09 0.92 hyperkeratosis

3* 0.94 1.08 1.23 hyperkeratosis

4 1.23 1.23 1.02 hyperkeratosis

5 0.94 1.07 1.9 hyperkeratosis

6* 1.06 2 2.18 dysplasiaT

7* 1.76 2.09 1.74 hyperkeratosis, hyperplasia
8* 1.17 245 1.99 hyperkeratosis

9* 1.17 1.48 1.68 hyperkeratosis

Fluorescence ratios from hot-spot (hot-spot/normal | Microscopic diagnosis from hot-spot
cheek pouch)

3 1.57 1.87 hyperkeratosis, strong inflammatory infiltrate
6 23 331 dysplasiall
7 2.68 24 dysplasial
8 1.63 3.54 2.66 dysplasia$
9 1.45 1.63 1.87 dysplasiall

mean +S.D 1.54+0.13 | 2.34+0.81 |2.42+0.6

P values for P <0.001 P <0.001
Mean > 1

* Areas within DMBA-treated cheek pouches that showed an increased fluorescence signal (hot spots) were found.
T hyperkeratosis, hyperplasia, drop-shaped rete processes.
€ hyperkeratosis, irregular epithelial downgrowth, loss of basal cell polarity, increased nuclear-cytoplasmic ratio, smali
number of abnormal mitoses.
i hyperkeratosis, irregular epithelial downgrowth, loss of basal cell polarity
§ hyperkeratosis, hyperplasia, nuclear hyperchromatism, strong inflammatory infiltrate.
P

1 hyperkeratosis, hyperplasia, irregular epithelial downgrowth, deep cell keratinization, enlarged prickle cells.

The fluorescence values from these hot-spots were separately calculated and the resulting mean absolute values
together with the overall (whole cheek pouch) mean absolute fluorescence values from both DMBA-treated and normal
pouches are plotted against time after injection in Fig. 8. The fluorescence intensities were highest 1 day after the injection of
the C225-Cy5.5 conjugate (2 days after in the hot-spots) and then dropped in an apparent exponential decay.

Proc. SPIE Vol. 4259 123




= 100 - . . ) ) .
<
=~ B normal
S s80- . DMBA-treated
o hot-spot
>
¢ 60- ;
<
Q
@ 40
@ :
e
o
o
= 20-
[
o
0 - . . s .
€ 1 2 4 6 8

days after injection

Figure 8. Time course of mean absolute fluorescence values in the hot spots, whole DMBA-treated and DMBA-untreated
cheek pouches after the injection of the C225-Cy5.5 conjugate. Values from normal and DMBA-treated are from 9 hamsters
while values of hot-spot fluorescence are from 5 hamsters. Values are expressed as means + SEM.

3.4. PIT studies

These experiments were performed in order to test the hypothesis that C225 could selectively deliver a photosensitizer to the
EGFR in these early premalignant lesions, and that after illumination the resultant photodynamic effect would reduce the
expression of the EGFR. Furthermore, immunophotodiagnosis could be used as a feedback tool for the photoimmunotherapy,
and the tissue fluorescence level may act as a surrogate marker for efficacy. We hypothesized that the effects of PIT on
EGFR levels could be demonstrated by comparison of fluorescence images produced by C225-CyS.5 in the cheek pouches at
5 days after treatment. Eleven hamsters had one cheek pouch painted with carcinogen for 6 weeks and then each animal was
injected with C225- ¢, and 3 days later part of each cheek pouch (carcinogen-treated and normal) was illuminated with red

light (100 J/cm2). Five days later animals were injected with C225-Cy5.5 as before, and after another 3 days, fluorescence
images were obtained. Four mean fluorescence values from the areas of cheek pouches were obtained and are shown in
Figure 9.
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Figure 9. Mean absolute fluorescence values from illuminated and non-illuminated, carcinogen-treated and normal cheek
pouches treated with PIT followed by immunophotodiagnosis. Values are means and SEM.

As expected there was a highly significant difference between the mean fluorescence values of the non-light exposed areas of
the normal and DMBA-treated cheek pouches (110 + 21 vs 160 + 29, p < 0.0005). The mean fluorescence values of the light-
treated and non-light treated areas of the normal cheek pouches were almost the same (112 + 22 vs 110 + 21). When the
light-exposed DBMA-treated areas were compared to the non-light-exposed DMBA-treated areas there was a significant
reduction in fluorescence (124.2 + 26 vs 160 + 29, p < 0.01) and interestingly there was no significant difference between the
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light-exposed DMBA-treated areas and either the light-exposed or the dark areas of the normal cheek pouches. This latter
result suggests that the overexpression of the EGFR found after DMBA treatment has been reduced to background levels
after PIT. After completion of the fluorescence imaging the animals were sacrificed and the cheek pouches subjected to
histological examination. All eleven hamsters had hyperkeratosis and focal hyperplasia in the DMBA treated pouches, and
two animals had in addition focal dysplasia. The light-exposed areas of both normal and DMBA-treated pouches revealed in
addition a submucosal edema and inflammatory infiltrate.

DISCUSSION

The results obtained in this study show that fluorescence immunophotodetection of oral precancer could be possible using an
anti-EGFR MADb coupled to the fluorescent dye indocyanine Cy35.5 in a DMBA-induced hamster cheek pouch carcinogenesis
model. The use of an anti-EGFR MAD to deliver a fluorophore applied equally well to the PS ce6 making possible reduction
of tissue EGFR levels by a photodynamic effect. The immunophotodetection procedure was used to assess response to PIT.

Fluorescent dyes recently used for diagnostic purposes are fluorescein 11, 12 5nd a family of dyes called
indocyanines 13 The indocyanine dyes have advantages over fluorescein in that they emit a more penetrating fluorescent

signal, have high quantum yields and good solubility 24, 25 A recent member of the indocyanine family called indocyanine
Cy5.5 emits a penetrating fluorescent red signal at 702 nm after excitation at 675 nm and has an extremely high absorption
coefficient of more than 250,000. The advantage here is that both emission and absorption peaks of Cy5.5 are located in a
region of the spectrum where background endogenous fluorescence from most cellular pigments is very low. In addition, the
fluorescence signal of the marker dye Cy5.5 detected on tissues is amplified because an increased number of molecules are
localized deeper into them. In this study the indocyanine:MAb molar ratio in the C225-Cy5.5 conjugate was 2.1. This ratio
was efficient in detection of oral premalignant lesions as well as in detection of tumors in nude mice using the marker dye

Cy5 with excitations and emission wavelengths at 640 and 667 nm respectively 13,

The injection of the C225-Cy5.5 conjugate was well tolerated by the animals and gave sufficiently high levels of
tissue fluorescence to allow quantitative imaging. The fluorescence photomicrographs indicated that at both 30 min (data not
shown) and 24 h the C225-Cy5.5 conjugate was distributed primarily within and near the vasculature. The same observations
were also obtained using the BSA-Cy5.5 conjugate as well as free Cy5.5. The average fluorescent intensity values showed
high standard deviations in both DMBA-treated and normal cheek pouches because fluorescence was mainly obtained from
the cheek pouch capillaries. Control cheek pouches contained a plexus of capillaries with uniform diameters that were
connected to larger vessels. The capillaries in DMBA-treated cheek pouches were larger than those of control cheek pouches.

All these microvascular changes observed at 6 weeks after the application of DMBA were similar to those observed by 26 in
the same model. We did not observe any striking difference in fluorescence obtained from both control and premalignant
tissue 24 h after the injection of the conjugate. This was in contrast with some reported immunophotodetection studies in

animals and humans where contrast was seen 24 h after the injection of Mabs labeled either with fluorescein 11,12, 26,27 o

with indocyanine 13, 24,25 At2 days after the injection of the conjugate the fluorescent signal mainly originated from
extravascular dye within the tissue and there was some contrast between normal and premalignant tissue. The best contrast
was obtained at 4-8 days, which may be due to the metabolism or clearance of unbound conjugate. Certain types of tumor

vasculature have shown a dramatic increased permeability to macromolecules?®> 29, However, early premalignant lesions
may not demonstrate hyperpermeability of blood vessels. In this study a BSA-Cy53.5 conjugate as well as free Cy5.5 were
used to distinguish between EGFR binding and increased vascular permeability.

Distinction between premalignant lesions and normal cheek pouches was possible using our fluorescence imaging
system. Areas of increased fluorescence intensity within the premalignant tissue could also be detected. These fluorescence-
hot spots revealed dysplasia on histologic examination. It seems that increased levels of the C225-Cy5.5 conjugate retained in
these lesions due to increased numbers of EGFRs. Other studies have used PS designed for PDT for fluorescence detection of

premalignancy in the hamster cheek pouch model 30-34, Although our imaging system was not able to differentiate
hyperkeratotic and inflammatory lesions from normal tissue, in two animals with hyperkeratosis and inflammatory changes
hot areas were detected in the DMBA-treated cheek pouches. These areas revealed strong infiltrate in the lamina propria. The
observed increased fluorescence intensity from these inflamed areas may be largely due to increased supply of blood that
may lead to the enhancement of the permeability of the C225-Cy5.5 conjugate. Increased fluorescence signals were also
observed in two controls animals injected with free Cy5.5 whose DMBA-treated cheek pouch revealed mild inflammatory
response.

The EGFR has also been used in several studies as a therapeutic target. Several anti-EGFR murine MAbs
administered alone were able to inhibit the proliferation of a variety of human cancer cell lines in culture and in xenograft
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models 3°. A link between EGFR signaling and angiogenesis has recently been identified 36. 37, Systemic administration of
the MAb C225 inhibited growth and metastasis of human transitional cell carcinoma established in the bladder wall of

athymic nude mice in part by inhibition of angiogenesis 38 The use of conjugates between an anti-EGFR MAb and a PS to
target photodynamic treatment to the EGFR is an approach with many advantages. Damage is limited to the illuminated
volume of tissue in the absence of side effects. In addition, these immunoconjugates may not need to be internalized in order
to impose their effect. Our goal in this study was to reduce the levels of EGFR expression in premalignant lesions by a
targeted photodynamic effect. The hypothesis is that destruction of EGFRs will result in a significant reduction of growth
signals in the nucleus that may lead to regression of the lesions. In this study, PIT had reduced the immunoreactivity of
EGFR in early premalignant lesions of the hamster cheek pouch. Laser-induced immunophotodetection appeared to be an
effective tool for the assessment of the response to PIT. Five days after PIT the reduction of EGFR functionality was 25% in
the premalignant tissue indicating that the signaling pathway has endured serious damage. The photodynamic effects of a
conjugate between an anti-EGFR MADb and the photoactivatable compound benzoporphyrin derivative have been studied on

squamous cell carcinoma in the hamster cheek pouch model 18 The conjugate proved to be effective and led to an 80% rate
of complete response after illumination.

Our results suggest that immunophotodiagnosis using indocyanine-labeled anti-EGFR MAb may have potential as a
technique for the detection of early oral precancer. In the longterm it could be used to identify populations at high risk, to
improve diagnostic accuracy, to stage tumors more precisely for prognostic and therapeutic decisions and to monitor more
effectively the responses to therapy. Preliminary data suggest that immunophotodiagnosis could be usefully incorporated into
an efficient PIT protocol also using EGFR as a target. These results encourage further studies that will explore whether
innunophotodiagnosis can monitor the progress of dysplastic lesions as well as follow-up response to treatment of dysplastic
lesions subjected to PIT.

ACKNOWLEDGEMENTS

We thank Michael P. Bamberg, Jaimie L Miller, and Bart Johnson for technical assistance, ImClone Systems, Inc. for the gift
of MAb C225 and Coherent Inc. for the {oan of the argon-pumped dye laser. The authors are grateful to Dr. Brian W. Pogue
for useful advice and suggestions concerning the set up of the fluorescence imaging system, to Dr Suzanne Keel for help with
histopathology, and Dr Richard L. Fabian for support.

REFERENCES

1.  C. Scully, "Clinical diagnostic methods for the detection of premalignant and early malignant oral lesions," Community
Dent Health, 10 Suppl 1, pp. 43-52, 1993

2. G. Carpenter, "Receptors for epidermal growth factor and other polypeptide mitogens." Annu Rev Biochem, 56, pp. 881-
914, 1987

3. A, Eisbruch, M. Blick, J. S. Lee, P. G. Sacks. and J. Gutterman, "Analysis of the epidermal growth factor receptor gene
in fresh human head and neck tumors.” Cancer Res, 47, pp. 3603-3605, 1987

4. K. Shirasuna, Y. Hayashido, M. Sugivama. H. Yoshioka, and T. Matsuya, "Immunohistochemical localization of
epidermal growth factor (EGF) and EGF receptor in human oral mucosa and its malignancy.” Virchows Arch A Pathol
Anat Histopathol, 418, pp. 349-353. 1991

5.  D. M. Shin, J. Y. Ro, W. K. Hong. and W. N. Hittelman, "Dysregulation of epidermal growth factor receptor expression
in premalignant lesions during head and neck tumorigenesis,” Cancer Res, 54, pp. 3153-3159, 1994

6. D. M. Shin, I. B. Gimenez, J. S. Lec. K. Nishioka, M. J. Wargovich, S. Thacher, R. Lotan, T. J. Slaga, and W. K. Hong,
"Expression of epidermal growth factor receptor, polyamine levels, ornithine decarboxylase activity, micronuclei, and
transglutaminase I in a 7,12-dimethylbenz(a)anthracene-induced hamster buccal pouch carcinogenesis model," Cancer
Res, 50, pp. 2505-2510, 1990

7.  C.R. Divgi, S. Welt, M. Kris, F. X. Real, S. D. Yeh, R. Gralla, B. Merchant, S. Schweighart, M. Unger, S. M. Larson,
and et al., "Phase I and imaging trial of indium 111-labeled anti-epidermal growth factor receptor monoclonal antibody
225 in patients with squamous cell lung carcinoma," J. Natl. Cancer Inst., 83, pp. 97-104, 1991

8.  A. Goldenberg, H. Masui, C. Divgi, H. Kamrath, K. Pentlow, and J. Mendelsohn, "Imaging of human tumor xenografts
with an indium-111-labeled anti- epidermal growth factor receptor monoclonal antibody.," J Natl Cancer Inst, 81, pp.
1616-1625, 1989

126 Proc. SPIE Vol. 4259




{___————————*-*

9.  Z. Fan, H. Masui, I. Altas, and J. Mendelsohn, "Blockade of epidermal growth factor receptor function by bivalent and
monovalent fragments of 225 anti-epidermal growth factor receptor monoclonal antibodies," Cancer Res, 53, pp. 4322-
4328, 1993

10. J. Baselga, D. Pfister, M. R. Cooper, R. Cohen, B. Burtness, M. Bos, G. D'Andrea, A. Seidman, L. Norton, K. Gunnett,
J. Falcey, V. Anderson, H. Waksal, and J. Mendelsohn, "Phase I studies of anti-epidermal growth factor receptor
chimeric antibody C225 alone and in combination with cisplatin," J Clin Oncol, 18, pp. 904, 2000

11. S. Folli, G. Wagnieres, A. Pelegrin, J. M. Calmes, D. Braichotte, F. Buchegger, Y. Chalandon, N. Hardman, C.
Heusser, and J. C. Givel, "Immunophotodiagnosis of colon carcinomas in patients injected with fluoresceinated
chimeric antibodies against carcinoembryonic antigen," Proc Natl Acad Sci U S A4, 89, pp. 7973-7977, 1992

12.  A. Pelegrin, S. Folli, F. Buchegger, J. P. Mach, G. Wagnieres, and H. van den Bergh, "Antibody-fluorescein conjugates
for photoimmunodiagnosis of human colon carcinoma in nude mice," Cancer, 67, pp. 2529-2537, 1991

13. S. Folli, P. Westermann, D. Braichotte, A. Pelegrin, G. Wagnieres, H. van den Bergh, and J. P. Mach, "Antibody-
indocyanin conjugates for immunophotodetection of human squamous cell carcinoma in nude mice," Cancer Research,
54, pp. 2643-2649, 1994

14. M. Del Governatore, M. R. Hamblin, E. E. Piccinini, G. Ugolini, and T. Hasan, "Targeted photodestruction of human
colon cancer cells using charged 17.1A chlorin e6 immunoconjugates [In Process Citation],” Br J Cancer, 82, pp. 56-
64, 2000

15. M. R. Hamblin, J. L. Miller, and T. Hasan, "Effect of charge on the interaction of site-specific photoimmunoconjugates
with human ovarian cancer cells," Cancer Res, 56, pp. 5205-5210, 1996

16. K. L. Molpus, M. R. Hamblin, I. Rizvi, and T. Hasan, "Intraperitoneal photoimmunotherapy of ovarian carcinoma
xenografts in nude mice using charged photoimmunoconjugates," Gyneco! Oncol, 76, pp. 397-404, 2000

17. M. Del Governatore, M. R. Hamblin, C. R. Shea, L. Rizvi, K. G. Molpus, K. K. Tanabe, and T. Hasan, "Experimental
photoimmunotherapy of hepatic metastases of colorectal cancer with a 17.1A chiorin(e6) immunoconjugate," Cancer
Res, 60, pp. 4200-4205, 2000

18. A. Hemming, N. Davis, B. Dubois, N. Quenville, and R. Finley, "Photodynamic therapy of squamous cell carcinoma.
An evaluation of a new photosensitizing agent, benzoporphyrin derivative and new photoimmunoconjugate," Surg
Oncol, 2, pp. 187-196, 1993

19. G. Shklar, E. Eisenberg, and E. Flynn, "Immunoenhancing agents and experimental leukoplakia and carcinoma of the
hamster buccal pouch,” Prog Exp Tumor Res, 24, pp. 269-282, 1979

20. N. S. Soukos, M. R. Hamblin, and T. Hasan, "The effect of charge on cellular uptake and phototoxicity of polylysine
chlorin(e6) conjugates," Photochem. Photobiol., 65, pp. 723-729, 1997

21. 0. Odukoya, J. Schwartz, R. Weichselbaum, and G. Shklar, "An epidermoid carcinoma cell line derived from hamster
7,12- dimethylbenz{a]anthracene-induced buccal pouch tumors," J Nat! Cancer Inst, 71, pp. 1253-1264, 1983

22. I R. Taylor, An introduction to error analysis., p. 57. Mill Valley, CA: University Science Books, 1982,

23. T. Kawamoto, J. D. Sato, A. Le, J. Polikoff, G. H. Sato, and J. Mendelsohn, "Growth stimulation of A431 cells by
epidermal growth factor: identification of high-affinity receptors for epidermal growth factor by an anti-receptor
monoclonal antibody," Proc Natl Acad Sci U S A, 80, pp. 1337-1341, 1983

24. B. Ballou, G. W. Fisher, T. R. Hakala, and D. L. Farkas, "Tumor detection and visualization using cyanine
fluorochrome-labeled antibodies," Biotechnol Prog, 13, pp. 649-658, 1997

25. B. Ballou, G. W. Fisher, J. S. Deng, T. R. Hakala, M. Srivastava, and D. L. Farkas, "Cyanine fluorochrome-labeled
antibodies in vivo: assessment of tumor imaging using Cy3, Cy5, Cy5.5, and Cy7," Cancer Detect Prev, 22, pp. 251-
257, 1998

26. A. G. Lurie, M. Tatematsu, T. Nakatsuka, R. M. Rippey, and N. Ito, "Anatomical and functional vascular changes in
hamster cheek pouch during carcinogenesis induced by 7, 12-dimethylbenz(a)anthracene," Cancer Res, 43, pp. 5986-
5994, 1983

27. M. Tatsuta, H. lishi, M. Ichii, M. Baba, R. Yamamoto, S. Okuda, and K. Kikuchi, "Diagnosis of gastric cancers with
fluorescein-labeled monoclonal antibodies to carcinoembryonic antigen," Lasers Surg Med, 9, pp. 422-426, 1989

28. H.F. Dvorak, J. A. Nagy, J. T. Dvorak, and A. M. Dvorak, "Identification and characterization of the blood vessels of
solid tumors that are leaky to circulating macromolecules,”" Am J Pathol, 133, pp. 95-109, 1988

29. F. Yuan, M. Leunig, S. K. Huang, D. A. Berk, D. Papahadjopoulos, and R. K. Jain, "Microvascular permeability and
interstitial penetration of sterically stabilized (stealth) liposomes in a human tumor xenograft," Cancer Res, 54, pp.
3352-3356, 1994

30. D. H. Crean, C. Licbow, R. B. Penetrante, and T. S. Mang, "Evaluation of porfimer sodium fluorescence for measuring
tissue transformation,”" Cancer, 72, pp. 3068-3077, 1993

31. T. S. Mang, C. McGinnis, C. Liebow, U. O. Nseyo, D. H. Crean, and T. J. Dougherty, "Fluorescence detection of
tumors. Early diagnosis of microscopic lesions in preclinical studies," Cancer, 71, pp. 269-276, 1993

Proc. SPIE Vol. 4259 127



32.

33.

34.

35.

36.

37.

38.

128

K. Furukawa, H. Yamamoto, D. H. Crean, H. Kato, and T. S. Mang, "Localization and treatment of transformed tissues
using the photodynamic sensitizer 2-[1-hexyloxyethyl]-2-devinyl pyropheophorbide-a," Lasers Surg Med, 18, pp. 157-
166, 1996

V. V. Lazarev, R. A. Roth, Y. Kazakevich, and J. Hang, "Detection of premalignant oral lesions in hamsters with an
endoscopic fluorescence imaging system," Cancer, 85, pp. 1421-1429, 1999

S. Andrejevic Blant, J. P. Ballini, H. van den Bergh, C. Fontolliet, G. Wagnieres, and P. Monnier, "Time-dependent
biodistribution of tetra(m-hydroxyphenyl)chlorin and benzoporphyrin derivative monoacid ring A in the hamster
model: comparative fluorescence microscopy study," Photochem Photobiol, 71, pp. 333-340, 2000

J. Mendelsohn and J. Baselga Antibodies to growth factors and and receptors. /n: A. P. J. DeVita, S. Hellman, and S. A.
Rosenberg (eds.), Biologic therapy of cancer, 2nd edition, pp. 607-623. Philadelphia: J. B. Lippincott, 1995.

H. Masui, T. Kawamoto, J. D. Sato. B. Wolf, G. Sato, and J. Mendelsohn, "Growth inhibition of human tumor cells in
athymic mice by anti-epidermal growth factor receptor monoclonal antibodies,” Cancer Res, 44, pp. 1002-1007, 1984

A. M. Petit, J. Rak, M. C. Hung, P. Rockwell, N. Goldstein, B. Fendly. and R. S. Kerbel, "Neutralizing antibodies
against epidermal growth factor and ErbB-2/neu receptor tyrosine kinases down-regulate vascular endothelial growth
factor production by tumor cells in vitro and in vivo: angiogenic implications for signal transduction therapy of solid
tumors,”" Am J Pathol, 151, pp. 1523-1530, 1997

P. Perrotte, T. Matsumoto, K. Inoue, H. Kuniyasu, B. Y. Eve, D. J. Hicklin, R. Radinsky, and C. P. Dinney. "Anti-
epidermal growth factor receptor antibody C225 inhibits angiogenesis in human transitional cell carcinoma growing
orthotopically in nude mice," Clin Cancer Res, S, pp. 257-265, 1999

Proc. SPIE Vol. 4259
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ABSTRACT

Five peptides binding to somatostatin and bombesin receptors were conjugated to 4-azido-2,3,5,6-tetrafluorophenylbenzoic
acid, a Type 1 photosensitizer, at the N-terminal position. The receptor affinities were determined by competition binding
assay using two different pancreatic tumor cell lines, CA20948 and AR42-J, that express somatostatin-2 (SST-2) and
bombesin receptors respectively All compounds exhibited high receptor specificity, i.e., the ICsy values ranged between 1.0

to 64.0 nM. These conjugates may be nseful for targeted Type 1 phototherapy via the generation of nitrenes at the cell
surfaces expressing these receptors.

1. INTRODUCTION

The use of visible and near-infrared (NIR) light in clinical practice is growing rapidly.'* Compounds absorbing or emitting
in the visible or NIR, or long-wavelength (UV-A, >350 nm) region of the electromagnetic spectrum are potentially useful
for optical tomographic imaging, endoscopic visualization, and phototherapy. However, the major advantage of biomedical
optics lies in its therapeutic potential.™® Although the potential of cancer phototherapy has been recognized since early
1900°s,”® only recently has this technique been successfully applied to treat bladder, esophageal, and late-stage lung cancers

in humans using Photoftin II, a hematoporphyrin photosensitizer recently approved by the United States Food and Drug
Administration.

Photosensitizers operate via two distinct pathways as shown in Figure 1. Type 1 mechanism involves direct energy or
electron transfer from the excited photosensitizer to the cellular components thereby causing cell death. Type 2 process

TYPE 1 PROCESS
Photosensitizer-Peptide ___-C_e_l?_> Photosensitizer - Peptide - Tissue
Binding
i hv
) Energy or Electron . . .
Tissue Damage - Photosensitizer* - Peptide - Tissue
Transfer
TYPE 2 PROCESS
Cell

Photosensitizer-Peptide Photosensitizer - Peptide - Tissue

Binding
t hv
. Energy Transfer . . .
Tissue Damage ~e—- 102 - Photosensitizer* - Peptide - Tissue
3
0,

Figure 1: Phototherapeutic Processes

involves two distinct steps: (a) the generation of singlet oxygen by energy transfer from the triplet excited state of the
photosensitizer to the oxygen molecules surrounding the tissues, and (b) collision of singlet oxygen with the tissue thereby
promoting tissue damage. In either Type 1 or Type 2 mechanism, the photochemical reaction proceeds via the lowest triplet
state of the sensitizer. Therefore, relatively long triplet lifetime is required for effective phototherapy whereas short triplet
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lifetime is necessary for photodiagnostics in order to avoid photodamages.” Phototherapeutic efficacy can be substantially
enhanced if the excited state photosensitizers can generate reactive intermediates such as free radicals, nitrenes, carbenes,
etc. Whli()Ch have much longer lifetimes than the excited chromophore and have been shown to cause considerable cell
injury.

Most of the currently known photosensitizers belong to Type 2 category, commonly referred to as ‘photodynamic therapy
(PDT)’ agents. These include monomeric porphyrin derivatives, corrins, cyanines, phthalocyanines, phenothiazines,
rhodamines, hypocrellins, etc.'"'? In contrast, only a small number of compounds belonging to the class of anthracylines
antitumor that operates through Type I mechanism have been investigated.'® Surprisingly, there has not been much
attention directed at developing Type 1 agents despite the fact that Type 1 process seems inherently more efficient than
Type 2 for the following reasons: first, unlike Type 2, Type 1 photosensitizers do not require oxygen for causing cellular
injury; and second, Type 1 involves two steps (photoexcitation and direct energy transfer) whereas Type 2 involves three
steps (photoexcitation, singlet oxygen generation, and energy transfer). Furthermore, some tumors have hypoxic regions,
which may render Type 2 mechanism ineffective. The ultimate objective of our current research is to develop highly
selective and efficient phototherapeutic drugs based on Type 1 process. Accordingly, as the first step toward this goal, we
wish to report the results of tumor cell binding assay of somatostatin bombesin receptor specific peptides bearing an
azidotetraflurobenzoyl (ATFB) moiety, which can be excited by UV-A light in accordance with the procedure described for
ATFB-human serum albumin conjugate.'® Photoexcitation of the aromatic chromophore effects rapid intramolecular energy
transfer to the azido group which will result in the extrusion of N, molecule with concomitant production of the reactive
intermediate, nitrene. The nitrogen that is released is in vibrationally excited state,'> which may also aid in additional
cellular injury.

2. MATERIALS AND METHODS
2.1 Synthesis of azido-peptide bioconjugates
The structures of 4-azido-2,3,5,6-tetrafluorobenzamido (ATFB) bioconjugates are shown in Figure 2. The conjugates were
synthesized by the standard automated solid-phase method and were purified by HPLC such that the chromatographic purity

. PEPTIDE = -Glo-Trp-Val-Gly-His-Leu-Met-NH,

1
F 0 2. PEPTIDE = -Lys-Trp-Val-Gly-His-Leu-Met-NH,
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NH 4. PEPTIDE = -d-Phe-Cys-Tyr-Trp-Lys-Thr-Cys-Thr
S S
PEPTIDE
N3 F 5. PEPTIDE = -Lys-Cys-d-Phe-Trp-Lys-Thr-Cys-Thr
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Figure 2: Structures

of the compounds were >99%. Molecular weights were determined by electrospray mass spectrum. A typical procedure is
described ble410w for ATFB- conjugates 1-5. Preparation of 4-azido-2,3,5,6-tetrafluorophenylbenzoic acid has been reported
previoulsy.

The conjugates were prepared by fluorenylmethoxycarbonyl (Fmoc) solid phase peptide synthesis strategy'® with a
commercial peptide synthesizer from Applied Biosystems (Model 432A SYNERGY Peptide Synthesizer). The first peptide
cartridge contained Wang resin pre-loaded with an amide resin on 25-umole scale. The amino acid cartridges were placed
on the peptide synthesizer and the product was synthesized from the C- to the N-terminal position. Coupling of the Fmoc-
protected amino acids (75 pmol) to the resin-bound free terminal amine (25 pmol) was carried out with 2-(1H-
benzotriazol-1-y1)-1,1,3,3-tetramethyluronium hexafluorophosphate (HBTU, 75 umol)/N-hydroxybenzotriazole (HOBt, 75
umol). Each Fmoc protecting group on solid support was removed with 20% piperidine in dimethylformamide before
subsequent amino acid was coupled to it. The last cartridge contained 4-azido-2,3,5,6-tetrafluorobenzoic acid, which was
successfully coupled to the peptide automatically, thus avoiding the need for post-synthetic manipulations. After the
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synthesis was completed, the product was cleaved from the solid support with a cleavage mixture containing trifluoroacetic
acid (85%):water (5%):phenol (5%):thioanisole (5%) for 6 hours. The ATFB-peptide conjugate was precipitated with
mthyl t-butyl ether and lyophilized using water/acetonitrile (2:3) mixture. The conjugate was purified by HPLC and
analyzed by LC/MS. The analytical data for the bioconjugates 1-5 are shown in Table 1 below.

Table 1: HPLC and Mass Spectral Data

ATFB-Peptide Conjugate Chromatographic Purity (%) m/Z (M+H)
1. Bombesin (7-14) 99.5 1157
2. Lys"-Bombesin (7-14) 99.5 1286
3. Gly-ser-gly-Bombesin (7-14) 99.0 1358
4. Tyr’-Octreotate 99.0 1266
5. Lys"-Octreotate 99.9 1394

2.2 Cell binding assay

Receptor affinities (ICsy values) of ATFB-bioconjugates were determined by the standard competitive binding assay using
cells expressing somatostatin and bombesin receptors. Receptor binding assays were carried using cultured AR42-J cells
(ATCC) for the bombesin conjugates 1-3 and, membrane preparations of CA20948 tumor cells ;for the octreotate conjugates
4,5. Assays were performed using the Millipore Multiscreen system (Bedford, MA) with radiolabled with '''In-DTPA-
Tyr®-octreotate or '''In-DTPA-bombesin”~'* as the labeled tracers, and ATFB-conjugates 1-5 as cold competitors. The
ICs, values were calculated using a four-parameter curve fitting routine using the program GraFit (Erithacus, UK).

3. RESULTS AND DISCUSSION

The ICs; values for the ATFB bioconjuates (1-5) are shown in Table 2. All compounds, as would be expected from previous
Table 2: ICs, Values

ATFB-Peptide Conjugate ICs (M)
1. Bombesin (7-14) 64.0
2. Lys"-Bombesin (7-14) 3.4
3. Gly-ser-gly-Bombesin (7-14) 1.2
4. Tyr’-Octreotate 2.7
5. Lys’-Octreotate 1.0

studies employing containing fluorescent dyes'’ or radionuclide chelates,'® exhibited high binding to their corresponding
receptors. The variation in the binding constants can be attributed to the differences in peptide sequence. The results
indicate that ATFB-peptide conjugates have high affinity for their corresponding receptors and, therefore, they may be
useful for targeted phtotherapy for those lesions expressing somatostatin and bombesin receptors. Even conjugate 1, which
is the weakest among the series, should have sufficient affinity for targeted for targeted phototherapy.

REFERENCES

1. J.C. Hebden and D.T. Delpy, “Diagnostic Imaging with Light,” The British Journal of Radiology 70, pp. 5206-5214,
1997.

2. G. Freiherr, “The Light Stuff: Optical Imaging in Medical Diagnostics,” Medical Devices & Diagnostic Industry, pp.
40-46, 1998.

3. F.F. Rubaltelli, “Photodiagnostic and Phototherapeutic Techniques in Medicine,” in Documento Editoriale, G. Jori, C.
Perria, Editors, pp. 101-107, Milano, 1995.

4. G. Jori, “Novel therapeutic modalities based on photosensitized process,” EPA Newletter No. 60, pp. 12-18, 1997.

5. K.B. Trauner et al., “Photodynamic synovectomy using benzoporphyrin derivative in an antigen-induced arthritis
model for rheumatoid arthritis,” Photochemistry and Photobiology 67, pp. 133-139, 1998.

6. G.I Stables and D.V. Ash, “Photodynamic therapy,” Cancer Treatment Reviews 21, pp. 311-323, 1995.

Proc. SPIE Vol. 4259 131




% =

10.

11.

12.

13.

14.

15.

16.

17.

18.

M.D. Daniel and J.S. Hill, “A history of photodynamic therapy,” Aust. N.Z. Journal of Surgery, pp. 340-348, 1991.

T.J. Dougherty, “Photoradiation therapy II. Cure of animal tumours with haematoporphyrin and light,” Journal of
National Cancer Institute 55, pp. 115-121, 1978.

T. Takemura, “Mechanism of photodynamic therapy: exploration by photophysicochemical study,” Frontiers of
Photobiology, pp. 503-506, 1993.

T. Parassasi, “Two photon microscopy of aortic fibers shows proteolysis induced by LDL hydroperoxides,” Free
Radicals in Biology and Medicine 28(11), pp. 1589-1597, 2000.

G. Jori and E. Reddi, “Second generation photosensitizers for the photodynamic therapy of tumours,” in Light in
Biology and Medicine, R.H. Douglas et al., Editors, pp. 253-266, Plenum Press, New York, 1991.

G.G. Miller, “Preclinical assessment of hypocrellin B and hypocrellin B derivatives as sensitizers for photodynamic
therapy of cancer: progress update,” Photochemistry and Photobiology 65(4), pp. 714-722, 1997.

A. Andreoni, “Tumour photosensitization by chemotherapeutic drugs,” Biologia Nr 3, pp. 43-46, 1993.

R.S. Pandurangi, “Chemistry of bifunctional photoprobes 3: correlation between the efficiency of CH insertion by
photolabile chelating agents. First example of photochemical attachment of 99mTc complex with human serum
albumin,” Journal of Organic Chemistry 63, pp. 9019-9030, 1998.

C.E. Dinerman, “Spectroscopic analysis of azide decomposition products for use in a pyrotechnically initiated carbon
dioxide chemical laser,” Report AD780788 (RDTR NO. 269), Naval Ammunition Depot, Applied Sciences Department,
Crane, Indiana. May 1974,

E. Atherton, Fluorenylmethoxycarbonyl-polyamide solid phase peptide synthesis: General principles and
development, Information Press, Oxford, 1989.

S.A. Achilefu, Richard B. Dorshow, Joseph E. Bugaj, and Raghavan Rajagopalan, “Novel receptor-targeted fluorescent
contrast agents for in vivo imaging of tumors,” Investigative Radiology 35(8), pp- 479-485, 2000.

M. deJong, W.A.P. Breeman, W.H. Bakker, P.P.M. Kooij, B.F. Bernard, L.J. Hofland, T.J. Visser, A. Srinivasan, M.A.
Schmidt, J.L. Erion, J.E. Bugaj, HR. Macke, and E.P. Krenning, “Comparison of 111In-labeled somatostatin
analogues for tumor scintigraphy and radionuclide therapy,” Cancer Research 58, pp. 437-441, 1998.

*rajagopalans@worldnet.att.net; phone 314 878-6119; fax 314 878-2609; 13031 Vinson Court, Maryland Heights, MO
63043; jebugaj@mkg.com; phone 314 654-2000; fax 314 654-7212; http://www.mkg.com; Mallinckrodt Inc., 675
McDonnell Blvd., P.O. Box 5840, St. Louis, MO 63134.

132

Proc. SPIE Vol. 4259



Dimensions of calcium release domains in frog skeletal muscle fibers

Julio L. Vergara®, Marino DiFranco and David Novo

Department of Physiology, UCLA School of Medicine, Los Angeles, CA

ABSTRACT

The spatiotemporal properties of the Ca®* release process in skeletal muscle fibers were determined using an improved
confocal spot detection system. Muscle fibers were loaded with the low affinity fluorescent Ca* indicator OGB-5N and
localized action potential-induced fluorescence signals were recorded from consecutive locations separated by 200 nm within
a single sarcomere. Three-dimensional reconstructions of the Ca®* transients illustrate the existence of domains of increased
fluorescence around Ca®* release sites in the neighborhood of the T-tubules. We estimated the dimensions of these domains
by drawing isochronal curves (AF/F vs. spot position) and fitting Gaussian profiles to them. It was found that the earliest
detectable full-width-at-half-maximum of these profiles was 0.77 + 0.25 um and increased rapidly with time to 1.4 + 0.2 gm
at their peak (18 °C). A brief, but statistically significant, delay of 0.8 + 0.42 ms was observed between the onset of the
fluorescence transients at the Z- and M-lines. Our results are compatible with the possibility that, in response to AP
stimulation, Ca® is not released exclusively from the junctional region of the sarcoplasmic reticulum, but from a broader
expanse of the triadic region.

Keywords: Confocal spot detection, calcium transients, skeletal muscle, calcium domains, excitation-contraction coupling

1. INTRODUCTION

A critical step in the excitation-contraction (E-C) coupling process in skeletal muscle is the release of Ca® ions,
stored at a high concentration in the lumen of the terminal cisternae (TC) of the sarcoplasmic reticulum (SR), in response to
electrical depolarization of the transverse tubular system (T-system)!-3. The structures supporting this release phase of E-C
coupling are proposed to be the regions of the SR adjacent to the T-tubule, known as T-SR junctions, where Ca® release
channels (ryanodine receptor channels, RyR) and voltage sensors (dihydropyridine receptors, DHPRs) are presumed to be
linked through protein-protein interactions*6. Under physiological conditions, the electrical signal for Ca®* release in the
muscle fiber is an action potential (AP) that spreads longitudinally through the sarcolemma and radially through the
membranes of the T-system’-10,

In frog skeletal muscle fibers, the T-SR junctions are remarkably well aligned with the Z-lines delimiting every
sarcomere!*+11; consequently, it is expected that in this preparation action potentials (APs) generate early increases in the
Ca®* concentration ([Ca2+]) at regions of the sarcomere close to the Z-line and smaller and more delayed changes at more
remote regions (M-lines). The localization of the sites of Ca®* release to the Z-lines was first demonstrated experimentally by
Escobar et al. (1994)!2 using a spot detection method and fluorescent Ca®* indicators. These authors observed that the AP-
elicited [Ca”*] increase at the M-line was not significantly delayed relative to that at the Z-line (Z-M delay) and proposed that
a broad band of the SR may participate in the release process!2. However, this suggestion has remained questionable since
limitations in the spatial resolution of the spot detection method could hinder the visualization of small Z-M delays!3-15,
Thus, the hypothesis that Ca”* release is localized to the T-SR junction hinges on the careful measurement of these delays and
on whether they can be accounted for by passive Ca®* diffusion-reaction mechanisms in the sarcomere. Alternatively, Ca**
jons released from one region of the SR may lead to activation of the release of additional Ca®* from other regions of the SR
through, for example, the positive feedback process known as Ca-induced-Ca**-release!6-18,

The goal of the experiments described here is to measure the spatiotemporal properties of the [Ca®*] changes that
occur within a single sarcomere in a frog skeletal muscle fiber following AP stimulation, and to quantitatively assess the
magnitude of Z-M delays. We utilized an enhanced spot detection methodology!2:1? in which the spatial resolution is that
inherent to a confocal epifluorescence system20-21,
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2. METHODOLOGY

The general methodology and technical improvements of the confocal spot detection system utilized for the
experiments presented below will be described extensively elsewhere!®. We provide here a brief account of the major
features of the confocal technique inasmuch as they are required to understand the experimental data.

2.1 Muscle fiber preparation and electrophysiological methods.

The experimental chamber and muscle fiber dissection and mounting procedures were as previously described?2.
Briefly, segments of cut single fibers from the dorsal head of the semitendinosus muscle from Rana Catesbeiana were
mounted in an inverted double vaseline-gap chamber. The fibers were stretched to 3.7-4 pm to prevent contraction. Two
vaseline seals isolated 3 segments of the fiber. The lateral segments were permeabilized with saponin (100 pg/ml; 1-3 min) to
allow for free exchange between the lateral pool's solution and the intracellular milieu of the central segment of the fiber. The
central pool was perfused with normal Ringer, whereas the lateral pools contained internal solution (see below). Experiments
were performed between 17-21 °C. APs were elicited by supra-threshold current pulses delivered to the muscle fiber through
one lateral pool and recorded with a custom made electronic circuit?2. The membrane potential at the central segment of the
fiber was measured as the potential at the central pool minus the potential of lateral pool opposite to that used for current
injection. APs were filtered at 10 kHz with an 8-pole Bessel filter (Frequency Devices, Haverhill, MA, USA) and digitized at
25-50 kHz using a PCI-MIO-16XE-10 data acquisition board (National Instruments, Austin, TX).

2.2 Solutions.

Ringer’s solution: 114 mM NaCl; 2.5 mM KCI; 10 mM MOPS-Na: 1.8 mM CaCl,, 10 mM dextrose. Isotonic high
K: 110 mM K,S0,, 10 mM MOPS. Internal solution: 110 mM Aspartate-K: 20 mM MOPS-K: | mM MgCl,, 5 mM Na,-
phosphocreatine, 5 mM K,-ATP, 100-500 uM EGTA, 0.1 mg/ml Creatine-phosphokinase. The osmolality and pH of the
solutions were adjusted to 250 mOsmv/kg and 7.0, respectively.

2.3 Optical setup and stage scanning system.

The optical system was based on an inverted epifluorescence microscope (Model IM, Zeiss. Oberkochen, Germany).
In addition to the standard bright-field configuration. it could operate as a stage scanning confocal or standard fluorescence
microscope. In confocal mode, the 488 nm line of an Argon laser (Model 95, Lexel. Freemont, CA. USA) was focused onto a
5 um pinhole (PH-5, Newport Corporation, Irvine, CA, USA). The pinhole image was projected using a 5x objective through
the illumination port of the microscope. A 505DRLP dichroic mirror (Omega Optical, Brattleboro, VT, USA) directed the
excitation light to a 100x high NA oil immersion objective (Plan Fluor 100. 1.3 NA, Nikon. Japan) that focused it to a 0.6 ym
spot on the preparation. The fluorescence image of the illumination spot was collected with the same lens, passed through a
515 nm long pass emission filter (Omega Optical) and centered on a 50 um pinhole (04PIP013, Melles Griot, Rochester, NY,
USA) used to mask the square active area (200 pm per side) of a PIN photodiode (HR0O0S, United Detector Technology,
Hawthorne, CA, USA), which served as the light detector. The photocurrent was amplified using an integrating patch-clamp
unit (Axopatch 200B, Axon Instruments, Foster City, CA) and filtered at 2-5 kHz using an 8-pole Bessel filter (Frequency
Devices). The optical signal and the AP were acquired simultaneously using the acquisition board described above. A shutter
(22510A1S85, Vincent and Associates, Rochester, NY) was used to control the illumination time of the sample.

The experimental chamber and the electronic headstage were mounted on a custom-made microscope stage. Two
open-loop motorized drives (860A-2, Newport) were used for coarse movement of the stage in the x- or y-direction
(orthogonal to the optical axis of the microscope). In addition. a high-resolution nanotranslator (Model TSE-150, Burleigh
Instruments, Inc., Fishers, New York), driven by an inchworm motor with a closed loop integral linear encoder, permitted
positioning of the stage along the x-axis with 50 nm resolution. A 6000ULN controller (Burleigh Instruments) was used to
drive the inchworm motor under computer control using custom-written software in G-language (Labview, National
Instruments). This software was also used to control a stepper motor (Z-Axisl, Prairie Technologies, Waunakee, WI) driving
the focusing mechanism of the microscope (z-axis) with 500 nm resolution. In stage scanning confocal mode, the specimen
was moved in the x direction while the confocal spot remained stationary and the long axis of the muscle fiber was aligned
parallel to the x-axis of the microscope stage. The lateral (x-y) and axial (z) resolution of the confocal system was determined
in vitro using 0.1-2.0 um (diameter) fluorescently labeled latex beads (Fluorospheres. size kit #2, Molecular Probes, Eugene,
OR). The beads were attached to a glass coverslip and bathed in water or embedded in 40% glucose, 0.5% agarose in order to
mimic the refractive index of the fiber!3-23. Beads were scanned in the x- and z-directions in 100 and 500 nm steps,
respectively. Plots of fluorescence vs. the spot position were fit to Gaussian functions and their full-width-at-half-maximum
(FWHM) was used as evaluate the width of the intensity profile. For comparison, the plots of fluorescence of beads of
different diameters were normalized to their maxima.
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2.4 Measurement and analysis of Ca**-dependent fluorescence transients.

The salt form of the Ca** indicator Oregon Green 488 BAPTA-5N (OGB-5N) (Molecular Probes) was added at 200-
500 uM concentrations to the cut ends and allowed to diffuse into the muscle fiber 45-60 minutes prior to optical
measurements being started. Figure 1 illustrates the typical
experimental protocol used to acquire localized fluorescence
transients in response to a single AP stimulation of the
muscle fiber. Figure 1, fraces a and b cormespond to
simultaneously acquired records of the AP and the OGB-5N
fluorescence, respectively. Approximately 20 ms after
starting the acquisition, and 60 ms before the stimulation of
the fiber, the laser shutter was opened to acquire the
baseline fluorescence (F.y, trace b). The AP clicited a AF, 4
rapid increase in fluorescence to a peak AF,.,, which was
followed by a decay to baseline within ~40 ms. Trace ¢ of .
Figure 1 defines relevant parameters that will be used to b Fuo | =0 50ms
define the kinetic features of the Ca® transient, expressed in
terms of AF/F?*25. The amplitude of the transient was
characterized by its (AF/F)pc, value and its specific duration
by the full-duration-at-half-maximum (FDHM). The delay
time (t;) corresponds to the period between the time of
stimulus delivery (t = 0) and the initiation of the rising »
phase of the transient, defined as the first moment when the FDHM n\’_’\
fluorescence is sustained for 1 ms at 3 standard deviations
(SD’s) above F. The rising phase of the transient was c {
characterized by the rise time (rf), defined as interval L
between the initiation and the peak of the transient. All the =0 Toms
kinetic parameters were calculated directly from the  Figure 1. Confocal detection of fluorescence transients. The
sampled data by a custom-made computer program written  action potential (trace a) and the Ca’*-dependent OGB-5N
in Delphi (Borland, Scotts Valley, CA, USA). fluorescence changes (trace b) were simultaneously recorded

To determine the spatial dependence of [Caz“’] when the detection spot was placed at a Z-line. The resting
changes, the illumination spot was initially focused in the z-  potential and the amplitude of the AP are 100 and 145 mV,
axis to within 10 pm from the bottom coverslip and on a respgctively. The characteristic parameters of the fluorescence
random location with respect to the fiber’s sarcomere transient (trace c) are: t‘,”_'s ms; rt:_‘,"S ms; (AF/Foea = 2.5;

P . FDHM = 21 ms. Experimental conditions: [EGTA]: 100 uM;

structure. Subsequently, individual fluorescent transients [OGB-5N]: 500 1M temperature: 17°C; sarcomere spacing:
elicited by AP stimulation were recorded every 5-10 s from 43 um ) » temp ) ’ P ’
adjacent sites, separated by 100-200 nm, along the x-axis. ’ )
The combination of stretching and the use of exogenous intracellular Ca>* buffers (OGB-5N and EGTA) prevented any fiber
movement, as evidenced by direct observation under the microscope and the lack of movement artifacts in the optical
records.

70 mV

(AF/F) e

1 AF/F

To estimate the free [Ca®'] underlying fluorescence transients, we used a deconvolution formula (based on an
equilibrium approximation?’) that requires independent measurements of the maximum and minimum fluorescence of the
indicator (Fp,,x and F,, respectively). F,., was measured in vivo at the end of the experiment, as previously described?S. Fy,
was assumed to correspond to the resting fluorescence of the fiber since OGB-5N is a Ca®* indicator with very low affinity
(Kq =32 pM?29) and the average resting [Ca**] of amphibian muscle fibers is ~100 nM?27.

2.5 T-tubule staining and sarcomere length measurements.

In order to correlate the positional-dependence of the Ca®* transients with specific structures of the sarcomere, the
muscle fibers were stained with the non-permeant fluorescent potentiometric dye di-8-ANEPPS (Molecular Probes), which
specifically labels the T-system!0:28, Experiments involving di-8-ANEPPS were performed using either dual- or single-
staining protocols. In the dual staining experiments, the fibers were intracellularly stained with OGB-5N and subsequently
externally stained with di-8-ANEPPS (1-10 ug/ml in Ringer) for ~30 minutes. Confocal spot measurements were performed
as described above in order to localize the Ca**-dependent fluorescence transients with respect to the T-tubule fluorescence.
In single staining experiments, the fiber was externally perfused for ~30 minutes with 1-10 pg/mi di-8-ANEPPS in Ringer
solution prior to mounting in the experimental chamber. The fiber was scanned with the confocal spot in 100 or 200 nm steps
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and the fluorescence was acquired at every position. Since in these measurements the source of fluorescence (the T-tubule)
represents a sub-resolution object!0-2%-30_in principle it can be used to test the optical resolution of our microscope in vivo.

3. RESULTS

3.1 Evaluation of the spatial resolution of the confocal spot system.
To determine the lateral resolution of our spot detection system, we scanned beads of known sizes along the x-axis
and determined the FWHM of their intensity profiles. Two examples of these scans are shown in Figure 2A for beads of 0.2

and 1.0 um in diameter. It can be
observed that the Gaussian fits to
the data points for each bead are
readily distinguishable, as reflected
by the significantly different
FWHM values of 0.27 and 0.99 um,
respectively.  The  relationship
between FWHM and bead diameter
is shown in Figure 2B for a wide
range of bead sizes. From this plot it
can be deduced that the FWHM
provides an accurate experimental
measurement of the actual diameter
for beads ranging in size between
0.5 and 2.0 um, as illustrated by the
close match between the linear
regression and the equality line.
However, the FWHM of beads
smaller than 0.5 pum deviates from
linearity and asymptotically
approaches the limit of resolution of
the optical system. It should be
noted that, although 0.2 and 0.1 pm
beads could not be distinguished
from each other, they still appeared
significantly smaller than 0.5 pm
beads (p<0.005). Thus, the FWHM
of 0.3 um obtained with these very
small beads represents the minimum
fluorescence object that we can
resolve, thus defining the lateral (x-
axis) resolution of the microscope.
A similar trend, but with a much
more severe limitation in the
resolution, was observed with the
same size beads scanned in the z-
direction (data not shown). In this
case we determined!® that the axial
(z-axis) resolution is ~0.75 um. a
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Figure 2: Assessment of the spatial resolution of the confocal svstem. A: Normalized
fluorescence data obtained from x-axis scans of calibration beads. Closed and open circles
represent data from 0.2 and 1.0 mm beads, respectively. Solid and dashed lines represent
their respective Gaussian fits, with FWHM of 0.27 and 0.99 pum. respectively. B:
Comparison of actual bead diameter to FWHM determined from the x-axis scans of several
beads of 0.1 (n =5). 0.2 (n = 16). 0.5 (n = 16). 1.0 (n = 6) and 2.0 (n = 5) pm in diameter.
The solid line is a linear regression fit (slope = 1.01. intercept = 5x10™ and r = 0.995) for
the 0.5, 1.0 and 2.0 mm beads. The dashed line represents the equality y = x. C: Grayscale
image of the T-tubule fluorescence built from traces acquired from 40 adjacent confocal
spot positions in a fiber stained with di-8-ANEPPS. The acquisition time was 20 ms per
trace, and the records were taken at positions separated by 200 nm. The direction of scan is
vertical and time is horizontal. The calibration bar represents 50 grayscale levels,
corresponding to fluorescence values from 0 to 1.2, and has a length of 4 pm. D: Time
average of the fluorescence intensity in every record used to make up the image in C,
plotted as a function of the spot position. The solid lines are Gaussian fits to the
fluorescence data. yielding a FWHM of 0.48 and 0.44 pm. for pcaks a and b respectively.

result that is in good agreement with fluorescence confocal theory for a 1.3 NA objective20-31,

We measured the lateral dimension of T-tubules from fibers stained with di-8-ANEPPS!0-28 under the same
conditions in which Ca** detection experiments are performed (see below)., and verified if it was close to values obtained in
vitro for very small beads. Figure 2C is an image constructed from typical stage-scan fluorescence traces, which depicts the
fluorescence intensity (in grayscale levels) as a function of time and spot position. The total distance scanned was 8 um,
corresponding to approximately two sarcomeres. The negligible fluorescence observed in the space between two adjacent T-
tubules demonstrates that there is no apparent misregistration of sarcomeres above and below the focal plane of the
illumination/detection spot. This is further documented in Figure 2D, which corresponds to a time-average fluorescence

136 Proc. SPIE Vol. 4259



profile of the scans in Figure 2C. In this figure, the T-tubules appear as very narrow peaks of fluorescence whose spatial
distribution can be readily evaluated quantitatively by fitting to Gaussian functions. It can be seen that the background
fluorescence is very low and the ratio between the peak fluorescence intensity and the baseline is ~10. Gaussian fits of pooled
data from experiments like that shown in Figures 2C and 2D, yield a mean T-tubule FWHM of 0.49 + 0.08 (Mean + SD, n =
15).

3.2 Location dependence of OGB-5N fluorescence transients.

Figure 3A shows a family of fluorescence transients obtained by scanning a fiber stained intracellularly with OGB-
5N. The length of the scan spanned half a sarcomere from the Z-line (trace 1) to the M-line (trace 11). In agreement with
previous reports!2:15,
transients recorded at the Z-
line are significantly faster
and larger than those
recorded at the M-line. The
electrical trace shown in
Figure 3A is the
superposition of the 11 APs
that elicited the fluorescence
transients. They are identical
to within 1 mV, thus
excluding variations on the
electrical properties of the 25 ms
muscle fiber as a possible
cause for the positional

dependent variance in the B

evoked fluorescence 20 ]
transients. As illustrated in 84
Figures 3A, the kinetic 281 7

features of the transients
recorded at intermediate
locations between the M- and
Z-line vary continuously
from their extreme values at
these positions. The rising 05+
phase of the evoked transients
becomes Slower (rt increases (l) 1‘0 2‘0 3‘0 4‘0 5‘0 Q‘O 7‘0 (IJ 1I0 2‘0 1;0 4'0 5‘0 6‘0 7‘0
from 5.1 to 13.2 ms) as the ] .

recording position moves Time (m) Time (me)

from the Z- to the M-line. It

AFF
[Ca? 1 (M)

Figure 3. Positional dependence of fluorescence and [Ca®*] transients detected form a single
sarcomere in fiber perfused internally with 500 uM OGB-5N. A: Superimposed OGB-5N AF/F
Sho}lld be noted that the transients (1 tljlzouglf lilf)uand APs recgrded at 10 :ijacent spot positionls) everl})l 200 nm along a line
falling  phases of the  parale] to the fiber axis. Traces 1 and 11 correspond to transients recorded at the Z-line and M-line,
transients do not cross each  respectively. The APs are a superimposition of the 11 APs that evoked the fluorescence transients.
other and there is no evidence = Temperature: 17°C; sarcomere spacing: 4.3 pm; [EGTA]: 0.1 mM. B: Left panel, fluorescence
of secondary release  transients (AF/F) recorded at the Z- and M-lines from another fiber. Right panel, [Ca®*] traces
processes following the peak. calculated using the calibration procedures described in Methods and assuming a [Ca™] baseline of
The onset of the fluorescent 100 nM. The dashed lines represent the zero level for both plots. Temperature: 19.2°C, sarcomere
transients at the M-line, seen  SPacing: 4 pm: [EGTAJ: 0.5 mM.

in Figure 3A, is delayed by

<0.7 ms with respect to the Z-line. Data pooled from 36 experiments performed under similar conditions (the [EGTA] was 0.5
mM instead of 0.1 mM and the temperature was 18°C) revealed that the mean Z-M delay, calculated as the average of the
differences in ty between Z- and M-line AF/F transients, is only 0.86 + 0.42 ms. This is a surprisingly small number since, if
we consider that the average distance between the Z- and M-lines is ~2 um, it would imply an average rate of spread of Ca**
along the sarcomere of ~2.3 pum/ms. Finally, the large difference in (AF/F)peq between the Z- and the M-line fluorescence
transients (2.5 vs. 0.8, respectively) demonstrates the existence of large intrasarcomeric Ca>* gradients. After ~30 ms these
gradients collapse, as evidenced by the fact that the transients fuse together at this time.
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In order to estimate the magnitude of the |Ca™| changes underlying localized fluorescence transients, we performed
the calibration procedures described in Methods. Figure 3B shows a comparison between AF/F transients recorded at the Z-
and M-linc (left panel) and their corresponding deconvoluted [Ca™] transients (right panel). The peak [Ca®*] was 8.8 uM for
the Z-line and 2 uM for the M-line. With the caveat that, within the detection spot, OGB-5N is at cquilibrium throughout the
time course of the transients, the apparent similarity in kinctics between [Ca’™) and AF/F transicnts indicates that the changes
in [Ca®*] werc constrained to the linear range of the Ca®*-dye saturation curve2. This is reinforced by the similarity of the
ratio between (AF/F)pqk at Z- and M-lincs (3.9) and that between peak [Ca®*] values (4.5). The [Ca®™] transicnts shown in
Figurc 3B were calculated using a ratio between Fy,, and F of 15, which is similar to the average value obtained in other 4
saturation experiments (15 = 1, n =35).

3.3 Dimensions of AP-evoked fluorescence domains.
2 . . . . 2. o . . .
The concept of a Ca™* domain, a localized increase in [Ca”™] as a function of space and time. has been introduced to

characterize Ca**-entry sites in cxcitable cells3233. The experimental determination of the propertics of AP-cvoked

4 ‘%‘\\ YRS .n\\\‘t

%

Figure 4. Ca**-dependent OGB-5N fluorescence domains. A and B: 3D and contour plots. respectively. of the Ca**-dependent
OGB-5N fluorescence transients obtained by moving the muscle fiber across a distance of ~ 16 pm with a scanning step size of 200
nm. Pancls A and B show the same 4 domains. C and D: Enlarged view of the central domain shown in pancls A and B. The
stimulus time is indicated by an arrow in A and by a red line in B through D. The calibration bar represents 12 color levels
corresponding to AF/F values ranging from 0 to 2.2. Experimental conditions: [OGB-5N]: 500 uM. [EGTA]: 100 pM: sarcomere
spacing: 4.4 um: temperature: 17°C.
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presynaptic Ca”* microdomains in a neuromuscular junction preparation has been recently accomplished using low affinity
Ca” indicators and the spot detection method34. Analogously, when AP-evoked OGB-5N AF/F transients are plotted as a
function of distance (Figure 4), a clear portrait can be obtained of the topology of the inter- and intra-sarcomeric Ca®
dynamics. There are defined regions, regularly spaced along the muscle fiber, in which the Ca®* release originates and where
the [Ca®"] changes are most pronounced. These regions, henceforth termed Ca*-release domains, are shown in Figures 4 in
different perspectives: 3D plots in panels A and C, and contour maps in panels B and D. Figures 4A and 4B illustrate how the
Ca® domains originate in the region of the T-tubules for 4 consecutive sarcomeres and how they expand in time along the
longitudinal axis of the fiber. The figure also provides evidence that the positional-dependence of the AF/F transients is
preserved identically across several sarcomeres. The contour maps presented in Figures 4B and 4D demonstrate that every
individual Ca**-release domain is centered symmetrically on the Z-line and that the onset of the AF/F transient at the M-line

is slightly delayed with respect to the Z-line. The regular
pattern of the 4 Ca®* domains shown in Figure 4A, and the
bilateral symmetry of each of them (Figures 4B and 4D),
demonstrate the intrinsic symmetry of the Ca®™ release
regions of the SR with respect to the Z-line. Furthermore,
these results prove that, during an x-axis scan, the laser
intensity required to obtain each AP-evoked transient did
not affect the record obtained from the adjacent position
(separated by 200 nm). In other words, the intensity of the
excitation light was low enough as to not induce significant
photodamage to the fiber. However, this was not always the
case and in some occasions domains were skewed in the
direction of the scan; these results were discarded.

An important aspect of the overall process of Ca**
release in skeletal muscle fibers that becomes patent in
Figure 4 is the heterogeneous (yet stereotypical) Ca®*
distribution in the myoplasm that persist for ~30 ms after
AP stimulation. After this time, although the [Ca™]
gradients progressively dissipate, the [Ca*] remains
elevated throughout each sarcomere for another ~40 ms
(Figure 4B). Figures 4C and 4D show expanded renditions
of the central domain in Figures 4A and 4B to depict in
more detail the formation of the Ca®* domain. It can be
observed that the domain becomes first visible ~3 ms after
the onset of the AP as a narrow region of increased AF/F
which widens in time, reaching at its peak a FWHM of
~1.4 pm.

The spatiotemporal properties of Ca*-release
domains give valuable information about features of the
physiological Ca®* release process, such as the extent and
localization of the Ca** sources along the muscle fiber, and
the diffusion of Ca®* throughout the sarcomeres. We will
focus now on the quantitative evaluation of the size and
rate of expansion of the domains in order to assess some of
these properties. To this end, the domains’ isochronal cross
sections were fit to Gaussian curves in order to yield their
FWHM34, A plot of isochronal sections obtained at 5
different times after stimulation during the rising phase of a
Ca® domain are shown in Figure SA. It can be observed
that during the 2.4 ms rising phase, the Ca®* domain grows
in amplitude from a AF/F of 0.3 to 3, and in width, from a
FWHM of 0.85 pm to 1.27 pm. Figure 5B shows another
sequence of isochronal sections of the same domain, but in
this case taken during its falling phase, that demonstrates
the gradient dissipation from a (AF/F)y of ~1.9 to ~0.9
with an associated widening from 1.27 to 1.44 pum. As

A

AF/F

AF/IF

0.0 -

Position (um)

Figure 5. Dimensions of a Ca**-release domain. A: Isochronal
AF/F plots of a single domain obtained at 5 different times
after stimulation, from 3.4 ms (trace 1) to 5.8 ms,
corresponding the peak time at the Z-line (trace 5). The
FWHM of Gaussian curves fitted to the isochronal data
(continuous lines) measured 0.85, 0.95, 1.05, 1.11 and 1.27 um
for traces 1 to 5, respectively. B: Isochronal plots of the same
domain in A, obtained at 2 times after the peak (trace 5). Trace
7 was obtained 11 ms after stimulation. The FWHM of
Gaussian curves fitted to the isochronal data (continuous lines)
measured 1.27, 1.36, and 1.44 pm, for traces 5 to 7,
respectively. Experimental conditions: [OGB-5N]: 500 puM,
[EGTA]: 0.5 mM; sarcomere spacing: 4 pm; temperature:
18°C.
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expected, all the isochronal spatial profiles are centered and symmetrical about the same position in the sarcomere (Z-line).
At 18 °C the peak of the Ca™-release domains occurred 5.4 + 0.8 ms (n = 38) after the AP stimulation, and 2.52 + 0.5 ms
after the initiation of the transient. At this point the FWHM was 1.4 + 0.2 um (n = 28). Obviously, this value of FWHM does
not directly reflect on the actual size of the Ca® release since that isochronal measurement was made at a time that allowed
for diffusional expansion of the domain. Using an approach analogous to the characterization of Ca®* entry sites in
presynaptic terminals34, we could estimate the size of the Ca® source by measuring the FWHM of the domain at the earliest
time that it was detectable. We found for the data in Figure 5 that the expansion of the domain evolved at two different rates:
a fast initial process, that occurs between the onset of the Ca™ release and the point at which the Z-line transient peaks (~4.8
ms), with an expansion rate of 0.15 um/ms, and a significantly slower process of steady expansion (during which the Ca™
gradients dissipate) whose approximated rate is 0.02 pm/ms. Following the same approach, in 10 domains in 5 different
fibers, the first isochronal cross section that was visible above the noise in fibers perfused with 500 uM OGB-5N and 0.5 mM
EGTA at ~18 °C, occurred at 3.24 *+ 0.56 ms (mean + SD). Remarkably, the mean FWHM of the earliest detectable
isochronal cross sections was 0.77 + 0.25 pm. This value is significantly larger than the optical resolution of our optical
system as determined by fluorescent bead calibrations and from the FWHM of di-8-ANEPPS labeled T-tubules (Figure 2).

4. DISCUSSION AND CONCLUSIONS

We have described the use of a stage scanning confocal microscope to measure AP-induced intrasarcomeric Ca®*
transients in amphibian skeletal muscle fibers under physiological conditions. Using this optical setup. we obtained a detailed
spatiotemporal portrait of the intrasarcomeric Ca™ movements that occur in response to an AP, which will allow us to initiate
the quantitative assessment of processes that underlie Ca™" release in physiological E-C coupling.

The combination of a low capacitance PIN photodiode and a low noise integrating amplifier made it possible to
measure fluorescence changes with a high signal-to-noise (s/n) ratio from a confocal detection volume as small as 0.3 um
diameter in the x-y plane and 0.75 pm in the x-z plane. This high spatial resolution and the use of nanopositioning actuators
allowed us to discriminate time-dependent variations in the [Ca™] from positions separated by 100-200 nm. These are
significant improvements over the system described previously!2. What makes the current confocal detection method ideal
for studying AP-evoked Ca™ release in skeletal muscle fibers is not only its space resolution. which is comparable to other
confocal microscopes, but its extremely low noise and the ability to acquire data at up to 50 kHz.

Our confidence in the spatial resolution of the spot detection system, based on extensive in vitro bead calibration
experiments, was confirmed in vivo by staining of the T-tubules with the potentiometric indicator di-8-ANEPPS!0-28_In this
regard, an interesting result was that the FWHM of stained T-tubules. which are known to measure <100 nm in diameter, was
significantly larger (0.49 = 0.08 pm) than that of corresponding fluorescent beads of the same size (~0.3 um). Part of this
discrepancy could be due to the tortuous geometry of the T-system. which makes it very unlikely to have a single T-tubule
within the detection volume of our system. In fact. high magnification electron micrographs of frog skeletal muscle fibers
show that the T-tubules wander around the Z-line in an arbitrary manner*11.2930_ It could also be due to the fact that the fiber
represents an anisotropic and complex optical media, which could alter the point spread function of the microscope.
Nevertheless, a sucrose-agar solution designed to mimic the refractive index of the fiber had no effect on the spatial
resolution as determined by in vitro bead calibrations (data not shown).

Although 4 pum is not Ihc physiological slack sarcomere length of frog skeletal muscle fibers. stretching doesn’t
seem to affect significantly the Ca™ release process. as evndenced by the large (AF/F)peak values obtained with OGB-5N at the
Z-lines. On the contrary, our results indicate a robust Ca™ release. leading to peak [Ca™] changes of ~9 uM at the Z-line,
and, surprisingly, ~ 2 pM at the M-line. Besides not having deleterious effects. stretching affords several advantages for our
experimental approach. Firstly, separating simultaneously activated adjacent sources of Ca™ release afforded us a larger
number of spot positions sampled with our finite probe. Thus. increasing the sarcomere length was equivalent to increasing
the lateral spatial resolution of the detection system. and allowed for a more detailed description of intrasarcomeric Ca™
movements. In addition, increasing the distance between the Z- and M-lines. favors the detection of Z-M delays. Finally,
separating Ca®* sources minimizes the effect that adjacent sources have on each other. In other words, the Ca™ release
domains described in this work closely represent the contribution of individual Ca™ release sites to the [Ca™] profiles along
the sarcomere, with only small effects arising from neighboring sites.

The characterization of Ca™ release domains using the confocal spot detection technique and the sampling protocol
described in this work was only possible since the Ca™ release is a stereotyped process, both in time and space. Thus,
following each AP stimulation, the release of Ca®* ions from the SR was repeated identically throughout the muscle fiber.
Although, at the global detection level, this repeatability had been well documented previously23, our work shows, for the
first time, that there is a high similarity between Ca™ signals recorded at equivalent positions of the sarcomere for different
Ca™ release sites (Figure 4). This result indicates that the structures underlying a Ca™* release domain at each triad are
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extraordinarily similar to each other, and that the activation of the E-C coupling by an AP proceeds in a highly repeatable
fashion. Our work also shows for the first time, that at every particular sarcomere location, there is a reproducible Ca®
release process in response to every AP. This can be readily inferred from the characteristic bilateral symmetry and periodic
distribution of the kinetic parameters for fluorescence transients recorded along a sarcomere. Any significant fluctuation in
the Ca®* release in response to consecutive stimulations would have resulted in a random pattern.

After the introduction of localized detection methods to study E-C coupling in skeletal muscle!? subsequent
confocal fluorescence studies have been performed primarily using beam scanning (BS) confocal microscopes to investigate
the spatiotemporal properties of spontaneous Ca® release events (Ca®* sparks). The sparks are localized Ca®* release events,
which have been proposed to represent elementary processes underlying Ca®* release during E-C coupling33-36. In contrast, in
this study we focus on the measurement of localized Ca® domains evoked by the physiological activation of the Ca™ release
mechanisms by an AP. As such, our work provides valuable reference data challenging the putative physiological role of the
Ca”™ sparks since both phenomena have been studied with comparable spatial resolution. The comparison between the
spatiotemporal properties of Ca®* sparks and our Ca®* domains suggests that if sparks truly represent elementary events in
skeletal muscle E-C coupling, their stochastic recruitment to yield an evoked physiological response must be exquisitely
synchronized.

In 1994, our laboratory reported that the onset of AP-evoked Ca2+-dependent fluorescence signals recorded from
skeletal muscle fibers at the M-line was not significantly delayed with respect to those at the Z-linel2, Although in a
subsequent publication!3 we noticed that deblurred pulsed laser images of Ca®* gradients recorded early after AP stimulation
showed some delay between M-line and Z-line fluorescence, and later confirmed the existence of a Z-M delay by improving
the confocality of the spot detection system!4, the issue has remained debatable ever since. Recently, Hollingworth et al.13
measured localized AP-evoked Ca®* transients using a BS microscope in intact frog skeletal muscle fibers injected with
Fluo-3 and reported the existence of ~1 ms Z-M delay at 22 °C. In this paper we very carefully examined the kinetic
properties of Z- and M-line transients using a confocal detection system with a resolution comparable (or slightly better) than
these authors’, a low affinity Ca* indicator with an improved kinetic response with respect to Fluo-337, and stretched muscle
fibers to sarcomere spacings of ~4 pm. Moreover, we used a very stringent criterion to determine the onset time of the
fluorescence transients (3 S.D. above baseline, see Methods). Under these conditions, we found Z-M delays to be detectable,
but very short (0.86 + 0.42 ms at ~18 °C, p<0.001). If the increase in dye fluorescence along the sarcomere is visualized as a
wavefront advancing from the Z-line towards the M-line, its speed of propagation would be ~2.3 um/ms. This value is at least
an order of magnitude larger than the speed of propagation of Ca®* waves (typically in the tens of ym/s) recorded in other
biological preparations>8-39, Moreover, a myofibril model of Ca>* diffusion in the sarcomere in which an infinitesimal release
site is located at the Z-line, and which includes realistic kinetic binding parameters to myoplasmic proteins, predicts a Z-M
delay of at least 3 ms for a half-sarcomere distance of 2 um*0. According to Hollingworth et al.!3, the inclusion of mobile
Ca®* buffers in the model and corrections for distortions due to dye binding to intracellular proteins and misregistration
between sarcomeres, leads to predicted Z-M delays of ~1 ms for a half-sarcomere distance of 1.6 pum. Nevertheless, this value
is still too large to explain ours, considering the larger sarcomere spacing in our measurements. Moreover, we independently
demonstrated, from T-tubule staining experiments, that under our experimental conditions the upper limit for the uncertainty
in the location of the release sites is 0.49 pm, and we have never observed the severe phase shifts along longitudinal scans
that prompted these authors to introduce misregistration corrections. An alternative explanation to account for the short Z-M
delays observed experimentally is to assume that a relatively broad band of Ca™ release sites (probably spanning both
terminal cisternae of the triad) is rapidly engaged after the AP activation!2. There are two lines of evidence in support of this
possibility. Firstly, the presence of extra-junctional RyR Ca® release channels has been demonstrated in the membranes of
skeletal muscle SR*!. Secondly, the surprising results obtained here indicating that the smallest detectable isochronal cross
section of Ca®* domains has a FWHM of ~0.8 um. This result cannot be readily explained by limitations in the axial
resolution of the detection system since fluorescently stained T-tubules reported significantly narrower FWHM of ~0.5 pm.
Moreover, our bead calibration experiments demonstrated that the detection system in the x-axis is linearly accurate for
objects of dimensions larger than 0.5 pum. It could be argued that the low affinity of OGB-5N might contribute to the large
size of the earliest detectable width of the Ca®* domain since it could miss relatively small [Ca®*] changes occurring early
after AP stimulation. However, we have performed control experiments using the high affinity indicator OGB-226 and found
results similar to those with OGB-5N (data not shown). We are currently investigating the role of mechanisms that might be
responsible for the existence of a relatively wide band of Ca®* release. We developed a 3D model of the sarcomere that
includes localized or delocalized sources of Ca®* and takes into account the limitations of our optical detection system, which
will be used to test this hypothesis*2. Also, since the most likely candidate for the recruitment of extrajunctional RyR
channels might be a Ca*-induced-Ca**-release mechanism, we are studying the effects of caffeine on localized Ca®*
domains*3.
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ABSTRACT

Our understanding of intracellular pH homeostasis in eukaryotic systems has been enhanced since the introduction of
carboxyfluorescein diacetate as a useful pH probe more than 20 years ago. BCECF, a derivative of this earlier fluoroprobe
has dominated the field. In the past 10 vears, SNARF-1 has emerged as an alternative pH probe. Recently, a novel
derivative of BCECF, BCPCF has been developed. Green Fluorescent Proteins (GFP’s) have also been used recently to
monitor pH in a "non invasive manner” in several cell types. Here, we report that human mammary epithelial cells can be
transfected with the gene encoding for cvan (CFP), green (GFP), and yellow (YFP), to study cytosolic pH. The novel red
fluorescent protein (DsRed) is not sensitive to pH. Multidrug resistance (MDR) has been associated with altered cytosolic
pH homeostasis. We show that experimental maneuvers that decrease pH™ enhance the efficacy of chemotherapeutic drugs.
We also show that short pulses of UV-B light elicited acidosis in cells, as evaluated by ratio ion cell imaging, and
confocal/spectral imaging microscopy. During the course of these experiments we noticed that celis exhibit intrinsic
fluorochromes that can be used to monitor pH in living cells.

Keywords: Intracellular pH, fluoroprobes, multidrug resistance, UV-B light
1. Several Fluorescent pH Probes are Available to Study pH in Living Cells.

Most mammalian cells regulate their intracellular pH via the ubiquitous Na*/H" exchanger and several
HCO3-based H*-transporting mechanisms'~**. Other exchangers such as K*/H*-ATPase, CI7/H" co-transport, Ca™/H"
exchanger have also been found in some specialized cells**™*. Primary H*-transporting mechanisms such as H/K*-ATPase
in the kidney and gastric epithelia, and electrogenic Vacuolar type H*-ATPase found in acidic intracellular organelles
(e.g., lysosomes, endosomes, Golgi apparatus) have also been implicated in pH regulation®'*"". In addition to these H*-
transporting systems, some cells with an invasive phenotype, i.e., osteoclasts, macrophages, tumors, and angiogenic
microvascular endothelial cells, employ plasmalemmal vacuolar type H-ATPase (pm-V-ATPase) to regulate their
intracellular pH'>"*'*!%161718 'The understanding of the main intracellular pH" regulatory mechanisms in eukaryotic cells
has rapidly progressed in the past 20 years since the introduction of the first useful pH fluorescent indicator
(carboxyfluorescein diacetate)'. This probe was used by Thomas and colleagues in 1979 to monitor pH in the cytosol of
living cells'®. This probe was better retained that its parental compound (i.e.. carboxy fluorescein), however it had a serious
drawback: its pK, was low (ca. 6.4) and the pH in most normal cells is ca. 6.6-7.0. The development of a ratiometric pH
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fluorescent indicator such as BCECF (pK ca. 7.0) and the ingenious
conjugation of the free acid form of the dye to an

acetoxy methyl ester (AM) group by Tsien and colleagues in1982
further revolutionized this field*®*. This was partly due to the fact
that BCECF has a pK, of ca 7.0, that is close to the pH™ found in
many normal cells (ranging from pH 6.7- 7.2)*'. Further, dye loading
of cells was enormously facilitated by the introduction of the AM
groups that allowed the fluoroprobe to freely permeate through the
plasma membrane. Since cells exhibit esterase activities to hydrolyze
AM groups, the free acid form of the dye is released in the cytosol by
exploiting the cell’s own chemistry. This free acid form of the dye is
essentially cell impermeant. Thus allowing the pH™ to be monitored
from several minutes to hours. At the present time, BCECF and
SNARF-1 are the most widely used pH fluorescent indicators. These
dyes are considered to be ratiometric***"**®, Ton fluorescent
indicators with ratiometric properties are highly desirable over non
ratiometric probes (i.e., exhibiting single emission/single excitation
properties) because in the latter, changes in fluorescence intensity can
be due to either changes in dye concentration or to changes in [H*].
Since treatment of cells with agonists/antagonists may result in
changes in cell volume, it is difficult, if not impossible, to assign
changes in fluorescence of non-ratiometric probes to either changes in
cell volume, pH, or both. The remarkable characteristic of a
fluoroprobe with a ratiometric property is that upon changes in ion
concentration, it exhibits increases and decreases in fluorescence
intensity at distinct wavelengths whereas an ion insensitive
wavelength (isoexcitation or isoemissive), remains unchanged (Fig 1).
Thus, by by ratioing the ion sensitive wavelengths it has been
assumed that we can obtain a ratio signal that increases with
increasing pH in a relatively dye concentration-independent manner.
As shown in Fig 1C, SNARF-1 is a good ratiometric dye since it
exhibits a distinct ion insensitive wavelength (i.e., isoemissive point)
with distinct emission wavelengths which increase and decrease,
respectively, as pH increases. In contrast, BCECF does not have a
distinct ion insensitive wavelength (isoexcitation point) and upon pH
changes, there are large changes in the numerator excitation
wavelength at 506 nm whereas the denominator excitation
wavelength at 426 nm hardly changes (Fig 1A). Recently, a new pH
derivative of BCECF, BCPCF, has been developed by Molecular
Probes®. The carboxyethyl groups of BCECF have been substituted
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Figure 1. Useful pH fluorescent indicators.
Fluorecent ion indicators (free acid form), were
dissolved in high K* buffer® at a final concentration of
2 pM dye at the indicated pH values, and their
fluorescence excitation and emission spectra were
recorded in a spectrofluorometer (DMX-1000) using 4
nm slits and a rhodamine standard.

by methylene groups in BCPCF. This resulted in a shift in the isoexcitation point from 440 nm in BCECF to longer
wavelengths in BCPCEF (i.e., 454 nm in vitro and 468 nm in situ; Fig 1B). One of the consequences of this shift is that
BCPCF is a better ratiometric dye than BCECF because the dynamic range of BCPCF at the denominator pH sensitive
wavelength at 426 nm is larger (Fig 1B). We have performed in situ titrations of BCPCF in A7r5 Vascular smooth muscle
cells and have determined a pK, of ca.7.2, which is larger than the one determined in vitro (pK, of ca. 7.0). This is in
contrast to the behavior of BCECF, where the in vitro and in situ pK, remain unchanged at pK, ca 7.0. in situ
characterization of the dye indicates the usefulness of monitoring the ion sensitive wavelengths of BCPCF since conditions
that increase cellular pH resulted in increases and decreases in the fluorescence signals at 495 nm and 426 nm,
respectively, when increasing pH. Importantly, the ion insensitive wavelength at 468 nm (isoexcitation) in BCPCF,
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remains unchanged (cf., Fig 1B; not shown).
This is a significant advantage when Inner Filter O corrected
compared to BCECF, since the "ion @ uncorrected

insensitive wavelength"” shifts following acid 12 12 3.0 -
. . 0
loading experiments, probably due to ®
changes in cell volume (not shown). Because s & o & 25
it has long been assumed that ratio corrects q 8 o Y 84e X
for differences in dye concentration, we 8 b ?, 2.0
. . ) ) % ©
decided to evaluate this phenomenon. As T ~ =
s . 4 @ 4 o
shown in Fig 2, ratio does not correct for 15 4
differences in dye concentration in either
BCECF or BCPCF, even after corrections for 0 . , 0 i . . 1.0 . . .
inner filter (Fig 2A and 2B). This complicates 0 10 20 30 0 10 20 30 0 10 20 30
the determination of pH", since in vitro BCPCF (uM) BCECF (uM) SNARF-1 (uM)

titration parameters cannot be used without
serious under- or over-estimations of pH
values. Furthermore, the dye needs to be
calibrated in situ at the end of every
experiment, since the R, and the R,
parameters needed to estimate pH™, vary wit
dye concentration. It must be emphasized that

the range of dye concentrations under which this phenomenon is observed are significant since the dye concentration
(following a typical loading of cells with 2 uM pH- or Ca’™*-AM indicators), can result in intracellular accumulation of the
free form of the dye as high as 100-500 pM. The relevance of this inner filter phenomenon for ion measurements when
dealing with single cells requires further evaluation. It can be argued that the pathlength of cells is very small (i.e., a few
micrometers), however we must consider that the sensitivity of our detectors is also extremely high. Fortunately, SNARF-
1 ratios are unaffected by dye concentration when corrected by inner filter (Fig 2C). Drawbacks of SNARF-1 as a pH
indicator are its elevated pK, of ca. 7.5 and its poor quantum yield'™**. However, an elevated pK, is optimal to study tumor
cells, since they typically exhibit a more alkaline pH than non-tumor cells'’. Thus, SNARF-1 is more reliable than either
BCECF and BCPCF as a ratiometric pH probe to study tumors.
Altogether, these data emphasize the need for careful selection of
the pH fluoroprobe for particular applications, especially if large
changes in dye concentration, due to cell volume or dye leakage, are ~ o.08 -
expected.

Figure 3. Effect of dye concentration on fluorescence ratios of popular and
novel pH fluorescent indicators. Data were corrected for inner filter as described
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2. Fluorescent Proteins Are Useful Tools to Study pH in
Living Cells.
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In addition to the fluorescent pH indicators that have been
developed and synthesized with a rational chemical approach,
recently it has been recognized that there are fluorescent proteins ' l T l

. . . 350 400 450 500 500 550 600

that can be used as pH probes. One of these bioluminescent proteins wavelength (nm)
derived from marine invertebrates is the green fluorescent protein
(GFP) from the jellyfish Aequorea victoria®* . The GFP has been  F igure 2. Fluorescence excitation (A) and emission
traditionally used as a non-invasive fluorescent probe for gene spectra of GFP as a function of pH. aGFP (1ug/ml) was
expression, protein localization, and intracellular protein targeting.  dissolved in high K* buffer '**. The pH was increased
Although the discoverers of GFP did not report its pH sensitivity”’,  stepwise (0.2 pH unit at a time) using aliquots of 1M
recently we and others have evaluated the pH sensitivity”****°, As  NaOH. Only selected tracings are presented.
shown in Fig 3, a mutant of GFP, i.e., «GFP, is pH sensitive with a

0.00
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pK, of ca. 6.5, that is in agreement with previous reports *>*°. Other GFP mutants have been developed with distinct pH
sensitivities ranging from 4.5 to 6.5, as well as, with distinct
spectral properties™***. Recently, a ratiometric GFP has been
developed by site directed mutagenesis® . However, at the
present time it is not commercially available. To evaluate the
usefulness of GFP as a pH reporter, we have recently
transfected cells with GFP and other fluorescent proteins
targeted to discrete subcellular compartments, or to the cytosol
to monitor their pH environment by using several imaging
approaches (data not shown). Specifically, we have transiently
transfected vascular smooth muscle cells with GFP targeted to
the endoplasmic reticulum (ER)*%. An example of the
distribution of GFP-ER is shown in Fig 4. Notice that GFP is
excluded from the cell nucleus. The extent of co-localization of
GFP and the sarcoplasmic reticulum Ca*-ATPase (SERCA)
has been corroborated by immunocytochemistry. In these
experiments, simultaneous images of GFP and SERCA (MaB-
Texas Red fluorescence) are obtained with a Bio-Rad 1024
MRC confocal microscope. Sectional images (XYZ series) were
collected and each section was analyzed on a pixel by pixel
basis utilizing LaserSharp software (Bio-Rad, Hercules, CA)
to assess colocalization of GFP and SERCA-Texas-Red”.
These data indicate that we can reliable target GFP to ER
compartments (not shown). We are in the process of Figure 4 GFP targeted to the ER in vascular smooth
characterizing the pH environment of these compartmentsto ~ muscle cells. See text for details.
understand their response to Ca?* release/sequestration. We
have also recently transfected cells with GFP targeted to the cytosol to be used as a reporter of pH in this compartment.
These experiments are being undertaken using spectral
imaging microscopy that offers unsurpassed spatial
and spectral resolution.

As mentioned earlier, there are other variants A pH B
of GFP that could be used as pH probes***"*2, As shown 0.8 4 /8.0\ 08
in Fig 5, Cyan Fluorescent Protein (CFP) exhibit 7.0
considerable changes in the excitation and emission 6.0
spectra in response to changes in pH. Specifically, as 0.6 - 5.0 - 0.6
pH" is increased from 5.0 to 8.0, there is an increase
in the fluorescence intensities at the excitation peak
(436 nm), as well as, at the emission peak at 475 nm.
Interestingly, the fluorescence properties of CFP in
situ are similar to those observed in solution (not 02 -
shown). We have further evaluated the usefulness of
CFP as a pH probe in living cells. This is shown in Fig
6, where cells transfected with cytosolic CFP were 0.0 4 r : ] , :
transferred to the fluorometer cuvette and their 350 400 450 450 500 550 600
excitation and emission spectra were acquired (Fig 6A A (nm) A (nm)
and 6B). Then, a time course experiment was initiated
(Fig 6C). Cells were initially perfused with buffer at Figure 5. Fluorescence excitation and emission spectra of CFP. This
pH™ 7.0. At the time indicated, perfusate was was Perfonned as a function of pH in human mammary ductal
exchanged for one containing NH,CI. This results in a carcinoma cells whose pH gradients have been fully collapsed by the use

rapid alkalinization of the cytosol that is similar to that °f Higericin, valinomycin and high K.

436 nm)

0.4 4 L 0.4

a.u.f. (ex

- 0.2

0.0
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observed with pH indicators internalized in cells such
as BCECF or SNARF-1%7"". Thereafter, the cells were
washed to

remove NH,Cl. This resulted in a rapid acidification,
followed by a pH"™ recovery towards baseline. This pH™
recovery is due to several pH regulatory systems
present in these cells (i.e., Na'/H" exchanger and
HCO; -based H*-transporting mechanisms.

More recently, a red fluorescent protein was
isolated from a non-bioluminescent anthozoan
species®. The rationale for searching for alternatives to
GFP and its multiple variants was based on the
knowledge that in the phylogenetic scale, earlier forms
of non-bioluminescent proteins may have evolved.
Indeed, Matz et al.* identified several novel proteins
capable of emitting fluorescence in the yellow and red
part of the spectrum, demonstrating that GFP-like
molecules are not always functionally linked to
bioluminescence. The characterization of the red
fluorescent proteins (DsRed) in terms of pH sensitivity
has not been fully evaluated. We therefore investigated
whether, in analogy to GFP and its variants, DsRed

NH,CI washout

5 min
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g1.5 . g1.5 E
10 © rs)
~
M g S
1.0 - 1.0 ]
§ 3 5
3 3 5
0.5 - 0.5 t
A
00 T T T T 00 T T 1
400 425 450 475 450 500 550 600
A (nm) A (nm)

Figure 6. CFP is a useful tool to study cytosolic pH. Human mammary
ductal carcinoma cells were used to assess the utility of CFP as an
indicator of pH. (A) Excitation spectra. (B) emission spectra, and (C)
NH,Cl experiment to show increases and decreases in pH™ (see text for

details).

may exhibit pH sensitivity. To do this, human breast cancer cells were transfected with the gene encoding for DsRed
(pDsRed1-N1), that was driven by the CMV promoter vector, and their fluorescence properties in situ were evaluated in
cells whose pH gradients have been fully collapsed by pre-

incubation in high K* buffers containing nigericin and

valinomycin, at determined pH values (Fig 6). From prior
experiments, we know that these conditions fully collapse

17,22

their pH gradients

. The salient characteristics of DsRed

are the peaks at 585 nm and at 650 nm in the excitation and
emission spectra, respectively (Fig 7). Importantly, as shown
in Fig 7. DsRed is not affected by pH in the range of 5.0 to
9.0. We have not yet evaluated, the pH sensitivity of DsRed at
pH values outside this range. This is needed, since there are
subcellular compartments with pH values in the pH range of
2.0-5.0, such as the lysosomes. These studies are currently
under way in our laboratory. The relevance of our current
findings regarding the lack of pH sensitivity of DsRed within

the pH range of 5.0-9.0 is that, unlike the GFP and its

variants that exhibit various degrees of pH sensitivity, DsRed
is not pH sensitive. Furthermore, if it is shown that DsRed is
not affected by pH within a physiological range encompassing

the pH of organelles such as lysosomes (pH 2-5) to
mitochondria (pH ca. 8.0), the use of DsRed should

significantly improve GFP, CFP, and YFP, since the changes
in their fluorescence could be due to real changes in the levels
of protein expression, or to pH changes. Moreover, DsRed can

also be used in conjunction with GFP and/or some of its
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Figure 7. DsRed is not affected by pH. Human mammary ductal
carcinoma cells were stably transfected with pDsRed-1-N1 and

their pH gradients were fully collapsed with nigericine,
valinomycin and high K*. Note that pH does not alter the
excitation (A) nor the emission (B) spectra.

variants to perform ratiometric pH measurements. This, of course, will require careful consideration of the levels of
expression of these probes, as well as knowledge of the subcellular distribution of these proteins. Fluorescence resonance
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energy transfer should also be considered when performing these type of experiments**. Fortunately, the previous
experience with other ion indicators when used in combination with multiple fluoroprobes should facilitate the judicious
selection of fluorescent proteins when co-expressed in the same cellular compartments, or in distinct compartments™?6,

3. Altered pH Homeostasis is Observed in Multidrug

Resistance.

76 pH® 6.8

A major barrier for the effective treatment of cancer is

multi-drug resistance (MDR) by tumor cells®”**, While some l
mechanisms of resistance allow cells to survive exposure to a
single agent, the phenomenon of MDR confers upon cells the
ability to withstand exposure to lethal doses of many structurally
unrelated antineoplastic agents. Drugs commonly involved in the
MDR phenotype are generally natural products or their
derivatives. Some of the natural products include anthracyclines,
vinca alkaloids, epidophyllotoxins, and actinomycin D%,
Anthracycline derivatives include mitoxantrone and doxorubicin. 6.8 , . . '
Paclitaxel is a novel chemotherapeutic agent derived from the 0 10 20 30 40
bark of the Western Yew tree®. It has been used successfully Time (min)
against ovarian carcinoma and breast cancer. Unfortunately, .
tumor cells also have developed MDR via classical (i.e. involving Figure 8. Acidic extracellular pH decreases pH" in human
overexpression of the multidrug transport P-gp) and non classical breast cancer cells. Cells were loaded with SNARF-1 and
mechanisms (i.e., involving non P-gp mechanisms)37‘38’39’4°. A their ﬂuoresceflc.e.monitored afxdescribed prev.ious!y. .
common feature of MDR cells is a net decrease in the intracellular Perfusate was initiated ata pH™ =7.4. At theextxine indicated
accumulation of drugs. Alterations in tubulin and microtubules by the a?‘row, perfusate was exchanged to pH™ = 6.8 (see text
following development of resistance to paclitaxel have also been  for details).
demonstrated in several MDR cell lines®. Alterations in
intracellular pH (*") homeostasis have also been implicated in MDR. For instance, it has been reported that MDR cells
exhibit either similar or more alkaline pH™ than their sensitive counterparts®”*'. It is acknowledged that primary transport
mechanisms are essential for maintenance of gradients and to energize secondary transporters. We therefore hypothesize
that functional expression of a primary transport mechanism such as pmV-ATPase may serve to energize drug extrusion as
a secondary phenomenon. Indeed, we have observed that V-H*-ATPase expression represents a non-classical mechanism
of MDR in several types of human cancers, including: breast cancer, ovarian and uterine sarcoma cells rendered resistant
by continuous gradual exposure to several chemotherapeutic drugs, including doxorubicin, mitoxanthrone, and
paclitaxel®®. We further hypothesize that suppression of this pump’s activity or exposure of MDR cells to acidic pH™ to
elicit cytosolic acidification, should sensitizes MDR cells to chemotherapeutic drugs. Our preliminary data indicate that 50
nM bafilomycin A, pre-treatment for 2 hrs enhances the cytotoxic effects of paclitaxel by ca. 2-3 fold when compared to
untreated controls (Fig 7A). The selected concentration of bafilomycin effectively block V-H*-ATPase and affects pH"
regulation'™’. Because it is known that decreasing pH™ can decrease pH™ in most cell types, we evaluated whether pre-
incubation of MDR cells at a mildly acidic pH* = 6.8 for 2 hrs would sensitize cells to chemotherapeutic drugs. This
maneuver decreases their resistance to several unrelated chemotherapeutic drugs by ca. 3-5 fold when compared to cells
maintained under control conditions (i.e., pH™ = 7.4). The magnitude of the pH™ decrease elicited by exposure of cells to
acidic pH* of 6.8 was ca. 0.4 pH unit (Fig 8). The kinetics of the pH™ decrease following exposure to a mildly acidic pH™
are however slow (t;,, = 8-12 min). Interestingly, this maneuver was more efficient than blockade of V-H*-ATPase by
bafilomycin A,. Albeit the mechanisms responsible for conferring the enhanced sensitivity of MDR cells to
chemotherapeutic drugs by acidic pH™ are not clear, it is possible that these different effects may be related to different
targets of action. Specifically, decreasing pH*™ may have had an effect on more than one pH™" regulatory system involved in
MDR such as the Na*/H" exchanger and/or HCO, -based H*-transporting mechanism, whereas bafilomycin treatment
affects only V-H'-ATPase, hence its lower effect as a chemosensitizer. However, the treatment of MDR cells with
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inhibitors of the Na'/H" exchanger (e.g. amiloride derivatives) or anion
transport (i.e., stilbene derivatives) does not

correlate with the degree of reversal of the MDR phenotype nor TR, e A
increases the efficacy of several chemotherapeutic drugs***. A 7.0 o

simplistic model to explain MDR is based on the observation that most < ol
chemotherapeutic drugs are weak bases with an alkaline acid 5 68 1 B

dissociation constant. As such, these drugs like to partition and remain 6.6
in the more acidic extracellular environment that is prevalent in most
tumors, thus not able to concentrate inside the cell to exert their
cytotoxic effects”’. Although such a model might be attractive to
explain MDR in those cases of drugs with alkaline pH, it does not
explain however those cases where the drugs have a more complex
structure such as paclitaxel, that has both acidic and basic domains*.
Recent work has indicated an important role of acidic pH" on
apoptosis®. Regardless of the mechanism of action, our data suggest
that acute acidosis may enhance the efficacy of chemotherapeutic
drugs.

T T 30 sec exposure

C
4. Experiments at the Single Cell Level Indicate that Ultraviolet §
(UV-B) Light Elicits Cytosolic Acidosis. T
3‘_.5
Our earlier experiments in multidrug resistance indicated that g
acidic pH enhances the efficacy of chemotherapeutic drugs. T
Unfortunately, for this approach to be successful in the clinic, it will 2]'

0.1 4 T T 1 -1 1
’ 10 20 30 40 50 60

UV Exposure Time (sec)

require that one could elicit intracellular acidosis within a shorter time-
frame than that elicited by acute exposure to acidic pH®. It will also
require that the acidosis be delivered at the target site. Earlier studies
have indicated that. wavelengths in t‘he ‘r;m gc o)f '_?80 nm - 320 nm Figure 9. UV light exposure elicit cytosolic acidosis
(k“"v_"‘ as UY_B llgl}t), are responthIL for the h.lrmful effects in human breast cancer cells. Cells were loaded with
associated with UV light exposure. i.c.. sunburns, skin cancer. DNA 2 uM BCPCF(AM) and their fluorescence ratios were
mutation. The latter effect of UV on DNA has been studied recorded and converted to pH values as described
extensivelys. However, evidence is accumulating that ultraviolet light previously (see text for details).

(UV) can also affect cytoplasmic and membrane structures. It has been

shown that UV can directly affect cytoplasmic transcription factors, kinases associated with the cellular membrane and
even membrane receptors®’. Because it is known that acidic pH is clastogenic and it can cause DNA fragmentation, thereby
increasing the probability of the rate of mutation. we decided to investigate whether short pulses of UV exposure may
elicit intracellular acidosis that could be useful in chemotherapy. In these experiments, metastatic breast cancer cells
(MDA-MB231) grown onto 25 mm round coverslips were loaded with BCPCF-AM and the fluorescence was monitored
using a cell imaging system. The imaging system consists of the following: A high speed filter changer (lambda DG4;
Sutter Instruments Co, Novato, CA) to rapidly change excitation filters (440 nm and 505 nm); a quartz fiber optic to
deliver the light. Signal was collected at an emission of 530 nm, using a frame transfer charged coupled device (CCD)
camera coupled to an intensifier (Princeton Instruments Intensifier Pentamax, ADC 5 MHZ). Cells were imaged with a
inverted microscope (Olympus 1X-70) using a 60x immersion oil objective (1.4 N.A.). In this imaging system, the
excitation filters can be changed as fast as 1.5 msec. For these experiments, however, we used longer integration times
(i.e., 100 msec exposure). Images were analyzed using Meta Imaging Systems software (ver 4.5; Universal Imaging
Corporation, West Chester, PA). Cells loaded with BCPCF were transferred to the microscope cell chamber (PDMI-2,
Medical Systems Corp. Greenvale, NY) and maintained at 37 C on the microscope stage. in situ calibration was performed
at the end of every experiment. Cells were continuously perfused at 3.0 ml per min, and steady state pH™ was monitored
to obtain baseline (Fig 9). At the time indicated by the arrow, a short UV light pulse derived from the Xenon arc lamp
(175 W) housed in the lambda DG4 (no excitation filters) was delivered to the cells. The light was reflected using a
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dichroic mirror (290 nm-330 nm). As shown in Fig 9A and 9B, short pulses of UV light resulted in rapid acidosis. Because
the dynamics of this experiment do not allow us to obtain rapid kinetics (since the UV light was shined onto the cells using
a dichroic filter that was changed manually), we cannot determine the exact kinetics. Nevertheless, these data indicate that
the decrease in pH™ following UV exposure is immediate, and the magnitude of the acidosis is dependent on the length of

the exposure, reaching a maximum of ca. 0.4 pH unit at 40 sec (Fig 9C). The magnitude of this acidification is similar to

Pre-UVvV Post-UV

Figure 10 Line scanning confocal microscopy reveals that UV exposure of breast cancer cells elicit cytosolic acidifications.
Cells were grown on round glass coverslips (25 mm). At sub-confluence they were loaded with SNARF-1, as described previously.
Cells were transferred to the microscope cell chamber (PDMI-2, Medical Systems Corp. Greenvale, NY) and maintained at 37 °C on
the microscope stage. Cells were continuously superfused with buffer. (A) Ratio image of a single cell. The white box indicates the
region from which the line scan was obtained. (B) Line scanning of the region identified in (A) while cell was superfused with
buffer to obtain baseline pH. (C) cells were exposed to 30 sec UV exposure using a Hg arc lamp (100 W) and the light was delivered
using a dichroic filter (290-320 nm) while the ratio fluorescence image of SNARF-1 was continuously acquired. Notice that there are
pH gradients from leading (left) to lagging (right) edge and that the fluorescence ratio i.e., intensity in the image, decreases after UV
exposure (cf., Fig C). From in situ calibration of SNARF-1 at the end of the experiment, we have estimated that the pH magnitude of
the cytosolic acidification is ca. 0.8 pH unit.

the one elicited by preincubating cells at acidic pH™ = 6.8. This is therefore a significant improvement over our earlier
approach since the kinetics of the acidosis is at least 2 orders of magnitude faster. We have determined that the amount of
UV light delivered to the cells by this approach corresponds to 17.6 mJ and 26.4 m]J for a 30 and 45 sec exposure,
respectively. The observation that UV exposure elicited a rapid acidification has been corroborated with line scanning
confocal microscopy that offers unsurpassed temporal resolution. In these experiments, a cell can be scanned as fast as 2
msec from leading to lagging edge. As shown in Fig 10, these data indicate that UV elicits acidosis of ca. 0.6-1.0 pH unit,
as determined from in situ titration performed at the end of the experiment.

The cytosolic acidosis following UV exposure in our previous experiments could be due to many different effects
of UV light. We also noticed that UV exposure elicited dye-bleaching in both BCECF and SNARF-1 loaded cells. Thus,
the observed phenomenon (i.e., decreases in BCPCF fluorescence signal and ratios) following UV exposure could be due to
an artifact because the dye concentration was altered (vide supra). We therefore decided to use an alternative approach that
employs monitoring the full spectrum of the pH indicator and the changes in spectral shape, as opposed to monitoring only
changes in intensity (and ratios). This approach is known as spectral imaging microscopy. This technique allows
measurements of ions in single cells, and in discrete subcellular regions %26, This technique has proved to be superior to
confocal microscopy and the previously described ratiometric approach, in that it allowed us to do longer experiments,
perform in situ titrations, and simultaneously collect data from at least sixteen discrete subcellular regions. Although we
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sacrificed temporal resolution (e.g.,
spectra from leading to lagging edge
of a cell can be obtained in as little
as 2 msec, but the refreshing rate of
this CCD is ca. 1 sec), the improved
spectral resolution and less
damaging effects on cells have
allowed us to better quantify

differences in pH in discrete cellular ;
regions. The fluorescence signal Ze ro Order F lrSt Order SpeCtra
was evaluated using a spectral A B C D

imaging microscope comprised of
the following elements: A
fluorescence inverted microscope
(Olympus IX-70 with a 60x
objective, N.A. 1.4). A 6.7 eyepiece
was used to image the cell through
the side port of the microscope onto
the input slit of a grating
monochromator (Chromex 250
IS/SM spectrograph, Albuquerque
NM). The spectral output from the
grating was imaged onto a liquid
cooled CCD camera (Photometrics,

580 €00 650 700 nm

Mod CH350, Tucson, AZ) equipped E

with a 512x512 element (27 ~OH =70 b qem

wm?/pixel) imaging chip. These 87643

values are binned to obtain higher N

signal/noise since the fluorescence 8.0e+3 pH"=72) Set3

signal emitted from a single cell

loaded with a pH indicator is 7.8¢+3 3043

focused onto the input slit of a . v v

monochromator (i.e. spectrograph) 578 610 845

to diffract the light into its N

frequency components. Since A {nm)

spatial information is obtained Figure 11. Spectral imaging microscopy to study pH™ in discrete subcellular regions of
along the length of the entrance slit the cell. Human breast cancer (MDA-MB235) cells were grown on glass coverslips to sub-
(Fig 11), a single cell can be confluence and loaded with SNARF-1. (A) A single cell is aligned onto the entrance slit

aligned so the spectra are acquired (2.0 mm) of the spectrograph. allowing identification of its leading and lagging edge (bottom
from unique subcellular locations ~ and top of the cell, respectively). (B) Slit width is decreased (0.5 mm) to allow for increased
spatial resolution and increased signal/noise ratio. (C) Final slit width is 0.2 mm. (D)
Emission filters are removed and the fluorescence spectra are collected and de-convoluted
from individual tracks. Notice that we can collect data from up to 54 tracks corresponding to
distinct cellular regions from leading to lagging edge of the cell. (E) The emission spectra

. . are collected and recorded from two distinct tracks in the cell corresponding to the leading
bandpass dichroic. In the case of and lagging edge. Note that the dye concentration (y axis) is larger in the lagging than at the
MB-231 cells (Fig_ 11), we find that leading edge. however, the spectral shape indicates that the pH is more alkaline at the

at steady-state, pH" is more alkaline leading than at the lagging edge (from in situ titrations performed in discrete cellular regions
at the leading (pH 7.2) than at the  (not shown)

lagging (pH 7.0) edge by ca. 0.21

0.07 pH unit. With this set-up, we demonstrated that UV exposure elicits large cytosolic acidifications (0.6 to 1.0 pH unit;

(i.e. leading to lagging edge in
invasive and metastatic cells). The
optical filters were as follows: 488
nm narrow bandpass filter; 550 long
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Fig 12). The magnitude of this effect is dependent on the length of the UV exposure. The fact that larger cytosolic
acidifications are observed with this approach than with the confocal laser scanning microscope is due to the use of Hg lamp
which is a more powerful energy source than the Xenon arc lamp at these wavelengths (Fig 12 C).

5. Cells Exhibit Intrinsic Fluorochromes That Are Sensitive to pH.

During the course of our experiments employing UV exposure, we noticed that cells exhibited autofluorescence
that was distinct from the well recognized fluorescence due to NADH, FADH “. It is possible that this autofluorescence may
be due to amino acid side chains of proteins (e.g., tryptophan, tyrosines),
although their pK, values are typically acidic. Although the nature of the
fluorochrome is not known at the present time, it is interesting to note that it
exhibits sensitivity to pH, since there is a decrease in the fluorescence
excitation signal at 292 nm with increasing pH from 4.5 to 7.7. The
emission spectra also changes since the fluorescence emission signal at 340
nm decreases with increasing pH. The small shoulder at ca. 500 nm in the
fluorescence emission signal probably derives from the glass coverslips, and
could be avoided with the use of quartz coverslips. We use the fluorescence 0 . . . i 0
signal at ca. 434 nm as a constant coverslip background to ratio the signal at 500 550 600 650 700
340 nm to 434 nm. As is apparent from both the excitation and the emission A (nm)
spectra, the inherent fluorochrome is not sensitive beyond pH > 7.5 due to UV 30 sec (2.65 J)
its acidic pK, (ca. 6.5). This limits the use of this approach to cells with
acidic pH. However, most tumor cells exhibit pH values > 7.2 whereas most
normal cells exhibit pH values > 6.9 and < 7.2. Because the changes in
fluorescence between this range of pH values is discrete, this may limit the
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potential use of these fluorochromes to discriminate between normal and
differences in discrete cellular domains, as well as in pH oscillations due to
intrinsic pH gradients (i.e., leading and lagging edge in invasive cells), can
be as large as 0.4-0.5 pH unit. Further investigation is needed to address this Time (min)
intrinsic fluorochromes for monitoring pH is the difficulty of efficient excitation 0674
at 292 nm in most optical system. Multiphoton confocal microscopy may alleviate
this problem because of the use of longer wavelengths for excitation. i
04

that inherent fluorochromes may be useful in understanding pH regulation and
the progression of disease and or normal physiological changes. 45 (se0)

To obtain some insight as to the subcellular location of the UV Exposure Time
shown in Fig 14, Mn?" addition efficiently quenches the fluorescence in a Figure 12. Exposure of human breast
concentration dependent manner. In these experiments, cells were grown on cancer cells to UV light. The extent of
coverslips at confluency and then washed 3 times with perfusion media, and cytosolic acidosis was determined by
of 3.0 ml/min and the initial excitation and emission spectra were taken (shown  loaded with SNARF-1 for these
as “0 Mn?"). After 5 min, perfusate was exchanged for one containing 1 yM Mn?* experiments (see text for details).
and fluorescence excitation and emission spectra were taken after 1 min. This
concentration increases in a concentration dependent fashion, suggesting that some type of quenching is occurring. We
estimated the Stern-Volmer constant for this type of quenching by fitting the data into the following equation:
FyF=(1+Kq) *[Q] eqn 1.

tumor tissue pH. However, recently, our laboratory has shown that the pH

issue at the cellular level. A more serious problem that impairs the use of ° -

Nevertheless these and many other potential complications, these data indicate

autofluorescence that is pH sensitive, we employed Mn*, a known quencher®. As

transferred to the fluorometer cuvette. Cells were perfused continuously at a rate  spectral imaging microscopy. Cells were

process was repeated as necessary until 10 uM Mn?* was reached. Noticed that the fluorescence signals decrease as Mn*
Where F, represents the autofluorescence signal at the peak (either 340 nm for emission spectra or 286 nm for
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excitation spectra) in the absence of the
quencher, [Q], and F is the fluorescence at
the peak (either 340 nm for emission
spectra or 286 nm for excitation spectra) in
the presence of the quencher. From these
experiments we have estimated the Stern
Volmer constants (10° M) for the emission
(Kq = 5.4) and excitation (Kq = 5.1) spectra.
Albeit these experiments do not allow us to
distinguish whether dynamic or static
quenching (or a combination off both is
occurring), these data indicate that the
autofluorescence signal (i.e., inherent
fluorochrome(s]) are readily accessible to the
quencher. We have employed detergents
such as digitonin 50 uM, to permeabilize the
cells. This approach is used to release typical
fluorescent ion indicators with a molecular
weight of ca. 1,000 from the cytosol. These
experiments have indicated that ca. 95% of

the fluorescence signal remains after digitonin

permeabilization of cells. We take this as an
indication that the fluorochrome(s)
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Figure 13. Human breast cancer cells (MDA-MB231) exhibit inherent
fluorochromes that are pH sensitive. Cells grown onto coverslips at confluency
were transferred to the fluorometer cuvette and their excitaiton (A) and emission (B)
spectra were monitored. Collapsing of pH gradients was performed by exposing
(éells to High K+ buffer containing nigericin and valinomycin to perform in situ
titrations (C).

responsible for this autofluorescence either has a molecular weight > 1,000 or that it is immobilized in the cytosol (i.e,
bound to proteins). Further experiments are needed to evaluate these possibilities.
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Study for usefulness of Indocyanine green as an infrared marker

Yuko Fukami, Manabu Heya and Kunio Awazu
Institute of Free Electron Laser, Graduate School of Engineering, Osaka University
2-9-5 Tsuda-yamate, Hirakata, Osaka 573-0128, Japan

ABSRTACT

Indocyanine green (ICG) is widely used as a tracer for the non-invasive estimation of liver function. ICG has properties of
binding with plasma protein, and has a large absorption peak at 805 nm. There were no reports, however, about the IR
absorption peak of ICG at 7.1 pm, which absorption coefficient amounts to ~13000 cm™. In this study, ICG was exposed
to free electron lasers (FELs) with wavelength of 7.1 um-and usefulness of ICG as an IR-marker was discussed. ICG film
sample was formed on IR-transparent BaF, crystal substrate and exposed to FELs with the wavelength of 7.1pm. After
exposure, the sample was analyzed by FT-IR and film thickness measurements. As results, ICG ablated with the FEL of the
power density of more than 5 W/cm® (=P,,), and that the molecular structure of ICG was still stable for the power density of
less than P, 3 W/cm?. Therefore, ICG can be considered as a novel infrared marker (IR marker) to the living tissue which
absorbs FEL photon energy without changing the IR absorption peak.

Keywords: free-electron laser (FEL), indocyanine green (ICG), photodynamic therapy (PDT), Infrared marker (IR marker)

1. INTRODUCTION

Indocyanine green, ICG [1], which is stable when it binds with plasma protein and further to irradiation of visible and
pear infrared light, is the reagent widely used in clinical examinations of liver function [2-10]. ICG can be used as an
sensitive absorber for vascular surgery or ophthalmology. However, conventional application used only properties in near
infrared region, and there has been no researches in mid infrared, molecular vibrational energy region. We have suggested
that the method to excite molecular vibrations with wavelength tunable free-electron lasers, FEL, is useful in biomedical
fields [8]. This method is to excite certain target selectively to remove by FEL irradiation corresponding to absorption of
special vibration mode in the target molecule. The target material must have strong absorption peaks in, which do not
overlap those of other materials existing together.

On the other hand, IR marker is a reagent, which has characteristic absorption peak and a property binding to a specific
molecule. Materials without appropriate absorption in mid IR region can be the targets of IR-PDT (photodynamic therapy)
with these markers. A certain appropriate IR marker bind to aimed material to make it target materials, which absorb lasers
to be detected, heated and removed via the IR markers. Further, with FELs which can adjust the wavelength of markers’
absorption freely and continuously, any reagents which have a property binding to a specific molecule have possibility to be
used as IR markers. Thus, FELs can expand potential field applied IR marker and FELs. IR markers must have (1)
characteristic absorption peak, (2) a property binding to a specific molecule and (3) stability to IR laser irradiation. It is
already known that ICG binds to specific molecule, plasma protem [2,3], which is one of the requests. In this study, we
discussed other requests by FEL exposures to ICG and analyses using FT-IR, UV/VIS spectrometry and optical microscope.
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2. EXPERIMENTAL

2.1 Material: indocyanine green, ICG

The molecular structure of ICG was shown in Figure 1 [1]. ICG (Daiichi Pharmaceutical Company; Diagnogreen®) of
25mg was solved into 10ml water and volume of 10ul was dropped onto a BaF, crystal substrate. After water vaporization, a
thin film of ICG was formed.

2.2 FEL exposure

ICG films were exposed to FELs in air at room temperature. Changes of exposed area were monitored using optical
microscope in real time (Figure 2). The FEL wavelengths were 7.1 and 7.9 pm which were absorbed by ICG strongly and
weakly, respectively. The FEL power was adjusted not to damage, ablation or carbonization, on the sample surface.
Exposure conditions were summarized in table 1.

Table 1 FEL exposure conditions

Wavelength, A (um) 7.1 7.9
Average power, P (mW) 2.5 1.5
Exposed area, S (cm?) 0.9 x10” 0.5 x10°
Power density, P, (W/cm?) 3.0 3.0
Exposed time, t (s) 10 60 300 10

2.3 Measurements

UV/VIS absorption spectra of ICG solution were measured by UV/VIS spectrometer (Hitachi; U-3500). Before and after
FEL exposure, IR absorption spectra and thickness of ICG film samples were measured by FT-IR spectroscope (Horiba; FT-
520) and surface profile analyzer (Veeco; Dektak3). ICG film sample was heated from room temperature to 300 °C, and
changes were monitored with optical microscope.

Manipulator

GHs GH,
HC—CH, H,CCH

ALTCHTCHTCH=CH=CH—CH=CH™

wEL
| s .

SO;Na SOy Time laps CCD

video camera

Inverted microscope

Figure 2 FEL exposure system onto the microscope. The FEL
beam directed to an optical microscope through a multi-joint
cylindri cal tube. A sample was placed on an inverted
microscope stage and the changes caused by FELs were
monitored continuously by a CCD camera in real time.

Figure 1 Structural formula of indocyanine green
(ICQG).
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3. RESULTS

3.1 Sample Characeristics
UV to IR spectrum

ICG solution with solvent of water has absorption peaks at 0.71 and 0.78 pm in visible light region (Figure 3). It is
known that the absorption peaks shift to 0.805um in plasma protein. In this study, we discussed optical properties in mid-
infrared light region. IR absorption spectrum of ICG film sample was shown in Figure 4. Large absorption peak which
corresponds to CH, bending vibration was observed at 7.1um. At this 7.1pm-wavelength, the absorption coefficient of the
sample (u,) was calculated to be about 13000cm™ from absorbance and film thickness.

On heating, ICG film sample was not changed from room temperature to 250 °C in both of the structure and the amount,
and turned to brown because of carbonization at 250 °C.
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Figure 3 UV/VIS absorption spectrum of ICG Figure 4 IR absorption spectrum of ICG. Dotted lines
solution with solvent of water. An overlap of broad indicate the FEL wavelengths employer in this experiments.
absorption peaks was observed. The wavelength of 7.1 1 m is corresponds to sharp absorption

peak at 1420cm"1.
3.2 FEL exposure ellects

The threshold of FEL power density, Py, for ablation and carbonization varied depending on exposed wavelength. The
values of P, were 5 and 14 W/cm? at 7.1 and 7.9 um, respectively.

On the sample surfaces exposed to FEL of 7.1 pm at lower power density than Py, 3mW, the edges of exposed area
were stamped. Further, bubble formations were observed at some exposed areas as shown in Figure 5. On the other hand, on
the sample surfaces exposed to FEL of 7.9 um at lower power density than Py, 3mW, no changes were observed.

Changes of IR absorption spectra

IR absorption spectra of the sample exposed to FEL of 7.1 pm for 10, 60 and 300 sec were shown in Figure 6. The ratios
of absorbance of before and after FEL exposure were summarized in Table 2. Each absorption peaks decreased by similar
ratio as the increase of the exposure time.

(o) (b)

N(OOIMM

Figure 5 Observation of FEL exposed area through an optical microscope. Edges of the exposed areas were
stamped on the surface (a), further, bubbles were formed in some samples (b).
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Table 2 Ratio of IR absorbance before and after exposure of 7.1um-FELs

Exposed time, t (s) 10 60 300
at 719cm™* 0.5 04 0.4
at 926cm™? 0.5 0.4 0.3
at 1007cmt 0.5 0.4 03
at 1090cm™ 0.5 0.4 0.4
at 1420cm™? 0.4 0.4 03
1. !

P

Absorbance

PR U U SO0 UHN (T W W WY SO WA S G SO ¥

800 1000 1200 1400 1600

Wavenumber (cm‘l)

Figure 6 IR absorption spectra of ICG before and after FEL exposure of 7.1um-FELs. Dotted lines
indicate the wavelength of main absorption peaks. Table 3 summarizes the ratio of IR absorbance before
and after exposure. All absorption peaks decreased similarly after FEL exposures.

Conditions of 7.1u m-FEL exposures, changes of absorbance at 7.1 pm (1420cm") and sample thickness were
summarized in Table 3. After FEL exposure of 7.1 um and 3 W/em,, the sample thickness decreased.

Table 3 Change of thickness and absorbance at 1420cm™ of ICG films exposed to FELs (7.1um, 3.0W/cm?)

Change of thickness (um), Change of absorbance Microscopic
(ratio%) at 1420cm™ observation

042 — 038  (90%) 051 — 031 (61%) bubble formation

017 — 014 (83%) 035 — 026  (74%)

030 — 022 (73%) 043 — 030 (70%)

032 — 023  (72%) 047 — 033 (70%)

092 — 073  (78%) 096 — 041 (43%) bubble formation

089 — 056  (62%) 096 — 036  (38%) bubble formation

099 — 056 (50%) 096 — 032 (33%) bubble formation

4. DISCUSSIONS

4.1 Usefulness as an IR marker

As shown in Figure 6 and Table 2, IR absorbance decreased after FEL exposure while the shapes (ratios between peaks)
of IR spectra did not change. This indicates that FEL exposure did not induced structural change but decrease of the amount
of ICG. It was considered that ICG is stable chemically with 7.1um-FEL exposure of the power density lower than
threshold for ablation (i.¢. Py > Pyy,), and that during the Exposure temperature of the sample was lower than carbonization
point, 250 °C.

These observations indicates that ICG seems to be useful as IR marker because of the properties (1) binding to the target
molecule (plasma protein), (2) absorbing mid IR light strongly (at 7.1um, 13000cm-1) and (3) keeping structural stableness.
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Penetration depth
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Figure 7» Plot of ICG film thickness before 7.1 4 m-FEL exposures and microscopic observation results during the
exposures. The thickness of the bubbled samples was more than penetration depth of 7.1 # m-FEL, 0.8t m.

By using ICG as IR marker, the target molecule, plasma protein, with ICG can be characterized and detected by large
absorption at 7.lpym light, and further heated and removed with the light absorption. As such, materials with no
characteristic absorption at appropriate wavelength in mid IR region can be the targets for mid-IR PDT. Particularly due to
quite large absorbance of ICG at 7.1 wm which is hundreds or thousands times as large as those of typical components
included in tissue, water, protein and lipid, selective light absorption can be effective for target materials via marker only.

4.2 Mechanism of bubble formation

On some of sample surfaces exposed to FEL of 7.1 pm bubble formations were observed at some exposed areas. FEL

exposed samples could be divided into two groups, according to whether bubble was formed or not, and the elements in
each group had common tendencies: While the bubble group (1) had thickness of more than 0.4 pm before FEL exposure
and (2) showed less decrease in thickness than in absorbance after FEL exposure, the no bubble group (1°) had thickness of
less than 0.3 um, (2°) showed comparable decrease in thickness and absorbance and (3’) was stamped edge of exposed area.

It is considered that the bubble group did not decreased in thickness so much as in absorbance because the volume of the
bubbles kept thickness during exposure. In the exposed area of thick samples much energy of FEL are absorbed to induce
bubble formation inside.

The penetration depth (:  =10000/p, [um]) of ICG for the light of 7.1um-wavelength is approximately 0.8 pm. This
value and thickness of the samples were summarized in Figure 7. There is a tendency that in the samples with thickness
more than penetration depth FEL induced bubble formation. It is considered that following process occurred to form
bubbles in the ‘thick’ sample films of ICG made {from ICG solution with solvent of water: (1) Incident FEL energy was
absorbed by ICG in nearly whole, (2) the temperature of the exposed area achieved boiling point of water, 100 °C, and (3)
water vaporized explosively to form bubbles, and the exposed area seems to have kept the temperature lower than 100 °C
during this process.

From these discussions, it is considered that ICG has possibility to be used in PDT as absorber of laser energy to limit
the exposure area in depth. The method to control transmittance using light absorption properties of ICG without risk of
caving is being researched in the near IR region and the effects have been reported [11,12). The method of vaporization
surgery is already applied to digestive organs, stomach and intestines, to expose NIR laser (805 nm in wavelength) to the
surface of the organs injected ICG under the mucous {13,14]. Here we suggest the usefulness of ICG in the mid IR region in
addition to that in near IR region, that 0.8pum-thick ICG can shield 7.1pm-wavelength-light which is transmit to deeper area.
And due to absorbance of ICG at 7.1um much larger than those of typical tissue components, water, protein and lipid, only
a little amount of ICG can absorb laser light strongly to work as absorber.
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5. CONCLUTIONS

In this study, ICG was exposed to free electron lasers (FELs) with wavelength of 7.1 pm and usefulness of ICG as an
IR-marker was discussed. As results, ICG ablated with the FEL of the power density of more than 5 W/ecm? (=P,,), and that
the molecular structure of ICG was still stable for the power density of less than P,,, 3 W/cm?. Therefore, ICG can be

considered as a novel infrared marker (IR marker) to the living tissue which absorbs FEL photon energy without changing
the IR absorption peak.
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Glucose metabolism dynamics: insulin secretion using nonlinear laser
microscopy
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