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AIXT RONYoung Scientist Award

In 1999, the Symposium Programme Committee and the Board of AIXTRON AG (Germany)
established a special award to honour a young scientist who will present at the Symposium the best
paper in the field of solid state nanostructures. The award comprises a diploma and a $500 reward
sponsored by AIXTRON.

The AIXTRON Young Scientist Award recipients are:
1999 Alexey R. Kovsh, Ioffe Institute, Russia.
2000 Thomas Gruber , Physikalisches Institut Universität Würzburg Am Hubland, Würzburg,
Germany.

Mr. ThomasGruber
became the recipient of AIXTRON Award for the
presentation of the paper:

Semimagnetic resonant tunneling diodes for
electron spin manipulation
Co-authors:M. Keim, R. Fiederling, G. Reuscher,
A. Waag, W. Ossau, G. Schmidt and L. Molenkamp.

Thomas Gruber was born in Braunschweig, Ger-
many in 1974. He graduated from high school as
best of his class in 1993. He studied general physics
at the University of Würzburg and got first involved
in experimental research in 1998. In a 3-months
project he investigated the general characteristics
of BeTe-ZnSe resonant tunneling diodes, includ-
ing temperature- and magneto-dependent measure-
ments.

He continued the studies in his diploma thesis “Spin Manipulation with semimagnetic BeTe-
ZnMnSe Resonant Tunneling Diodes” (1999–2000) as a member of the semiconductor research
group of Prof. Waag. The work consisted both of growing the structures by molecular beam
epitaxy and characterising them by optical and electrical measurements. The main objective was
to develop a semiconductor device that made it possible to manipulate and eventually reverse the
spin polarization of an electron current injected into the widely used semiconductor material GaAs.
This would be a further step towards the development of active spintronic devices.

The paper “Semimagnetic resonant tunneling diodes for electron spin manipulation” presented
at the NANO 2000 conference portrayed the main results of that work. It demonstrates that not only
an efficient injection of spin-polarized electrons into GaAs can be achieved using semimagnetic
resonant tunneling diodes, but also a manipulation of the spin polarization to a certain degree via an
external voltage applied to the device. Further work, however, is needed to accomplish a complete
reversal of the spin polarization.

Having started his PhD studies at the Department of Semiconductor Physics, University of
Ulm, Thomas Gruber’s principal area of research interest is now the development of wide band-
gap ZnO-based semiconductor structures. Again the research work includes both the investigation
of the epitaxial growth conditions and their effects on structural, electrical and optical properties
of the devices. An MOCVD method is now being used for the epitaxy, though.
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Molecular beam epitaxy (MBE) of quantum devices

A. Y. Cho, D. L. Sivco, H. M. Ng, C. Gmachl, A. Tredicucci,
R. Colombelli and F. Capasso
Bell Laboratories, Lucent Technologies 600 Mountain Avenue,
Murray Hill, NJ 07974 USA

Molecular beam epitaxy (MBE) is a thin film process for the growth of single crystalline semicon-
ductor, metal, and insulator materials. A unique feature of MBE is the ability to prepare layers with
atomic precision. The film grows atomic layer by atomic layer. This allows us to achieve “band
structure engineering” and it is the basis of many high-performance semiconductor devices such
as high-speed electronic circuits, lasers, and detectors.

One illustration of the demanding structures grown by MBE is the Quantum Cascade (QC)
Laser. This laser is fundamentally different from conventional lasers in that it can be tailored
to emit light at a specific wavelength by simply varying the quantum well width using the same
combination of semiconducting materials. The quantum wells may be as thin as 10 Angstroms
and the whole QC laser may be composed of over five hundred precise layers. This can only be
achieved by computer controlled MBE. With InGaAs for the well and InAlAs for the barrier, we
have demonstrated emission wavelengths from 3.5µm to 24µm. The highest peak optical power
we have obtained is 2 W pulsed and 0.5 W cw. The highest operating temperature was demonstrated
at 425 K for an 8.4µm laser with an output power of 17 mW.

Most of the QC lasers made today are with InGaAs/InAlAs and GaAs/AlGaAs systems. In
order to achieve shorter wavelength, intersubband transitions useful for the fiber communication
wavelength, we have to extend the material system to GaN/AlGaN, which has a maximum con-
duction band offset of 2 eV. Preliminary studies of that system will also be discussed.

MBE is now a high volume production technology for microwave and photonic quantum de-
vices. Multi-wafer, computer controlled high throughput MBE systems can automatically grow as
many as seven 6′′ or fifteen 4′′ wafers on each platen with uniformity and reproducibility within 1%.
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X-ray diffraction study of CdSe/BeTe nanostructures grown by MBE
with stressor-controlled interfaces

R. N. Kyutt†�, T. V. Shubina‡, S. V. Sorokin‡�, S. V. Ivanov‡�, P. S. Kop’ev‡,
A. Waag‡, G. Landwehr� and M. Willander��

† Ioffe Physico-Technical Institute, St Petersburg, Russia
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Self-formation of quantum-confined nanostructures of wide gap II-VI compounds (e.g. CdSe/ZnSe)
is characterised by enhanced broadening (up to 10 monolayers (ML)) of the deposited strained in-
sertions even when they are in a sub-monolayer thickness range [1, 2]. This results in smoothing
a carrier localisation potential, preventing fabrication of real quantum dots (QDs) optically active
up to the room temperature. Therefore, looking for a novel approach to the 0D-nanostructure fab-
rication, differing from the conventional Stranski–Krastanov growth mode, is of great importance.
Recently, a stimulating effect of an intentionally-introduced super-strained fractional monolayer
(FM) of BeSe — “stressor” — on the self-formation of CdSe QDs in ZnSe has been observed [3].
The stressor-assisted growth appears to be most effective for the Be-containing compounds with
strong chemical bonds resulting in sharp nanostructure interfaces [4]. Novel CdSe/BeTe nanostruc-
tures grown using CdTe FM as a stressor [5] have demonstrated a possibility of CdSe nano-island
(< 10 nm) ordering and an interface-induced linear optical anisotropy due to using two binary
compounds with no-common atoms [6].

In the paper we report on x-ray diffraction (XRD) study of the CdSe/BeTe nanostructures,
intended to elucidate chemical composition of interfaces, playing a role of natural stressors, and
process of their formation during molecular beam epitaxial (MBE) growth.

The study has been performed on CdSe/BeTe superlattice (SL) structures grown on GaAs(100)
substrates at 300◦C in a Riber 2300 MBE setup. RHEED specular spot intensity (SSI) oscillations
were monitored to control the interface formation with a high accuracy [5]. Three sets of the
structures were investigated. Two sets involve CdSe/BeTe SLs with CdTe interfaces intentionally
formed by CdTe FMs (< 0.3 ML) deposited prior the growth of each CdSe and BeTe layers. For
the first set of the SL structures, CdTe growth at the first BeTe-CdSe interface was interrupted
at a local RHEED SSI maximum and for the second SL set – at the SSI minimum [5]. In both
sets the second interfaces are grown at the SSI maximum. SL samples of the third set contain
only the CdTe FM insertions in BeTe, deposited till either the SSI minimum or the SSI maximum
for the reference. The intended SL period is between 5–6 nm, a nominal thickness of the CdSe
insertion is varied in the 0.4−1.5 ML range for different samples. The parameters of the samples
are listed in Table 1. XRD measurement were performed on a Philips X-Pert Diffractometer using
the symmetrical Bragg reflections 002 and 004. The double crystal diffraction (DCD) rocking
curves (RCs) and triple crystal scans were recorded using CuKα1 radiation.

The XRD curves measured demonstrate periodical intensity distribution with SL-satellites and
well-resolved thickness fringes for most of the samples. We present here only 002 reflection RCs
containing more details and having the more distinct satellites and fringes as compared to 004 ones,
which is due to the larger value of the BeTe structural factor than those of CdTe and CdSe.

The accurate theoretical simulation of the RCs of CdTe/BeTe SLs (the samples of the third set)
(see Fig. 1(a)) allowed us to determine the CdTe nominal thicknesses corresponding to both the

2
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Table 1. Parameters of the samples used in the study.

CdSe CdTe SL period SL(0) ��
Sample width interface thickness position deviation BeSe
No (ML) deposition (Å) (arc. sec) (arc. sec) (ML)

1480 — min SSI(0.08 ML) 39.3 433 — —
1481 — max SSI(0.2 ML) 44.9 205 — —
1484 0.4 Max–max 45.9 147 229 0.45
1487 0.7 Max–max 50.8 25 229 0.48
1483 1.0 Max–max 56 310 716 1.12
1489 1.5 Max–max 57–66 −173 383 0.77
1502 0.7 Min–max 51 51 641 1.04
1505 1.0 Min–max 29.4 1610 2500 0.45
1503 1.5 Min–max 54 54 973 1.59

SSI maximum and minimum. The values were further employed in processing XRD data of other
samples. One should stress that 004 RCs of the samples of the both first and second sets have a
similar shape, while the 002 curves differ considerably by the satellite intensity. Samples of the
first set exhibit a more strong SL(+1) satellite peak, whereas the SL(−1) one almost disappears
(Fig. 1(b)). For samples of the second set RCs have a more symmetrical character (Fig. 1(c)). The
values of the SL-period determined from simulation these RCs are also given in Table 1.

Comparison of the experimental SL(0) peak positions with those expected from the measured
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Fig. 1. Experimental (thick line) and simulated (thin line) DCD (002) rocking curves for
(a) CdTe/BeTe SL (#1480); (b) CdSe/BeTe SL with the max-max CdTe interfaces (#1483);
(c) CdSe/BeTe SL with the min-max CdTe interfaces (#1502). Angular position of the SL(0)
peak at 002-rocking curves for the samples of the first set (squares) and the second set (circles) as
a function of CdSe nominal thickness is presented in (d).
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SL period and intended composition (CdSe and CdTe contents) shows that the experimental values
are strongly deviated to the positive angles. The dependence of the angular deviation on the CdSe-
content (Fig. 1(d), Table 1) has a non-monotonic character: an abrupt shift of the SL(0) peak
position for samples #1483 and #1505 withw ∼ 1.0 ML is observed as compared to others in
each set following a monotonically decreasing dependence. The deviation is obviously larger for
the second set samples, reaching for #1505 the value which gives the SL(0) position at the angle
higher than that corresponding to a pure BeTe layer.

These facts make us suppose that there exists an additional component with the lattice parameter
smaller than that of BeTe in the SLs studied, which can be BeSe only. Be-Se interface bonds can
arise at the BeTe surface free from the intentionally deposited CdTe islands due to exchange
reactions between Se atoms impinging onto the surface with the BeTe lattice. These reactions are
strongly shifted to the BeSe formation owing to its much higher binding energy. Obviously, the SLs
of the second set with the smaller CdTe coverage (SSI minimum) of BeTe surface should display
higher contribution of BeSe interface bonds. To explain the maximum of BeSe-bond contribution
atw(CdSe)∼ 1 ML one should take into account that CdSe is deposited in MBE mode under strong
Se-rich conditions. The excessive Se atoms may interact with the free BeTe surface, resulting in
the BeSe bonds formation, faster than a CdSe deposition rate. However, this process comes to
saturation soon, while CdSe amount continuously increases.

Simulation including BeSe contribution provides more satisfactory coincidence of the exper-
imental and calculated RCs (Fig. 1(b) and (c)), although does not reproduce all the details of the
experimental curves, particularly the shape of the satellite peaks. Probably, there are some ad-
ditional peculiarities of the interface structure, like e.g. lateral composition distribution, which
influence the diffraction intensity distribution.

In conclusion, we perform a detail XRD study of the novel type-II CdSe/BeTe nanostructures
formed by stressor-assisted self-formation. High sensitivity of the diffraction curves to interface
types is revealed. The model developed for a simulation of rocking curves includes spontaneous
formation of BeSe-enriched interface formation when the smaller amount of CdTe FM stressor as
compared to that corresponding to a maximum RHEED SSI is intentionally deposited.
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Abstract. We report on growth as well as optical, transmission electron microscopy and X-ray
diffraction studies of a new type of a GaAs/GaSb heterostructure, with 1 to 3 monolayer thick GaAs
layers embedded within unstrained GaSb. In such structures the GaAs layer is under tensile stress,
in contrast to the situation in which self-organized growth of quantum dots is commonly observed.
The structure emits light in the 2µm wavelength range.

Quantum dots (QDs) have recently attracted considerable interest due to their rich physics
and optoelectronic applications, especially in prospective lasers [1]. Up to date, a number
of the lattice mismatched semiconductor systems including InAs/GaAs [2], (Ga,In,Al)Sb/
GaAs [3, 4], InAs/InP [5] and InP/InGaP [6] were found to form self-organized QDs under
appropriate conditions. Most of the papers concern the situation when a thin strained layer
is inserted in a matrix of an unstrained wider band-gap semiconductor with a smaller lattice
constant. The quantum well (QW) and QD structures with different types of band offsets
have been studied, including both type I [2, 5, 6] and type II [3, 4] band line-ups. The
common feature of all these heterostructures is that the narrow band-gap material is under
compressive strain. Furthermore, the surrounding matrix material is usually a relatively
wide-gap compound such as GaAs or InP. As a result, the possible operating wavelength
of such QD lasers is shorter than 1.55µm. The potential advantage of type II QDs for
the suppression of the Auger recombination channels make them particularly promising for
light emission in the near- and mid-IR regions, particularly above 2µm, where conventional
types of semiconductor lasers meet severe problems due to Auger processes [7]. Thus, it is
important to be able to extend the emission wavelength range of type II QD heterostructures
beyond 2µm.

In this paper we demonstrate a new type of a lattice-mismatched heterostructure char-
acterized by intense photoluminescence (PL) in the spectral range of 1.7–2.3µm at low
temperatures. The samples contain ultrathin GaAs layers grown pseudomorphically in a
GaSb matrix. The GaAs thickness was varied between 1 and 3 monolayers (MLs), i.e.
within a typical range for the formation of self-organized QDs driven by a 7% lattice mis-
match between GaAs and GaSb [3]. In contrast to the systems studied previously, the
GaAs layer inserted into GaSb is under tensile stress and it can serve as a model for ex-
perimental studies of such systems, particularly that in the reversed structures (GaSb in
GaAs) the self-organised QD formation is reasonably well documented [3, 4]. To the best
of our knowledge, the only work concerned with the emission properties of comparable
structures was reported recently by Glaser et al. [8], who observed a strong emission from
AlAs monolayers in AlSb.

5
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Both single GaAs/GaSb structures and a superlattice (SL) were grown by molecular
beam epitaxy (MBE) on GaSb(001) substrates at a constant temperature of 520◦C. Con-
ventional solid source effusion cells were used to produce Ga, Al and As4 fluxes, whereas
Sb2 flux was supplied from a RB-075-Sb cracking cell. The single structures contain a
0.5µm thick GaSb buffer layer followed by a 0.3µm GaSb layer with an ultrathin GaAs
layer of varying thickness inserted in the center and confined by 30 nm Al0.5Ga0.5As barri-
ers on both sides. The GaAs layer is grown under (2×4)As-stabilized conditions with a 10 s
growth interruption before and after to avoid As and Sb flux intermixing. The growth time
of GaAs was varied between 2" and 5" in different samples, or between 1.2 and 3 MLs.
Several samples were grown without substrate rotation to ensure a uniform variation of
the GaAs thickness across the substrate surface. A ten-period 1.2 ML-GaAs/4 nm-GaSb
SL sample was grown under the same conditions. The PL experiments were performed
in a closed-cycle He cryostat or a liquid nitrogen cryostat, in the temperature range from
8 K to 300 K. CW laser diodes emitting either at 0.8µm or at 1.3µm were used for the
PL excitation.

The SL structure was characterized by X-ray diffraction (XRD). Figure 1 shows a (004)
θ − 2θ XRD rocking curve measured in the SL sample. Both a zero-order SL reflection
and higher-order satellites are prominent, providing an estimate of the SL period of 4.3 nm
and nominal thickness of GaAs layers within the SL of 1.2 ML, in good agreement with
design specifications. The simulations of the SL XRD rocking curves (Fig. 1) yield an
estimate of the average broadening of the layers along the growth direction, resulting e.g.
from the effects of inter-diffusion and Sb segregation during MBE growth [9]. This effect
is observed through a fast decrease of the relative intensities of the SL satellites with the
satellite order. The broadening of the GaAs layers in our sample is 4–5 ML. In such case the
formation of ideal abrupt GaAs quantum wells can be ruled out, as well as the formation of
a dense array of thick 3-dimensional (3D) QDs. Rather, the XRD data describe a SL built
from GaAsSb layers, with spatial nonuniformities due to the nanoscale alloy composition
or thickness fluctuations.
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using with a Gaussian-like broadened distribution ofAs atoms up to 4.5 ML FWHM (dashed curve).
The inset shows the schematic diagram of band line-ups and optical transitions for tensile strained
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A set of the samples was studied by transmission electron microscopy (TEM) in cross-
section geometry using a Philips EM-420 microscope at 100 kV. It is well known that (200)
reflections are chemically-sensitive for face-centered cubic materials and can be used to
detect the composition variation [10]. Figure 2 demonstrates the dark field (DF) images of
single GaAs/GaSb samples with different GaAs thickness. All the images were obtained at
the same conditions. It should be noted that GaAs insertions in all the images are seen as
thin dark stripes, which are not continuous. The image of the 0.8 ML GaAs layer looks like
a dotted line and consists of the dots with lateral sizes of about 1 nm (Fig. 2(a)). By raising
the nominal thickness of GaAs, the TEM image shows dash line contrast and reveals the
extended islands having noticeable strain field (Fig. 2(b)). These islands do not interlock
themselves with the further increase in the GaAs thickness. But their sizes raise in the
growth direction, that is seen in Fig. 2(c) as enlargement of dark haloes near the islands. In
Fig. 2(d) one can see the extended defects near some islands, that demonstrates the starting
of relaxation process in the structure with a 2 MLGaAs insertion.

The structures with thin GaAs layers exhibit PL at low temperatures. Figure 3 displays
the PL spectra measured at 80 K at low excitation conditions (1 W/cm2) in the single layer
samples with varying GaAs thickness. All the spectra show a peak at∼0.8 eV due to
the band-to-band transitions in bulk GaSb, accompanied by a 0.775 eV peak attributed
to donor - deep native acceptor recombination, and another peak, with the peak energy
related to the GaAs thickness as deduced from the XRD measurements and extrapolating
the GaAs deposition time. As the thickness increases from 1.2 to about 3.5 ML the peak
shifts from 1.7µm to 2.3µm. Simultaneously, the peak undergoes some broadening, and
its maximum intensity progressively decreases. The integrated intensity remains almost
constant up to the nominal thickness of about 2.5–3 ML, and then it abruptly decreases in
thicker layers. The emission wavelength of the GaAs/GaSb structures remains well below
the GaSb band gap due to the type II band line-up. The inset in Fig. 1 demonstrates the
expected band offsets and the scheme of optical transitions, as estimated using the van der

10 nm

(a) (c)(b) (d)

Fig. 2. Cross-section g[002] DF TEM images of the single-layer GaAs/GaSb samples with different
nominal thicknesses of a GaAs layer: (a) 0.8 ML, (b) 1.2 ML, (c) 1.5 ML and (d) 2.0 ML.
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Fig. 3. Low excitation PL spectra of single-layer GaAs/GaSb samples with different GaAs nominal
thicknesses.

Walle approach [11]. A strong biaxial stress induced by the 7% lattice mismatch results in
a shrinkage of the GaAs band gap down to about 0.4 eV, making it noticeably smaller than
the equilibrium band gap of the surrounding bulk GaSb. Nevertheless, the resulting band
line-ups are of type II with electrons confined in GaAs and holes in GaSb.

In conclusion, we have presented an optical, TEM and XRD studies of a new type of
heterostructure combining a thin layer of GaAs in GaSb, where GaAs is under tensile strain.
The structure is characterized by a type II band offset and it emits bright PL in the spectral
range of 1.7–2.3µm, depending on the nominal thickness of the GaAs layers.
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Abstract. The influence of surface reconstruction on the homoepitaxial growth of GaAs(001)
has been studied by the Monte Carlo simulations. In the model, both Ga and As species are
deposited onto a GaAs(001)-β2(2×4) reconstructed surface simultaneously atT � 580◦C as this
corresponds to the ordinary growth condition of molecular beam epitaxy. The growth mechanism
of the β2(2× 4) structure has been identified; also studied are the step-flow growth modes on
vicinal surfaces of various misorientations.

Introduction

Molecular beam epitaxy (MBE) and reflection high-energy electron diffraction (RHEED)
have been the useful tools in developing semiconductor devices by controlling growth
at the accuracy of atomic layers. This is based on the fact that the oscillation period of a
RHEED intensity during steady state growth mode corresponds to the growth of one atomic
layer. The conventional use of these techniques relies on the claim that the evolution of the
specular intensity of RHEED in MBE can be well accounted for by that of the density of
atomic steps [1, 2, 3]. However, by carrying out kinetic Monte Carlo (KMC) simulations of
the homoepitaxial growth on a GaAs(001)-β2(2×4) reconstructed surface with the growth
condition of the ordinary MBE, we found that the calculated density of double As dimers
which characterizes theβ2(2× 4) reconstruction, and not that of atomic steps, evolves
synchronously with an observed RHEED intensity. We also found that the growth of an
atomic step is strongly affected by the diffusion anisotropy of Ga adatoms as well as the
relative phase of theβ2(2× 4) structures between an upper and a lower terraces.

1. The model

Experimentally, it is well known that theβ2(2× 4) reconstruction is kept stable in the
homoepitaxial MBE growth of GaAs(001) when the substrate temperature is kept atT =
580◦C± 20◦C, both Ga and As species are supplied onto the substrate simultaneously,
and the V/III flux ratio is sufficiently high. To simulate this, we use Ga atoms and As2
molecules for the deposition sources of the MBE growth. The substrate is constructed on
the zinc-blende structure, on which theβ2(2×4) reconstruction is realized by the Coulomb
repulsion between surface As atoms located at the in-plane next nearest neighbor sites in
the [110] direction [5].

For the atomistic kinetics, the diffusion of a Ga adatom is realized by the random walk.
Moreover, we introduce the reservoir of As2 species to approximate the chemisorbed as
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Fig. 1. (a) The density of doubleAs dimers and (b) the density of Ga adatoms plotted as functions of
growth time. The growth simulations were carried out on the 120as × 120as lattice. The symbols
A and B indicate the occurrence of the structural transformation and the growth interruption,
respectively. The decay constant of (b) after the growth interruption is about 2.5 s.

well as physisorbed states of this species [6] in a mean-field manner. Then, when As2
molecule is deposited from its source, it is once stored at the reservoir, from where it is
either supplied onto a surface or desorbs into vacuum. It is actually the introduction of
this state that makes possible the growth simulations under the realistic range of V/III flux
ratio, i.e.,≥ 6 [7]. In the growth simulations which follow, the deposition fluxes are fixed
to be 0.1 and 0.4 monolayers (ML)/s for Ga atoms and As2 molecules, respectively.

Furthermore, to examine the effect of the diffusion anisotropy of a Ga adatom, we
introduce the parameterG to denote the enhanced ratio of its random walk between parallel
and perpendicular to the As dimer row.

2. Island growth mode

With this model, we found that the nucleation of an island occurs on top of the double As
dimer row of theβ2(2× 4) structure. However, the initial island thus appeared does not
take theβ2(2× 4) structure. Instead, an island adopts this reconstruction after it becomes
wide enough in the [110] direction to split into two parts. By calculating the density
of double As dimers during growth simulation and after its interruption, we found that
this density, and not the density of atomic steps, evolves synchronously with an observed
RHEED intensity, as seen in Figs. 1(a) and 1(b) [4]. The growth simulations were carried
out on the 120as × 120as lattice, whereas = 4.0 Å denotes the surface lattice constant.

Moreover, we found that the structural transformation of initial growing islands can
be identifiedin situ by observing RHEED. When combined with our discovery that this
structural transformation is particularly prominent when the deposition coverage of Ga
atoms is at around 0.1 ML, this result means that it is appropriate to interrupt growth
before the oscillation of a RHEED intensity reaches its maximum by about 10% of an
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Fig. 2. Evolution of the density of doubleAs dimers on theA surface. The simulations were carried
out on a 120as × 120as lattice, on which the 80as × 120as strip and the 40as × 120as strip are
stacked consecutively. The deposition fluxes of Ga atoms and As2 molecules are chosen to be 0.1
ML/s and 0.4 ML/s, respectively. (a)G = 5 and (b)G = 1.

oscillation period. This is contrasted with the conventional use of RHEED in which growth
is interrupted when its intensity arrives exactly at its maximum of the oscillation because
the evolution of a RHEED intensity has been supposed to correspond to that of surface step
density.

3. Step-flow growth mode

Typical step-flow growth directions which have been studied hitherto are for the vicinal
surfaces misoriented from (001) toward the [110] direction, the [110] direction, and the
〈010〉 directions, which are called the A, B and C surfaces, respectively [3]. For these
surfaces, it was found that the RHEED intensity evolves completely differently between A
and B or C surfaces. According to our simulations, this difference is caused by the diffusion
anisotropy of Ga adatoms which is enhanced parallel to the As dimer row direction than
to the perpendicular direction. Due to this anisotropy, once a Ga adatom is deposited onto
a surface, it hardly reaches a step edge when it is running parallel to the As dimer row.
Following the previous case, we calculated the density of double As dimers in the initial
stage of the simulated growth with such step edges. To this end, we constructed the three-
bilayer structure consisting of the stacking of the first and second strips of 80as × 120as
and 40as×120as in their sizes on top of the 120as×120as lattice used as the substrate. By
these simulations, we found that the density of doubleAs dimers exhibits a rapid oscillation
of only one period, followed by its gradual decrease, as seen in Fig. 2 [8]. Note that, in this
particular configuration, a small value ofG induces the nucleation and growth of islands,
whereas on a real A surface, a large value ofG does this task.

In contrast, this diffusion anisotropy makes a Ga adatom to reach a step edge more
easily on the B and C surfaces and, hence, it is naturally expected that the growth proceeds
similarly on these surfaces. Therefore, the RHEED experiment on the A, B and C surfaces
are qualitatively accounted for by these simulations.
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4. Summary

By carrying out KMC simulations with the use of the realistic two-species model, we
showed that the evolution of a specular intensity of RHEED is well accounted for by
that of the density of double As dimers which characterize theβ2(2 × 4) reconstruc-
tion. On a singular surface, the structural transformation associated with the growth of the
GaAs(001)-β2(2×4) surface is found to shift the origin of the growth time by the coverage
of approximately 0.1 ML. Our result suggests that one should take account of this effect in
determining the time to interrupt growth in the fabrication of heterostructures. On the A
surface, the similar calculation showed again that the density of double As dimers accounts
for the evolution of the observed specular RHEED intensity. Thus we conclude that the
qualitative difference in the evolution of a RHEED intensity between A and B or C surfaces
is due to the diffusion anisotropy of Ga adatoms.
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Abstract. We have shown that complex 3-dimensional micro- and nanostructures (shells) can
be formed by directional rolling up of strained thin heterofilms debonded from the substrate.
A technique for controlling the shape and lacation of the structures is proposed and realized.

Introduction

Nanometer-range structures are of great interest since they hold much promise as building
blocks for future electronic and mechanical nanodevices. In nanotechnology, molecular-
beam epitaxy offers wide possibilities for precise nanostructuring in the growth direction.
However, structuring with similar precision in the remaining two dimensions has not yet
been achieved: in this respect, capabilities of traditional lithographic methods remain
restricted to some tenth parts of nanometer.

Recently, a breakthrough in this direction was made in [1, 2]. The possibilities were
shown i) of detaching from substrate atomically smooth heterolayers of nanometer-range
thicknesses (by selective etching of sacrificial underlayers contained in the initial structure)
and ii) of fabricating from the strained heterofilms thus obtained nanotubes and other nano-
objects of cylindrical geometry. It was shown that using self-scrolling process of detached
heterofilms it is possible to obtain nanotubes with almost any desired diameter (from 100µm
to 2 nm for InGaAs/GaAs films [1, 2], and to 10 nm for SiGe/Si films [3, 4]).

The present work is aimed to solving another, more difficult problem, namely, the
problem of giving a freed atomically smooth nanometer-thick film a more complicated
desired shape. In this study, more intricate objects were obtained from Si/GeSi films.

1. Fabrication technique

Figure 1 depicts the self-scrolling process by the example of a strained GeSi/Si heterostruc-
ture heavily doped with boron. In this case, the undoped sacrificial layer can be selectively
removed by dissolving it in a 3.7% NH4OH:H2O solution, the heavily Boron doped Si and
GeSi layers remaining nearly intact due to high selectivity of the etching process between
heavily and lightly doped layers [3, 4]. Due to high elastic strain in the GeSi/Si system,
the freed film starts rolling thus forming a tube, a spiral or a ring.

To transform a plane figure in a three-dimensional shell of a desired shape, it is re-
quired to develop a method that would provide a possibility to roll the plain figure, in a
controllable manner, in preset directions. Although, to do this, several approaches can be
used, on imposing an additional requirement, i.e., applicability of the method to fabricating
nanometer-size objects, too evolved variants (such as, e.g., two-level lithography) should
be rejected.

13
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Fig. 1. Schematic view of the self-scrolling mechanism. p+-Si/GeSi is strained bilayer, n-Si is
sacrificial layer. The elastic forcesF1 andF2 give rise to a momentM of forces which tends to
bend the bilayer.

Below, we extend the previously developed nanotube formation technology to fabrica-
tion of more complicated three-dimensional objects using a merely geometric approach.
The essence of the approach is the following. Obviously, the geometry of the initial plane
area determines the sites at which the rolling process is initiated and terminated; this pre-
determines the rolling directions suitable for rolling more complicated objects. Figure 2
schematically shows initial lithographically obtained plane figures that were used in this
study. Apparently, during isotropic lateral selective etching of the underlying sacrificial
layer, the acute angles will detach from substrate first, Then, the mechanism of enhanced
(by a factor of 1000) etching of the sacrificial layer in the places where the film bends off
the substrate starts operating. As the films rolls, access for the etchant to still intact parts of
the sacrificial layer opens. This mechanism of enhancement determines directions along
which the freed parts of the film roll. The rapid rolling results in formation, in a simplest
case, of a ring. On reaching the end of the strip, the rolling processes slows down, thus
determining the final position of the resultant three-dimensional shell on the substrate.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Fig. 2. Simplest patterns formed on strained Si/SiGe heterostructures.

2. Results

Figure 2 shows some examples of simplest patterns that were formed with the help of
electron-beam lithography on strained Si/SiGe heterostructures. Regions exposed to the



NT.06 15

(e)

(a) (b)

(c)

(d)

Fig. 3. Open shells formed from bilayer strips of lengthL ≈ R, R = 2µm and thickness
d = 35 nm.

electron beam (seen in the figure as dark parts) were removed by dry etching to locally
disclose the undoped-Si sacrificial layer. The experiments were carried out on Si/SiGe
heterostructures with the total thickness of bilayerd = 35 nm (the equilibrium curvature
radius of the relaxed bilayerR = 2 µm and also on structures withd = 6 nm and
R = 300 nm. Using these patterns and the above-described directional self-rolling process
of the Si/GeSi bilayer, we have fabricated shells of various shapes. Some of these shells are
shown in Figs. 3 and 4. Among them are open shells formed from bilayer strips of length
L ≈ R (Fig. 3), and also closed shells formed from strips withL� R (Fig. 4).

Below, open shells are listed which were obtained from the patterns shown in Figs. 2(a)-
(h), respectively: (a) strips-needles bent off the surface or directed toward it with their sharp
ends (as shown in Fig. 3(a)); (b) a strip-needle bent-off from the substrate upward and aside,
which is a result of artificially introduced anisotropy of mechanical properties of the strip
(perforation); (c) a sawing (as shown in Fig. 3(b)); (d) a spiral-like strip (Fig. 3(c)).

From pattern shown in Fig. 2(e)-(h) we fabricate shells interacting between themselves:
(e) strips-needles directed one toward another; (f) a ball-shaped shell formed by six “petals”;
(g) tips (Fig. 3(d)) and an ordered array of needles (which may be used in fabrication of
“cold” cathodes) (Fig. 3(e)); (h) a small ball-shaped shell suspended on “pedicles”, with
two needles attached to it (a useful construction for nanomechanics).

For the caseL � R, the following shells were obtained using the patterns Figs. 2(a)-
(f): (a) rings (Fig. 4(a),(b)), a helix (Fig. 4(c)) or tube (Fig. 4(d)); (b) a spiral smoothly
passing into a tube at the place where the strip was widening; (c) a tube with modulated
wall thickness; (d) rings attached to a tube; (f) six rings (tubes) attached to each other;
(g) an array of double (left and right) spirals fixed to substrate with their ends (Fig. 4(e)) (a
basic structure for nanomechanics and nanoelectronics devices).
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Fig. 4. Shells formed from bilayer strips of lengthL � R, R = 2 mm and thicknessd = 35 nm
(a,b,d,e),R = 300 nm,d = 6 nm (c).

3. Conclusion

In conclusion a rich variety of shapes that can be obtained with the above-described tech-
nology is noteworthy. In fact, a wide set of plane geometric figures may be transformed
into a wide set of three-dimensional shells of various shapes. The simplicity of the method,
its applicability to a broad class of materials and, finally, its compatibility with the mature
integrated-circuit technology allows us to anticipate its wide practical applications in the
future. It is extremely important that, just changing the dimensions of the plane figure to
be rolled up in a shell, locally thinning it (by etching) or introducing artificial anisotropy
of its mechanical properties, one can obtain a multitude of various shells from identical
patterns on one and the same heterostructure. Assembling shells of various shapes into
arrays and filling or overgrowing them with various materials, one can fabricate complex
architectures the industry requires today.
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Introduction

Stimulated by a number of potential applications [1], growth of fluorite (CaF2) on Si(111)
has been extensively studied [2]. Only a few attempts have been undertaken, however,
to investigate the initial stages of CaF2 growth on a technologically important Si(001)
surface [3, 4], where anisotropic CaF2 growth accompanied by the formation of the quasi-
one-dimensional islands was observed using TEM and STM techniques. Such islands with
nanometer scale width could be attractive for nanolithography. In this work we studied the
initial stages of the fluorite growth and the formation of nanometer-scale islands on Si(001)
using electron diffraction (RHEED and LEED), atomic force microscopy (AFM), ultra-
violet photoemission spectroscopy (UPS) and metastable atom deexcitation spectroscopy
(MDS).

1. Experimental

Calcium fluoride nanostructures have been grown in the UHV conditions by evaporation
of CaF2 small pieces in an amorphous carbon crucible onto a thermally cleaned at 1250◦C
Si(001) surface. The temperature of the substrate during the fluorite deposition was in
400−750◦C range, the deposition rate was 2–3 nm/min. Electron energies in RHEED
and LEED measurements were 15 keV and 70 eV respectively. The surface morphology
of the CaF2/Si(001) structures was measuredex-situ in the tapping mode of a P4-SPM
atomic force microscope produced by NT-MDT (Zelenograd, Russia). The typical lateral
resolution of the AFM measurements was 10–20 nm, depending on the sharpness of the
cantilever tip. In the UPS experiments a He windowless differentially pumped discharge
lamp emitting He I (21.2 eV) photons and a hemispherical electron analyzer have been
used. In the MDS a differentially pumped discharge nozzle-skimmer source was used.

2. Results and discussion

Before the fluorite deposition, electron diffraction patterns clearly showed 2× 1 and 1× 2
domains (see for example inset in Fig. 1). Atomic force microscopy showed 100–200 nm
width terraces separated by steps of 1 to 8 monolayers (ML) height (Fig. 1). Depositing
a few CaF2 monolayers (typically 1–6 ML) at this surface, we found that the surface
morphology drastically changed with the temperature of the Si(001) substrate.

After the growth at 450◦C, an array of more or less uniformly distributed CaF2 islands
with characteristic size of 10–20 nm (Fig. 2(a)) could be seen on the surface. The islands
were 3–8 nm in height and most of them were elongated in the [110] or [11̄0] directions. The
transmission spots on the RHEED patterns taken along these directions (inset in Fig. 2(a))
showed that the lattice orientation in the silicon substrate coincided with that of the fluorite
islands. It is noteworthy that during the CaF2 growth the Si(001) 2× 1 superstructure

17
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Fig. 1.AFM topography image of
Si(001) substrate before CaF2 de-
position. Inset — LEED pattern
of the surface taken at 70 eV.
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Fig. 2. AFM topography images after deposition of one
CaF2 monolayer at 450◦C (a) and 6 ML at 650◦C. Insets —
corresponding RHEED patterns.

disappeared gradually: it could be distinguished in the pattern even after 2–3 ML of CaF2
were deposited.

Increasing the deposition temperature above 700◦C, a different type of nanostructures
was obtained. The fluorite forms an array of very narrow parallel stripes of several microns
length (Fig. 2(b)), running along either the [110] or [11̄0] directions, depending on which
direction was closer to the surface steps on Si. At intermediate temperature, however,
structures with two perpendicular arrays could be observed. The width of the stripes was
15–20 nm, measured by AFM, and their height was 3–8 nm. Since the earlier stages of
deposition, the RHEED pattern taken with the e-beam perpendicular to the stripes (inset in
Fig. 2(b)) showed distinct transmission spots which were different from the low-temperature
case (see inset in Fig. 2(a)). The pattern indicated that CaF2 [110] axis was normal to the
substrate plane while the CaF2 [11̄0] axis coincided with Si [1̄10]. The RHEED pattern
taken with the e-beam parallel to the stripes showed the 3× 1 reconstruction, reported
earlier [5] for CaF2 growth on the Si(110) surface. This fact was another evidence for the
unusual (110) orientation of the CaF2 lattice.

A detailed analysis of the RHEED pattern evolution during the high-temperature growth
has shown that the stripes form after the deposition of a single CaF2 monolayer. Unlike
thicker structures, the first CaF2 monolayer covered the substrate uniformly, acting as a
wetting layer (Fig. 3). During the formation of the wetting layer the surface remained flat.
However, a drastic change of the surface step pattern took place. Instead of the ill-defined
shape of the step edges on the initial silicon surface, the step edges of the wetting layer
were aligned along the [110] or [11̄0] directions. During the wetting layer formation, in the
direction where the stripes were expected to develop at higher CaF2 coverage, one could
observe a 3× 1 superstructure in the RHEED pattern (inset in Fig. 3).

MDS and Photoemission measurements with He I photons allowed us to monitor the
formation of new bonds at the interface. Figure 4 (curves a and b) shows that the intensity of
the Si surface state peak after the deposition at low temperature (450◦C) practically has not
change, indicating that the most part of the surface keeps the silicon superstructure. This
correlates with the observation of the Si(001) 2× 1 superstructure in the RHEED patterns
even after the deposition of 2–3 ML of CaF2. These findings allowed us to conclude that
the area between the CaF2 dots (see Fig. 2(a)) was bare silicon surface. However, after
the deposition of one CaF2 monolayer at high temperature (700◦C) the silicon surface
state peak disappeared (Fig. 4(c)). This correlates with the formation of the wetting layer
uniformly covering the silicon surface. It is believed that the wetting layer results from the
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Fig. 5. Ultraviolet photoemission spectra in CaF2 valence band region after CaF2 deposition at
450◦C (a) and 700◦C (b).

chemical reaction at the interface with the creation of strong chemical bonds and change
in calcium ion charge, somewhat similar to what is observed in CaF2/Si(111) [2].

Also from MDS measurements it was evident that a part of the substrate remained
unreacted when deposition occured at low temperature, since contributions from Auger
neutralization [6] from clean Si were observed on the experimental spectrum. On the other
hand, after the completion of 1 ML at high temperature, MDS showed the formation of a
distinct low binding energy band that could be associated to the Ca 4s states. In this case
no contributions from the substrate were observed.

UPS spectra at increasing CaF2 coverage (Fig. 5) were drastically different for low-
temperature and high-temperature growths. At low temperature deposition (Fig. 5(a)) the
position of F2p line was almost independent on the CaF2 coverage: this could be explained
in terms of the 3D growth mode observed in RHEED from the initial stages of deposition.
The slight shift to the higher binding electron energy and the broadening of the peak could
be associated to an increase of the average size of the CaF2 dots.

As was mentioned above, at high temperatures and submonolayer coverage, the forma-
tion of reacted fluoride wetting layer took place. The considerable shift (∼1 eV) to the
lower binding energies of the fluorine peak (Fig. 5(b), lower curve) could be associated to
the different from the bulk fluorine environment in this layer. Drastic transformations of
the photoemission spectra at larger coverage and high deposition temperature (Fig. 5(b),
upper curve) could be naturally related with the formation of a bulk-like valence band in
the fluoride stripes observed in RHEED and AFM (see Fig. 2(b)). A similar effect was
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observed in the CaF2/Si(111) system after the deposition of a CaF2 layer as thin as 2.5 ML.
One of the puzzling phenomena observed in our experiments was the formation of the

single array of the parallel fluorite stripes on the initially two-domain 2× 1 and 1× 2
surface. The well-pronounced two-fold anisotropy of the RHEED patterns taken from the
wetting layer provided a strong evidence for the transformation of the surface symmetry
from four- to two-fold during the formation of the wetting layer. We found that several
CaF2 MLs deposited on the wetting layer at low temperature resulted in the formation of
the stripes rather than dots. The RHEED pattern taken in the azimuth across these stripes
obtained at low temperature showed that the CaF2 lattice was oriented in the same way as
in the high-temperature stripes, i.e. with the CaF2 axis normal to the substrate. This was
an additional evidence of the key role played by the wetting layer in the formation of the
fluoride stripes.

Another attractive issue was clarifying the driving forces for the formation of so narrow
and long fluorite stripes. Taking into account that in the fluorite structure (111)-surface
has the minimum energy [1], one could expect that both CaF2 islands and stripes were
formed by (111) facets. Though the resolution of the AFM was not sufficient to confirm
this, in the RHEED patterns, at certain diffraction conditions, inclined streaks expected
for such facets were clearly seen. From the RHEED data one could conclude that a good
lattice matching existed only along the stripes, but across the stripes a mismatch as high as
45% was expected. This is one of the possible reasons for the observed growth anisotropy.
Another probable reason of the long fluorite stripes formation could be due to the diffusion
anisotropy of the CaF2 molecules on the surface of the wetting layer. One more reason of
the anisotropy in CaF2 growth could be related to the fact that the ends of the stripes are
formed by the vertical (111) facets. The molecules, which attach the stripes in the base of
these facets, form a larger number of bonds than the molecules at the base of the inclined
facets. This would also favor the preferential growth along the stripes.
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Introduction

Silicon is the basis of almost the entire market of microelectronic devices, but it can prac-
tically not be used in light-emitting devices because of the indirect nature of its bandgap,
which drastically limits the luminescence efficiency of this material. As silicon integration
with optical interconnects is an urgent task of the industry, different ideas are under dis-
cussion to overcome this significant disadvantage. We propose to incorporate dense arrays
of submonolayer (SML) narrow gap Ge insertions into a Si matrix. The incorporation of
SML insertions in other material systens was previously demonstrated in resulting in very
small islands having a very high density (for a review seee.g. [1]). In the case of Si–Ge
structures SML islands, or quantum dots (QDs) can, on the one side, provide a partial lifting
of the k-selection rule for radiative recombination. On the other side, electron attraction
to the confined holes may result in confined excitons, assuming that the potential spike
in the conduction band due to Ge SML is small. This, taken together with potentially
very high density of SML QDs, the resulting efficiency of luminescence and gain may be ,
probably, sufficient for optical applications. Photoluminescence from SML Ge embedded
in silicon was investigated by Sunamuraet al. [2]. The PL energy was shown to decrease
with increasing Ge coverage. The effect was explained by quantum confinement caused
by the formation of quantum wires at surface steps and the emission was attributed to a
biexciton process. At the same time no structural characterization of these features has
been performed.

More traditionally SiGe QDs are fabricated by relatively thick SiGe deposits, resulting
in transition to Stranski–Krastanow (SK) growth (seee.g. [3]). In [3] SK QDs were grown
by low-pressure chemical vapor deposition and their PL properties were investigated. The
authors observed that the localization of excitons in the dots leads to an increase of the
luminescence efficiency as compared to the smooth SiGe layers. The disadvantage of SK
QDs is the low in-plane density and the relatively large size, which defines only weak lifting
of the k selection rule on one side, and a small e–h wavefunction overlap due to the type-II
band alignment on the other.

The goal of this work is to study structural and optical properties submonolayer Ge
insertions in a Si matrix with an aim of developing a better approach for QDs in this
system.

Experiment

To investigate the influence of the nominal Ge thickness matrix on the structural properties,
two samples with were grown by MBE (Fig. 1(a)). Both structures were grown using
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Fig. 1. (a) Sequence of the layers in the grown structures. The thickness of the Ge layers was
0.5ML (0.07 nm) or 1ML (0.14 nm) in two different samples. Cross section diffraction contrast
images of specimen with 0.5ML Ge (b) and 1ML Ge (c). The periodicity in the [001] direction is
equal to 4.4 nm in both cases.

Riber SIVA 45 setup on a Si(100) n-type substrates (conductivity 3 cm). Five-inch Si
substrates (OKMETIC) were used. After chemical treatment the substrates were transferred
to the MBE setup. During the growth process the rotation of the samples was used, the
temperature inhomogenity along sample was about∼5%. Structures consist of a 100 nm-
thick Si buffer layer, Ge(0.7 Å or 1.4 Å)/Si(44 Å) superlattice (20 pairs) and a 20 nm-thick
Si cap layer. The substrate temperature was 750◦C for the superlattice growth. For all other
layers it was 600◦C. The growth rates for Si and Ge were 0.5 Å/s and 0.05 Å/s, respectively.

The growth rates were controlled by 2 mass-spectrometers with feedback, the spectrom-
eters were set to 28 (Si) and 74 (Ge) masses. The total gas pressure during the growth was
better than 5· 10−9 Torr. The surface wasin situ controlled using reflection high-energy
electron diffraction.

Photoluminescence (PL) was excited by Ar+-laserλ = 514.5 nm, maximal excitation
density∼500 W/cm2. PL was detected by Ge cooled photodiode. The samples were inves-
tigated by different electron microscopic techniques and SelectedArea Electron Diffraction
(SAED).

Results

The cross section images of the grown structures taken in a diffraction contrast mode at
relatively low resolution are shown in Fig. 1(b,c). The periodicity in growth [001] direction
is 4.4 nm in both cases. It should be noticed that the images of both structures A and B look
almost identical at these imaging conditions. However diffraction patterns show a distinct

0 01 12 23 34 45 5

200 200

100 100

0 0

0.5 ML Ge 1.0 ML Ge

n n
6 7 8 9 10

(a) (b)

Fig. 2. Line scans in [001] growth direction of zero beam spot in diffraction patterns from multilayer
structures A (a) and B (b). In the case of sample B the number of satellites n is twice as large as in
sample A.
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Fig. 3. Plan view images of sample A (a) and B (b). The compositional fluctuations can be clearly
seen in sample with 0.5ML Ge, while the sample B (1ML Ge) is very homogeneous.
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Fig. 4. HRTEM cross-section images of samples A (a) and B (b). The thickness of compositional
fluctuations measured along [001] growth direction are marked. It is equal about∼1 nm and
∼0.27 nm in specimens A and B respectively.

difference (Fig. 2(a,b)). In the diffraction pattern from super lattice formed by 0.5ML Ge
layers (specimen A) the number of Fourier harmonic n is twice less than in the case of 1ML
one (specimen B). This means that the thickness of the incorporated Ge layers in the second
case is practically one or/and two mono atomic layers while in the first case it amounts to
several mono layers.

Compositional nonuniformities of different contrast and very high density are clearly
resolved in plan-view TEM image (Fig. 3(a)) of the SML sample, as opposite to the smooth
TEM image of the 1ML structure.

The single layers of Ge are clearly seen in high resolution cross-section image (Fig. 4(b))
taken from very thin crystal region (t ≈ 20 nm) where the kinematical approximation
still works well enough. According to this approximation concentration of Gex = (k −
1)/(fGe/fSi−1), wherefGe, fSi — atomic scattering amplitudes for Ge and Si respectively,

k = Ix

ISi
= Ix,max− Ix,min

ISi,max− ISi,min
.

It givesx = 0.9± 0.1 what indicates that these layers are practically pure Ge. In the case
of sample A (Ge submonolayers) the compositional fluctuations are observed in (Fig. 4(a)).
The thickness of these fluctuations in the growth direction [001] is about 0.8 nm being in
a good agreement with the diffraction data in Fig. 2(a). Besides, in the plane view images
of sample A one can observe larger domains (N = 1.7× 1010 1/cm2) which look like
very small quantum dots. They are completely absent in the sample B (Fig. 3(a,b)). The
lateral size and the width of these QD estimated in cross-section HRTEM image (Fig. 5)
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3 nm

Fig. 5. Cross-section HRTEM image of the Ge-rich domains
in sample A. The lateral size and the thickness of the domains
are about 7 nm and 3.5 nm respectively.
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Fig. 6. PL spectra from samples
A and B (0.5 and 1 ML Ge re-
spectively).

are equal 7 nm and 3.5 nm respectively. These larger Ge domains may be responsible for
high-contrast features revealed in the plan-view image, while the weaker contrast plan-view
perculiarities may be associated with flatter islands revealed in Fig. 4(a). PL spectra from
specimensA and B are shown in Fig. 6. One can notice an appearance of a peak at 1.064 eV
in sample A. At the same time, the Ge-related emission in this range is very weak in sample
B with 1 Ge ML due to small localization energy of carriers in the 1ML sample [4].

Discussion

One should point out that the appearance of intense PL peak at 1.064 eV in the SML sample
is related to the Ge compositional fluctuations. These fluctuations appear only in sample A
with 0.5ML insertion. Sample B with 1ML shows rather uniform distribution of Ge in the
layer plane. Almost no intermixing in perpendicular direction is revealed. This is a strong
indication of morphological stability of one monolayer structure. Strong compositional
fluctuations in sample A (Figs. 3(a), 5) can be treated as QDs which can result in the charge
carriers localization. In the case of SML QDs the ir size (< 8 nm — in-plane,< 3.5 nm-
thickness) is much smaller than for SK QDs [2] (∼150 nm-diameter,∼9 nm thickness).
This is possibly a reason for shift of PL peak at approximately 100 meV into high energy
region. It occurs due to increasing confinement energy with decreasing QDs thickness. In
the case of sample B the thickness of Ge insertions is too small (1–2ML) for charge carrier
localization.
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1. Introduction

In recent years, the search for new materials for magnetic storage systems has motivated a
number of studies on magnetic multilayers. This interest has been stimulated by the discov-
ery of a giant magnetoresistance effect [1], followed by the design of spin valves [2, 3] with
antiferromagnetic films playing an important role. It is well known that manganese fluoride
(MnF2) is a classical antiferromagnetic material, whose magnetic and optical properties are
well understood. It was also established that it undergoes polymorphic transitions between
the stable rutile-type phase in normal conditions and metastable phases having fluorite or
α−PbO2 structures at high pressures and temperatures [4, 5]. Studies of physical prop-
erties of these metastable phases are attractive from both academic and applied points of
view. While earlier studies concentrated on bulk polycrystalline systems, our efforts have
been focused on MnF2 thin films. In this connection, it is noteworthy that we have demon-
strated the growth of ultrathin MnF2 layers with the inherited cubic structure of fluorite
(CaF2) buffer on a silicon substrate [6]. In this work, we studied MBE growth and struc-
tural properties of relatively thick manganese fluoride layers on different heteroepitaxial
substrates.

2. Experimental

Manganese fluoride layers were grown on Si(111), Si(001) and GaP(001) in a custom
MBE system. CaF2 or CdF2 buffer layers were deposited before the MnF2 growth. At high
growth temperatures [7], we used CaF2 layers to prevent a chemical interaction between
MnF2 and a Si substrate. As was found for GaP(001) substrates, CdF2 provided the growth
of large surface areas of atomic scale smooth. After standard chemical treatment [8], the
silicon substrates were loaded into the growth chamber and cleaned thermally at 1250◦C
in an ultrahigh vacuum. This procedure produces atomically clean Si(111) surfaces with
the 7×7 superstructure. The GaP(001) substrates were polished by a Br2-isobutyl alcohol
solution and washed in chloroform and acetone. Before the epitaxy, the substrates were
dipped in a HF solution and fixed on Si platelets with InGa eutectic. The crystalline quality
of the substrates and the growth of the buffer layers and MnF2 films were monitoredin
situ by reflection high-energy electron diffraction (RHEED) at electron energy of 15 keV.
We used a recrystallization annealing (RA) in the 550–700◦C range to improve the MnF2
film quality of some epitaxial structures grown at lower temperatures. The MnF2 films
were covered with a few CaF2 monolayers in order to protect the grown structures from
ambient humidity. X-ray diffraction measurements were carried out on a conventional
DRON system with CuKα (Ni-filter) radiation. Theθ − 2θ curves were measured in
symmetrical Bragg geometry in the 2θ (6–126◦) range. Side reflections were measured
in a manual regime. The surface morphology measurements have been carried out in the
tapping mode using a P4-SPM-MDT atomic force microscope manufactured by NT-MDT
(Zelenograd, Russia).
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3. Results and discussion

It was found in our previous study [9] that the surface of thick MnF2 films grown on
CaF2/Si(111) at 400◦C was relatively rough. Weak and diffused X-ray diffraction peaks
prevent the identification of the film structure. In this work, we explored a low-temperature
growth followed by recrystallization annealing.

The inset in Fig. 1(a) shows the RHEED pattern of a 30 nm MnF2 film grown at 100◦C
and annealed at 550◦C. Well-pronounced streaks indicate the single crystallinity of the film
and relatively smooth surface. The AFM topography (Fig. 1(a)) demonstrates less than
10 nm of height difference on the 1×1 µm2 square surface. There are irregular shape
grains with an average size of about 100 nm. In the AFM and RHEED patterns (Fig. 1(b)),
the surface roughening was observed during the further 400◦C film growth on the RA
surface. One can see that the height difference increases up to 60 nm with the total MnF2
film thickness of about 100 nm. To reduce the roughness, the film growth time was divided
into several stages in such a way that the growth of each 30 nm MnF2 film at 100◦C was
followed by RA (at 550◦C for 3 seconds). This procedure enabled growing 120–350 nm
thick MnF2 single-crystal films with a relatively smooth surface (Fig. 1(c)).

The X-ray diffraction measurements of theθ − 2θ curves have shown the first- and
second-order film peaks corresponding tod = 0.309 nm interplanar spacing near the
intense 111 and 222 Si(111) substrate peaks. To specify the film structure, we additionally
measured 19 side reflections, which unambiguously indicated that the film had 6 domains
with theα−PbO2 structure [10]. According to [11], MnF2 polycrystals with a metastable
α−PbO2 phase were revealed under normal conditions just after the high-pressure drop.
Following the MnF2 film growth with RA, the MnF2(111) planes of each domain were
parallel to the Si(111) substrate, though in some cases they were rotated by≈ 1◦ off the
substrate surface, whose misorientation relative to the exact crystallographic plane did not
exceed 15–20 arcmin. It was found that the lattice constants of the orthorhombic (α−PbO2)
unit in a MnF2 layer werea = 0.4953 nm,b = 0.5798 nm andc = 0.5362 nm. They
are very close to the lattice constants (a = 0.4960 nm,b = 0.5800 nm,c = 0.5359 nm)
of polycrystalline MnF2 measured in [5]. The structuralα−PbO2 type, like the rutile one,
possesses the octahedral coordination of each Mn ion with fluorine, though the octahedron
positions in the rutile andα−PbO2 structures are quite different. The octahedra are arranged
into linear chains in the former case and into zigzag chain pattern in the latter chain [12].
The X-ray data analysis shows the following epitaxial relations: (111)Si‖ (111)MnF2, and
[211]Si‖ [211]MnF2. Since conjugation of the low-symmetry (α−PbO2) MnF2 phase with
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Fig. 1. AFM images and RHEED patterns (insets) of MnF2 layers grown on Si(111) with CaF2

buffer layer: (a) 30 nm, 20◦C, RA at 550◦C; (b) 85 nm, 400◦C; (c) 25 nm, RA at 550◦C.
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Fig. 2. AFM images and RHEED patterns (insets) of (a) 100 ml CdF2 buffer layer on GaP(001);
(b) 100 ml MnF2, 300◦C.
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Fig. 3. AFM images and RHEED patterns (insets) of (a) 180 nm CaF2 buffer layer on Si(001);
(b) 100 nm MnF2, 300◦C, RA at 580◦C.

the Si substrate takes place along high (3 m) symmetry (111) surface, it is not unexpected
that the layer is formed by 120◦-domains observed in the topographic images of the surface
(Fig. 1(b)).

The growth of MnF2 epitaxial films has also been studied on Si(001) and GaP(001) sub-
strates. A smooth 100 monolayer epitaxial layer was obtained by room temperature MnF2
deposition on a thin CaF2 wetting layer on Si(001) [13], followed by a rapid thermal an-
nealing at 700◦C. Three well-pronounced diffraction orders of MnF2(010) (b = 0.580 nm)
could be seen in theθ − 2θ curve taken from this structure in the symmetrical geometry.
These peaks correspond to 020, 040 and 060 reflections in theα−PbO2 structure. Thus,
the [010] direction in this film was parallel to the Si[001]. A similar epitaxial relation was
found for the film grown on GaP(001) with a CdF2 buffer layer having a large area of
atomically flat (001) surface (Fig. 2(a)).

A RHEED pattern taken from the MnF2 film grown on such a buffer is shown in the inset
to Fig. 2(b). X-ray diffractometry shows that the film was mainly monocrystalline with
interlayer spacingd = 0.291 nm. One could see (Fig. 2(b)) well-pronounced orthogonal
elongated crystallites on the film, which was not unexpected for orthorhombic structure of
the layer. The growth of MnF2 layers on a relatively thick CaF2 buffer layer on Si(001)
at 300–600◦C provided a facetted surface. Bright spots at intersections of inclined streaks
in the RHEED pattern (inset to Fig. 3(a))were due to the fluorite islands with{111} facets
(Fig. 3(a)). After the beginning of the MnF2 growth, diffused spots appeared. Further
growth resulted in their elongation normal to the surface, indicating the surface flatten-
ing. Annealing of the grown structure at 580◦C improved its crystallinity and planarity
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(Fig. 3(b)). The X-ray diffractionθ − 2θ curve taken from this film showed only 200 and
400 reflections of the orthorhombic structure. This indicates that the [100] film direction
was aligned with the [001] substrate direction.

4. Summary

Epitaxial MnF2 films as thick as 350 nm have been grown on Si and GaP substrates. X-ray
diffractometry revealed that the MnF2 films have theα−PbO2-type orthorhombic structure
with the lattice parametersa = 0.4953 nm,b = 0.5798 nm,c = 0.5362 nm. It was
found that the films grown on Si(111) have (111)Si‖ [211]MnF2 and [211]Si‖ [211]MnF2

orientations. These epitaxial relations agree with three crystallite orientations observed by
AFM. Manganese fluoride films grown on Si(001) had the same orthorhombic structure,
however [010]MnF2 or [100]MnF2 were directed along the surface normal, depending on the
surface morphology of the buffer layer. Optical and magnetic measurements of the MnF2
layers are underway.
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Abstract. Synthesis ofβ-FeSi2 layers on Si was performed by high-dose Fe+ implantation in Si at
300 K with subsequent pulsed ion treatment (PIT) on implanted layers by powerful ion beams (PIB)
of nanosecond duration. It was shown that the layer consists of the grains (presipitates)β-FeSi2
with size approximately 30–40 nm. The results of the optical absorption indicate the formation
of direct-band gap structures with an optical gapEg ∼ 0.82−0.83 eV. It is shown that the pulsed
ion-beam synthesized sample is able to emit at theλ ∼ 1.56µm up to temperature of 210 K.

Introduction

Recently the formation of Si-based structures emitting in the visible and near infrared (IR)
spectral region attracts essential interest. There are two main approaches to the fabrication
of structures emitting in the wavelengthλ ∼ 1.55µm: formation of Si:Er andβ-FeSi2
layers. β-disilicide is a direct-band material with an optical gapEg = 0.8−0.9 eV [1].
This gap value corresponds to the optical wavelengthλ ∼ 1.45µm which is close to the
technologically importantλ ∼ 1.55µm corresponding to the absorption minimum of the
silica optical fibers. This fact allows one to create optoelectronic devices in the near IR
region integrated in the silicon microelectronic technology.

One of the main approaches for the formation of buried layers of low-defect, emittingβ-
FeSi2 is an ion-beam synthesis (IBS) i.e. high-dose Fe+ implantation in Si with subsequent
high-temperature and long-duration annealing (T = 800−900◦C, t ∼ 20 h) [2, 3].

In this work an influence of pulsed ion treatment (PIT) by powerful ion beams (PIB) on
the implanted Si layers in order to synthesizeβ-FeSi2 is investigated.

1. Experimental

Single-crystalline n-type Si wafers with (100) orientation were implanted by Fe+ ions at
room temperature (RT) with energy of 40 keV and dose of 1.8·1017 cm−2 (ion current
density of 5µA/cm2). One part of implanted samples was subjected to PIT on a TEMP
accelerator (C+, H+, E = 300 keV,τ = 50 ns,j ∼ 50 A/cm2) and the other part was
thermally annealed (TA) in N2 ambient (800◦C, 2.5 h) to compare the results.

Crystallographic structure of implanted and annealed layers was studied by glancing
x-ray diffraction technique (XRD) on a diffractometer with an iron anode (λ = 1.93 A). IR
spectroscopy in the reflection and transmission mode was employed to determine the band
gap energy. In photoluminescence (PL) measurements optical excitation was provided by
an Ar+ laser (λ = 514.5 nm) with an average excitation power of 50 mW. PL signal was
registered with a liquid nitrogen-cooled Ge photodiode (North Coast).
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2. Results and discussion

X-ray characterization. After ion implantation no reflections are present in XRD pattern
(not shown) indicating that complete amorphization of the implanted layer takes place.
Figure 1 shows XRD patterns of the samples subjected to various treatment regimes after
ion implantation. From Fig. 1(a) one can see that after PIT mixing of two phases takes
place: the metallic FeSi and semiconductingβ-FeSi2. The most intensive peak in the
spectrum belongs to theβ-FeSi2 phase with indistinguishable reflections (220)/(202) due
to proximity of their positions.

In order to remove the lattice strain and to transform the residual amount of FeSi phase
into β-FeSi2 a short-time TA (800◦C, 20 min) in N2 atmosphere was performed. XRD
pattern after additional TA is shown in Fig. 1(b). From this figure one can see the essential
increase of (220)/(202)β-FeSi2 peak intensity. In the inset of Fig. 1(b) is shown an azimuth
dependence of (220) peak indicating the presence of the [110] texture in the silicide layer.
To compare results Fig. 1(c) shows the XRD pattern of the implanted sample after long-time
TA (800◦C, 2.5 h). In this case the formation ofβ-FeSi2 with unstrained lattice and [110]
texture (inset of Fig. 1(c)) The XRD patterns were evaluated by using the MAUD program.
It was obtained that these layers consist of the grains (presipitates) with the size 30–40 nm.

Optical characterization. Since the dependence of the absorption coefficient (α) on
the photon energy (E) for the direct interband transitions it is given by [4]:α = A(E −
Eg)

1/2, whereA is a constant that is associated with specific features of the band structure
andEg is the magnitude of the direct band gap, then drawing up the dependence of the
absorption exponent(αd)2 on E (d is the silicide thickness) according to the equation
αd = ln(1− R)/T , one can determine theEg value extrapolating the straight line up to
the intersection with theE axis (Fig. 2).Eg values (∼0.82 eV for the sample only after
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Fig. 1. XRD patterns of the implanted sample (E = 40 keV,D = 1.8× 1017 Fe+/cm−2) after
PIT (C+, H+, E = 300 keV,τ = 50 ns,j ∼ 50 A/cm2) (a), after PIT with additional TA (800◦C,
20 min) (b), only after TA (800◦C, 2.5 h) (c). In the insets are shown an azimuth dependencies of
β-FeSi2 (220)/(202) peak intensity.
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Fig. 3. PL spectra of the implanted sample after PIT with short-time TA. Inset shows a temperature
dependence of PL intensity (solid circles) and the theoretical data fitting by Eq. (1).

TA and∼0.83 eV after PIT and TA) correspond to theEg values ofβ-FeSi2 given in the
literature [3].

Figure 3 shows the PL spectrum measured at 77 K in the implanted sample after PIT
and additional TA (800◦C, 20 min). One can see two emission bands corresponding to
the PL signal from the Si substrate (E ∼ 1.10 eV) and fromβ-FeSi2 (E ∼ 0.785 eV -
λ ∼ 1.567µm). The PL signal is observed up toT = 210 K by about 40–50 K exceeding
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the maximum temperature which is reached by other authors on the samples prepared by
the traditional IBS method [3]. In the inset of Fig. 3 the temperature dependence of the PL
intensity of the sample after PIT and TA is shown. The equation describing a PL quenching
curve has a two-exponential form [5]:

I (T ) = I0

1+ C1 exp[−(E1/kT )] + C2 exp[−(E2/kT )]
, (1)

whereI0 is the saturated PL intensity at very low temperature,C1 andC2 are the coupling
coefficients,E1 andE2 are the thermal annealing energies.E1 andE2 are values at which
Eq. (1) most satisfactorily describes the experimental data and they were determined to be
21.5 and 98.8 meV, respectively.

The origin of the PL signal is one of the problems associated with the light emission in
the region ofλ ∼ 1.55µm. It is known that when a dislocation network andβ-FeSi2 phase
are simultaneously present in a sample it is necessary to disentangle the contribution ofβ-
FeSi2 and dislocations to the 1.55µm luminescence [6]. Thermal quenching energy values
for the registered PL signal differ from those for the D1 dislocation center (∼7−12 meV)
[7] whose energetic position (E ∼ 0.81 eV) is very close to the PL maximum position
(E ∼ 0.785 eV). Because of this we conclude that the origin of the PL signal at the
λ ∼ 1.56µm is not connected with the dislocation-related emission and is caused due to
the direct interband transitions in aβ-FeSi2 optical gap.

3. Conclusions

We have shown that the PIT of Fe+-implanted layer leads to the mixing of two phases
(FeSi andβ-FeSi2) with a strained state of the crystal lattice. Subsequent short-time TA
(800◦C, 20 min) results in the complete transformation of FeSi phase intoβ-FeSi2 with
the production of a highly textured layer. It was shown that these layers consist of the
grains with size 30–40 nm. The results of the optical absorption indicate the formation
of direct-band gap structures with an optical gapEg ∼ 0.82−0.83 eV in both cases. It
is shown that the pulsed ion-beam synthesized sample is able to emit at theλ ∼ 1.56µm
up to temperature of 210 K. From the results of PL signal temperature dependence the
light emission at theλ ∼ 1.56µm was attributed to the direct interband transitions in the
β-FeSi2 optical gap with thermal quenching energies of 21.5 and 98.8 meV.

The result demonstrates the potential ofβ-FeSi2 as an important candidate for a silicon-
based optoelectronic technology.
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Abstract. Self-assembled 3D-islands formation during heteroepitaxial growth was investigated by
Monte Carlo simulation. Shwoebel barriers for explanation of 3D growth kinetic were suggested.
Island size equalization during growth process was observed. Necessity of atomic flux from island
edge to the upper layers for 3D island formation was demonstrated.

Heteroepitaxial growth have been utilized for the generation of strongly strained coherent
3D islands, named quantum dots (QDs) [1, 2]. The elastic energy of the initially planar
strained layer increases during heteroepitaxial growth. The system can lower its free energy
by atom transitions from the island edge to the upper layer as that leads to decrease of
contact area between substrate and new layer [1, 3–6]. Kinetic of such process could
be described taking into consideration diffusion peculiarities when an atom crosses island
edges. Additional energy barriers for atoms crossing monoatomic step (Schwoebel barriers)
are suggested to be responsible for QD formation [7, 8]. Kinetic problems of epitaxial
growth with Shwoebel barriers were considered theoretically in [9]. Increase of nucleation
rate of islands in the second monolayer was associated in [10] with asymmetry of Schwoebel
barriers in SiGe system.

Introduction of additional energy barriersEst for atom hops over monoatomic steps in
the model enable us to investigate Schwoebel barriers influence on surface relief formation
during epitaxy [11]. Diffusion hop probability to cross the step is changed by the factor
P = exp(−Est/kT ) as compared with diffusion hops at the same atomic level. FactorPup
changes probability of atom hops to the upper layers, andPdown— to the lower ones. Phase
diagram in coordinatesPup− Pdown is presented in Fig. 1(a). Shaded area — Stransky-
Krastanov growth mode – separates layer-by-layer regime (2D) from 3D-island growth

P
up

0.1

1

10

Pdown
10.1

1

3

3D

2D

(a) (b)

2

Fig. 1. (a) Phase diagram indicating conditions for 3D islands formation, shaded area — Stransky–
Krastanov growth mode, 1 — linePup = Pdown, 2 — λ = 40 a.s., 3 —λ = 20 a.s.; (b) simulated
surface after 1.5 ML deposition,λ = 20 a.s.,χ = 10.
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Fig. 4. Islands self-organization during growth process,λ = 40 a.s.: (a) histogram of size
redistribution of two islands with time, left columns correspond to the moments of the second layer
nucleus creation on 2D islands; top view of model surface (200×250 a.s.) after deposition 0.2 ML
(b) and 0.45 ML (c), to the right of each surface — its profile (b-c).

mode. Shaded area is parallel to the linePup = Pdown which is to say that the change-over
from 2D to 3D mode (2D−→ 3D) is determined only by the parameterχ = Pup/Pdownand
not by the absolute valuesPup, Pdown. Notice that for 3D island formation without wetting
layer conditionχ > 1 is necessary. Increasing of migration adatom lengthλ(D/V ), (D—
surface diffusion coefficient,V — deposition rate) leads to parallel shift of transition 2D
−→ 3D to the lower valuesPup, under conditionχ > 1. Figure 1(b) represents the model
surface with 3D islands.

Number of atoms in three successive atomic layers of 3D island formed on(100) surface
atλ = 40 atomic sites (a.s.) versus time is shown in Fig. 2. Fig. 2 demonstrates stable 2D-
island formation till 3D island growth starts. Size of this 2D island fluctuates about average
value i∗, that is equal to critical nucleus size (CNS). Large CNS corresponds to active
exchange between islands and equilibrium adatom gas due to small binding energy between
neighboring atoms. For equilibrium conditions following relationship was obtainedi∗ ∼
(D/V )1/5 that means slight increase ofi∗ with λ increase. As one can see in Fig. 2 CNS
decreases in each next atomic layer.

The critical size of islandicr when nucleation of new layer starts is of interest. Depen-
denceicr (χ) was investigated. Dependenciesi∗ andicr on χ for two λ are presented in
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Fig. 3(a). Asχ increases these sizes decrease approaching 1 forχ −→∞. From someχ ,
i∗ = icr , that means 3D nucleation from the initial phase of growth. Expectation timete for
appearance of the nucleus of the second monolaeyr on 2D islands versusχ is represented
in Fig. 3(b). This dependence is exponential one:te(χ) = τ0 ·exp(−α ·χ). Forλ = 40 a.s.
— τ0 = 0.017· t0, α = 0.8, and forλ = 20 a.s. —τ0 = 0.035· t0, α = 0.5, wheret0 –
time necessary of one monolayer deposition.

3D islands without wetting layer demonstrate rather sharp size distribution. That is due
not only to the most synchronous 2D island nucleation in the first atomic layer. Lateral
size equalization when 3D growth process starts (case of large size fluctuation of initial
2D-islands) could be seen in Fig. 4. Figure 5 demonstrate increase with time of hops up
to hops down ratioNup/Ndown. SuchNup/Ndown variation is due to decrease of atoms
capable to attach into descending island boundary because of their attachment to the island
of upper layer.
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Abstract. Optical properties of the Ge submonolayer (SML) nanoinclusions in a Si matrix grown
by molecular beam epitaxy (MBE) are investigated. It is shown that at relatively high growth
temperatures (> 600◦C) there are new features appear in a PL spectra. These features correspond
to formation of the germanium nanoobjects in a silicon media.

Introduction

Nowadays silicon is the base material in a microelectronics market but it is hardly applicable
in optoelectronics due to its indirect band gap nature. Nevertheless, the integration on-the-
same-wafer of the well-developed silicon microelectronics technology with optical devices
is one of the most actual task which attracts significant efforts. There are proposed several
approaches to realise silicon–based light-emission (SBLE) devices: using of porous silicon
[1], using of Ge/Si and GeSiC/Si quantum dots fabricated by MBE [2], rare-earth doping
of silicon [3], insertion of InAs nanoiclusions in a Si matrix [4], etc. Despite of progress
in this area these approaches doesn’t find industrial applications, yet. This point stimulates
us to find out other ways allowing to get SBLE. In this paper we propose to insert Ge SML
in a Si matrix and investigate optical properties of these heterostructures. Our approach is
based on the following assumption: Ge submonolayers may lead to the formation of the
ensemble of relatively small islands (with lateral sizes less than hole Bohr radius). This can
result in a partial lifting of the selection rule for radiative recombination and possibility of
exciton formation (which may be stable up to room temperature) via electron and localised–
hole interaction. This situation is possible if Coulomb attraction energy will be higher to
localise electrons near potential barrier which is produced by Ge SML inclusions in the
conductivity band. In the case of relatively large sizes of quantum dots or large widths of
quantum wells this barrier also may lead to spatial separation of the electrons and holes [5].
Furthermore, for the SML in other heteroepitaxial systems [6, 7] narrow PL line leads to
the increasing of the absorption (gain). The PL intensity will increase if multiple vertical
stacking of the layers with Ge SML separated by Si spacers is used. Due to relatively small
strain accumulation in such system a low probability of dislocations and structural defects
formation is expected.

Experiment

All structures are grown by molecular beam epitaxy using Riber SIVA 45 setup on a
Si(100) n–type substrates (conductivity 3 · cm). Substrates are 5 inches in a diameter
manufactured by OKMETIC. After chemical preparation by the method described in [13]
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the substrates are transferred in the MBE setup loading chamber. This method of preparation
allows to remove oxide layer from silicon surface at 840◦C in the growth chamber by direct
radiating heating. During the growth process the rotation of the samples is used, temperature
field inhomogenity across the surface is about∼ 5%. In order to grow Ge SML we use
submonolayer epitaxy technique, which we also used to grow SML insertions in A3B5 and
A2B6 systems [8, 9, 10].

Structures consist of Si 1000 Å buffer layer, Ge(0.7–1.3 Å)/Si(44 Å) superlattice (20
pairs) and silicon 200 Å capping layer. Growth rates for Si and Ge are 0.5 Å/s and 0.05 Å/s,
respectively. The growth rates is controlled by 2 mass-spectrometers with feedback which
are set to 28 (Si) and 74 (Ge) masses. The substrate temperatures are varied from 600◦C
to 750◦C. Total pressure during growth is better than 5· 10−9 Torr. Surface is monitored
in situby the reflection high–energy electron diffraction (RHEED).

Photoluminescence (PL) is excited by anAr+–laser (λ = 514.5 nm, maximal excitation
density is∼ 500W/cm2). PL is detected by Ge cooled photodiode. During the growth
process the RHEED patterns show independent behaviour on the growth temperature in
comparison with initial surface reconstruction(2× 2). Thus, even on the upper layers of
the superlattice the surface remains atomically smooth and 3D–structure formation due to
strain relaxation doesn’t occur.

Results and discussion

As it was shown in [13] there is a new set of PL lines appear if the structure with SML Ge
inclusions (structure consisted of 99 pairs of 0.7 Å Ge SML separated with 35 Å Si spacers)
was grown at relatively high temperature (> 750◦C). These PL lines exist both at high
and low levels of excitation density and correspond to emission from excitons localised at
germanium islands in the SML superlattice. We have found that there are no such lines
(marked in following as SL lines) in PL spectra if the growth temperature is below 600◦C
and above∼ 800◦C (due to effective silicon and germanium intermixing and formation
of the solid solution). Increase in growth temperature leads to narrowing of SL PL line.
A maximal PL intensity from SL is observed for the substrate temperature of 650◦C (for
active region) at other equal growth conditions.

For the set of the samples investigated in a frame of this work we have found that integral
intensity ratio between SL–TO line and Si–TO line critically depends on the excitation
density. In Fig. 1(a) are shown PL spectra taken at different excitation density for the
sample with 20 layers of 1 ML of Ge separated by 44 Å Si spacers (growth temperature for
the active region is 750◦C). There is steady increasing of the integral intensity ratio of Si–
TO/SL–TO lines with the increasing of excitation density, but even at very high excitation
levels the integral intensity ratio of these lines is comparable. At low excitation levels SL–
TO line dominates in spectra. Full width at half maximum is about 15 meV. There is SL–TO
line shifting towards long–wavelengths with the increasing of the excitation density.

In Fig. 1(b) are shown PL spectra for the same sample taken at different temperatures
and constant excitation density of∼ 500 W/cm2. There is significant intensity decreasing
of the SL–TO line, which accompanies with blueshifting. Opposite situation (large redshift
in compare with shift of band PL) was observed, for example, in InAs/GaAs heteroepitaxial
system [12] and it is explained by both bandgap shifting and evaporation of carriers from
small QDs having lower localization energy. In our case the observed phenomena cannot
be explained in a frame of this simple model. and, indeed, is due to occupation of excited
states on the islands with increase in temperature or redistribution of carriers between
islands having different sizes.
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Fig. 1. PL spectra for the Ge/Si SML structure grown at 750◦C taken at (a) different temperature
and (b) different excitation density.
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Fig. 2. Effect of the influence of Ge amount in each layer on PL peak position.

The SL–TO line exhibits shift towards long-wavelengths with increasing of the quantity
of Ge in each layer of the SL. In Fig. 2 are shown PL spectra for the samples with 0.7 Å,
1.0 Å and 1.3 Å of Ge in each layer of the SL. This shift is explained by the increasing
of the Ge islands lateral sizes. However, if Ge nanoislands become higher in size than
the respective hole Bohr radius then holes delocalise in direction perpendicular to the
growth direction and efficiency of corresponding lines in the PL spectra can be decreased.
High-resolution transmission electron microscopy study shows that for the case of lower
germanium amount deposited there are well pronounced Ge nanoinclusions with 7 nm in
lateral size and 3.5 nm in height clearly seen [14]. For higher Ge amount (1 ML) single
monolayer of Ge is observed.

In conclusion, we have investigated optical properties of the Ge SML nanoinclusions
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in a Si matrix. We have shown that under certain growth conditions there are new lines
in the PL spectra appear. These lines correspond to formation of the Ge nanoislands with
sizes lower than respective hole Bohr radius. If their sizes are higher there are no such PL
lines. The investigated system may be considered as the one the possible way for the SBLE
devices creating.
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AIII BV semiconductor superlattices (SLs) are widely used for electronic and optoelectronics
devices. The properties of the SLs depend on the interface structure. For atomic scale
studies of the interfaces and the quantum objects the scanning tunnelling microscopy (STM)
and high resolution electronic microscopy (HREM) are usually used. Raman spectroscopy
is non-destructive technique for studies of the SLs [1]. In recent time the SLs grown on
not only traditional (001), but on high-index surfaces are widely studied [2]. One of the
interesting problem is how the surface reconstruction affects on atomic structures of the
quantum objects. For instance, in some growth conditions, the GaAs (001) surface appeared
to be (2×4) reconstructed [3], and (311)A surface appeared to be corrugated [2] or (1×8)
reconstructed [4]. Recently, it was observed, that after deposition of GaAs submonolayer
cover on (001)-(2×4) reconstructed GaAs surface, the GaAs islands, containing 6 or less
Ga dimers, are formed [5]. The GaAsnAlAsm superlattices (SLs) grown on (311)A, (311)B
and (001)-(2×4) surfaces was studied using Raman spectroscopy, 12≥ n ≥ 1, m = 8
monolayers (mls) in (311) direction. The phonon spectra were studied using the Raman
spectroscopy technique. The Raman spectra were registered at room temperature in quasi-
backscattering geometry using the Ar laser.

The Raman spectra of SLs grown on (311)B and faceted (311)A surfaces are shown in
Fig. 1(a,b). Due to symmetry selection rules, the TOy and TOx modes (atoms vibrate along
the crystallographic directionsY andX, along and transverse to GaAs quantum wires) are
observed in polarisation geometriesZ(YY )Z̄ andZ(YX)Z̄ respectively. In Fig. 1(a), one
can see the splitting of confined TO modes of first order TO1y and TO1x . The splitting
increases with decreasing of average thickness of GaAs layers. The Raman spectra of
(311)B SLs grown in the same conditions and have the same thickness of layers as in the
case of the (311)A surface are swown in Fig. 1(b). It is seen, that in this case the effect
of splitting of TO modes is negligible. In the case of (311)A SLs the splitting sharply
increases when the average thickness of GaAs layers is equal or less than the height of
facets in one of the model of (311)A surface reconstruction (6 monolayers) [2]. This fact
can be an indirect evidence of the quantum wire-like growth model [2]. And indeed, the
cross section HREM data of (311)A SLs confirms this model, the modulation of GaAs and
AlAs layers in (01-1) direction with period about 3.0 nm was observed [6].

The experimental Raman spectrum of GaAs/AlAs SL grown on (2×4) reconstructed
surface is presented in Fig. 2. The thickness of GaAs layers was 0.6 ml, the full period was
6 mls, the SLs contains 400 periods. As one can see, peak associated with the scattering
on GaAs-type localized LO phonons has distinguishable triplet structure. The observed
structure of Raman spectra did not change when the probing laser beam was scanned the SL
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Fig. 1. Raman spectra of GaAs/AlAs SL with various thickness of GaAs layers grown on:
(a) (311)A faceted surface, (b) (311)B surface.
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Fig. 2. The experimental (λexc = 488 nm, SL GaAs0.6/AlAs5) and the calculated Raman spectra
of GaAs islands (left) grown on (2×4) reconstructed (001) AlAs surface [5] (right).

surface. To find the shapes of the GaAs islands formed on (001)-(2×4) reconstructed AlAs
surface, the calculations of the phonon spectra of the islands of various shapes were carried
out. The calculations of the phonon frequencies and the vectors of atomic displacements had
been made within the Born approximation. The consideration of the long-range Coulomb
interaction had been carried out in dipole approximation within model of “rigid ions”. The
Raman spectra were calculated using the bond polarisability model of Wolkenstein. The
GaAs islands shapes were chosen on a basis of a known model of the island nucleation
on (2×4) reconstructed (001) surface [5, 7]. The phonon spectra and the Raman spectra
in Z(XY)Z̄ geometry of the islands of various shapes were calculated. According to the
calculations, the lateral localization of LO-like phonons in GaAs quantum islands leads
to appearance of new Raman active modes. The calculations of Raman spectrum of the
real GaAs0.6/AlAs5 SL, grown in (001)-(2×4) reconstructed surface and containing GaAs
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islands, were carried out with account of scattering from GaAs islands of 10 various shapes.
The contribution of the islands with a specific shape in the total calculated Raman

spectrum was determined in approximation of the theoretical spectrum to the experimental
one. As one can see in Fig. 2 the calculated spectrum is in remarkable agreement with the
experimental one. That is very surprising, but the average GaAs cover calculated from the
contribution of the islands of all shapes is occurs to be equal to the experimental one (0.6ML)
with the very good accuracy, although this parameter was not fitted specially. According to
the result of the approximation, about 70% of GaAs islands contains less than 18 Ga atoms.
This result is in good correlation with the STM data [5, 7] according to which the small
islands are the most stable. So, the non-destructive and informative technique for analysis
of shapes of subnanometer quantum objects, using Raman spectroscopy and localized
phonon spectrum calculations is developed. The lateral localization of optic phonons in
GaAs quantum islands and quantum wires was observed using Raman spectroscopy. The
lateral localization takes place when the GaAs islands are separated byAlAs barriers thicker
than 2 interatomic dimensions.
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Effect of the surface relaxation on spinodal decomposition of
semiconductor epitaxial films

I. P. Ipatova, S. G. Konnikov, M. B. Lifchits and A. Yu. Maslov
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. Semiconductor alloys are unstable at critical temperatures because of the positive en-
thalpy of alloy formation. The critical temperature of decomposition is the function of elastic
parameters which differ due to structure relaxation of epitaxial film. It opens the new way to vary
the critical temperature and the phase diagram.

There are numerous experimental data [1] which show that in the process of semiconduc-
tor alloy epitaxial growth there exist some temperature and composition intervals where
semiconductor alloy is unstable, and decompose into periodic structures with composition
modulations. The formation of such structures is possible due to the high value of surface
diffusion coefficient (with respect to semiconductor bulk diffusion coefficient).

To explain the similar effect in the metal alloys Cahn [2] and Khachaturyan [3] sug-
gested the theory of spinodal decomposition. Ipatova et al [4] have studied the spinodal
decomposition of the thin epitaxial films of semiconductor alloys. It is showed that for-
mation of periodic structures is defined by both the chemical energy and the elastic energy
of semiconductor alloy caused by the composition fluctuations. However the phenomena
of surface relaxation and reconstruction which change the crystal lattice structure near the
growing surface have not been taken into account.

This paper deals with the effect of the surface relaxation on the critical temperature of
spinodal decomposition. The surface relaxation means [5] that the surface crystalline plane
atoms shift to the new equilibrium positions in a way that crystalline plane shifts as a whole
in the direction normal to the surface. It leads to specific change of the lattice parameter
in the direction of the normal. The surface crystalline planes of different orientation could
relax either inward or outward. Some surface crystalline planes do not relax at all.

The semiconductor alloys are unstable at some temperatures because they have the
positive enthalpy of formation. It means that atT = 0 K the composition modulated alloy
corresponds to smaller Helmholtz free energy than homogeneous alloy.

Semiconductor alloys are disordered systems with composition fluctuations at each
point

c(r ) = c + δc(r ). (1)

According to the Vegard’s law, the lattice parameter fluctuated with composition (1).
Coherent conjugation of regions with different lattice parameters requires elastic strains
and results in specific elastic energy

δFelastic= 1

2

∫
dxdy

h∫
−∞

dzλijlm

(
εij (r )− ε0

ij (r )
)(
εlm(r )− ε0

lm(r )
)

(2)

whereε0
ij (r ) is the static intrinsic strains,λijlm is the tensor of elastic moduli.
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The elastic stress is equal by definition to

σij (r ) = ∂felastic

∂εij (r )
= λijlm

(
εlm(r )− ε0

lm(r )
)
. (3)

It follows from Eq. (3) that the stress–free state corresponds to the strained state of the
medium,εlm(r ) = ε0

lm(r ) �= 0. The local intrinsic strain is a linear function of composition
fluctuations

ε0
ij (r ) = ε0

ij δc(r ), ε0
ij =
 ε‖ 0 0

0 ε‖ 0
0 0 ε⊥

 (4)

whereε0
ij reflects the influence of relaxation on the symmetry of intrinsic strains. Disre-

garding surface relaxation:ε0
ij = ε0δij .

Semiconductor alloys consist of binary compounds of similar chemical nature. The
mixture components have close chemical energies. As a result, the change of the chemical
energy in semiconductor alloy is the same order of magnitude as the elastic energy (2). The
total Helmholtz free energy equals

δF = Finhom− Fhom = δFelastic+ δFchem. (5)

The requirement of total elastic energy minimum yields equilibrium equations of the
theory of elasticity, such as the absence of external forces in the bulk and the boundary
conditions of the absence of external stresses at the free surface. It is convenient to express
the solution of these equilibrium equations in terms of the Green’s tensor of the semi–
infinite cubic elastic mediumGαβ(r , r ′) = Gαβ(x − x′, y − y′, z, z′). This Green’s tensor
was found by Portz and Maradudin [6]. Finally we obtain the elastic free energy in the
form:

δFelastic= 1

2

∫
d3rd3r ′δc(r )

[
ε0
ααλααββε

0
ββδ(r−r ′)−Aαβ

d

drα

d

drβ
Gαβ(r , r ′)

]
δc(r ′) (6)

where, considering the surface relaxation:

Aαβ = (c11−c12)
2ε0
ααε

0
ββ+c12(c11−c12)

(∑
j

ε0
jj

)(
ε0
αα+ε0

ββ

)+c2
12

(∑
ij

ε0
iiε

0
jj

)
δααδββ,

(7)
(c11, c12, c44 being the elastic moduli in the Voigt notation). Disregarding surface relax-
ation:Aαβ = (c11− c12)

2ε2
0δαα.

Since elastic properties of semi–infinite medium are homogeneous in thex- andy-
directions in the substrate plain, it is convenient to use Fourier transformation inx andy
and express the composition fluctuations as a linear combinations of static concentration
waves with differentk‖ = (kx, ky),

δc(r ) =
∫
d2k‖
(2π)2

δc̃(k‖, z)exp
(
i(kxx + kyy)

)
. (8)

Substitution (8) into (6) results in

δFelastic= S

2

∫
d2k‖
(2π)2

dzdz′δc̃(k‖, z)Belastic(k‖, z, z′)δc̃(k‖, z′) (9)



NT.14p 45

whereS is the substrate area, the operatorB̂elastic(k‖, z, z′) is equal to

Belastic(k‖, z, z′) = B0δ(z− z′)+
3∑
s=1

Cs(�)k‖ exp
[−αsk‖ | z− z′ |]+

+
3∑
s′=1

3∑
s=1

Dss′(�)k‖ exp
[−αsk‖(h− z)]exp

[−αs′k‖(h− z′)]. (10)

The first and the second terms on the right–hand–side of Eq. (10) correspond to the
operatorB̂∞elasticfor an infinite cubic medium. The third term is the surface contribution to
B̂elastic. The angel� is the angel between the direction of the wave vectork‖ and [100]–
direction on the surface. The three dimensionless parametersαs (s = 1,2,3) describe
the spatial attenuation of three static analogues of Rayleigh waves generated by static
fluctuations of alloy composition. These parameters are defined in [6]. The coefficients
B0, Cs,Dss′ are obtained here considering the surface relaxation, and they differ from the
ones corresponding to surface relaxation disregarding in [4].

To derive the criterion of absolute instability it is convenient to present the variation of
the Helmholtz free energyδF which is quadratic functional inδc(k‖, z), in the diagonal
form. Thereto we define the orthonormal eigenfunctionsϕp(k‖, z) and eigenvaluesλp(k‖)
of operatorB̂elasticby the following equation:

h∫
0

Belastic(k‖, z, z′)ϕp(k‖, z′)dz′ = λp(k‖)ϕp(k‖, z) (11)

Expanding an arbitrary composition fluctuationδc(r ) in eigenfunctionsϕp(k‖, z), one
obtains the variationδF of the total Helmholtz free energy of the system in the diagonal
form:

δF = S

2

∫
d2k‖
(2π)2

∞∑
p=0

[(∂2f

∂c2

)
+λp(k‖)

]
| ap(k‖) |2, (12)

ap(k‖) being coefficients in expansion ofδc̃(k‖, z) in eigenfunctionsϕp(k‖, z).
It follows from Eq. (2) that the operator̂Belastic yields always a positive contribution

to the variation of free energy. It means that all eigenvaluesλp of the operatorB̂elasticare
positive.

Due to mixing entropy at sufficiently high temperatures both bulk ternary III–V alloys

and epitaxial films of alloys are stable, i.e.
(
∂2f/∂c2

)
> 0, and the chemical free energy

contribution toδF is positive. However the positive formation enthalpies of those alloys

results in the fact that at sufficiently low temperatures
(
∂2f/∂c2

)
< 0, and the chemical

free energy decreases due to composition fluctuations. As a result, infinitesimal fluctuations
of composition in the epitaxial film may lead to the decrease of the total Helmholtz energy,
i.e. to δF < 0. This means the spinodal instability in the epitaxial film. The negative

contribution of chemical free energy,
(
∂2f/∂c2

)
< 0 to δF in Eq. (12) competes with

the minimum of all positive eigenvalues of operatorB̂elastic denoted asλmin0 . Then the
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thermodynamic criterion of the spinodal instability is as follows,

∂2f

∂c2 + λmin0 = 0. (13)

Equation (13) determines the critical temperature of spinodal instabilityTc, the critical
alloy composition and the wave vectork0

‖ of the "soft mode" responsible for the decomposi-
tion. The profile of composition fluctuations in this mode is described by the corresponding
eigenfunctionϕ0(k0

‖, z).
The minimum eigenvalueλmin

0 of B̂elastic defining the critical temperatureTc became
different as we consider the surface relaxation. It is shown that the outward relaxation
conforms the elastic energy decrease thus the critical temperature of spinodal decomposition
Tc is getting higher; on the contrary the inward relaxation increase the elastic energy and
makes the critical temperature lower.

Since the effect of relaxation on the critical temperature of spinodal decomposition is
different for different surfaces, it allows to operate the miscibility gaps and temperatureTc.
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Abstract. Surface segregation in III–V compound heterostructures grown by Molecular Beam
Epitaxy (MBE) and Metal-Organic Vapor Phase Epitaxy (MOVPE) is studied theoretically. The
suggested model treats segregation as a transient process resulting in a delayed highly-volatile
species incorporation into the crystal accompanied by its accumulation on the growth surface.
Specific features of In segregation in InGaAs and InGaN are discussed with respect to control of
the composition profile and efficiency of In incorporation into the crystal.

Introduction

Nowadays, principles of band gap engineering are widely employed for designing most ad-
vanced semiconductor devices. This requires to control heterostructure layer thicknesses,
composition and doping profiles on the atomic scale. The growth techniques like MOVPE
and MBE provide potential facilities for such a control. However, researchers are frequently
face with natural physical limitations on abrupt interfaces, composition and dopant distri-
butions. Among the limitation factors, surface segregation is one of the most important
phenomena because of considerable effect on the composition profile in the grown III–V
ternary compounds.

The earlier MBE studies revealed two principal experimental manifestations of segre-
gation: (i) delayed incorporation of a highly-volatile species into the crystal at the epilayer
growth onset, and (ii) penetration of the species into the cap layer after the species supply
to the growth surface was terminated. A short review of the experimental observations is
given in [1, 2]. The segregation depended significantly on temperature and, to a smaller
extent, on the V/III ratio in the incident fluxes. Elastic strain in the epilayer due to lattice
constant mismatch was found to be a crucial factor significantly enhancing segregation
effects.

Recently we suggested a rate-equation model of surface segregation on ternary III–V
compounds, providing excellent fitting of the literature data on MBE of InGaAs without
any adjustable parameters [1, 2]. In this paper we apply the model to InGaN growth both by
plasma enhanced MBE and ammonia MBE. The results are compared with those obtained
for InGaAs. The segregation effect on In incorporation efficiency in MOVPE of InGaN is
also discussed.

1. Control of composition profile in MBE of InGaAs

Detailed theoretical study of In segregation in MBE of InGaAs was reported in [1, 2].
Here we consider the ways to control the interface abruptness in a GaAs/InGaAs/GaAs
heterostructure. The interface control utilizes the idea that In in the adsorption layer is nearly
in equilibrium with the InGaAs crystal bulk, see, for instance, [2]. Indeed, Fig. 1 shows a
nearly linear relationship between the In surface coverage (θIn) and InGaAs composition
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Fig. 1. In surface coverage against InGaAs composition measured in [3]; circles are experimental
data, line is theoretical curve (left). InGaAs composition profile for the quantum wells grown with
In pre-deposited on the growth surface (right).

(x) with a temperature-dependent slope, as measured in [3]. This enables one to introduce
the segregation coefficientS(T ) = θIn/x, which is an evidence for the adsorption layer –
crystal bulk near-equilibrium.

Normally, direct InGaAs/GaAs growth results in a delayed In incorporation into solid,
see dashed line in Fig. 1 (right). Pre-deposition of In on the GaAs surface without As4
flux produces In in the adsorption layer. If the In coverage is equal to an equilibrium
value, no transient effect at the growth onset is observed [4, 5], see solid line in Fig. 1
(right). As a result, a perfectly abrupt front interface is formed. If the In coverage exceeds
the equilibrium value, then inverse profiling of solid composition can be obtained, see
dash-dotted line in Fig. 1 (right).

The back GaAs/InGaAs interface can be controlled by evaporation of In from the growth
surface after the InGaAs epilayer has been grown. It must be done with the As4 flux switched
off to prevent growth surface from InAs island formation. Duration of this stage depends
on the temperature-dependent rate of In desorption.

2. Indium segregation in MBE of InGaN

Specific feature of InGaN MBE is a relatively high growth temperature. This decreases
the segregation length characterizing the transition layer thickness at the InGaN/GaN in-
terface, see Fig. 2. However, the strain effect on surface segregation is rather strong due
to a considerable lattice mismatch between the InGaN and underlying GaN. Therefore, In
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Fig. 2. InGaN composition profile (left) and In coverage (right) as a function of quantum well
thickness computed for different temperatures of plasma-enhanced MBE.
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Fig. 3. Temperature dependence of InGaN composition (left) and In surface coverage (right)
computed for ammonia MBE reported in [6].

accumulation on the growth surface is extremely high for InGaN growth (Fig. 2).
The effect of In accumulation is especially important for ammonia gas-source MBE.

Figure 3 shows temperature dependence of the composition profile and In surface coverage
calculated for the strained and relaxed InGaN/GaN heterostructures. The computations
were carried out for the growth conditions reported in [6]. Comparison with the data [6]
shows the theoretical predictions for the strained epilayers to be in good agreement with
the observations. Up to 0.6 ML In is predicted to accumulate on the growth surface under
the conditions used in [6].

It was found earlier that Ga accumulation on GaN(0001) surface resulted in NH3 ad-
sorption site blocking [7] and consequent growth rate reduction. If In behaves similarly to
Ga, we can expect the termination of InGaN growth when In coverage exceeds unity. This
occurs in a temperature gap with the width primarily dependent on the incident In flux.
Normally, high growth temperatures are beneficial for InGaN improving their optical char-
acteristics. However, In incorporation into the crystal is limited in the high-temperature
range due to intensive In desorption. Computations show the InN content to be limited by
15–20% in that case.

3. Surface segregation in MOVPE of InGaN

Accumulation of surface In is also responsible for limited In incorporation efficiency in
MOVPE of InGaN. Figure 4 displays the In coverage as a function of InGaN composition
computed for MOVPE in a vertical rotating-disk reactor using N2 as a carrier gas. One can
see that the composition of the strained InGaN is limited by 30%. Use of H2 as a carrier
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Fig. 4. In coverage as a function of InGaN composition computed for MOVPE in a vertical
rotating-disk reactor.
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gas results in enhancement of In segregation, especially at low temperatures. This is due
to high reactivity of hydrogen on the nitride surface. In the case of the relaxed InGaN
epilayers, no segregation effect on In incorporation is found.

Conclusions

In this paper various aspects of surface segregation have been discussed with the focus
on InGaN growth by MBE and MOVPE. The segregation effects are found to be much
more pronounced for InGaN/GaN structures than for InGaAs grown on GaAs. Modifica-
tion of a heterostructure composition profile due to segregation is important for band-gap
engineering of advanced semiconductor devices. The methods of interface control include
pre-deposition of equilibrium amount of highly-volatile species on the growth surface be-
fore growth and evaporation of the species excess after the epilayer is formed.

References

[1] S. Yu. Karpov and Yu. N. Makarov,Mat. Res. Soc. Symp. Proc.(2001) to be published .
[2] S. Yu. Karpov and Yu. N. Makarov,Thin Solid Films380, 71 (2001).
[3] A. Jackson, P. Pinsukanjana, L. Coldren and A. GossardJ. Cryst. Growth175/176, 244 (1997).
[4] J.-M. Gerard and C. d’Anterroches,J. Cryst. Growth150, 467 (1995).
[5] R. Kaspi and K. R. Evans,Appl. Phys. Lett.67, 219 (1995).
[6] N. Grandjean and J. Massies,Appl. Phys. Lett.72, 1078 (1998).
[7] D. Crawford, R. Held, A. M. Johnston, A. M. Dabiran and P. I. Cohen,MRS Internet J. Nitride

Semicond. Res.1, No 12 (1996).



9th Int. Symp. “Nanostructures: Physics and Technology” NT.16p
St Petersburg, Russia, June 18–22, 2001
© 2001 Ioffe Institute

Morphology and photoelectronic properties of the InAs/GaAs surface
quantum dots grown by vapor phase epitaxy

I. A. Karpovich, N. V. Baidus, B. N. Zvonkov, S. V. Morozov,
D. O. Filatovand A. V. Zdoroveishev
University of Nizhny Novgorod, Nizhny Novgorod 603 950, Russia

Abstract. A comparative study of the surface morphology, photoluminescence and photoelectric
properties of the heterostructures with InAs/GaAs quantum dots (QDs) grown on the surface and
uncovered by etching away the GaAs cladding layer has been carried out. The red shift of the
ground transition energy in the surface QDs compared to the QDs embedded into the GaAs matrix
has been shown to be related not only to relaxation of the elastic strain but also to the differences
in the size and shape of the nanoclusters.

Investigation of the surface quantum dots (SQDs) are interesting because of possibility
to establish a direct correlation between their photoelectronic properties and morphology
determined by Scanning Probe Microscopy. SQDs differ from the QDs built in a wider
gap semiconductor matrix (buried QDs or BQDs) by different field of the elastic strain and
another shape of the potential well that effect on their energy spectrum essentially. Surface
location of the SQDs allows to apply various processings (oxidation, etching, chemical
modification, etc.). On the other hand, the photoelectronic properties of the SQDs are
difficult for investigation due to a number of reasons, so far they are much less investigated
to date than the BQDs [1, 2]. In the present work the morphology, photoluminescence
(PL), and photovoltage spectra at the semiconductor/electrolyte interface (PSE) of the
InAs/GaAs SQDs and BQDs grown by Atmospheric Pressure Metal-Organic Vapor Phase
Epitaxy (AP-MOVPE) [3, 4] have been studied. It is known that deposition of a cladding
layer may influence on the QDs formation essentially especially during vapor-phase epitaxy
[5]. Using preferential chemical etching for removing the cladding layer [3] one can turn
the BQDs into SQDs (further referred to as etched SQDs or ESQDs in order to distinguish
between ones and as-grown SQDs). In this work the morphology of the ESQDs was also
studied.

In Figures 1(a) and 1(b) the Atomic Force Microscopy (AFM) images of the SQDs and
ESQDs respectively are shown. The typical lateral base size of the SQDs was≈ 40 nm
and height≈ 6 nm. The ESQDs usually have less height (≈ 4 nm) but larger base size
(≈ 50 nm). Their surface density was as a rule 1.5–2 times higher than the one of the SQDs

(a) (b)

Fig. 1.AFM images of the SQDs (a) and ESQDs (b). Frame size: 1000×1000 nm; vertical scale:
6 nm.
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((4−9)× 109 cm−2) that was attributed to suppression of coalescence of the nanoclusters
by deposition of the cladding layer.

The difference in sizes between the SQDs and the ESQDs can be explained as follows.
In [3] we have suggested formation of a graded composition InxGa1−xAs transition layer at
the QD’s heterointerface because of diffusion intermixing of In and Ga during overgrowth
of the BQDs by GaAs cladding layer. This effect should increase the volume where the In
atoms are distributed around a BQD as compared to the volume of a SQD. Since the etchant
used for removing the cladding layer has high selectivity, the layer where In fraction exceeds
some threshold valuex should be a stop-layer for etching process (the more selectivity,
the lover the thresholdx). So far, as the surfacex = const determines the topography
of the ESQDs, the latter should be larger in size than the SQDs. Otherwise, if no In
redistribution during overgrowth takes place the etched surface should represent a sharp
InAs/GaAs heterointerface.

PL measurements in the (E)SQDs are rather, more difficult because of a channel of
the surface non-radiative recombination which decreases the PL intensity in 3–4 orders
of magnitude as compared to the BQDs PL. While the latter can be observed easily even
at room temperature the PL from the (E)SQDs can be observed at 77 K only. Typical
PL spectra (77 K) from the SQDs and BQDs obtained at the same growth conditions are
presented in Fig. 2. The PL peak from the SQDs is shifted by 350–400 meV to lower
energies (curves 1 and 5), the lowest peak maximum position observed was 0.72 eV, which
corresponds to the emission wavelength 1.72µm. The fact that this peak is from the SQDs
was proven by etching away the surface oxide layer in HF. After formation and etching
of the oxide has been observed a blue shift of the PL peak from the SQDs by 80 meV
(curves 1–3) which was explained by decreasing of the volume of the SQDs. The spectral
position of the higher energy shoulder of the peak at 0.85 eV remains the same. This
shoulder should be obviously attributed rather to some deep levels in the epilayer than to
the SQDs.

The red shift of the PL peak takes place also at formation of the ESQDs but its value is
much less (≈ 150 meV) that in the SQD heterostructures (curves 4 and 5). This indicates
that the change in the field of the elastic strain is not the only cause for the shift of the
transition energies. The differences between the SQDs and BQDs in size, in shape, and in
the chemical composition arising during overgrowth probably also introduce comparable
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Fig. 2. Photoluminescence spectra of the quantum dots: SQDs (1–3), ESQDs (4), and BQDs (5).
Curves 2 and 3 were obtained after first and second removing of the oxide layer in HF respectively.
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Fig. 3. PL (1–3) and PSE (4–6) spectra of the QD heterostructures: 2–4 — BQDs; 1, 5 — SQDs;
6 — GaAs. 2, 4–6 — 300 K; 1, 3 — 77 K.

contributions in the red shift.
In difference from the PL measurements the main problem in the photoelectric mea-

surements in the SQDs is related not to the surface recombination but to low values of
the ground transition energy in the SQDs. Increasing of the barrier height decreases the
probability both of direct and thermally activated tunneling emission of the electrons from
the SQDs into the matrix and, in turn, the photosensitivity. High sensitivity of the PSE
method allowed to measure the photoelectric spectra from the SQDs at its surface density
∼1010 cm−2.

In Figure 3 the PSE spectra of the 3 structures grown at the same conditions: BQDs
(curve 4), SQDs (curve 5), and a homogeneous GaAs layer similar to the buffer in the QD
structures (curve 6) are presented. A broad and weak peak of the SQDs photosensitivity at
≈ 0.7 eV is shifted to lower energies by≈ 0.3 eV from the BQDs peak and is approximately
in 2 orders of magnitude weaker than the latter at close values of the QD surface density,
in correlation with the PL spectra of these samples (curves 1, 3). This peak crowns the
wide band of approximately exponential decay of the photosensitivity within the band
0.75–1.2 eV which was attributed to the surface states (SSs) below the Fermi level at
the surface having quasi-continuous energy distribution. Similar band can be observed in
the photosensitivity spectra of the GaAs homogenous epilayers (curve 6) and bulk single
crystals as well. It is interesting that on the GaAs surface covered by InAs wetting layer,
which is obviously oxidized fully beetween the SQD clusters, the SS density is much higher
(curve 5) than on the surface covered by a natural oxide in the BQD structure and in the
homogeneous layer.

In the photoelectric spectra of all GaAs based structures, homogeneous GaAs layers
and GaAs single crystals a more or less expressed photosensitivity edge at≈ 0.9 eV has
been observed (Fig. 3) which can be related to some single-level surface states in the native
oxide on the GaAs surface. The density of these states also increases on the surface covered
by a SQD layer.

Acknowledgements

This work was supported by the Russian Foundation for Basic Research (00-02-17598),
by Russian Ministry of Science (015.06.0.19), by NATO (SfP-973799), by “Physics of
the Solid State Nanostructures” Program (99-1141), and especially by a joint Russian-



54 Nanostructure Technology

American Basic Research and Higher Education (BRHE) Program sponsored jointly by
Russian Ministry of Education and by US Civilian Research and Development Foundation
(CRDF) (Award No. REC-001).

References

[1] H. Saito, K. Nishi and S. Sugou,Appl. Phys. Lett.73, 2742 (1998).
[2] J. Z. Wang, Z .Yang and C. L. Yang,Appl. Phys. Lett.77, 2837 (2000).
[3] B. N. Zvonkov, I.A. Karpovich, N.V. Baidus, D. O. Filatov and S.V. Morozov,Semiconductors

35, 93 (2001)
[4] I.A. Karpovich,A. P. Gorshkov, S. B. Levichev, S.V. Morozov, B. N. Zvonkov and D. O. Filatov,

Fiz. Tekh. Poluprovod.35, 564 (2001) (in Russian).
[5] N.V. Baidus, B. N. Zvonkov, D. O. Filatov,Yu.Yu .Gushina, I.A. Karpovich andA.V. Zdorovei-

shev,Poverkhnost’ (Surface)7, 75 (2001) (in Russian) .



9th Int. Symp. “Nanostructures: Physics and Technology” NT.17p
St Petersburg, Russia, June 18–22, 2001
© 2001 Ioffe Institute

MBE growth of high quality GaAsN bulk layers

A. R. Kovsh†‡, J. Y. Chi†, J. S. Wang†, L. Wei†, Y. T. Wu†, C. H. Chen§,
B. V. Volovik‡, A. F. Tsatsul’nikov‡ and V. M. Ustinov‡
† Industrial Technology Research Institute, Hsinchu 310, Taiwan, R.O.C.
‡ Ioffe Physico-Technical Institute, St Petersburg, Russia
§ National Taiwan University, Taipei 104, Taiwan, R.O.C.

Abstract. In the present work we have carefully optimized the operation of plasma source and the
growth parameters of GaAsN layers. We have demonstrated the possibility of incorporation about
1.5% of N into GaAs without decreasing the photoluminescence intensity.

1. Introduction

Presently one of the main directions of III–V compound epitaxy is the development of
long-wavelength GaAs-based structures. 1.3µm VCSEL pseudomorphically grown on
GaAs substrate can realize the low-cost light source required for optical local area network.
First demonstrations of the 1.3µm GaAs-VCSELs based on InAs QDs and InGaAsN QWs
were presented in [1] and [2], respectively. The most outstanding results for edge emitting
lasers were achieved by MBE grown InGaAsN QWs using RF (radio-frequency) plasma
nitrogen source [3]. So far the same team has presented the best characteristics of 1.3µm
VCSEL [4].

However, in spite of extensive investigation of the growth condition and post-growth
annealing, there is a wide dispersion of the published characteristics of InGaAsN QW
lasers. This variation indicates that the technology of InGaAsN-based lasers is still im-
mature compared with the InGaAs-based counterparts. Presumably this situation can be
attributed to different nitrogen sources and plasma conditions, which are used to grow
(In)GaAsN. Nevertheless, little attention is paid to the study of the effect of plasma condi-
tion on (In)GaAsN quality. Defects from ion damage, impurities coming from the plasma
source, and non-radiative recombination fundamental to the band structure are some of the
accepted reasons to explain the decreasing efficiency of the radiative recombination even
in the case when N content is less than 1–2%. However, in the present work we have
achieved highly efficient radiative recombination in GaAsN layers by optimizing the RF
plasma nitrogen source operation, growth regimes, and post-growth annealing.

2. Experiment

In our experiments we used Riber Epineat apparatus equipped with conventional effusion
cells for group III elements and arsenic. UNI Bulb RF Plasma Source produced by Applied
EPI was used to generate active species of N. Samples under investigation were grown on
n+-(001) GaAs substrate. A special structure design with the layer to be studied sandwiched
between short period AlGaAs/GaAs superlattice (SL) was used for PL studies. We varied
the growth temperature and growth rate of the core layer whereas substrate temperature of
the rest of the structure was set at 600◦C.

The crystal quality of the samples was evaluated by x-ray diffraction measured with
incident beam in the [004] and [511] azimuths. PL measurements were carried out using
a doubled frequency YAG:Nd solid state laser (∼40 W/cm2) and CCD a (Charge Couple
Device) spectrometer.
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To clarify the effect of plasma source operation we chose the simpler GaAsN composi-
tion rather than the highly strained InGaAsN QW. Effects related to 2D–3D growth mode
transition and the presence of high strain could complicate our study.

2.1. Effect of aperture design

The first set of GaAsN layers was grown at 470◦C using different aperture design. In a
simple way, ignition of plasma in N2 gas flow leads to formation of N atomic species as well
as excited molecules and ions of N2. The former incorporate into growing film whereas the
latter lead to non-radiative defect formation. Thus, the quality of the layer is expected to
be dependent on plasma composition, which can be affected by the aperture layout. Three
apertures with different conductance (ø 200µm, number of holes,h = 25, 50, 66) were
used. The intensity of plasma can be controlled by the RF power and the flow rate of N2.
Figure 1(a) shows the dependence of nitrogen content,y, in GaAs1−yNy layers on plasma
light intensity as measured by a photodetector voltage,VOPT. In Figure 1(b) we showed
N content versus parameter CSOURCE, which is definite ash× VOPT/RGaAs, whereRGaAs
is the growth rate. It is clearly seen that the dependence ofy on CSOURCEis linear. Thus,
CSOURCEis an universal parameter responsible for N content in the growing film.
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Fig. 1. Dependence of N composition of GaAsN layers on plasma conditions. (a) N content vs
plasma light intensity at different GaAs growth rate and different aperture layouts, (b) N content
vs parameter CSOURCE.

Figure 2 shows the dependence of PL intensity of 0.2µm-thick GaAsN layers on the PL
peak position and nitrogen composition. All samples were grown under the same growth
conditions. N2 flow rate was tuned to get the lowest RF power at a given plasma intensity.
One can see that we can obtain the required nitrogen composition for any aperture. However,
the optical quality of the samples is quite different. Using the 50-hole aperture allowed us to
improve several folds the PL intensity of GaAsN layers. All following growth experiments
were done using the 50-hole aperture.

2.2. Effect of growth temperature and growth rate

We found that in our case the sticking coefficient of nitrogen is temperature independent
from 430 to 550◦C and decreases at higher temperatures. GaAsN (1.3%) samples grown
within the 520–540◦C temperature range demonstrated the brightest and narrowest PL
spectra. At temperatures below 540◦C the 2×4 reconstruction of RHEED pattern was
similar to the case of the GaAs growth. However, we observed 3×1 reconstruction when
substrate temperature was higher than 550◦C. This fact is presumably due to N segregation
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on the growing surface [5]. This is in good agreement with PL and XRD measurements,
which showed the presence of N-rich regions in grown films.

We did not find strong dependence of GaAsN quality on V/III ratio within typical range.
We observed the strong dependence of GaAsN properties on growth rate. When growth

rate became lower than a certain value, the growth mode changes from 2D to 3D and N-rich
clusters are formed. This minimum growth rate depends on temperature. Figure 3 showed
“temperature-rate” phase diagram of RHEED pattern during the growth of GaAsN layers
with N content about 1.3%. The upper region corresponds to normal GaAs-like growth
mode and bright PL intensity. Both of the bottom regions correspond to the growth modes
leading to fluctuation of N content in layers and lower PL intensity. So, we can conclude
that there is some region of high “growth rate/growth temperature” that is free of the effects
related to phase separation during the growth of GaAsN.

2.3. Effect of plasma operation condition

As we mentioned above one can tune the flow rate of nitrogen gas to get the lowest RF
power at a required plasma intensity. However, we found that the plasma operation with
lower nitrogen flow rate and therefore higher RF power is preferable to achieve brighter PL
intensity. We also developed a “pre-operation” procedure to further enhance PL intensity.
This procedure is the operation of plasma source at high flow rate and high power before
growth run.

2.4. Comparison of GaAsN with GaAs layers

Figure 4 shows PL spectra of GaAsN(1%), and GaAsN(1.3%) grown using optimized con-
ditions. The spectrum of GaAs grown at the same conditions is presented for comparison.
Using AlGaAs/GaAs SLs allowed us to avoid leakage of non-equilibrium carriers into the
substrate and surface and thereby obtain equal effective pumping of GaAs and GaAsN lay-
ers. The growth temperature was set at 520◦C and V/III ratio was about three. Adding N
leads to strong red shift and broadening of PL line whereas integrated PL intensity remains
almost the same.

2.5. Effect of annealing

We have also investigated the effect of in situ annealing on our GaAsN layers. We found
that the maximum improvement in intensity for a given sample varied from 3 to 100 times
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depending on its initial quality. Figure 5 shows dependence of integrated PL intensity of
the GaAsN and GaAs layers grown at different growth temperatures. The solid horizontal
line shows intensity of GaAs grown at 600◦C, which is an optimal growth temperature for
GaAs. One can see that PL intensity depends on growth temperature but not on the presence
of N in the layers. The point defects related to low temperature growth can be removed
by annealing. The PL intensity of samples after annealing is shown as open circles. For
samples grown at 520◦C and annealed for 2 hours at 750◦C under arsenic overpressure
we achieved almost the same level of PL intensity as GaAs grown at 600◦C.

3. Conclusion

The quality of GaAsN layers is very sensitive to the plasma source operation conditions
and growth temperature and growth rate. Detailed optimization of these parameters and
annealing regime allowed us to achieve very high optical quality GaAsN layers with N
composition about 1.5%.
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E-beam irradiation effect on CdSe/ZnSe QDs formation by MBE
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Abstract. The strong influence of the RHEED e-beam irradiation on formation of CdSe QDs by
MBE has been found. Large difference in CL spectra between inside the e-beam trace and outside
it was observed. Probably, the e-beam stimulates the adatoms diffusion along the growth surface
and/or plays role of a catalyst of chemical reaction between Cd and Se.

1. Introduction

Self-assembling quantum dot structures (QDs) are promising active medium for semicon-
ductor lasers [1], in particular for e-beam longitudinally pumped lasers [2]. CdSe/ZnSe
system is interesting for visual spectral range. Process of self-assembled QD layers depends
strongly on growth procedure, temperature, layer thickness and other growth conditions
[3–7]. Soin-situ control of QD formation is very important. The reflective high-energy
electron diffraction (RHEED) is usually used as a control during molecular beam epitaxy
(MBE). At the formation of zero-dimensional entities, the RHEED pattern undergoes typ-
ically a sharp transition from streaky to spotty [8]. However, only small area of a wafer
is monitored in such a way. We have observed that the other area of the wafer has very
different emission spectrum. It proves that RHEED e-beam has an influence on the QD
formation during MBE.

2. Experiment

Studied structures were grown on GaAs(100) by MBE and contained single or 15 CdSe
layers separated by ZnSe barriers. The thickness of each CdSe layer was in 3–5 monolayer
(ML) range. In the multiple CdSe/ZnSe layer structures the thickness of ZnSe was 50 or
200 nm. This was large enough to reject any influence of the CdSe layers on each other.
Such a design was taken for future investigation of stimulated emission under e-beam
pumping.

Growth of the ZnSe buffer was carried out atT = 280◦C and a VI/II flux ratio of 3:1.
The CdSe layer was deposited at smaller temperatureT = 230◦C. After deposition of
each CdSe layer, the Cd beam was blocked and the structure was heated up toT = 340◦C
and then cooled toT = 280◦C under Se flux. Time duration of temperature increase and
decrease was 4 and 5 minutes respectively. After such procedure, next ZnSe barrier or top
layer was grown. The RHEED e-beam was switched on before the CdSe deposition and
switched off before the following ZnSe growth. Its parameters were the following: 0.2 mA
current, 12 keV electron energy, 0.5 mm e-beam diameter near the growth surface and 3◦
angle between the e-beam and the growth surface.

3. Results and discussion

Typical changes of the RHEED patterns during the CdSe deposition followed by the heating
procedure were presented in Fig. 1. Before the CdSe deposition (Fig.1a) the RHEED
pattern was streaky. This proves that the ZnSe surface was flat enough. During the CdSe
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(a)

(c) (d)

(b)

Fig. 1. The RHEED patterns at different time moments of the growth: before (a) and after (b) 3
ML CdSe deposition atT = 230◦C, and after heating to 340◦C (c) and after cooling toT = 230◦C
(d) under Se flux.

Fig. 2. CL image of the RHEED e-beam track on the structure with 15 CdSe layers and 50 nm thick
ZnSe barriers. Oval spot is an area excited by CL e-beam of 5 mm in diameter. The white stripe
inside the spot emits in yellow spectral range while the other part of the spot emits in blue-green
spectral range.

deposition (Fig. 1(b)) the reflex width increased and a contrast of the diffraction reflexes
became smaller. However, there weren’t any features of 3-dimensional growth at this stage.
The spotty pattern appeared more clearly only at a cooling stage (Fig. 1(d)).

Cathodoluminescence (CL) measurements at electron energy of 10–30 keV, current
density up to 1 mA/cm2, e-beam diameter from 10 to 0.1 mm andT = 300 and 14 K were
carried out. The CL image of a small area of the structure with 15 CdSe layers and 50 nm
thick ZnSe barriers is shown in Fig. 2 at room temperature. Oval spot on the image is the
area excited by the e-beam of 5 mm in diameter. The e-beam drops on the sample surface
at 45◦ angle. Most of the spot area emits in green-blue spectral range while an 0.5 mm
thick stripe inside the spot emits in yellow spectral range (lighter stripe). It should be noted
that total intensity of the stripe emission was higher (about 2.5 times for this structure) than
that from the other area. This stripe is the RHEED e-beam track. Such a difference may
be due to strong influence of the RHEED e-beam on the CdSe QDs formation.

In Fig. 3 the comparison of CL spectra of the RHEED e-beam trace and outside the trace
is shown for different structures at RT. The CL spectrum of the structure with one CdSe
layer outside the RHEED e-beam trace contains a wide emission band with maximum at
610 nm. This band is probably caused by deep level defects. Besides, there are two lines
with maximum at 461 and 478 nm (Fig. 3(a)). The first is an emission line due to the ZnSe
buffer layer and the second may be an emission of thin wet CdSe (or ZnCdSe) layer. The
CL spectrum of the RHEED e-beam trace contains an intense line with maximum at 518 nm
instead of the 478 nm line and more weak emission from the ZnSe barrier and deep levels
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Fig. 3. Comparison of CL spectra from the RHEED e-beam track and an area outside the trace for
three different structures contained 1 CdSe layer (a) or 15 CdSe layers separated by 50 nm (b) and
200 nm (c) thick ZnSe barriers, at RT, 1 mA/cm2 current density and 10 keV electron energy.
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Fig. 4. The 14 K temperature CL spectra of the structure with 15 CdSe layers and 200 nm ZnSe
barriers from the RHEEDe-beam trace (upper spectra) and outside the trace (middle spectra) and
difference of these spectra (lower spectrum).

defects. In this case the e-beam irradiation essentially improves efficiency of CdSe related
emission. The structures with 15 CdSe layers (Fig. 3(a), 3(b)) show more intense CdSe
related emission even outside the RHEED e-beam track. Nevertheless the total intensity
of the emission from the trace is higher again. Besides, the wavelength maximum of the
CdSe related emission shifts to long-wavelength side from 547 nm to 590 nm and from
480 nm to 549 nm for the structure with 50 nm (Fig. 3(b)) and 200 nm (Fig. 3(c)) thick
ZnSe barrier layers respectively. Moreover for last structure the CdSe related emission
spectrum from the trace consists of several lines with maximum at 549, 531 and 510 nm.
At 10 keV excitation only one CdSe layer of this structure is in the excitation area. Indeed
the electron penetration depth is 250 nm at 10 keV but the total thickness of the 100 nm
thick ZnSe top layer and the 200 nm ZnSe barrier layer separating the first CdSe layer
from the next is 300 nm. It means that the different lines are not due to different CdSe
layers. However, even at 30 keV (the penetration depth is about 2.3µm), CL spectrum
is practically the same. Such a spectrum is very close to the one observed for InAs/GaAs
QDs [9, 10]. By analogy with InAs QDs we suppose that the observed spectrum is related
to emission from not only ground level in QDs (line with 549 nm maximum) but also from
excited levelsn = 2 and 3 (lines withλmax = 531 and 510 nm). Then the full width
at haft maximum (FWHM) of the lines is small enough and equal to 66 meV. In Fig. 4,
similar CL spectra for the 15 CdSe layer structure with 200 nm ZnSe barriers are presented
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at T = 14 K. At low temperature the CL spectra from the track and outside it are more
close than at RT. Nevertheless some differences in the form of spectral lines especially on
the low-wavelength tail are observed. For clearness, a calculated spectrum difference is
presented in Fig. 4 by the lower curve. There are several lines on this spectrum. The lines
with λmax = 481, 501 and 520 nm are likely to correspond to the lines withλmax = 510,
531 and 549 nm at RT (Fig. 3(c)). The other lines withλmax = 454, 462 and 472 nm
may also have some analogues in the 465–500 nm spectral range at RT. However, it is
difficult to do such a comparison because of other intense line withλmax = 465 nm in
this spectral range. To explain the observed spectral features we suppose that the CdSe
layer outside the RHEED e-beam trace constitutes the layer with nonuniform thickness.
This nonuniformity leads to very strong localization of excitons at low temperature. This
localization should not be presented as formation of QDs with regular form. However, such
formation is likely to occur under the e-beam irradiation. In this case some CdSe material
stays in the layer form. Such CdSe layer is likely to be responsible for intense emission
line with λmax= 465 nm atT = 14 K. At low temperature the transport of excitons to the
CdSe QDs is difficult because of the strong localization in the CdSe-related layer. At RT
the transport is easier and the CdSe QD emission becomes predominant in the spectrum.

Mechanism of the e-beam influence on CdSe QDs formation is not clear yet. Probably,
the e-beam stimulates the adatoms diffusion along the growth surface and/or plays role of a
catalyst of chemical reaction. However, it is clear that rejection of such an effect may lead
to mistake in interpretation of RHEED and optical measurements carried out on samples
cut from different parts of a structure. On the other hand the observed effect may be used
for purposeful improvement of QD formation procedure.

4. Conclusion

In conclusion the strong influence of the RHEED e-beam irradiation on CdSe QDs formation
has been found. Large difference in CL spectra from the e-beam track and outside the track
was observed. The emission spectrum of the CdSe QDs formed under e-beam has a set of
lines due to excited levels in the QDs.

The work was partially supported by Russian Foundation for Basic Researches, grant
No. 00-15-96624.
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Indium distribution in pseudomorphic InGaAs/(Al)GaAs quantum wells
grown by MOCVD
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Abstract. Indium atom distribution in InGaAs/(Al)GaAs quantum wells (QWs) grown by metal
organic chemical vapor deposition (MOCVD) was systematically studied. High resolution grazing
sputter angle Auger electron spectroscopy was used as a method of indium depth profile investiga-
tion. Broadening and shift to the surface of indium concentration profile in single QW, the increase
of indium content in upper quantum well for close spaced QWs were found. It was observed that
the use of AlGaAs barriers between QWs reduces indium surface segregation.

Introduction

In last decades InGaAs/AlGaAs quantum well heterostructures are widely used in opto-
electronic and microwave applications. Fabrication of high quality devices demands flat
and abrupt QW interfaces. Surface segregation of indium atoms during growth process
causes indium enrichment of upper layer and broadened QW interfaces. These phenomena
have been observed using second ion mass spectroscopy [1], Auger electron spectroscopy
(AES) [2], reflection mass spectrometry [3], reflection high-energy electron diffraction [2,
4], ultraviolet photoemission spectroscopy [2, 5], transmission electron microscopy [6],
X-ray diffraction [6, 7], photoluminescence [1], electrolyte electroreflectance [8]. Special
growth procedures to improve interface abruptness are required. The main part of indium
surface segregation investigation were carried out on molecular beam epitaxy grown In-
GaAs QW heterostructures. At the same time for device manufacturing the metal organic
chemical vapour deposition large-scale production is necessary. In this work we study
indium distribution in InGaAs/(Al)GaAs QWs grown by MOCVD. High depth resolution
AES was chosen as an indium profile investigation method.

1. Experiments

The InGaAs/(Al)GaAs QW heterostructures were grown on n+-GaAs substrates by low
pressure MOCVD at Sigm Plus Co. The patented design homemade rectangular quartz tube
horizontal reactor “SIGMOC-130” with gas flow rotation of susceptor was used. TEGa,
TMAl and TMIn were used as group-III sources and arsine as a group-V source. Growth
was performed at temperature 720◦C and pressure 60 torr on (001) with 0.5◦ misorientation
toward the [110] GaAs substrates.

Five types of InGaAs/(Al)GaAs QW heterostructures were investigated. Sample A
consisted of single InGaAs quantum well sandwiched between GaAs spacer layers and
AlGaAs barrier layers (inset to Fig. 1(a)). Sample B consisted of two InGaAs quantum
wells separated by GaAs barrier. QWs were sandwiched between GaAs spacer layers and
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Fig. 1.AES depth profiles of: (a) sampleA; (b) sample B; (c) sample C; (d) sample D; (e) sample E.
The insets show conduction band edge of samples.

AlGaAs barrier layers (inset to Fig. 1(b)). Sample C was identical to sample B but GaAs
layers were replaced by Al0.15Ga0.85As layers (inset to Fig. 1(c)). Sample D was identical
to sample C but Al0.15Ga0.85As layers were replaced by Al0.30Ga0.70As layers (inset to
Fig. 1(d)). Sample E consisted of several periods of InGaAs/Al0.30Ga0.70As superlattice
(inset to Fig. 1(e)).

The InGaAs/(Al)GaAs QW heterostructures were investigated by AES. The AES depth
profiling was performed at Scanning Auger Spectrometer PHI-560. In order to improve
the depth resolution low energy Ar+ ions (1 keV) and a grazing sputter angle profiling (80◦
with respect to surface normal) was used.
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2. Results and discussion

AES depth profile of sample A demonstrates broadening of upper QW interface via indium
surface segregation effect (Fig. 1(a)). During epitaxial growth indium atoms tend to move
to upper layer [1, 2]. Therefore the peak of indium distribution is shifted toward growing
surface in relation to GaAs/AlGaAs interfaces. Indium segregation length (λ) determined
as 1/e decay length of In from AES profile is 42 Å. The segregation probability (R) of
In atoms from topmost layer determined asR = exp(−d/λ) [1] is 0.93. Hered is half
the lattice constant of GaAs. Surface segregation effect leads to narrowing of upper GaAs
spacer layer. The thickness of upper spacer has a great influence on the threshold current of
laser diodes based on InGaAs/AlGaAs QW heterostructures. Therefore the growth process
must be corrected to obtain optimal thickness of spacers [9].

If indium segregation probability is rather high and distance between QWs is small the
indium atoms from deeper QW can reach upper QW and increase indium content in it.
This situation is illustrated by sample B AES profile (Fig. 1(b)). Distance between QWs
is 100 Å and indium segregation length is 45 Å,R = 0.94. In this case two different
phenomena occur. As in case of sample A the indium peak shift to growth direction is
observed. Moreover upper QW is enriched with indium atoms segregated from deeper QW
during growth process. The ratio of upper QW indium peak intensity to deeper QW indium
peak intensity (IDQW) is 1.15. This phenomenon may result in appearing of particularities
in emission spectrum of laser diodes (especially for single mode devices) [10].

It was observed that the replacement of GaAs barriers and spacers by AlGaAs barriers
(sample C and D) decreases indium segregation in QWs. Figure 1(c) shows that indium
peak shift for is less than that one for sample B.AlGaAs barriers decrease indium carry over
into upper layer. Hence indium segregation length and probability (λ = 33 Å,R = 0.92)
decrease and both QWs have approximately the same indium content (IDQW = 1.03). The
substitution of Al0.15Ga0.85As (sample C) on Al0.30Ga0.70As (sample D) lead to further
decrease of both indium peak shift (λ = 29 Å,R = 0.91) and difference of indium content
in QWs (IDQW = 1.01) (Fig. 1(d)).

However if distance between QWs is considerable as in case of sample E (Al0.30Ga0.70As
barrier thickness 350Å) QWs have an identical indium content (Fig. 1(e)). The indium peak
shift toward upper InGaAs/Al0.30Ga0.70As interface still remains (λ = 32 Å,R = 0.91).

For receiving of identical InGaAs/(Al)GaAs QWs with sharp interfaces by MOCVD it
is necessary to use rather thick AlGaAs barriers with high AlAs mole fraction. Developing
InGaAs based heterostructures the indium surface segregation effect leading to observed
phenomena should be taken into account.

Summary

In summary indium atoms distribution in InGaAs/(Al)GaAs QWs grown by MOCVD were
systematically studied using grazing sputter angle AES. The shift of indium concentration
profile toward the surface in single QWs and relative shift of composition in close spaced
multiple QWs were found.

The influence of barrier materials on indium distribution in QWs was investigated. The
increase of AlAs mole fraction in AlGaAs barrier resulted in the decrease of indium surface
segregation.
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Abstract. For a three-layer system consisting of two ferromagnetic layers separated by an antifer-
romagnetic interlayer it is shown that the stability region of single-domain ferromagnetic layers is
technologically dependent on the ratio between the width of interface atomic steps and the thickness
of layers. The thickness-roughness phase diagram has three regions: a collinear orientation of the
magnetizations of ferromagnetic layers (1), oriented to each other at 90◦ (2), and a multidomain
structure of ferromagnetic layers (3). The proposed approach can be compared with experiment by
studying magnetic hysteresis loops against nanostructure layer thicknesses and their roughnesses
owing to atomic steps on interfaces.

Introduction

The discovery of giant magnetoresistance [1] has stimulated interest in sandwiches consist-
ing of alternating thin ferromagnetic (Fe, Co) and nonmagnetic (Cr, Cu) metallic layers.

An antiparallel or parallel orientation of adjacent ferromagnetic layer magnetization is
energetically favorable when the number of atomic planes in the antiferromagnetic spacer
is even or odd, as in Fig. 1(a) and 1(b) respectively. In the latter case an external magnetic
field changes the antiparallel orientation of magnetization to parallel one. It is accompained
by a drop in the electric resistance up to tens of percent.

An example of such a layered antiferromagnet is a chromium film with the thickness
32 Å < d < 150 Å, in which at low temperature there appears a commensurate transverse
spin-density wave [2]. A similar structure occurs when the iron impurities with the con-
centration exceeding 2% are introduced into chromium [3].

The roughness of the interfaces owing to atomic steps on them can make the uniform
order parameter distribution energetically unfavourable, because the spin orientations of
adjacent atoms on the step are opposite (Fig. 2). If the characteristic distanceR between
atomic steps exceeds some critical value, it is energetically favourable to break up the layers
into domains with parallel and antiparallel orientation of magnetization [4].

In this paper we report a phase diagram of multilayer ferromagnet–antiferromagnet
nanostructures with arbitrary ratios between the exchange interactions as well as between
the layer thickness and the characteristic separation of steps at interfaces. The proposed
approach can be used in the experiments studying the forms of magnetic hysteresis loops.

1. Description of the model

We shall investigate the disrtibution of order parameters in layers in the mean-field approxi-
mation [5, 6]. The parameters can be introduced for each layer as follows: the magnetization
vector for ferromagnetic layers and the antiferromagnetism vector, equal the difference in
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Fig. 1. Orientation of spins in a three-layer
system consisting of two ferromagnetic layers
and an antiferromagnetic interlayer in the case
of smooth interfaces and odd (a) and even (b)
number of atomic planes in the interlayer.
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Fig. 2. Orientation of spins near the step at
the interface for homogeneous distribution of
the order parameters (a) and in the presence of
a domain wall (b).

the magnetizations of sublattices, for antiferromagnetic layers. In case of sufficiently thin
layers, the spins of atoms lie in the plane and, therefore, the orientation of the vector order
parameter can be given by the angleθ that it forms with the x axis, which lies in the plane
of the layer.

Far from Curie and Neel temperature, the exchange energyWi caused by the interaction
inside theith layer can be written as

Wi = Ai

2

∫
(∇θi)2 dV, (1)

where the integral is taken over the volume of the layer, andAi is the corresponding
exchange constant. In the order of magnitude,Ai ∼ JiS

2
i /b , whereJi is the exchange

integral between adjacent atoms,b is the interatomic distance, andSi is a mean spin of
an atom.

The energy of the exchange interaction between adjacent layers with numbersi and
i + 1 can be written

Wi,i+1 = ±B
∫

cos(θi − θi+1)dS, (2)

where integration is performed over the layer interface,B ∼ Jf,af SiSi+1/b
2, Jf,af is the

exchange integral between adjacent atoms belonging to different layers, and the sign "+ "
is opposite for different sides of an atomic step at the interface of the layers.

We divide all distances byb, assuming it to be virtually identical in both sorts of layers
and divide all energies by the constantAaf for an antiferromagnetic layer. We introduce
dimensionless parameters

α = Jf,af Sf

Jaf Saf
andγ =

Jf S
2
f

Jaf S
2
af

, (3)

where the subscriptsf andaf correspond to a ferro- and antiferromagnet.
By varying the parametersθi in (1), we obtain a differential equation that describes the

distribution of the order parameter in a layer

�θi = 0. (4)



NT.20p 69

A more careful procedure is needed to obtain correct conditions at the interface of layers.
The energies of intra- and interlayer interactions must be varied in a discrete model, and
then we must go to a continuum limit. As a result we get

�̃θi − ∂θi
∂n

= ∓ B

Aib
sin(θi − θi+1), (5)

where�̃ is a two-dimensional Laplacian in the plane of a layer,∂/∂n is the derivative in
the direction of an outer normal to the boundary of the layer, and upper and lower signs in
(5) correspond to those in (2).

Thus, to find the distribution of order parameters in a multilayer nanostructure, it is
necessary to solve the system of linear differential equations (4) with non-linear boundary
conditions (5). The distribution will depend on the values ofα andγ , on the thickness
of layers, as well as on the characteristic distanceR between the steps at the interface of
layers.

2. Phase diagram of a three-layer system

The results of model calculations can be shortly displayed on the phase diagram (Fig. 3).
Phase 1 is characterized by the presence of static vortices at the interfaces and a collinear
orientation of magnetization of ferromagnetic layers. In phase 2, the magnetizations of
the ferromagnetic layers are homogeneous and, in the absence of an external magnetic
field, are oriented to each other at 90◦. Phase 3 corresponds to a multidomain structure of
ferromagnetic layers.

The phase diagram can be compared with experimental data by studying the state of
ferromagnetic layers using a magnetic-force microscope with various ratios betweenR and
a and different temperatures, becauseα andγ are temperature-dependent.

3. Effect of a magnetic field: hysteresis loops

The magnetic flux reversal of ferromagnetic layers in phase 1 occurs virtually independently,
and the hysteresis loops must coincide with those in a two-layer system consisting of
one ferromagnetic and one antiferromagnetic layer. Here and below we assume that the
maximum magnetic field is much less than the exchange field in the antiferromagnet.
Therefore, the magnetization of antiferromagnetic layers can be neglected.

3
2

1

1

1 γ

Rα

αa

Fig. 3. Thickness-roughness phase diagram
for a three-layer system consisting of layers
of identical thickness. The region of weak
distortion of order parameters is hatched.

M

B* B

Fig. 4. Hysteresis loops of a three-layer nanostruc-
ture consisting of two ferromagnetic layers sepa-
rated by an antiferromagnetic interlayer with iden-
tical thickness.
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In phase 2, in a weak magnetic field that exceeds the anisotropy field in the plane of
ferromagnetic layers, the magnetizations of ferromagnetic layers are oriented at 45◦ to the
field while remaining virtually perpendicular to each other. In this case, the magnetization
of the system isMmax/

√
2, whereMmax is the maximum magnetization of ferromagnetic

layers. Its further evolution can be studied by minimizing the sum of the energies of
ferromagnetic layer interaction with each other and with the magnetic field. The energy of
a ferromagnetic layer in the magnetic field with inductanceB is given by

Wf = −2µlB cos
H

2
, (6)

whereµ is the magnetic moment of an atom of a ferromagnet. For the angleH between
the magnetization of layers we have a transcendental equation

Jaf S
2
af

a

(π
2
H
)
= µlB cos

H

2
. (7)

The characteristic fieldB∗ (Fig. 4) at which there occurs a substantial magnetization change
is

B∗ ≈
Jaf S

2
af

µal
. (8)

In phase 3, in a weak magnetic field, the domains with parallel orientation of the mag-
netization of layers are oriented along the field. In this case the system magnetization is
Mmax/2. The magnetizations of ferromagnetic layers in domains with antiparallel orienta-
tion in a zero field behave similarly to the magnetizations of the sublattices in the volume
of an antiferromagnet. They are oriented virtually perpendicular to the external field.

As B increases, the angleH between them decreases. The characteristic value of
inductionB∗ of the external magnetic field in which the angle varies substantially, is
found by the method similar to that for phase 2 and is given in order of magnitude by (8).
Therefore, the form of the hysteresis loops in phases 2 and 3 differs only in the magnitude
of magnetization in weak fields.
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InGaAsN has recently been proposed as a novel material for near-infrared lasers [1]. The
merits of this material are due to the strong bowing in the bandgap of the GaAs-GaN alloy
system, which offers the extension of the light emission range from GaAs-based structures
to 1.3µm and longer. At the same time, the band-offsets between InGaAsN and GaAs are
larger than in the conventionally used InGaAsP system, which should greatly improve high-
temperature performance of 1.3µm lasers. The combination with the presently available
GaAs/AlAs distributed Bragg reflector (DBR) technology could also lead to novel vertical
cavity lasers for the long wavelength region.

Up to now the best results on GaInAsN QW laser structure were demonstrated by using
the MBE as a growth technique [2–5]. However, there is a wide dispersion of the published
characteristics of lasers based InGaAsN quantum wells. A little attention was paid to
theoretical modelling and interpretation of the growth processes of the nitride-arsenide
compound. The kinetic models of growth of GaInAsN quarternary alloys were developed
in Ref. [6]. However, this approach did not predict a relationship between the growth
parameters and the element composition of the growing film. And the question is still
actual, how incorporation of indium into GaAsN compound affects the sticking coefficient
of the nitrogen.

It has been shown recently that molecular beam epitaxy can be considered in the frame-
work of thermodynamic description under assumption that equilibrium between the gas and
solid phases is established on the surface of the crystal at the substrate temperature [7, 8].
In this work we present the thermodynamic analysis of the growth of nitrogen containing
ternary and quaternary Ga(In)AsN compounds. The used model allows us to predict the
nitrogen mole fraction in the grown alloys as a function of external growth parameters (III-
and V-group element fluxes and growth temperature).

We use the thermodynamic model developed in [9] for the analysis of the MBE growth
of the quaternary (ternary) nitrogen containing compounds. The acting mass law describes
the equilibrium between the gas and solid phases. The substrate temperature is taken as
the system temperature. The properties of quaternary compounds are described within the
model of regular solution [10]. Nitrogen atoms are assumed to be the active species.

This model predicts that dependence of the nitrogen sticking coefficient on the substrate
in the case of GaAsN growth has the range of constant value which is very close to unity,
i.e. complete nitrogen incorporation into the growing film (Fig. 1). In the substrate tem-
perature range of 480–550◦C strong decrease ofη with increasingT was observed. The
dependence of the nitrogen mole fraction on the substrate temperature demonstrates the
same behaviour as the dependence of the nitrogen sticking coefficient vs substrate temper-
ature (Fig. 2), theoretical predictions are confirmed by the experimental data with the very
good precision, which is of the order of accuracy of detecting the substrate temperature.
The dependence of the nitrogen fraction in the GaAsN and in the InGaAsN layers on the
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Fig. 1. The dependence of the nitrogen stick-
ing coefficient,η, on the substrate temperature,
T , for the growth of GaAsN. (V = 1 ML/sec,
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Fig. 2. The temperature dependence of the
nitrogen mole fraction,y, for the growth of
GaAsN. (V = 1 ML/sec, F 0

As2 = 1.5 ·
1015 cm−2s−1, F 0

N = 1.2 · 1013 cm−2s−1).
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Fig. 3. The calculated sticking coefficient of
the nitrogen,η, for GaAsN growth under var-
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and fixed growth temperatures (curve 1T =
440◦C, curve 3T = 490◦C). Experimental data
for T = 440◦C are shown as symbols and fit-
ting curve 2.
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Fig. 4. The sticking coefficient of nitrogen,
η, versus the growth temperature,T . (V =
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As2 = 1.5 · 1015 cm−2s−1, F 0
N =

1.2·1013 cm−2s−1). Curve 1 illustrates the case
of In0.25GaAsN growth, curve 2 does the case
of GaAsN growth.

growth rate was investigated (Fig. 3). In the range of high growth rates (V > 1 ML/s)
nitrogen sticking coefficient is close to unity and nitrogen may be considered as a dopant
element, i.e.y(V ) directly proportional to 1/V function. In the range of lower growth
rates the nitrogen sticking coefficient becomes less than unity andy(V )dependence deflects
from the inverse proportionality. It should be taken into account in the case of the growth
of In(Ga)AsN quantum dots because of typically smallV in this case. It was found that the
nitrogen sticking coefficient depends on the ratio of theV group elements fluxes (Fig. 4)
and independent of the absolute values of those parameters in the range of typical atomic
nitrogen fluxes. Thus, good agreement of the theoretical predictions and the experimental
data was demonstrated. Moreover, it was shown that the nitrogen sticking coefficient is
determined by the total group III elements flux, i.e. adding indium (keeping the constant
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Fig. 5. The calculated dependencies of the nitrogen alloy content,y, versus growth rate,V , for
the cases of growth of GaAsN (curve 1) and In0.25GaAsN (curve 2) with fixedT = 450◦C,
F 0

As2 = 1.5 · 1015 cm−2s−1 andF 0
N = 1.2 · 1013 cm−2s−1. Curve 3 illustrates dependence which

is directly proportional to the ratio of the atomic nitrogen external flux,F 0
N , to the total III-group

element external flux (which is equivalent to theV ).

total growth rate) does not change significantly nitrogen incorporation into the growing
film (Fig. 5).
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A technique for fabricating InGaAs/GaAs nanotubes of precisely
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Abstract. Single-crystal nanotubes of precisely controlled length were produced on a (110) cleaved
facet of heterostructure. The selective MBE growth of a strained InGaAs/GaAs strip and its subse-
quent self-rolling were used. The proposed technique is capable of ensuring good reproducibility
of all sizes and exact positioning of nanotubes.

Introduction

Achieving good reproducibility of sizes in nanotechnology, although being a problem of
great significance, has not yet found a satisfactory solution. For instance, the electrical
capacitance of a single-electron transistor Coulomb island, a key part of one of the most
remarkable nonoelectronic devices, depends on the dimensions of this island and should
be precisely controlled. In spite of a considerable number of advantageous properties
of nanoobjects obtainable nowadays, the use of these objects in nanotechnology remains
difficult. For instance, carbon nanotubes have poorly reproducible lengths, semiconductor
mesostructures have rather irregular edges, etc. In this work we propose a technique
which enables fabricating nanoobjects of precisely controllable dimensions. The method
employs the possibility of self-rolling of a highly strained InGaAs/GaAs heterolayer in a
tube-shaped scroll as the heterolayer detaches from substrate during selective etching of an
AlAs sacrificial layer underlying it (Fig. 1). The diameter of the tube thus formed depends
on the thickness of the heterolayer and on the mismatch of lattice parameters in it; hence,
this diameter can be precisely controlled [1]. Recently, this possibility was used to obtain
InGaAs/GaAs tubes with tube diameters as small as 2 nm and lengths as large as 1 mm. For
successive use of such tubes in nanotechnology, it is required that their lengths be highly
reproducible in the nanometer-size range. As evident from Fig. 1, in order the lengthL

Rolling

GaAs AlAs
layerInGaAs

GaAs

L

Fig. 1.A tube of lengthL is rolled from an InGaAs/GaAs heterolayer.
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of an InGaAs/GaAs nanotube be controlled, it suffices that the nanotube be rolled from a
plane InGaAs/GaAs bilayer of a precisely controlled widthL.

Experemental

In this work, for the first time a InGaAs/GaAs bilayer of precise width to be rolled up in a
tube was grown on a cleaved facet of a heterostructure using selective growth [2]. To grow
such a bilayer, first, a heterostructure having a GaAs layer sandwiched between AlGaAs
layers was cleaved to obtain a flat cleaved facet (see Fig. 2). The GaAs strip on the cleaved
facet (edge of the GaAs layer in the initial heterostructure) has a precise preset width because
the GaAs layer was grown by MBE (Fig. 2(a)). Second, an InGaAs/GaAs/AlAs heterolayer
was selectively grown on that GaAs strip. No growth occurred on adjacent AlGaAs strips
because they were oxidized. For preparetion of desired samples, the cleaved surface of
the initial heterostructure was oxidized and then annealed at 620◦C to selectively remove
oxide from the GaAs strip, the oxide on the AlGaAs strips remained intact (Fig. 2(b)).

L

(a)

oxidized
AlGaAs

(b)

Selective MBE growth
Cleave

Slit for cleave

GaAs
AlGaAs

AlGaAs
Substrate

Fig. 2. (a) An initial herostructure has a GaAs layer sandwiched between two AlGaAs layers. The
heterostructure is cleaved along a (110) cleavage plane, shown by the dashed line. (b) The cleaved
facet thus obtained is subjected to oxidation followed by an anneal for evaporating oxide from the
GaAs strip. Afterwords, a strained InGaAs/GaAs/AlAs heterolayer was selective grown on the
GaAs strip.

Some experimental details are the following:

1. In order to obtain a desired facet of the heterostructure slits were prepared at desired
places of the substrate with the help of optical lithography and liquid etching. Along
these slits, cleavage was afterwards initiated.

2. To oxidize the cleaved facet it was exposed to atmospheric air or heated in wet
nitrogen.

3. The heterostructures to be rolled were In0.5Ga0.5As/GaAs heterolayer of various
thicknesses were grown on the GaAs strip at 400◦C. The GaAs buffer layer of
thickness 20 nm was grown before growth the sacrificial AlAs later.

4. The AlAs sacrificial layer was subjected to selective liquid etching in an HF-based
solution. As a result of this etching, the InGaAs/GaAs heterolayer of a precise width
rolled in a tube of precise length as shown in Fig. 1.
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Results and discussion

In this manner, tubes with preset lengths ranging from 200 to 500 nm and with diameters
ranging from 80 to 200 nm were obtained. Figure 3 shows an SEM photograph of an
In0.5Ga0.5As/GaAs (8ML/4ML) tube of length 400 nm and diameter 80 nm. Additional
windows were preliminary made in the In0.5Ga0.5As/GaAs heterolayer to open access
for the etchant to the sacrificial layer. Therefore, this bilayer was rolling along to the
longitudinal axis of the In0.5Ga0.5As/GaAs strip.

[010]

Scrolling GaAs
400 nm

AlGaAs

AlGaAs

Tube

Fig. 3.An InGaAs/GaAs (8ML/4ML) tube of length 400 nm and diameter 80 nm prepared using
the proposed technique.

In those cases in which no additional windows were made in the bilayer, this bilayer was
rolling in the direction normal to its longitudinal axis. Figure 4 shows an SEM photograph
of two such In0.5Ga0.5As/GaAs tubes, 200 nm in diameter, occupying a final position of
the center of the GaAs strip. As described above, these tubes were rolled up from different
parts of a single 1 mm-wide InGaAs/GaAs heterolayer. As they were rolling during etching
of the sacrificial layer, they moved one toward the other till they finally stopped. On their
stoppage, the etch rate of the sacrificial layer beneath the tubes was drastically diminished
because the access for the etchant to the AlAs layer was hampered. As a result, the tubes
remained fixed to the GaAs cleaved edge approximately at its center. Thus, tubes prepared
in this manner can be composed of a preset number of coils (one, in the case shown in
Fig. 4), their final position being predetermined with good accuracy as well.

1000 nm
GaAs

Tube

AlGaAs

Fig. 4. Two coupled InGaAs/GaAs tubes 200 nm in diameter self-positioned in the center of the
GaAs cleaved facet. White arrows show direction of the rolling.

If such nanotubes are composed of severals coils of a heterolayer, the surface atoms
in adjacent coils appear to be in such a close proximity that they readily interact with one
another. An HRTEM image shown in Fig. 5 shows that the wall of a two-coil tube prepared
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by rolling an In0.5Ga0.5As/GaAs (10ML/5ML) heterolayer grown on an (110) cleaved
facet of a heterostructure is indeed a single-crystal one. The coils have stuck together
quite perfectly, and no oxide was observed at the interface between them. On the other
hand, the photographs revealed dislocations at the interface between coils caused by slight
misorientation between crystallographic directions in them (chirality).

Second
coil

First
coil

Bonded
interface

Fig. 5. An HRTEM cross-sectional image of the wall of a two-coil tube prepared by rolling an
In0.5Ga0.5As/GaAs (14ML/5ML) heterolayer grown on a (110) GaAs cleaved facet. The photo-
graph confirms that the wall is indeed a single-crystal one. The coils stick together quite perfectly,
no oxide being observed at the interface between them. The white arrows show dislocations at the
bounded interface.

In conclusion, it may be argued that, using narrow GaAs strip, one can prepare even
shorter nanotubes than those described in this work. Nanospirals and some other objects can
be also obtained by selective growth of heterolayers on cleaved facets of other orientations,
and also, for example, on the surfaces of V-shaped mesastructures.
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Abstract. An influence of MBE growth parameters (substrate temperature, total group V flux, and
As/Sb flux ratio) on a composition ofAlxGa1−xAsySb1−y alloys (x = 0.5) as well as their structural
quality have been studied in details. Using these data, As and Sb incorporation coefficients have
been calculated in two different ways. An effect of the unintentional Sb incorporation in InAs
layers is also discussed.

AlGaAsSb alloys are widely used as cladding layers of laser diodes emitting in mid-infrared
spectral range [1]. Such lasers are of great importance for a large variety of applications,
including remote trace-gas sensing, pollution monitoring, molecular spectroscopy [2] and
optical communications using fluoride glass fibers [3].

One of the general problems in molecular beam epitaxy (MBE) growth, that has not
been completely solved so far, is a compositional control of the multicomponent alloys with
two volatile elements, in particular, the AlGaAsSb alloys involving As and Sb [4–6]. The
available theoretical models of the MBE growth do not allow an unambiguous quantitative
description of the composition dependence on growth parameters. An adequate thermo-
dynamic model of anion-mixed alloy MBE growth is still questionable. The difficulties in
composition control of the anion-mixed alloys are due to non-unity incorporation coeffi-
cients of the volatile elements. Most of the previous papers on MBE of III-(Sb, As) alloys
consider situations when both antimony and arsenic cracking cells [4, 5] or the arsenic
cracking cell in combination with a conventional antimony cell [6] are used as molecular
beam sources. This paper reports on MBE growth of AlGaAsSb alloys using conventional
arsenic and cracking antimony cells.

Three series of samples were grown on a RIBER 32P setup equipped with the anti-
mony cracking cell RB-075-Sb providing mostly Sb2 flux. Both InAs and GaSb substrates
were used. The structures contain a 0.2µm-thick InAs or GaSb buffer layer followed
by a (0.5–1)µm-thick Al0.5Ga0.5AsySb1−y layer. The samples of series A were grown at
different As fluxes and other equal growth conditions. In the samples of series B and C the
varying parameters were the Sb flux and the substrate temperature, respectively, while the
As flux was kept constant and high enough to provide As/III> 1 conditions.

The AlGaAsSb composition was measured by electron probe microanalysis (EPMA)
and verified through the simulation of high resolutionX-ray diffraction (XRD) rocking
curves using the EPMA data onAl and Ga content. Additionally, the compositional profiles
of the structures were obtained by SIMS.

Figure 1 presents XRD rocking curves of one of the InAs/AlGaAsSb structures. Three
main peaks are clearly resolved in both curves. Besides a dominating InAs substrate peak,
there is an intensive peak located at∼100 arcsec, which is attributed to the AlGaAsSb
layer nearly lattice-matched to InAs (�a/a < 5× 10−4). The small difference in FWHM
values of the corresponding peaks for bothω− andθ − 2θ rocking curves as well as an
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Fig. 1. The (004) ω- (bottom) and θ−2θ (upper) XRD rocking curves of the InAs/
Al0.5Ga0.5As0.13Sb0.87 structure.

existence of clearly visible interference fringes confirm the high structural quality and plain
morphology of this layer. The third weaker peak at∼(620−680) arcsec, that is absent in the
samples grown on GaSb substrates as well as grown using conventional Sb cell, seems to be
attributed to the InAs buffer layer contaminated with Sb. The layer thickness estimated from
the period of the thirdθ−2θ peak fringes is consistent well with that of the buffer layer. The
presence of Sb in the buffer layers was confirmed by SIMS measurements. An estimation
of the InAs1−ySby alloy composition from the XRD peak position givesy ∼ 0.05. The
similar effect of the uncontrolled As incorporation into Sb-based compounds was observed
earlier [7]. In our case, the main reason of the unintentionally Sb incorporation into As-
based layers is probably a significantly increased reactivity of Sb2 dimer molecules as
compared to Sb4 ones.

It was found from EPMA studying of the samples of series A, that As flux variation
within a wide range does not affect the composition of AlGaAsSb, provided that it is
grown at the Sb2 flux large enough to keep V-stabilized growth conditions. The results
of EPMA measurements of the samples of series B and C are summarized in Fig. 2 and
Fig. 3, respectively. One should note that the samples grown at high growth temperature
(TS ∼ 520◦C) and high V/III ratio (highAs flux) demonstrate much worse morphology and
structural quality. The minimum beam equivalent pressure (BEP) of Sb flux corresponding
to Sb-stabilized growth ofAl0.5Ga0.5Sb was 1.7×10−6 and 2.2×10−6 Torr atTS of 480◦C
and 520◦C, respectively, as shown by vertical dashed lines in Fig. 2.

Some of the Al0.5Ga0.5AsySb1−y layers were grown with the composition inside a
thermodynamic miscibility gap (y = 0.3 and 0.5). The possibility of MBE growth of
AlxGa1−xAsySb1−y alloys lattice-matched to InP (also inside the thermodynamic instabil-
ity region) with good structural and optical properties has been recently demonstrated [4].
On the other hand, the authors of Ref. [5] could not penetrate deep in the miscibility gap
and assumed that the Al(As,Sb) miscibility gap manifests itself in a shift in As composition
due to a rejection of excess As, rather than in phase separation. Therefore, the reliability
of our data fory � 0.3 does not seem to be high.

In contrast to thermodynamic predictions, the experimental data demonstrate the domi-
nant Sb incorporation in AlGaAsSb layers even at rather low Sb fluxes. Such incorporation
behavior of the volatile elements can be explained by a strong difference in kinetically
controlled As and Sb incorporation coefficients, defined as a ratio of a number of atoms in-
corporated into the grown layer to a total number of incident atoms. Thus, to be correct any
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thermodynamic model of MBE should take into account the kinetics processes on growth
surfaces.

The analysis of the AlGaAsSb composition dependencies was carried out within the
framework of kinetic conception only, using expression for the As and Sb incorporation
coefficients as the main parameters affecting the alloy composition.

The dependence of composition on a flux ratio, taking into account the incorporation
coefficients of the elements, can be written as follows

y =
[

1+ 1

2αNAs

ηAs4

ηSb2

(
P ′Sb2

P ′As4

)]−1

(1)

whereαNAs = αAs/αSbis a relativeAs incorporation coefficient,P ′i is a BEP of the respective
molecular fluxe andηi is a sensitivity coefficient of the Bayard–Alpert ion gauge [8].

To calculate the absolute incorporation coefficients of the elements, the well-known
expression for the fluxes condensed on a substrate has been used [9]. Then the As and Sb
incorporation coefficients can be expressed as

αAs =
yvgπr

2
√

2πRMAs4TAs

a3SevAsPAs4SS cos(ϕ) sin(�)NA
, αAs =

2(1− y)vgπr2
√

2πRMSb2TSb

a3SevrmSbPSb2SS cos(ϕ) sin(�)NA
(2)

wherer is a distance between substrate and cell orifice,ϕ is an angle between the direction
of molecular beam and the normal to cell aperture,� is an incident angle;NA is the
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Fig. 4.As and Sb absolute and relative incorporation coefficients versus Sb BEP.

Avogadro number,Mi is molar mass of evaporated element,Sevi andSs are areas of a cell
orifice and a substrate,Pi is an equilibrium pressure in the cell,vg is the alloy layer growth
rate anda is a lattice constant.

As a result the calculated dependencies of As and Sb incorporation coefficients on
Sb BEP are presented in Fig. 4. As shown in Fig. 4, the dependencies of relative As
incorporation coefficient on Sb BEP calculated by two different ways, using expression (1)
and expressions (2), are in good agreement. A small discrepancy appears to be due to some
inaccuracy in estimation of equilibrium pressures and in cell temperature measurements
using a thermocouple. The absolute values of As and Sb incorporation coefficients have
been found to be much smaller than unity, with theαAs/αSb ratio exceeding 10.

In summary, both the experimental data and theoretical calculations demonstrate strong
dependencies of AlGaAsSb alloy composition on growth temperature and Sb flux. The
alloy composition has been found to be efficiently controlled by varying only the Sb BEP
with Al, Ga, As BEPs and growth temperature kept constant.
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Abstract. InGaAsN insertions in a GaAs matrix grown by molecular beam epitaxy (MBE) demon-
strate a pronounced effect of phase separation even at relatively low indium and nitrogen concentra-
tions. Cross-section high-resolution transmission electron microscopy (TEM) images, processed
using a specially-developed software, demonstrated an effect of nitrogen decoration of InAs-rich
regions in the structures studied. Formation of ordered structures of compositional domains has
been revealed in plan-view TEM images.

Introduction

We report on studies of InGaAsN insertions in a GaAs matrix using transmission elec-
tron microscopy (TEM), high-resolution TEM (HRTEM) and HRTEM image processing.
InGaAsN-based structures recently attracted much attention due to the possibility to cover
the long wavelength spectral range (1.3 and 1.55µm) using GaAs substrates [1]. Several
groups have reported on the fabrication of InGaAsN/GaAs based devices using molecu-
lar beam epitaxy (MBE) [2–7] or MOCVD [8, 9] growth techniques. At the same time
the main growth mechanisms and the internal structure of these insertions is still not well
understood.

1. Experimental

In this work we study 6 nm-thick InGaAsN insertions in a GaAs matrix grown by MBE
using RIBER 32 machine with RF nitrogen source on (100)-oriented GaAs substrates. We
used a special pneumatic separator between the vacuum chamber and the nitrogen source.
This allowed us to control plasma-assisted epitaxy on a very short time scale (around 1 s),
which is much shorter than the transient processes in the RF plasma itself. Changing the
power of the RF plasma source varied nitrogen content. RHEED was used for in situ
characterization of the surface morphology. The samples’descriptions are listed in Table 1.

Specimens for TEM study were prepared by standard methods using 4 keV Ar+ ion
beam etching. HREM images were processed using the image-processing technique [10]
based on the evaluation of the local lattice parameter. Photoluminescence was excited using
a 514.5 nm line of Ar+ laser at 300 K and detected with a cooled Ge photodiode.
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Table 1. Nominal parameters of the structures studied.

Power of Size of the PL peak
Sample In-content the nitrogen lateral RHEED energy (eV)

1 0.25 0 Not observed streaky 1.214
2 0.25 75 W Not observed streaky 1.130
3 0.25 160 W ∼35 nm dashed 1.020
4 0.30 75 W ∼30 nm dashed 1.133
5 0.30 115 W ∼25 nm spotty 1.068
6 0.35 0 — spotty —
7 0.35 75 W ∼25 nm spotty 1.06
8 0.40 75 W ∼30 nm spotty 1.080

2. Results and discussion

The results of TEM studies indicate that the samples can be roughly divided in two main
groups. The samples with low indium (x ∼ 0.25) and/or nitrogen (y ∼ 75 W or less)
contents emitting at and below 1µm at room temperature demonstrate layer-like contrast
in TEM with uniform interfaces. HRTEM image of such a structure is shown in Fig. 1(a).
The image processing of the HREM image (Fig. 1(b)) shows nevertheless the modulations
of the local interplane distancea200, which is defined by an expression

− 0.03≤ δaInGaAsN/aGaAs≤ 0.05 (1)

whereδaInGaAsN= aInGaAsN− aGaAs is different of local interplane distances of InGaAsN
and of matrix.

The range of values of the local lattice parameter fits to the whole range of the lattice
parameters of the InAs-GaAs system, pointing to severe InAs local accumulation effect also

GaAs

(a) (b)

(c) (d)

10 nm ∆ = −2; −0.5; 1; 2.5; 4; 5.5a a/ %0

−∆a a/ 0

Fig. 1. HREM images of In0.25Ga0.75As0.994N0.006/GaAs (a) and In0.30Ga0.70As0.99N0.01/GaAs
(b) insertions and their tone-coded maps of local interplane distance in vertical direction (c, d,
respectively).
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(a) (b)

Fig. 2. Plan view TEM image of In0.25Ga0.75As0.99N0.01/GaAs (a) structure and its Fourier trans-
formation image (b).

in the case of planar layers (−0.005≤ δaInGaAsN/aGaAs≤ 0.08). Even more interesting,
negative negative values ofδaInGaAsNare found, as opposite to the InGaAs-GaAs quantum
well or quantum dot case. These regions are accumulated around the InAs-rich region.
One may speculate that the effect originates either from perculiarities of growth (switching
on or off of the nitrogen plasma source prior to the InGaAsN growth, or after it) or form
the self-organized strain compensation effect related to the phase separation of InAs and
GaN phases. In the small-composition case the N-rich regions are formed near the top and
bottom interfaces. We note that in-plane compositional nonuniformities (2% modulation
of the lattice parameter in vertical direction) are revealed in the InGaAsN layers with
low indium content and nominally lower average lattice mismatch with the substrate, as
compared to the stable InGaAs quantum wells with similar indium composition. This
indicates the nitrogen-activated phase separation process occurs despite of the small average
lattice mismatch with the substrate. In the group of the samples, emitting at and beyond
1.1µm at 300 K, in addition to compositional modulations, a very pronounced modulation
of the layer thickness was observed [2, 3]. The group includes samples with composition
of x = 0.3 and compositionx = 0.25 andy ∼ 75 W. A HREM image a the map of local
interplane distance are demonstrated in Fig. 1(c),(d). One can see that the effective height
of the contrast Is greatly increased as compared to the nominal well width. This is typical
for self-organized InGaAs quantum dot structures. A typical size of the modulation is given
in Table 1 and is equal about 30 nm. Processed maps of local interplane distance indicate
also regions with a small value of lattice parameter (δaInGaAsN/aGaAs ∼ −0.03). This
again indicates nitrogen decoration. The nitrogen-rich region decorates In-rich quantum
dot forming a curved shell-like arrangement. Increase in the nitrogen content for the same
indium concentration causes stronger effect of phase separation. Plan view TEM image and
its Fourier transformation of an indium-rich InGaAsN insertion are given in Fig. 2. One
can see that the structure is composed of nanodomains with a typical size about 20–30 nm.
The results agree well with the TEM data in cross-section geometry. The density of the
nanodomains is aboutp ∼ 1010 cm−3. Fourier transform images contain ordered spots
indicating partial ordering of the domain size and their orientation.

PL spectra of the structures studied are given in Fig. 3. The spectra contain an InGaAsN-
related line at 1.0–1.2 eV. The width of the PL peak of samples with the interface modulation
(80–90 meV) is increased as compared to that in layer-like samples, as expected from the
nanodomain formation [11].
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Fig. 3. PL spectra of InGaAsN/GaAs structures. 1—x = 0.25,y ∼ 0 W, 2—x = 0.25,y ∼ 75 W,
3—x = 0.30,y ∼ 160 W, 4—x = 0.4, y ∼ 75 W.

3. Conclusions

InGaAsN/GaAs insertions grown by MBE growth have been investigated. In addition to
the transition to laterally-corrugated growth we found an effect of nitroden decoration of
the In-rich regions.
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Spontaneous formation of nanometer-scale composition-modulated structures is a common
phenomenon for III–V and II–VI semiconductor alloys [1]. These structures are mostly
formed in open systems during the epitaxial growth. It is typical for semiconductor epitaxial
growth that bulk diffusivity of atoms is negligibly small compared to the surface diffusivity.
For an alloy growth, composition modulation in every atomic layer is being formed at
the surface during the growth of this layer and persists when this layer is buried by the
subsequent layers. Modulations of composition from the entire thickness of the epitaxial
film affect, via long-range strain field, the surface migration of atoms [2, 3, 4].

For alloys grown on a (001)-substrate, most of observed composition-modulated struc-
tures are 2D ones modulated in both [100] and [010] directions. The possible directions
of modulation can be explained by the linear stability analysis of the homogeneous alloy
growth. If the elastic anisotropy is the dominant effect compared to the surface diffusion
anisotropy [4], the instability occurs for the first time in elastically soft directions [100]
and [010]. Then, however, the linear stability analysis does not address the question of
the selection between 1D and 2D structures. To describe the final modulated structure, a
non-linear theory is needed.

In our earlier papers [5] we considered the effect of non-linear coupling between compo-
sitional and morphological instabilities on steady-state structures formed during epitaxial
growth. It was shown that at sufficiently low growth velocities 2D steady-state structures
form, modulated in both [100] and [010] directions. This effect is similar to that for strained
islands in lattice-mismatched systems where 2D structures such as an array of pyramids
provide more efficient elastic relaxation than 1D structures such as an array of prisms [6].
However, for lattice-matched systems this effect is important only for sufficiently large pe-
riods of the resulting structures,d > 700 Å. This is beyond typical scales where modulated
structures could serve as quantum dots.

Among other non-linear effects which may lead to the formation of 2D structures the
effect of species-dependent atomic mobility [7] is the most plausible. The Arrhenius-
type behavior of the diffusion coefficient,D(T ) = D0 exp(−Ea/T ), together with the
dependence of the activation energy on compositionEa = Ea(c) results in very strong
dependence of diffusion coefficient on composition. In the present paper we consider the
effect of this dependence on steady-state structures. This effect is purely kinetic and has
no analogs in thermodynamics.

We consider the growth of an alloy A1−cBcC by molecular beam epitaxy on an atom-
ically rough surface. The alloy islattice-matched on averageto the (001)-substrate.
The growth proceeds via deposition of atoms on the surface, surface migration of atoms
in a stress- and composition-dependent chemical potential, and incorporation of atoms
into the growing crystal, desorption being neglected. Let the composition be equal to
c(r ) = c + φ(r ), the average composition beingc = 1/2, and, for simplicity, the surface
profile be taken to be flath(x, y) = vt , wherev is the average growth velocity controlled
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Fig. 1. Steady-state diagram containing the regions of homogeneous growth, of the growth of a
1D structure, and of the growth of a 2D structure.

by the deposition flux. The kinetic equation describes the evolution of composition fluctu-
ationsφ(r ) at the advancing surface

∂φ

∂t
= ∇i

[
D(φ)

T
∇i δF
δφ

]
− v
a
φ . (1)

HereF = Fchem+ Fgrad+ Felast is the total Helmholtz free energy, whereFchem ∼∫
fchem(c)dV is a chemical free energy of the alloy depending locally on the alloy compo-

sition,Fgrad is a gradient energy,∼ κ ∫ (∇φ)2dV , andFelast is the elastic energy induced
by composition fluctuations. The composition-dependent diffusion coefficientD(φ) is
related to the substitutional diffusion of alloy components on the surface which is taken
into account up to the second order inφ, D(φ) = D0 +D1φ +D2φ

2 anda is the lattice
parameter.

The linear stability analysis [3, 5] showed that, for a given growth velocityv, the
instability occurs in a certain temperature interval. The positive formation enthalpy of the
alloy and the elastic interaction energy between the adatoms and the “buried” composition
modulation in the entire thickness of the epitaxial film are the two driving forces of the
decomposition. At high temperatures, the entropy contribution to the alloy free energy
hinders the driving forces to decomposition and stabilizes the growth of a homogeneous
alloy. At low temperatures, the surface diffusion is “freezed” out and does not provide
formation of a modulated structure. The solid line in Fig. 1 depicts the boundary of the
instability region found in [5]. The homogeneous growth is unstable atv < vc(T ) =
[4D0(Tc − T )]/(a2κ), whereTc is the critical temperature in the slow deposition limit [2].

In the present paper we seek the steady-state solution to kinetic equation (1) in the
weak segregation regime close to the boundary of the instability region, i. e. atv/vc =
1 − η2, whereη ! 1. In this regime there is only one unstable mode for each elas-
tically soft direction, and composition fluctuations can be written in the formφ(x, y) =
2η
[
(Tc − T ) /a3

]1/2 [
ψx cos(k0x)+ ψy cos(k0y)

]+ stable modes, where

k0 =
√

2(Tc − T )/(a3κ). The reaction of stable modes, such as those withk = (2k0,0)
andk = (k0, k0), on unstable modes can be taken into account in the adiabatic approxima-
tion.

To illustrate this reaction, we consider a composition fluctuation with the wave vector
k = (k0,0) (Fig. 2(a)). This fluctuation is unstable and its amplification implies the surface
flux of atoms B from A-rich domains to B-rich domains, Fig. 2(b). Assume that A-rich
domains have larger atomic mobility than B-rich domains,D(φ < 0) > D(φ > 0),
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Fig. 2. Stabilizing effect due to the dependence of surface atomic mobility on composition in 1D
system. (a): Unstable composition fluctuation. (b): Surface flux forming composition fluctuations
of Fig. 2(a). (c): Surface atomic mobility. (d): Surface flux of Fig. 2(b) in case of varied atomic
mobility (c). (e): Second harmonic of composition fluctuations due to modulated surface flux (d).
(f): Surface flux induced by the second harmonic (e). (g): The first harmonic of the surface flux in
case of varied atomic mobility (c).

Fig. 2(c). In this case the flux of atoms B from A-rich domains towards domain boundaries
is larger than the flux from domain boundaries to B-rich domains Fig. 2(d). This results
in the accumulation of atoms B at domain boundaries, i.e. in formation of a composition
fluctuation with the wave vectork = (2k0,0), Fig. 2(e). Such a fluctuation is energetically
not favorable and decays via surface flux out of domain boundaries, Fig. 2(f). Due to
composition dependence of atomic mobility this flux is also deformed in a way that most
of atoms B move towards A-rich domains, Fig. 2(g). As a result, there appears non-linear
stabilizing effect. This is the action of the composition fluctuation alongx-direction on
itself by means of the second harmonic. There is a similar action of the composition
fluctuation in thex- direction on fluctuations in they-direction and vise versa due to the
appearance of composition fluctuations with wave vectors likek = (k0, k0).

The resulting kinetic equations in the weak segregation regime have the following form,
very similar to that of Ref. [5]:

∂ψx

∂τ
= η2

[
ψx − aLψ3

x − aT ψxψ2
y

]
+O(η4)

∂ψy

∂τ
= η2

[
ψy − aLψ3

y − aT ψyψ2
x

]
+O(η4) , (2)

where

aL = 3− D2

D0
× (Tc − T )

A4a3 + D
2
1

D2
0

× 10(Tc − T )
9A4a3

aT = 6− D2

D0
× 2(Tc − T )

A4a3 + D
2
1

D2
0

× 2

A4a3 ×
(Tc − T )ε2

0Ra
3

ε2
0Ra

3+ (Tc − T )
(3)
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Hereε0 is the lattice mismatch between pure binary constituents of the alloy, AC and BC,R

is a certain combination of elastic moduli, for GaAsR = 0.2eV/Å3, andA4 is related to the
fourth-order contribution to the chemical energy, (A4 = 6

(
∂4fchem/∂

4c
)

at c = 1/2). If
aL < aT , the steady state structure is 1D and, ifaL > aT , the steady state structure is 2D. It
follows from Eqs. (3) that at temperatures close toTc the final structure is one-dimensional
and at lower temperatures(Tc − T ) > ε2

0Ra
3, the final structure is 2D.

This transition can be explained as follows. The species dependent atomic mobility re-
sults in “effective barriers” hindering surface atoms from migration across domain bound-
aries. These barriers are unavoidable for a surface flux in case of 1D structure (Fig. 2), while
in case of 2D structure there is a possibility for a surface flux to go around these barriers,
e.g. along<110>-directions. Therefore, the effect of species-dependent atomic mobility
favors 2D structures. The dependence of atomic mobility on composition enhances as the
growth temperature decreases. As a result, below a certain temperature the steady-state
structure is 2D.

This effect is in a way complementary to the effect of surface corrugation. While the
effect of surface corrugation is important in case of a large mismatchε0 between two binary
constituents of the alloy and at a large spatial scale, the effect of species-dependent atomic
mobility is stronger for moderateε0 and is essential at small scales. E.g. forε0 = 0.08 the
final structure is 2D at periods 50 Å and smaller, and forε0 = 0.02 the final structure is 2D
atd < 200 Å.

To conclude, the steady state phase diagram of Fig. 1 applies to any alloy. We show a
possibility to form 2D structures with arbitrary small wavelength and explain commonly
observed 2D structures modulated in [100] and [010] directions (see, e. g. [8]). Kinetic
phase transition between the growth of 1D structure and the growth of 2D structure provides
a possibility to tune the structure between 1D and 2D ones at arbitrary scale by varying
temperature and/or growth velocity.
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Abstract. Molecular beam epitaxy was used to grow single crystal CaF2, Al and Cu films on
Si(111). Reflection high energy electron diffraction indicated that Al film was epitaxial when it
was grown on CaF2/Si, and that epitaxial Cu film can be grown on Al/CaF2/Si heteroepitaxial
substrates. Room temperature measurements of resistivity of Al films 10 to 300 nm thick agree
with the Fuchs-Sondheimer model, in which only diffuse scattering of conduction electrons occurs
at the film interfaces. For 50 to 1000 nm thick Cu films, the resistivity size effect is greater than
the prediction of this model.

Introduction

In the next decade, the width of some metal lines inside integrated circuits will decrease to
approximately 50 nm, which is comparable to the mean free path of conduction electrons in
both Al and Cu at room temperature. At those small dimensions, electron scattering from
metal surfaces will play an important role in electron transport. The well-established way
to characterize surface scattering is to study the electrical properties of thin metal films.
Most previous work related to Al and Cu has been done on polycrystalline films deposited
on SiO2 [1, 2]. However, in such cases, the scattering at grain boundaries may be dominant.
To avoid this masking effect, it is desirable to work with single-crystal films.

The epitaxial CaF2 on Si is a convenient choice for a single-crystal insulating substrate
[3]. Epitaxy has been reported previously for both Al and Cu on CaF2(111) [4, 5], but the
initial stages of their growth have not been addressed. In this work, we have studied thin
Al and Cu films grown on CaF2/Si(111) by molecular beam epitaxy (MBE). The samples
were characterized by reflection high-energy electron diffraction (RHEED), scanning tun-
nelling microscopy (STM) and atomic force microscopy (AFM). We have also measured
the resistivity dependence on film thickness for both Al and Cu, fitted these data to the
Fuchs-Sondheimer size effect model, and discussed the relationship between resistivity
and structural properties.

Growth

The films studied in this work were grown in a commercial VG90S MBE apparatus with a
base pressure of 3× 10−8 Pa. Molecular beam of CaF2 was produced by sublimation of
the fluoride from boron nitride crucible. The Al and Cu were deposited from electron beam
evaporators. The RHEED patterns were obtained at electron energy of 13 keV and beam
incidence angle of 2.5◦. The STM work was performed on a locally designed instrument
coupled to the MBE chamber. The AFM images were obtained by a Digital Instruments
“Dimension 3100” microscope in the tapping mode with a tip having the apex radius below
30 nm.

When Al is deposited on traditional SiO2, the film starts growing as isolated clusters,
Fig. 1(a). RHEED showed that their crystallographic orientation is random. At room
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(a) (b) (c) (d)

Fig. 1.AFM images of (a) 10 nm of Al on SiO2, (b) 50 nm of CaF2 on Si(111), (c) 10 nm of Al on
CaF2, (d) 130nm of Cu on Al seed layer. Scan size is 500 nm, grey scale is 8 nm in (a), 2 nm in
(b) and (c), 5 nm in (d). Root-mean-square roughness is 5 nm in (a), 0.5 nm in (b), 0.3 nm in (c),
3.5 nm in (d).

temperature and relatively high deposition rate of 1 nm/s, a continuous film can be obtained
when average thickness of Al is around 10 nm.

Epitaxial films were grown on hydrogen-terminated Si(111) substrates prepared by wet
etching in 40% NH4F. One molecular layer (ML) of CaF2 was deposited on the surface
at 250◦C, then heated to 770◦C and the CaF2 deposition was continued. In this way,
we obtained a well-reacted CaF2/Si(111) interface without long exposure of the bare Si
surface to an imperfect vacuum (the pressure rose to 10−6 Pa when the substrate was at
high temperature). The surface of 50 nm thick layer had atomically flat terraces 50 nm
wide, as shown in Fig. 1(b).

1 01 112

CaF2

Al

Cu

Fig. 2. RHEED patterns showing epitaxy of Cu on Al on
CaF2(111).

Fig. 3. STM image of 10 nm Al on
CaF2; scan 20 nm, grey scale 0.8 nm.

Al film grown on this surface was epitaxial, as shown by RHEED images in Fig. 2. The
streak pattern was consistent with that from (111) face of bulk Al. To improve continuity
of very thin films, we increased nucleation density as follows. Additional 1.5 ML of CaF2
was grown at room temperature, as suggested in Ref. [6], this created high concentration
of atomic steps on the CaF2 surface. The metal layer was grown also at room temperature
at high deposition rates above 1 nm/s. The resulting rms roughness was below 0.3 nm on
a 500 nm AFM scan, Fig. 1(c). On STM images of this surface shown in Fig. 3, one can
see individual monolayer steps; some of them originate at outlets of screw dislocations.



92 Nanostructure Technology

They are due to large lattice mismatch between Al and CaF2 (the ratio of lattice constants
is 1.36), and their density was estimated to be 5× 1011/cm2.

For Cu deposition on CaF2, RHEED showed the formation of a polycrystalline film.
However, we succeeded in growing epitaxial Cu by depositing it on a 1 nm-thick Al seed
layer grown on CaF2. Only Cu(111) streaks were visible in RHEED, with a spacing
indicative of the bulk Cu lattice spacing, as shown Fig. 2. This result is consistent with
the report of Cu epitaxy on the (111) surface of bulk Al [7]. During the growth at room
temperature, Cu surface became rough quickly, so after the growth of 50 nm, the temperature
was increased to 100◦C and the films were grown up to intended thickness. The rms
roughness of the final surface was below 5% of the average film thickness, Fig. 1(d).

Resistivity measurements

The insulator covered the substrate uniformly. The metals were deposited onto it through
a shadow mask designed to measure sheet resistance ex-situ by a linear 4-point probe, as
described in ref. [8]. Precision of the resistance measurements was better than 0.1%. For
films thicker than 50 nm, the thickness was measured with precision of±2 nm using Tencor
Alpha-Step 200 profilometer. For thinner films, the thickness was obtained with a precision
of ±0.5 nm from AFM scan at the metal shadow edge. Oxidation of Al films was taken
into account like it was done in ref. [8].

The thin-film resistivity data for epitaxial Al and Cu on CaF2 are presented in Fig. 4,
along with the fit by the Fuchs-Sondheimer model [9], which treats additional contribution
to the resistivity arising from diffuse scattering of electrons at the film surfaces. Even though
this model is very crude and has been refined several times (see ref. [10] for review), it is
still customarily used for analysis. It expresses the resistivity as

ρ(h) = ρ∞
(

1+ C
h

)
with C = 3

8
λ(1− p),

whereρ is the resistivity of the film,ρ∞ is that of the bulk,h is the metal thickness,λ is
the bulk electron mean free path,p is the probability of a specular surface scattering event.
We cast the equation into such a form becauseC is what is actually determined from the fit
to the experimental data; thus we obtainedC = 6.4± 0.6 nm for Al andC = 26± 2 nm
for Cu.

For the surface scattering contribution, it is expected thatp > 0 and henceC < 3λ/8.
Here,λ is the product of Fermi velocity and relaxation time. Taking those from ref. [11],

2.7 µ ·cmΩ 17 µ ·cmΩ

(a) Al on CaF2 (b) Cu on Al/CaF2
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Fig. 4. Resistivity size effect for (a) Al and (b) Cu epitaxial films on CaF2. The dotted line is the
bulk resistivity 2.7µ · cm for Al and 1.7µ · cm for Cu.
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we obtainλ = 16 nm for Al andλ = 42 nm for Cu. With these values, 3λ/8 = 6 nm for
Al, so we can say thatC ≈ 3λ/8 within the experimental precision and thatp ≈ 0, i.e.
almost all of the surface scattering events are diffuse. This is not surprising since both Al
interfaces with CaF2 and the oxide are expected to be atomically rough and hence should
efficiently scatter conduction electrons whose Fermi wavelength is comparable with the
lattice constant.

However for Cu, 3λ/8 ≈ 16 nm andC > 3λ/8. So we conclude that in addition to
diffuse surface scattering, another contribution to the resistivity size effect must be present
which is also inversely proportional to the thickness. Analysis of RHEED images with
variation of electron beam azimuth showed that there are domains with small in-plane
misorientation±10◦. Scattering at their boundaries can cause additional resistivity of thin
films. In thicker films, these domains are overgrown by exactly epitaxial Cu, so relative
contribution of this effect is smaller.

To conclude, thin epitaxial Al films on CaF2(111) can be grown very smooth. Their
crystal quality is good enough to perform meaningful studies of the resistivity size effect due
to surface scattering of electrons, without the masking effect of grain boundary scattering.
These Al films can also be used as a template to grow other metals epitaxially, notably Cu.

Acknowledgements

This work was supported by the NYS Science and Technology Foundation, DARPA, Se-
matech, and the New York Interconnect Focus Research Center.

References

[1] J. Gogl, J. Vancea and H. Hoffmann,J. Phys.: Condens. Matter2, 1795 (1990).
[2] E. Dobierzewska-Mozrzymas, F. Warkusz,Thin Solid Films43, 267 (1977).
[3] L. J. Schowalter and R. Fathauer,CRC Crit. Rev. Sol. St. Mat. Sci.15, 367 (1989).
[4] C.-C. Cho, H.-Y. Liu and H.-L. Tsai,Appl. Phys. Lett.61, 270 (1992).
[5] N. Mattoso, D. H. Mosca, I. Mazzaro, S. R. Teixeira and W. H. Schreiner,J. Appl. Phys.77,

2831 (1995).
[6] K. Kawasaki and K. Tsutsui,Appl. Surf. Sci.130-132, 464 (1998).
[7] C. J. Barnes, H. Asonen, A. Salokatve and M. Pessa,Surface Science184, 163 (1987).
[8] Y. V. Shusterman, N. L. Yakovlev and L. J. Schowalter,Appl. Surf. Sci.to be published in

proceedings of the ICSFS-10, Princeton NJ, July 2000.
[9] E. H. Sondheimer,Adv. Phys.1, 1 (1952).

[10] F. Warkusz,Progress in Surf. Sci.10, 287 (1980).
[11] N. W. Ashcroft and N. D. Mermin,Solid State Physicsch. 2, Harcourt College Publishers.



9th Int. Symp. “Nanostructures: Physics and Technology” SBNS.02
St Petersburg, Russia, June 18–22, 2001
© 2001 Ioffe Institute

Spatially indirect excitons in self-assembled Ge/Si quantum dots
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and A. I. Nikiforov
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Abstract. Using electron-filling modulation absorption spectroscopy, we study the effect of quan-
tum dot charging on the interband excitonic transitions in type-II Ge/Si heterostructures containing
pyramidal Ge nanocrystals. In contrast to type-I systems, the ground state absorption is found to be
blueshifted when exciton-hole and exciton-exciton complexes are formed. For a positively charged
dot, we argue that this is the consequence of dominance of the hole-hole and electron-electron in-
teractions compared to the electron-hole interaction due to the spatial separation of the electron and
hole. When two excitons are excited in the dot, the electrons are found to be spatially separated and
have different single-particle quantization energies. This is the reason why the biexciton absorption
is blushifted as compared to a single exciton.

The study of the excitonic properties in quantum-dot (QD) structures has drawn considerable
interest in recent years. Most of the work has been reported in the type-I QD structures,
where an electron and a hole are confined spatially in the same quantum well. Ge/Si(001)
quantum dots exhibit a type-II band lineup. The large (∼ 0.7 eV) valence-band offset
characteristic of this heterojunction leads to an effective localization of holes in Ge regions,
which represent potential barriers for electrons. When an electron-hole pair is photoexcited,
the hole is captured by the Ge dot and creates a Coulomb potential resulting in a binding
of an electron in the vicinity of the Ge dot. The spatially separated interacting electron and
hole are usually referred to as ‘spatially indirect exciton’ [1].

In this paper, we use electron-filling modulation absorption spectroscopy (EFA) to
study effect of dot charging on the interband transitions in 10-nm-scale Ge/Si QDs. Ge
dots are embedded into a n+-p-p+ Si diode, in which the number of holes in the QDs
can be finely tuned by an external applied bias. When a state is occupied by a hole, no
interband transition from this state is possible. When the hole is evacuated from the level,
the interband transition is allowed. Modulating the holes in and out of the state by applying
an ac bias voltage therefore induces corresponding changes in the infrared absorption. Thus
the absorption signal measured under different bias conditions reflects directly properties
of excitons at charged quantum dots.

The sample was grown by molecular beam epitaxy on a (001) oriented 4.5 cm boron
doped Si substrate. The Ge quantum dot layer with a nominal thickness of 10 ML was
symmetrically embedded into a 1-µm thick p-Si region (B, 5× 1016 cm−3) at 300◦C. A
buried back contact is formed by 50-nm B-doped p+-Si (2× 1018 cm−3). The structure
was finally capped with a 50 nm n+-Si front contact (Sb, 1× 1019 cm−3). The dots are
pyramidal with base orientation along [100] and [010] directions. The area density of the
dots was estimated to be 3×1011 cm−2. The average size of the dot base length was found
to be about 15 nm, the height about 1.5 nm, and the dot uniformity approximately±20%.

To reveal the charge state of the dots we measure the capacitance-voltage characteristics.
The dots are charged with holes at zero bias. The holes begin to escape atV > 0.5 V and
the dots become totally depleted atV > 8.5 V. In the discussion that follows, we modulate
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Fig. 1. (a) Room-temperature electron-filling absorption spectra at different reverse bias.
(b) Expanded view of the spectra at low bias.

the reverse bias voltage betweenV = 0 V andV = 2–10 V with a frequency of 700 Hz.
Differential aborption was measured at the voltage modulation frequency with the lock-in
technique.

Figure 1 shows the EFA signal measured at different values of the biasV . Below the
energy gap of Si, at energies 650–850 meV, we observe an absorption maximum with a
broadening of∼ 50–70 meV. An expanded view shows that this maximum can be well
described by a sum of two Gaussian peaks. Symmetric line shape of the two peaks is
characteristic of a bound-to-bound transition. We interpret the first absorption peak as an
excitonic transition between the hole ground state (H0) in the Ge dots and the electron
ground state (E0) confined in Si near the heterojunction. A second maxima at≈ 860 meV
is assigned to the excited-state excitonic transition (the H1–E1 transition). We assume that
the broadening of the interband transitions is mainly due to the dispersion of the carrier
confinement energies of dots with different sizes.

To obtain evidence to support the proposed origin of the EFA peak, we have studied the
effect of additional interband optical excitation of the sample by a tungsten halogen lamp
with a bandpass filter as source. When the sample is illuminated, nonequilibrium electrons
and holes are photogenerated. The holes are captured by the dots while the electrons are
accumulated near the dots forming the indirect excitons. At high pump intensities, the hole
and electron ground states become fully occupied and the Pauli exclusion principle forbids
the H0-E0 transition. We find that the experimental EFA signal is actually suppressed by
the optical pumping.

One of the main results is that the excitonic transitions show a substantial stepwise
blueshift with decreasing reverse bias. A qualitatively similar effect is seen with increasing
the pump excitation density at fixedV . This result differs drastically from what has been
observed for direct excitons, in which case charging leads to a redshift of the excitonic
transition [2]. From the oscillator strength (0.5) obtained in [1] and the measured integrated
absorption we calculate the number of holes per dot,N , at different biases in the dark and
at different pump intensities. The energetic position of the excitonic transitions is shown in
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figure 2 as a function ofN . It should be noted that the transition energy increases sharply
when the first hole enters the ground state and then is approximately insensitive to further
increase in the hole concentration.

When a H0–E0 exciton is created in a positively charged dot, an exciton-hole complex
is formed consisting of two holes in the dot and an electron confined near the dot. There
are two additional contributions to the energy of the exciton-hole complex as compared to
e-h excitation in a neutral dot. The first is a positive Coulomb energy due to correlation
between the two holes in the dot,Ehh, and the second is a negative contribution from the
Coulomb attraction between the excited electron in the nearby silicon and the second hole
on the dot,Eeh. Here we neglect the exchange interaction between the two holes since they
have antiparallel spin orientation. For spatially direct excitons, the electron-hole interaction
dominates and the resulting shift�Eh−ex = Ehh−Eeh is negative [2]. Hence the expected
reduction of the overlap factor for type-II excitons as compared with type-I systems yields a
smaller magnitude of the electron-hole interaction energyEeh. As a result, the energy of the
exciton-hole interaction referenced to a neutral exciton energy can be positive. Taking the
experimentally observed shift of 11 meV andEhh = 36 meV [3], the ground state exciton
binding energy is estimated to beEeh = 25 meV. Similar estimate givesEeh ≈ 15 meV
for the exciton in excited state.

As can be seen from Fig. 2, optical pumping affects the transition energy more strongly
than the bias voltage. This stems from the fact that illumination creates both holes and
electrons while the field effect only induces holes in the dots. Under illumination we have
two interacting excitons in the dot: the first is generated by the pump illumination, the
second is excited by the infrared probing light. As compared to a single exciton, the tran-
sition energy now increases by�Eex−ex = Eee +Ehh − 2Eeh, whereEee is the energy of
repulsive interaction between two electrons confined near the dot. For�Eex−ex = 20 meV,
Ehh = 36 meV andEeh = 25 meV, we obtain a suprising resultEee = 34 meV. It is quite
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improbable thatEee could be so close toEhh in a system where the hole states are more
localized than the electron states. To resolve this problem we make self-consisitent calcula-
tions of the expected electronic structure [1]. The calculations show that the two electrons
in the exciton-exciton complex arespatially separated. Electron-electron repulsion causes
the second electron to localize below the dot base. As a result, the e-e interaction energy
turns out to be only 19 meV, i.e., about two times less than the energy of the h-h interaction.
Moreover, the single-particle energy of the second electron is larger than that for the first
one, and the resulting shift of the absorptionEex−ex turns out to be positive and equals to
10.2 meV.
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Abstract. Two models for random impurity potential (the model with randomly distributed charged
centers located within a layer and the model of the system with spacer) are used for the estimation
the impurity potential fluctuation parameter’s values: random potential amplitude, the nonlinear
screening length in vicinity of integer filling factorsν = 1 andν = 2, the background density of
state (DOS). The described models are suitable for the explanation of unusual high value of DOS
atν = 1 andν = 2 in contrast to short-range impurity potential models.

The nature of quantum Hall effect (QHE) is closely linked with a phenomenon of elec-
tron localization in a two-dimensional (2D) disorder system in quantizing magnetic field
(B) [1, 2]. The appearance of quantum plateaux in theρxy(B) dependences with vanishing
values ofρxx is now commonly accepted to be caused by the existence of disorder-induced
mobility gaps in the density of states (DOS) of a 2D-system. When the Fermi level is
settled down in the gap the thermally activated behavior ofρxx (or σxx) is observed due to
the excitation of electrons to the very narrow bands of extended states centered at Landau
level (LL) energiesEN . The determination of the DOS in the mobility gaps is possible
from the data on activation energyEA as a function of the LL filling factorν = n/nB (n
is the electron density,nB = eB/hc) [3–6]. The filling factor can be tuned by the change
of either the carrier density [3] or the magnetic field [4–6].

We have used the method of activated magnetoresistivity for the reconstruction of 2D-
hole gas (2DHG) spectrum in quantizing magnetic fields for p-Ge/Ge1−xSix systems with
complex valence band structure [7]. The measurements of longitudinalρxx and Hallρxy
resistivities are carried out for multilayer p-Ge/Ge1−xSix (x = 0.07) heterostructures with
hole concentrationp = (2.4÷2.6)·1011 cm−2 and mobilitiesµp = (1.1÷1.7)·104 cm2/Vs
in magnetic fields up to 12 T atT = (1.6÷ 15) K.

The heterostructures are consisting of a 20-nm Ge and Ge1−xSix layers repeated 15÷30
times. The 2DHG forms just inside the undoped Ge layer. The regions of Ge1−xSix barriers
doped with boron are separated from the Ge layers by 5-nm undoped Ge1−xSix spacer layers
(ds) (Fig. 1).

The following results for the mobility gap DOS as a function of energyg(ε) have been
obtained. Even in the middle of a gap when the filling factor is close to an integer the
density of localized states is found to have a value comparable with or even higher than
the DOS of 2DHG without magnetic field (g0 ∼= 4.5 · 1010cm−2 meV−1). Moreover,g(ε)
remains almost constant in the overwhelming part of the energy intervals between adjacent
LL: g(ε) ∼= gc = (5÷ 7) · 1010cm−2 meV−1 for ν = 1 andν = 2 (Fig. 2). This result is
consistent qualitatively with data for the structures withn-type conductivity [3–6]. As for
our value ofgc, it is roughly an order of magnitude higher than those for InGaAs/InP [5]
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and for high-mobility AlGaAs/GaAs [4] heterostructures but comparable with those for
Si-MOSFET [3] and for intermediate-mobility AlGaAs/GaAs heterostructures [6].

As all short-range impurity potential models lead to an exponential drop in DOS between
Landau levels, the clear picture for the DOS in QHE regime may be presented only in terms
of the long-range potential fluctuations in combination with the oscillation dependence of
DOS on the filling factor. Such an idea has been advanced in early work of Shklovskii and
Efros [8] and then developed in series of works of Efros with collaborations (see [9, 10]
and references therein). In selectively doped heterostructures the smooth random potential
is formed by fluctuations in concentration of remote impurities.

For a random potentialV (r) smooth on the scale of magnetic lengthlB the localization
in QHE regime can be discussed in terms of semiclassical quantization and percolation [11].
In the quasiclassical limit the electron energy in quantizing magnetic field may be presented
as

EN(r0) = �ωc

(
N + 1

2

)
+ V (r0) (1)

with r0 being the oscillator center coordinate. Thus the smooth potential removes the
degeneracy onr0 and makes the LL energy dependent on spatial coordinates.

We report here an order of magnitude estimation of spatial scale and amplitude of random
potential in p-Ge/Ge1−xSix heterostructures in QHE regime obtained from an analysis of
the mobility gap DOS. Two models for random impurity potential are used.

(i) The model with randomly distributed charged centers located within a thick layer (of
a widthb) close to the 2D electron (hole) gas [8]. For the fluctuation amplitudeF

of a scaleL it is obtained [8]

F(L) = β e
2
√
NL

κ
, (2)

whereβ is a numerical coefficient (β ∼= 0.1 [9]),N – the density of charged impurities
(per volume) andκ – the dielectric constant.

(ii) The model of the system with spacer: a condenser with 2D electron (hole) gas as
one plate and randomly distributed charged centers as the other plate, separated by a
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distanceds [9, 10]. In this case:

F(L) = 2π
e2
√
C

κ

√
ln
L

2ds
, (3)

whereC is average impurity density (per area).

It is seen from Eqs. (2) and (3) that without screening the amplitudeF diverges at large
L. When filling factor is close to integer (i) very small concentration of electronsδn! nB
can be redistributed in space and thus one occurs in conditions of so called nonlinear
screening [8–10] (“threshold” screening in terms of [12]). Forν = i exactly the screening
is realized only due to electrons (and holes) induced by an overlap of adjacent fluctuating
Landau levels, and so the amplitude of random potential is of the order of corresponding
LL gap.

For the investigated heterostructuresN ∼= 1017cm−3 (C = Na ∼= 1011cm−2) and the
mean distance between impurities (N1/3 ∼= 200 Å) is comparable both with the width of
2D Ge layer (d ∼= 200 Å) and the width of doped part of the sample (a ∼= 100 Å).

Thus the described models are not valid precisely but they are suitable to obtain a range
of random potential parameter values.

In nonlinear screening regime for the DOS in the middle of mobility gap of widthW

(∼= 2 meV) we have [8–10]:

(i)

g

(
W

2

)
= 4βe2N

κW2
∼= 7.5 · 1010cm−2meV−1, (4)

(ii)

g

(
W

2

)
= 2

√
C

7Wds
∼= 9 · 1010cm−2meV−1. (5)

Thus without any fitting parameter we obtain a rather resonable estimation of back-
ground DOS, and the two models give values close to each other. For random potential
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amplitude comparable to the mobility gap,F ∼= W , we obtain an estimation of the nonlin-
ear screening lengthLc (the scale of optimal fluctuation):Lc ∼= 1000 Å for model (i) (see
Eq. (2)) andLc ∼= 400 Å for model (ii) (see Eq. (3)). As seen in both cases the spatial scale
of fluctuations is essentially larger than the magnetic length (lB ∼= 80 Å atB = 10 T) and
the random potential may be really regarded as the smooth one.

Thus an order of magnitude estimates of random impurity potential parameters for the
p-Ge/Ge1−xSix heterostructures shows that in vicinity of integer filling factorsν = 1 and
ν = 2 (i.e. in the regions of plateaux in QHE regime) a sharp broadening of LL takes
place. It is reputed that for the filling factors close to half integer (the regions of plateau to
plateau transition) the potential fluctuations will be small due to effective (linear) electron
screening [8–10].
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Abstract. Self-organised Ge quantum dot (QD) superlattices having properties of two- and zero-
dimensional structures were investigated by Raman spectroscopy. Longitudinal optical Ge (LO)
and Ge-Si (L) phonons and folded acoustic (LA) phonons superimposed with a strong continuous
emission were studied under resonant conditions. The measured phonon frequencies of folded LA
phonons up to 15th order are in a good agreement with those calculated using the Rytov model. The
low frequency continuous emission can be explained in terms of a breakdown of crystal momentum
conservation for resonant Raman processes involving acoustic phonons. A frequency enlargement
of continuous emission band and a downward shift of LO Ge phonons with increasing excitation
energy (2.54–2.71 eV) are attributed to electron and phonon size-confinement in the small Ge QDs
resonantly contributing to the scattering process.

Introduction

Recently, Raman spectroscopy was applied for characterisation of vibrational modes in
self-assembled Ge QDs superlattices [1, 2]. It was found, that these structures behave very
similar compared to the planar superlattices exhibiting folded acoustical phonons and LO
and TO phonons in the Raman spectra [2, 3]. However, a weakening of selection rules
in Ge QD superlattices due to the non-conserving momentum transfer is expected. Very
recently, Cazayouset al.[4] has reported on observation of continuous emission even from
the single layer with the large-size Ge QDs (dot base size of 170 nm) attributed to the
breakdown of the wave vector conservation law due to the loss of translational invariance.
Nevertheless, no detailed study of Ge QD superlattices, containing small-size QDs where
three-dimensional confinement is especially important has been performed yet.

In this paper we report on size-selective Raman scattering in self-organised Ge/Si su-
perlattices with small-size Ge QDs performed under resonant conditions.

1. Experimental

Samples were grown by molecular beam epitaxy of Ge and Si layers utilising Stranski-
Krastanov growth mode on Si(001) substrates. The growth temperature of the silicon
layers was 800 and 500◦C before and after deposition of Ge layer, respectively. The Ge
quantum dot layers were grown at 300◦C. The set of samples under investigation consists
of Ge and Si layers with nominal thickness of 1.4 nm and 30 nm, respectively. The samples
were delta-doped with boron atoms (Nb = 6×1011 cm−2) and (Nb = 1.5×1011 cm−2) in
the middle of Si layers for samplesA and B, respectively. However, no noticeable influence
of the doping on the Raman spectra was found.
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A dot base size of 15 nm, a QD height of 1.5 nm and period of the structure of
38.5±1.0 nm were found using a cross-sectional high-resolution transmission electron
microscopy (HRTEM).

The Raman scattering experiments were performed using lines of an Ar+, Kr+ and
HeNe lasers in the range of 1.83–2.71 eV. The scattering geometries employed were z(xx)-
z and z(xy)-z, where the labels x, y, z refer to [100], [010], [001] directions, respectively.
Raman spectra were measured in Stokes and anti-Stokes region.

2. Low frequency region

According to the selection rules for Raman scattering in planar Ge/Si superlattices grown on
Si(001) the LO phonons can be seen in z(yx)-z scattering geometry while the LA phonons
can be observed in z(xx)-z geometry. As in the case of the planar Ge/Si superlattices,
the experimental Raman spectra of Ge QD superlattices (sample A) measured in z(xx)-
z geometry and shown in Fig. 1 reveal the a number of periodic oscillations (up to 15th

order) assigned to folded LA phonons in the Ge dot superlattice. The doublets of the folded
phonons are not resolved because of the small splitting value (of about 1 cm−1). These
oscillations are superimposed with a broad continuous emission with a maximum at about
40 cm−1.

The folded acoustical phonons observed can be well described using the Rytov mo-
del [5]. The calculated acoustic phonon dispersion curve is shown in the inset to Fig. 1.
The horizontal line corresponds to the scattering wave vector used in experiment. It can be
seen, that the agreement with the Rytov model is excellent and no adjusting of parameters
is required. The period of structures deduced from the calculation is found to be 37.9 nm
that corresponds very well to the average value evaluated from the HRTEM images.
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Fig. 1. Raman spectra of the sample A taken atEi = 2.41 eV. The inset shows the calculated
dispersion of LA phonons for the planar Ge/Si superlattice. Calculated Raman spectra are shown
by dashed lines.
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The Raman spectra were measured in Stokes and anti-Stokes regions with various
excitation energies. The continuous emission and the scattering efficiency of the folded
acoustic phonons is strongly enhanced for an excitation energy of 2.34 eV. Moreover, the
observed emission band shifts toward higher free value of 25 cm−1 for excitation energy of
2.61 eV. The origin of the continuous emission observed can be understood using a model
based on interaction between bulk-like acoustic phonons and confined electronic states. The
electronic (or hole) confinement causes a breaking up of translational invariance and leads
to Raman scattering by phonons originating from the whole acoustic dispersion branch [6,
7]. Following to Mlayahet al. [7] the scattering intensity under resonant conditions is
calculated. Due to the particular shape and size of QDs (the dot base size is about one order
of magnitude larger than the QD height) only the confinement along the growth axis can
be considered. Coupling between Ge layers is neglected. The calculated Raman spectrum
with an average value of Ge dot height of 1.2 nm is shown in Fig. 1 by a dashed line. The
maximum and the spectral shape of the calculated emission band is consistent with those
observed in experiment. The frequency enlargement of continuous emission observed at
excitation energy of 2.61 eV corresponds to the Raman response from the QDs of the smaller
size (0.8 nm). Indeed, the frequency position of continuous emission band is a measure
(Fourier transform) of electronic confinement. Thus, strong electronic confinement in the
small-size Ge QDs is very likely responsible for the frequency enlargement of continuous
emission band resonantly enhanced at higher excitation energies.

3. Optical spectral region

In optical spectral range, the experimental Raman spectra of Ge QD superlattices (sample
A) shown in Fig. 1 reveal the LO phonons in Ge QDs at 315 cm−1 in the z(yx)-z scattering
geometry. The appearence of LO phonons in the “prohibited” z(xx)-z geometry manifests
the lifting of the Raman selection rules for the planar superlattices due to QD formation.
Frequency position of LO phonons corresponds to fully strained Ge QD layers where the
biaxial compressive strain of Ge bonds is∼ 4% [2]. Weaker feature at 417 cm−1 (labelled
as L) was attributed to the longitudinal Ge-Si vibrational modes.

While the experimental facts considered above can be satisfactorily explained using var-
ious two-dimensional models, behaviour of optical phonons in Ge QD superlattices probed
with different laser excitation lines can be understood only in terms of the zero-dimensional
confinement. Figure 2 shows the Raman efficiencies and the frequency positions for the
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LO Ge phonons displayed as a function of excitation energy. The resonance peak at about
2.34 eV that is very similar to the resonance observed in Ref. [1] is attributed to theE1
exciton in Ge quantum dots. The position of the LO phonons localised in Ge QDs shifts
towards lower frequency with the excitation energy (from 2.5 to 2.7 eV). This shift amounts
to 4–5 cm−1 and indicates the presence of a QD size distribution in Ge dot superlattices.
Raman scattering from smaller Ge QDs for which theE1 exciton is at the higher energies,
is size-selectively enhanced by the resonance of the exciting laser energy and the con-
fined excitonic states. The size-confinement effect of optical phonons in Ge QDs which
is stronger for the QDs with a small size, gives rise to a shift of optical phonons towards
lower frequencies due to a negative dispersion of optical phonons in Ge.

The interdiffusion at Ge-Si interface in the structures under investigation was found to
be very small [2] and cannot be responsible for this effect. A good agreement of calculated
and experimental Ge phonon frequency positions as well as a small broadening of Ge optical
phonons (∼ 6 cm−1) suggests that the fluctuation of strain for different QDs is small. Thus,
in our samples, the atom intermixing and strain variation can be neglected.

In conclusion, we have carried out a detailed analysis of the Raman spectra of Ge QD
superlattices. The folded LA phonons seen in the spectra can be very well described by
Rytov theory usually applied for conventional superlattices. The weakening of selection
rules due to non-conservation of crystal momentum gives rise to the low frequency contin-
uous emission. The confined electron-hole transitions which lead to an increase of theE1
exciton energy with decreasing Ge QD size allow size-selective Raman scattering under
resonance conditions. Strong electronic confinement in small size Ge QDs is very likely
responsible for frequency enlargement of continuous emission.
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Abstract. Results of a photo- and electroluminescence study of vertically coupled In0.5Ga0.5As/
GaAs quantum dot structures with extended waveguide (1.24µm thick) are presented. Spectra of
spontaneous and stimulated near-infrared (λ � 1µm) emission as well as spectra of spontaneous
mid-infrared (λ � 12µm) emission are obtained under optical and electrical pumping. It is shown
that the observed mid-infrared emission is connected with intraband electron optical transitions in
the quantum dot structures.

Introduction

The use of intraband (intersubband or intersublevel) optical transitions in quantum wells
and quantum dots (QDs) allows to extend the emission spectrum of semiconductor lasers
into the mid-infrared range (10–20µm). QD structures attracted particular interest because
of the high electron lifetimes on excited states (phonon bottleneck effect). The feasibility
of bipolar mid-infrared (MIR) lasers based on electron intersublevel transitions in QD
structures during near-infrared (NIR) interband lasing has been theoretically considered in
[1, 2, 3]. The first experimental studies of MIR spontaneous emission accompanying NIR
stimulated emission were performed with edge-emitting QD lasers under current injection
[3, 4, 5].

Here we report on a study of spectra of interband spontaneous and stimulated emission
as well as spectra of intraband (intersublevel) spontaneous emision from QD structures
with extended waveguide. Optical and current pumping were used for electron-hole pair
injection.

1. Samples and techniques

Quantum dot structures were grown by solid source MBE system on (001) GaAs substrates.
The 0.24µm active layer of the structures consisted of six periods of In0.5Ga0.5As/GaAs
vertically coupled quantum dots embedded in a waveguide between doped cladding layers.
The extended NIR waveguide was formed with two 0.5µm low-doped gradedAlxGa1−xAs
layers. For studies of NIR stimulated interband emission the cavity length was chosen
between 0.15 and 2.5 mm.

Optical pumping was provided by means of a 3 W Ar laser. A step-scan Fourier spec-
trometer with MCT detector (cut-off energy is 54 meV) was used for obtaining emission
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spectra. For the measurements of MIR spectra, the NIR radiation was blocked by an InAs
filter. The emission under optical pumping was collected from the surface of the sample.
In this case a part of the Be-doped top layers was removed with chemical etching. All
measurements were carried out at 77 K.

2. Spontaneous and stimulated NIR emission

The aim of these studies was to find the electron energy structure in our samples. Spectra
of spontaneous and stimulated interband NIR emission obtained under optical pumping
are shown in Fig. 1. Investigations under optical pumping were carried out for different
thicknesses of etched top layer and for different cavity lengths. These factors are responsible
for the actual value of the optical losses in the waveguide. The results are shown in Fig. 1(a)
(low losses) and 1(b) (high losses). The increase of excitation power in both cases leads
to the blue shift of PL line position (curves 7–4). This can be explained by the presence
of miniband-like electron energy spectra in QDs caused by vertical coupling. Spectra of
spontaneous emission consist of two peaks probably connected with e-h transitions between
ground and excited electron and hole states in QDs. Lasing appears at 1263 meV and at
1307 meV for samples with low and high losses, respectively. We connect these spectral
features with laser emission through the ground and first excited states, respectively.

Electroluminescence (EL) spectra are presented in Fig. 2. In these spectra lines con-
nected with ground state (near 1260 meV), first excited state (near 1310 meV) and a peak
at 1400 meV probably connected with EL from wetting layer appear. The cavity length
was 2.5 mm: thus lasing occurs through the ground state.
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Fig. 1. NIR PL spectra under different pumping power: (a) for samples with low optical losses
(etching time is more than 25 s, cavity length is 2.2 mm); (b) for samples with high optical losses
(etching time is 25 s, cavity length is 1.1 mm).
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Fig. 3. The spectra of MIR photoresponse for different intensities of optical pumping. Cavity
length is 1 mm, etching time is 15 s, excitation area is 0.0037 cm2.

3. Spontaneous MIR emission

The MIR emission under optical pumping was studied for a set of samples, which were
made from the same QD laser structure. They had different thicknesses of the top layer after
etching. Measured spectra resulted from a superposition of MIR emission from the sample
as well as photorefraction and photoinduced absorption of blackbody-like background
radiation. The MIR photoresponse spectra for one of the samples, where the contributions
of pumping induced absorption and refraction are the smallest, are presented in Fig. 3. For
this sample approximately 1µm top layer was removed by etching. The spectral position of
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the MIR emission line (about 100 meV) corresponds to the NIR emission spectra, namely
it can be connected with electron transitions from the wetting layer states to the ground
state of the QDs. We could not observe MIR emission connected with electron transitions
from excited to ground QD states (all the more so for similar transitions for holes) because
such transition energies are smaller then the present detector cut-off energy.

Conclusion

NIR and MIR emission from vertically coupled InGaAs/GaAs QDs under optical and
electrical pumping were observed. The peculiarities of spectra of NIR stimulated and
spontaneous emission are associated with e-h transitions between ground, excited and
wetting layer states of electrons and holes. The wide peak of MIR (λ � 12µm) spontaneous
emission can be connected with electron transitions between wetting layer or second excited
states and ground states of QDs. The next step should be to study MIR emission from QD
structures with MIR waveguide in a spectral range extended to longer wavelengths as well
as a comparison of these results with calculated electron and hole energy spectra in QDs.
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Abstract. A new scheme for generation of coherent radiation on the intersubband transition without
population inversion between subbands is presented. The scheme is based on the resonant nonlinear
mixing of the optical laser fields on the two interband transitions which are generated in the same
active region and serve as a coherent drive for the infrared field. This mechanism for frequency
self-conversion can work efficiently at room temperature and with injection current pumping. Due
to the parametric nature of infrared generation, the proposed inversionless scheme is especially
promising for long-wavelength (far-infrared) operation.

Introduction

Lasing on the intraband transitions between levels of dimensional quantization in quantum-
well (QW) and quantum-dot heterostructures is a promising way towards injection-pumped
laser generating in the mid- and far-infrared range (denoted below as IR for brevity). There
are however two major problems. The first one is strong non-resonant losses of the IR
field due to free-carrier absorption and diffraction, which become increasingly important
at longer far-IR wavelengths. Second, due to very short lifetime of excited states it is
difficult to maintain a large enough population inversion and high gain at the intersubband
transitions, necessary to overcome losses. There were many suggestions to solve this
problem by rapid depletion of the lower lasing state using, e.g., the resonant tunneling to
adjacent semiconductor layers or transition to yet lower subbands due to phonon emission
[1], or even stimulated interband recombination [2]. The successful culmination of these
studies is the realization of quantum cascade lasers [3], in which the lower lasing state is
depopulated either by tunneling in the superlattice or due to transition to lower-lying levels
separated from the lasing state by nearly the energy of a LO-phonon.

We put forward another possibility [4], allowing us to achieve IR generation without
population inversion at the intraband transition. This becomes possible with the aid of
laser fields simultaneously generated at theinterbandtransitions (called optical fields for
brevity), which serve as the coherent drive for the frequency down-conversion to the IR.
Employing self-generated optical lasing fields provides the possibility of injection current
pumping and also removes the problems associated with external drive (beam overlap, drive
absorption, spatial inhomogeneity), which were inherent in previous works on parametric
down-conversion in semiconductors.

1. Generic three-level scheme

As the simplest case, consider the situation when only three levels of dimensional quan-
tization are involved in generation: one (lowest-lying) heavy-hole level, and two electron
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Fig. 1. Generic level scheme for three-color generation in an
asymmetric quantum well: two strong fieldsE1 andE2 lasing
at adjacent interband transitions 2→ 1 and 3→ 1 generate
coherent IR radiationE at the beat frequency.

levels; see Fig. 1. Of course, this scheme also describes the situation when there are two
hole levels and one electron level involved.

We need all three transitions to be allowed by selection rules. In a QW this will
generally require using asymmetric structures, e.g. rectangular well with different barrier
heights. Our calculations for asymmetric AlGaAs/GaAs structures based on the Kane
model show that it is relatively easy to obtain the ratio of dipole moments ofe1− hh1 and
e2− hh1 transitions close to 3 for a wide range of parameters. Symmetric QWs can also
be employed, e.g., under a strong DC field bias or in the case of a strong coupling between
different subbands of heavy and light holes. In quantum dots the three-level scheme can
be easily realized with all three transitions allowed.

When the injection current density reaches the threshold valuejth, optical generation
starts between ground electron and hole states. Upon increasing the pumping current,
optical generation can start also from excited states and the laser can be completely switched
to lasing from the excited state which has higher maximum gain due to a larger density of
states. The effect of excited-state lasing was studied both in QW and QD lasers [5–7]. It
was found that with optimized laser parameters the region of simultaneous ground-state
and excited-state lasing can be aroundj ∼ 2jth [5, 6].

The presence of one or two strong optical driving fields in the cavity gives rise to a rich
variety of resonantcoupling mechanisms by which the IR field can be produced. Here
we will concentrate on one such scheme in which the two coherent optical fields having
frequenciesω1 andω2 excite the induced electronic oscillations at the difference frequency
ω = ω2 − ω1. It is important to note that the coherent IR polarization is parametrically
excited independently on the sign of population difference at the IR transition.

To maximize the IR output, the phase matching condition must be satisfied. This
requires special waveguide design since refractive indices of bulk semiconductor materials
for optical and IR frequencies are different. This issue is discussed elsewhere. Basically,
one needs separate confinement layers of the IR and optical modes. For far-IR generation,
there is more flexibility due to more efficient manipulation of the refractive index by doping.

2. Efficiency of IR generation

To quantify the above ideas, we have calculated the excited IR polarization and field by solv-
ing the coupled electronic density-matrix equations and electromagnetic Maxwell equations
for the three fields, assuming steady-state generation.

In the case of homogeneous broadening, one can obtain analytic expression for the IR
intensity|E |2:
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Here the quantities without indices and with indices 1,2 correspond to the intersubband
transition and to the interband transitions, respectively;d ’s are the dipole moments of
the transitions;κ ’s andG’s are the material losses and optical confinement factors of the
waveguide modes;|E1,2|2s are the saturation intensities.

At a given wavelength, the crucial parameter in the above equation which governs the
efficiency of down-conversion, isη = (κ1,2/G1,2)(G/κ). The main source of IR losses
is free-carrier absorption in the active region and doped cladding layers. Our detailed
calculations for the GaAs-based structure with separate confinement of IR (λ = 8µm) and
optical modes (λ = 0.73 and 0.8µm) yield the value ofη around 0.5–0.8.

In the opposite limiting case of very large inhomogeneous broadening, we will assume
that the inhomogeneous widthsuik of all transitions are much larger than all homogeneous
bandwidthsγik. In this case the precise shape of the inhomogeneous line is not important
and explicit analytic formulas can be obtained for two different situations: when the optical
field intensities are much smaller or much greater than the saturation values. Detailed
analysis [4] shows that the IR intensity grows rapidly as the product of optical intensities
generated on the interband transitions,

|E |2 � |E1|2 |E2|2
|E2|2s
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until it reaches the saturation value. Above this value, the IR field begins to deplete the
electron populations, and its growth becomes nonlinearly saturated. In the optimal case,
the maximum internal efficiency of the down-conversion can reach the limiting quantum
value corresponding to one IR photon per one optical photon.

For the mid-IR range 5−10µm the maximum IR power is of order 10 mW if we have
the value of 100 cm−1 for IR losses, and the optical field intensities inside the cavity are of
the order of saturation values. Here we assumedη ∼ 0.1. Beyond the reststrahlen region of
strong phonon dispersion (λ ≥ 50µm for AlGaAs/GaAs structure) the expected IR power
is≤ 1 mW due to rapidly growing losses.

3. Conclusions

Our calculations demonstrate the generation of coherent IR emission at intersubband tran-
sitions due to nonlinear wave mixing in standard multiple QW or QD laser diodes. The
prerequisite for this is simultaneous lasing at two optical wavelengths which provide the
necessary drive fields. This mechanism does not require population inversion at the IR tran-
sition, and its threshold current is determined by the minimum injection current necessary
for the interband lasing from higher (excited) carrier states of dimensional quantization.
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Abstract. The characteristic time of far IR response of quantum Hall effect detector in GaA/AlGaAs
has been investigated versus the magnetic field. The response time is shown to increase dramatically
with the field due to the spatial separation of photoexcited electrons and holes captured by localized
states formed by the disordered potential.

Introduction

Quantum Hall effect (QHE) device is known to be a sensitive detector of far infrared (FIR)
radiation [1–5]. At QHE the Hall resistance is quantized and the longitudinal resistanceRxx
vanishes. The finiteRxx emerges when electrons and holes are excited by FIR radiation at
cyclotron resonance (CR) in the delocalized (extended) states near the Landau level centers
above and below the Fermi levelEF . A thorough investigation of the photoresponse has
been undertaken recently [5]. The results obtained revealed the key role of the random
potential in the mechanism of FIR-photoresponse. The present paper deals with the mag-
netic field dependence of the response time that has been shown to be consistent with the
response mechanism proposed in [5].

1. Experimental

Samples under study were Hall bars fabricated on selectively doped heterostructure GaAs/
Al0.3Ga0.7As with two-dimensional electron gas (2DEG) (µ4.2 K = 8× 105 cm2 ·s,ns =
2.8× 1011 cm−2). They have a long 2DEG channel 50µm×170mm in size patterned in
a zigzag shape and fitted into an area of 4× 4 mm2 [1, 5]. The sample placed in the liquid
helium in the center of a superconducting solenoid was biased by a d.c. current of 3µA.
As a broad band FIR emitter we used bulk p-Ge crystal (NA − ND = 2× 1013 cm−3)
of 8× 4× 0.5 mm3 in size, ohmic contacts being deposited onto 8× 0.5 mm2 opposite
faces. The emitter was excited with a voltage pulses of 16 V and 200µs in duration with a
repetition rate 8 Hz. The emitter was placed in the same cryostat, the emitter radiation being
guided to the sample through a metallic light pipe of 7 mm in diameter and 30 cm long. The
pulsed response from the detector was analyzed using either digital oscilloscope or boxcar
integrator. To provide a possibility of the detector tuning the 2DEG concentration was
successively increased by the detector band-gap illumination using a GaAs light emitting
diode. The increased 2DEG concentration persisted up to the heat recycling of the sample.

2. Results and discussion

Typical magnetic field dependences ofRxx and photoresponse are shown in Figures 1(a-
c) for three different values of 2DEG concentration. It is clearly seen that the response
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occurs near theRxx(H) minimums at the even values of the filling factorν = 4 and
ν = 2. In Figure 1(a) the photoresponse at both theν = 4 andν = 2 consists of
two prominent peaks that is a general trend observed if QHE plateaus are well developed
[5]. It is clearly seen in Figures 1(b-c) that after a band-gap-illumination the depths of
Rxx minima decrease (probably due to nonuniform increase of 2DEG concentration) thus
resulting in a single peak structure of the response. Figures 1(d-f) give examples of the
response oscilloscope traces recorded either in the ’right’ peak maxima (Fig. 1(d)) or in
maxima of single peak structures Figures 1(e,f). Some data onτ(H) dependence ate
summarized in Fig. 2. It is clearly seen that within a single series of measurements the
response time exponentially increases with the magnetic field that is consistent with the
mechanism of FIR-response of QHE device proposed in [5]. It is known that there is a
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Fig. 1. Longitudinal resistanceRxx (brouken curves) and photoresponse of QHE detector (solid
curves) versus the magnetic field before (a) and after (b),(c) band-gap illumination,T = 2.2 K.
Solidcurves in plots (d)-(f): examples of the response oscillograms measured atν = 4, H =
25.9 kOe andν = 2,H = 52.9 kOe (d),ν = 4,H = 31.7 kOe (e) andν = 4,H = 39.4 kOe (f),
brouken curves: oscillograms of the voltage pulses applied to the emitter.
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Fig. 2. Time constant of QHE detector photoresponse versus the msgnetic field measured at the
successive increase of 2DEG concentration produced by band-gap illumination of the sample. Two
different series ofτ(H) data atν = 4, T = 2.2 K were obtaned one after another after heating
the sample up to the room temperature and subsequent cooling down. To the author’s opinion this
testify a nonreproducibility of 2DEG in one in the same GaAs/AlGaAs sample (from one cooling
to another one).

long-range random potential in 2DEG systems at high magnetic field, the amplitude of
the fluctuation potential reaching the order of�ωc in the close vicinity of QHE state [6].
When an electron and a hole are photoexcited at CR in Landau levels above and below
EF , respectively, the excited electron (hole) will rapidly (within 10 ns) fall into a local
minimum (maximum) energy (i.e. into a localized state). This spatial separation prevents
the excited carriers from quickly recombining. The localized electron (hole) can be excited
occasionally to a delocalized state formed around the Landau level center. Once delocalized,
the nonequilibrium electron (hole) participates in the longitudinal conductivity thus giving
rise to the photoresponse, recaptured by localized states etc. At low enough both the lattice
temperature and the excitation level the time constant of FIR response is closely related
to the recombination lifetime of localized carriers separated by the characteristic distance
�Y . In strong magnetic fields in high mobility samples�Y could exceed significantly the
magnetic lengthlB = (�c/eH)1/2 that is the extension of a carrier wavefunction. Thus
the recombination may be strongly suppressed due to the small overlapping between the
electron and hole wavefunctions [5]:

τ = Aexp[(�Y/lB)
2] = Aexp[(�Y)2eH/�c] = Aexp(H/H ∗). (1)

From the slope of lgτ(H) dependences (Fig. 2) one can determine the characteristic
magnetic fieldsH ∗ and obtain the following data for�Y = (�c/eH ∗)1/2:

ν = 4, T = 2.2 K (closed circles):H ∗ = 17.0 kOe,�Y = 200 Å;
ν = 4, T = 2.2 K (triangles):H ∗ = 11.8 kOe,�Y = 235 Å;
ν = 2, T = 4.2 K (open circles):H ∗ = 7.1 kOe,�Y = 300 Å.

The figures obtained are noticeably less than those obtained recently in a similar 2DEG
system using a scanning probe technique with a spatial resolution of 900 Å: (�Y = 900−
2000 Å) [7]. However it should be noted that in the present work we have determined the
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smallest characteristic length of the disordered potential which is responsible for the shortest
lifetime of the photoexcited carriers. In general, if measured with sufficient accuracy, there
is long-lived components in the response decay [5] that is a signature of relaxation kinetics
in disordered systems.
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Abstract. A possibility of mid-infrared radiation generation due to lattice nonlinearity in a quan-
tum well laser based on InGaP/GaAs/InGaAs heterostructure is discussed. It is shown that this
mechanism can provide radiation power of about 10 mW in the 10µm wavelength region in a laser
which generates two 10 W modes in the 1µm wavelength range.

Introduction

A semiconductor laser based on GaAs is a promising device in terms of nonlinear optical
effects. Indeed, there is an extremely high light intensity inside the laser. Besides, the
second order optical nonlinear coefficient of GaAs is six times larger than that of the
popular nonlinear crystal LiNbO3. This nonlinearity is responsible for the frequently
observed weak green light emission near cleavages in lasers generating 1µm radiation
which is the second harmonic generation. To date the second harmonic generation has
been observed in the vertical cavity lasers [1, 2], too. A possibility of the difference mode
generation in a quantum well laser emitting two short wavelength modes was discussed in
[3]. However, the authors of [3] suggested using the electron nonlinearity of a quantum
well containing three electron levels. Probably, this generation is not effective due to the
smallness of mode overlapping in the nonlinear region and due to the difficulty in providing
the phase matching condition.

In this work we discuss a possibility of the difference mode generation due to the lat-
tice nonlinearity of GaAs in a semiconductor quantum well laser based on InGaP/GaAs/
InxGa1−xAs heterostructure, which simultaneously generates two modes in the 1µm wave-
length range. We have suggested a special laser construction able to generate these two
modes and to satisfy the phase matching condition which is necessary for effective gener-
ation of the difference mode. It has been shown that, if the phase matching condition is
satisfied, the difference mode power can be of the order of 10 mW for a 10µm wavelength
region in a laser generating two short-wavelength modes with power 10 W.

1. Laser design

Consider the difference mode generation in a InGaP/GaAs/InxGa1−xAs quantum well laser.
In ordinary lasers the waveguide consists of three layers. The central GaAs layer containing
one or more quantum wells has a larger refractive index than the neighboring InGaP layers.
As a rule, quantum wells generating radiation are situated near the GaAs layer centre.
Due to this arrangement and the selection rules for radiative electron transition this laser
generates the fundamental TE mode. The phase velocity of this mode is close to the light
velocity in GaAs. Such a laser construction is not suitable for difference mode generation,
since the dispersion of the refractive index in GaAs prevents phase matching. Indeed, the
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phase velocity of the difference mode in this case is greater than the phase velocity of the
polarization wave corresponding to the difference frequency (ω = ω1−ω2) which appears
due to nonlinearity.
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Fig. 1. Dependencies of the real part of refractive index and the square of magnetic field on
coordinate for the difference mode. The widths of the lateral GaAs layers equal 0.81µm and
correspond to the power peak in Fig. 2. The value of the imaginary part of refractive index equals
10−3. The dependencies of the electric field on coordinate for two high-frequency modes are shown
in the insert. The powers of both high-frequency modes equal 10 W.

To satisfy the phase matching condition, we suggest using the second order mode for
the highest frequency (ω1) generation and the fundamental mode of the waveguide for
other high frequency (ω2) generation. The excited mode phase velocity is greater than
the fundamental mode one, if the mode frequencies are equal. Using this peculiarity it
is possible to compensate the dispersion of the refractive index and to satisfy the phase
matching condition. Besides, in this case it is possible to avoid high absorption of mode
with frequencyω1 in the quantum wells generating modeω2, if the latter are situated in the
places where the second order mode amplitude is near zero. The electric field distributions
across the waveguide for the fundamental mode (λ = 1.067µm) and the second order
mode(λ = 0.95µm) are shown in the insert to Fig. 1.

How to excite simultaneously the second order mode for frequencyω1 and the funda-
mental mode for frequencyω2? To this effect we suggest that quantum wells generating
frequenciesω1 andω2 should be placed in the centre of the middle GaAs layer and at zero
point of the second order mode, respectively. In this case for frequencyω1 the second order
mode has the smallest losses and, therefore, just this mode will be excited. The fundamental
and the first order modes for this frequency have substantial losses due to absorption in
the quantum wells generating frequencyω2. For the frequencyω2 the generation of the
fundamental mode is preferable since this mode has the smallest losses and the greatest
optical restriction coefficient.

The proposed laser waveguide construction is shown in Fig. 1. Additional lateral GaAs
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Fig. 2. Calculated dependency of the difference mode power on the width of the lateral GaAs layers.
Imaginary part of refractive index equals 10−4 (solid line) and 10−3 (dash line). Wavelength of
the difference mode is 8.66µm and the ones for high-frequency modes are 0.95 and 1.067µm.
Calculations were carried out for the high-frequency mode powers 10 W and the waveguide width
of 100µm.

layers are necessary to provide low leakage losses of the difference mode. The width of
these layersd we will consider as a parameter to satisfy the phase matching condition.
Further we will assume that both GaAs lateral layers are of equal widthd.

We also assume that a laser structure is grown on the (001) plane and the mirrors are
the facets (110) or (110). In zinc blend-type crystals the optical second-order nonlinear
tensor has equal nonzero elements only when three indexes are differentε

(2)
xyz. The axes

x, y, z are directed along [100], [010] and [001], respectively. The electric field vectors
of the high frequency modes have nonzerox- andy-components. Therefore, the electrical
induction vector for the difference frequency is directed alongz and the difference mode
is a TM mode. The calculated dependence of the magnetic field squared on the coordinate
for the excited TM difference mode is shown in Fig. 1. It is clear from the figure that the
fundamental difference mode is excited.

2. Difference mode power

The calculated dependencies of the difference mode power on the width of lateral GaAs
layers are shown in Fig. 2. We assume the powers of both short wavelength modes equal
to 10 W and the waveguide width equal to 100µm. The solid line corresponds to the free
carrier concentration 1017 cm−3. In this case we set the imaginary part of the refractive
index for the difference mode (λ = 8.66µm) to ben′ = 10−4 [4]. The real part of the
refractive index equals 3.42 in GaAs [4] and 3.12 in InGaP. The dashed line corresponds
to free carrier concentration 1018 cm−3, in this case we setn′ = 10−3 [4]. From Fig. 2 it
is clear that there are peaks of power whend = 0.81µm. These peaks correspond to the
phase matching. With an increase in losses the peak decreases and grows in width. For
the considered parameters the maximal power of the difference mode is of order 10 mW
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for n′ = 10−4 and 100µW for n′ = 10−3. To ensure low leakage losses the widths of the
external InGaP layers should be more than 5µm and 3.5 µm in the first and the second
cases, respectively.

Thus the proposed laser is able to generate power of order of ten mW in a 10µm
wavelength range. Note that to decrease the threshold current and improve efficiency it is
possible to increase the reflection of mirrors for the short wavelength modes by using of
multi-layer dielectric coatings.
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Abstract. A new approach for calculation of resonant state parameters is developed. The method
proposed allows to solve different scattering problems, such as scattering and capture probability
as well as calculations of shifts and widths of energy levels. It has been applied to the problem of
resonant states induced by impurities in the barrier of quantum wells and by strain in uniaxially
stressed germanium.

Introduction

Quasistationary (or resonant) states have been studied in atomic physics very well. Semi-
conductors are other systems where resonant states play a significant role in physical pro-
cesses. Such states appear, for example, in gapless semiconductors when doped by shallow
acceptors. The system of special interest is uniaxially strained germanium where the gen-
eration of THz radiation has been achieved [1, 2].

Here we suggest a new method for calculating the parameters of resonant states and
the probability of resonant scattering, capture and emission of carriers. The approuch is
based on the configuration interaction method which was first introduced by Fano [3] in
the problem of autoionization of He. The main idea is to choose two different hamiltonians
for the initial approximation one for continuum states and the other for localized states.
The method is applied to resonant states induced (i) by impurities in the barrier of quantum
wells and (ii) by shallow acceptors in Ge under stress.

1. Resonant states induced by localized states in barriers

We will demonstrate the general idea by applying it to the system consisting of a quantum
well (QW) and one impurity in the barrier. The full hamiltonian is given by

Ĥ = − �
2

2m
�+ V (z)+ Vd(r − r0), (1)

where the potential of the QWV (z) is shown in Fig. 1,Vd is the defect potential and
r0 = (0,0, z0) is the position of defect.

As an initial approximation for the wave function of the localized state induced by the
impurity we use the solution of the equation:[

− �
2

2m
�+ Vd(r − r0)

]
ϕ(r − r0) = E0ϕ(r − r0). (2)
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Fig. 1. The parameters of the well and impurity.

The wave functions of continuum statesψk(r ) satisfy the following equation:[
− �

2

2m
�+ V (z)

]
ψk(r ) = Ekψk(r ). (3)

We are considering a QW with one energy level only, so that

Ek = −�V + E1+ εk, (4)

whereE1 is the space quantization level andεk = �
2k2/2m is kinetic energy of the 2D

motion. So we can write forψk(r ):

ψk(r ) = 1√
S
φ(z)eikρ, (5)

whereS is a normalizing square.
Now we consider the problem of scattering of the in-plane moving carrier by the impurity

in the barrier. Following Dirac, we construct the wave function in terms of scattering theory
in the following form:

Hk(r ) = ψk(r )+ akϕ(r − r0)+
∑
k ′

tkk ′

εk − εk′ + iγ
ψk ′(r ), γ → 0. (6)

As the presence of one impurity does not perturb the continuum spectrum significantly,
Hk(r ) should correspond to the energyEk. Solving the Schr¨odinger equation with the full
hamiltonian (1) for Hk(r ) one obtains the following expressions forak andtkk ′ :

ak = 1√
S

Vk

Ek − (E0 +�E)+ i�/2, tkk ′ = 1

S

VkZ
∗
k ′

Ek − (E0 +�E)+ i�/2 (7)

The energy shift�E and the width�/2 of the resonant level are given by:

�E = δ − 1

(2π)2

∫
d2k′Z∗k ′Wk ′ + 1

(2π)2
P

∫
d2k′

Z∗k ′Vk ′
Ek − Ek′

, (8)

�

2
= 1

4π

∫
d2k′Z∗k ′Vk ′δ(Ek − Ek′). (9)

Here the matrix elements

Vk =
√
S〈ϕ|Vd |ψk〉,Wk =

√
S〈ϕ|ψk〉, δ = 〈ϕ|V (z)|ϕ〉, Zk =

√
S〈ϕ|V (z)|ψk〉, (10)

are introduced.
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The probability of resonant elastic scatteringWkk ′ of 2D carriers and the capture prob-
abilityWkr are given by:

Wkk ′ = 2π

�
|tkk ′ |2δ(εk − εk′), Wkr = |ak |2, (11)

respectively. Both probabilities contain the same resonant denominator.
The resonant scattering should be introduced into the kinetic equation when one solves

the problem of the 2D carriers distribution function under an electric field applied in plane
of the quantum well. This scattering affects the distribution functionfk of hot carriers,
which is connected with the population of impurities in the barrierfr [4]:

fr =
∑
k

Wkrfk . (12)

2. Resonant acceptor states in uniaxially strained germanium

Tetraherally coordinated semiconductors (eg. GaAs, Ge, Si) have a fourfold degenerate
top of the valence band. When strained, the top of valence band is split into two doubly
degenerate states. The ground state of an acceptor shows the same behavior under uniaxial
stress. At some critical value of the stress — when the splitting is larger than the acceptor
binding energy — one of the split levels is shifted into the continuous spectrum of the other
valence subband and becomes resonant. An effective optical transitions between resonant
and localized states of the same impurities can take place. If the electric field is strong
enough an electric impurity breackdown occurs and practically all localized impurity states
become depopulated. Now capture and emission processes lead to an effective population
of resonant states. This may cause an intracenter population inversion that is the basis for
THz generation [1, 2].

Resonant acceptor states were considered in [4] by using the Dirac approach, which
requires choosing an initial approximation hamiltonian giving localized states overlapping
with the continuous spectrum. The approach in [4] applies for large stresses and for small
quasimomenta but it fails for the region of the spectrum where resonant states are present.

Using our new approach we will consider the ground resonant state induced by shallow
acceptors in uniaxially strained p-Ge along [001] direction.

As the initial approximation for localized states we choose the diagonal part of the
Luttinger hamiltonian and the Coulomb potential of an acceptor. For continuum states
we use the eigenfunctionsψ±1/2

k (r ) of the full Luttinger hamiltonian for free holes in
cylindrical approximation. Following the procedure from the first section we are looking
for wave functions in the form:

H
±1/2
k = ψ±1/2

k + a±1/2,+3/2
k ϕ+3/2(r )+ a±1/2,−3/2

k ϕ−3/2(r )

+
∑
k ′

t
±1/2,+1/2
kk ′

εk − εk ′ + iγ
ψ
+1/2
k ′ +

∑
k ′

t
±1/2,−1/2
kk ′

εk − εk ′ + iγ
ψ
−1/2
k ′ . (13)

We carried out calculations taking into account non-resonant scattering by the Coulomb
potential in first order only. The probability of capturing holes with momentum projection
+1/2Wkr and the probability of elastic resonant scatteringWkk ′ are defined now by

Wkr =
∣∣∣a+1/2,+3/2
k

∣∣∣2+ ∣∣∣a+1/2,−3/2
k

∣∣∣2 . (14)

Wkk ′ = 2π

�

(∣∣∣t+1/2,+1/2
kk ′

∣∣∣2+ ∣∣∣t+1/2,−1/2
kk ′

∣∣∣2) δ(εk − εk ′) (15)
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Fig. 2. The position (a) and width (b) of resonant state as a function of stress applied in [001]
direction.

The expressions for the case of momentum projection−1/2 are similar. The results of
calculations of the resonant level shift and level width are given in Fig. 2.

Acknowledgements

This work has been partially supported by the RFBR, The Swedish Foundation for Inter-
national Cooperation in Research and Higher Education (contract 99/527 (00)) and NorFA
Grant. A. A. Prokofiev thanks also Swedish Institute for Visby Programme Grant.

References

[1] I. V. Altukhov, E. G. Chirkova, M. S. Kagan, K. A. Korolev, V. P. Sinis, M. A. Odnoblyudov
and I. N. Yassievich,JETPh, 88, 51 (1999).

[2] Yu. P. Gousev, I. V. Altukhov, K. A. Korolev, V. P. Sinis, M. S. Kagan, E. E. Haller,
M. A. Odnoblyudov, I. N. Yassievich and K.-A. Chao,Appl. Phys. Lett.75, 757 (1999).

[3] U. Fano,Phys. Rev.124, 1866 (1961).
[4] M. A. Odnoblyudov, I. N.Yassievich, V. M. Chistyakov and K.-A. Chao,Phys. Rev. B62, 2486

(2000).



9th Int. Symp. “Nanostructures: Physics and Technology” IRP.06p
St Petersburg, Russia, June 18–22, 2001
© 2001 Ioffe Institute

Dynamics of electrons at intersubband excitation in asymmetric
tunnel-coupled quantum well structure
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Abstract. We present investigations of the intersubband electron dynamics in asymmetric tunnel-
coupled GaAs/AlGaAs quantum wells. The study is performed by time resolved pump and probe
experiments. Temporal evolution of the bleaching signals has biexponential behaviour. In addition
to the time of the relaxation into the ground state with LO-phonon emission a second long decay
time depending on transition energy and temperature is observed. We associate the second recovery
time with transitions between confined�-state of quantum wells and states in the barriers including
XZ-states which appear due to high content ofAl. The influence of the transitions between subbands
with energy separation less than optical phonon energy on the relaxation processes is also discussed.

Introduction

The asymmetric tunnel-coupled quantum well (ATCQW) structures attracted considerable
attention because of possibility of lasing [1] and modulation of MIR radiation [2] due
to intersubband transitions. The knowledge of the electron dynamics is very essential to
improve the properties of these devices. In the double quantum well structures the electron
dynamics is very complicated due to a large number of the levels. There are a lot of
methods for measurement of electron relaxation time, for example intersubband saturation
method [3] or excited-state induced absorption spectroscopy technique [4]. However,
these methods have the some limitations, as it is necessary to know the homogeneous
broadening of the absorption line. Generally the intersubband line has an inhomogeneous
broadening [5]. The investigations by pump and probe techniques allow us to measure
directly the temporal evolution of the transmission spectra after excitation, and to determine
the respective relaxation time. In this work we study the relaxation processes in ATCQW
structure by the time and frequency resolved pump and probe spectroscopy.

1. Sample structure and experimental method

The studied modulated doped structure was grown by MBE on semiinsulated GaAs (100)
substrate. The widths of the first GaAs quantum well (QW) and the second Al0.1Ga0.9As
well are 5 nm and 8.3 nm respectively. The width of the tunnel-transparent Al0.42Ga0.58As
barrier between them is 2 nm. The width ofAl0.42Ga0.58As barrier between pairs of QWs is
25 nm. The center of 25 nm barrier was doped by Si. The surface electron concentrations
isNS = 5× 1011 cm−2.

The sample is prepared in a prism geometry with one reflection at 65◦ at the plane of
QW layers to get strong absorption signals.

The relaxation measurements are performed by a Nd:glass laser system of 8 Hz repetition
rate with two travelling wave IR dye lasers and two difference frequency mixing stages.
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Fig. 1. (a) The potential profile of the structure and calculated energy levels; (b) equilibrium
intersubband absorption spectra at different temperatures.

The system generates two light pulses of 2 ps duration with a spectral width of 10 cm−1

independently tunable between 800 cm−1 and 2500 cm−1. One of the two infrared pulses
excites electrons at a good defined pump frequencyν̃pump from the lower states to the
excited subbands. The subsequent time resolved change of the intersubband absorption is
measured by the second weaker infrared pulse at any probe frequencyν̃probe.

2. Results and discussion

Due to high contents of Al in the barriers it is necessary to consider the effect of�−X
mixing [6]. The potential profile of� andX valleys and energy levels in the structure are
presented in Fig. 1(a). The states with the energyE�1,E�4 andE�2,E�3 are generated by
the narrow and wide wells respectively. It leads in particular to the different localization
of wave functions. Wave functionsH1 andH2 are localized mainly within the first and
the second well respectively. Moreover, optical dipole matrix elements strongly differ:
Z14 = 1.13 nm,Z24 = 0.7 nm andZ13 = 0.4 nm, Z23 = 2.27 nm. The greatest
contribution to intersubband absorption is made by transitions between levels originated
from the same well. One more stateE�5 can appear in QW, which is formed in wide barrier
due to space charge effect.

The Al0.42Ga0.58As layers are quantum wells forX-electrons, the thin barrier contains
one confinedEX2-state. There are also quantum-confined states forX-electrons in thick
barrier dividing the pairs of QWs.

The absorption spectra measured with a BRUKER FTIR spectrometer contain two
absorption bands (Fig. 1(b)) having at liquid nitrogen temperature the peak frequencies
of 1010 cm−1 and 1915 cm−1. With increase of temperature the typical redshift and
broadening of absorption lines are observed. At room temperature the peak frequencies are
1000 cm−1 and 1870 cm−1 respectively.

The investigation of the temporal evolution of the transmission spectra at different
pump and probe frequencies in resonance of transitions at 300 K are presented in Fig.2.
The results were also obtained at other temperatures. Pump and probe measurements at the
same pump and probe frequencies show the biexponential behaviour of carrier relaxation.
The fast relaxation time (1.2 ps) is almost independent of pump frequencies and temperature,
whereas the long term decay strongly depends on these factors. Besides when pump and
probe frequencies are located in the center of the different absorption bands mainly the long
relaxation time can be observed. We connect the fast relaxation processes with scattering



IRP.06p 127

τD (ps)
−5 0 5 10 15 20 25 30

0.0

0.4

0.8

1.2

1.6

2.0

A
bs

or
pt

io
n 

ch
an

ge
-∆

αL

pump=1000 cm−1

probe=1870 cm−1

probe=1000 cm−1

pump=1870 cm−1

probe=1000 cm−1

ν
ν
ν

ν
ν
νprobe=1870 cm−1

Fig. 2. Time resolved absorption change at 300 K after excitation at different pump frequencies.

of the electrons into the ground state due to LO-phonon emission. The nature of the slow
component will be discussed below. We can assume that the pump pulse excites the carriers
only within the one well, because the transitions between levels originated from the same
well give the main contribution to the intersubband absorption. However, one can see, that
when the pump frequency lies in maximum of long-wavelength absorption band there is
also the bleaching of the short-wavelength absorption band and vice versa. This bleaching
comes from the electron redistribution among the first and second subbands. In spite of
small distance between E�1 and E�2 (∼10 meV) such redistribution becames possible due
to LO-phonon scattering at room temperature with time less than 1 ps. This time (5 ps) is
longer at 80 K. At this temperature LO-phonon scattering is suppressed and a scattering on
impurities and acoustic phonons can play a key role.

In order to understand the strong dependence of long recovery time on pump frequencies
let us consider the potential structure of ATCQW. The high contents of Al in barrier leads to
appearing the QWs forX-electrons and to coupling the�- andX-states. It makes possible
a scattering between�- andX-states. An intervalley�−X scattering time is directly
proportional to the overlap integral of wave functions [7] and is about 1 ps. Excitation at
ν̃14or ν̃23 leads to filling of these states that are mixed with theX-states of tunnel-transparent
barrier and barriers between pairs. An intervalley scattering into theX-states takes place.
Electrons return fromX-valley to ground subband with the large back scattering time
(40 ps) because the density of states in�-valley is lower compared to the one inX-valley.
At excitation betweenE�1 andE�4 levels the real space transfer into confined barrier
states can play the main role. This can determine a long decay time (15–20 ps). Similar
mechanism was considered in [8].

3. Conclusion

The dynamics of intersubband transitions in asymmetric tunnel-coupled quantum well
structure is investigated by time resolved pump and probe experiments. The biexponential
behaviour of absortpion recovery is found. The fast time is responsible for intersubband
relaxation of the electrons due to emission of LO-phonons. The long term decay time comes
from the intervalley�−X scattering and real space transfer in confined barrier states. The
effect of interwell transitions on intersubband relaxation is also considered.
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Excitons in nitride-based low dimensional systems
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The exciton binding energy is large (25–27 meV) in bulk GaN. The coupling with the
electromagnetic is large too. Together with my friend Alexey Kavokin, I predicted a Rabbi
oscillation splitting of some 45 meV in GaN based microcavities.

Cubic GaN-AlGaN quantum wells can theoretically lead to an improvement of the
optical response compared to the case of bulk c-GaN due to the know well known physics
of the 2D confinement in type I quantum wells. This is not systematic for quantum wells
based on wurtzite GaN and AlGaN due to difference of the spontaneous polarization of the
two materials which together with piezoelectric field effect produce an efficient Quantum
Confined Stark Effect. Consequently the optical transition can be boosted either toward
shorter wavelength than the one of bulk GaN or can be boosted in the realm of long
wavelength radiations, depending on well width, at the first order.

I first show using cw spectroscopy arguments, and samples grown by molecular beam
epitaxy, that the magnitude of the internal electric field depends on the aluminum compo-
sition, and of the ratio between the width of the well layers relatively to the width of the
barriers. In particular for aluminum compositions ranging up to 27 percents, it is measured
that for well width larger than 12 monolayers (3 nm) the photoluminescence energy is
lower than the bandgap of bulk GaN. Comparing cw photoluminescence and reflectance
spectra reveals a stokes-shift of the photoluminescence compared to the reflectance at low
temperature as an evidence of a localized nature of the excitons that are observed in photo-
luminescence, at low temperatures. Increasing the temperature gives an excess of kinetic
energy, that can facilitate the exciton detrapping. The relative ratio of free to bound exci-
tons promotes the free exciton population so that, at high temperature, photoluminescence
is dominated by free exciton recombination. The internal electric field localizes electrons
and holes at different interfaces. Envelope function calculations indicate that, when the
well-width increases, this drastically reduces the overlap between their wavefunctions and
increases the radiative decay time, but has poorer influence at the scale of the exciton bind-
ing energy (long range interaction). Simple envelope function calculation also indicates
that the in-plane extension of the hole and electron wavefunctions is comparable in size
with the average aluminum-aluminum separation for alloy compositions ranging up to at
least 30 percents. The interfacial exciton localization results of the comparable values of
the Bohr radii and of the characteristics length of the alloy disorder.

Time resolved spectroscopy measurements are performed which permitt to extract both
the radiative and non-radiative contributions to the photoluminescence decays. These ex-
periments were achieved on single quantum wells, assymetric multiple quantum wells and
superlattices. It could then be possible to discriminate between the different contributions
that rule the non-radiative recombinations mechanisms. The strength of the coupling with
the LO phon is reported to increase when increasing the well width. This we compare
to what is observed for GaInN-GaN quantum wells. For that semiconductors combina-
tion, the structural disorder occurs in the confining material: GaInN, and the localization
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phenomena are more crucial than for GaN-AlGaN. By comparing photoluminescence and
photoreflectance spectra taken on a series of InGaN-GaN quantum wells grown under iden-
tical conditions except the growth time of the InGaN layers, the Quantum Confined Stark
Effect (QCSE) could be monitored without changing the nanotexture of the alloy layers.
The results indicates that, for quantum wells which radiate in the red, the contribution
of the QCSE superimposes to an intrinsic localization phenomena of the carriers in the
InGaN alloy, and is larger by one order of magnitude. I show that the interpretation of
data for samples that emit from the blue to the red can provide only partial conclusions
if both localization effects and (QCSE) are not taken into consideration. This is further
comfirmed by similar experiments performed on Stranski–Krastanov GaInN-GaN quantum
boxes. The net result is that the localization of the exciton is occurs in alloy regions very
small, smaller than 1 nanometer, in fairly nice agreement with the ideas that are defended by
Kevin O’Donnell. Although heuristic effective mass calculations are helpfull for interpret-
ing optical properties of GaN-AlGaN quantum wells one has to be more cautious if using
them for GaInN-GaN quantum wells. Indeed, slightly changing the growth temperature
but not the well width alters the colour of the light emitted by the samples which indicates
that the nanotexture of the alloy is changed.
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Abstract. The characteristic features of the luminescence spectra obtained at different polarization
of the exciting light beam and time-resolved luminescence spectra of CdS nanocrystals crystallized
in 8–10nm diameter hollow channels of a dielectric Al2O3 template have been explained in terms
of exciton transitions in semiconductor-dielectric quantum wires. In these structures the dielectric
confinement effect leads to a considerable increase of the exciton binding energy — the Coulomb
attraction between electron and hole is considerably enhanced as a result of the difference between
the permittivities of the semiconductor and insulator.

In semiconductor quantum wires (QWRs) — nanostructures in which carriers and excitons
move freely in one direction but are localized in two others, the electron-hole attraction is
intensified and excitonic transitions dominate in the absorption and luminescence spectra.
Quantum confinement results in prominent exciton features such as large binding energies
and oscillator strengths. The binding energy and oscillator strength of an exciton transi-
tion can be substantially increased by replacing the semiconductor barriers with insulators
having much lower permittivities than the semiconductor [1, 2, 3].

For semiconductor-dielectric (S–D) QWRs the enhancement of exciton binding energy
(dielectric confinement), predicted in Ref. [4], can be explained by the fact that although
electron and hole are located in the thin semiconductor filament, the Coulomb interaction
energy is concentrated in the insulator because of the large difference of the permittivities.
The electric field lines connecting electron and hole partially or, for thin wires mainly,
pass through the dielectric. The binding energy and oscillator strength of excitons in S–
D QWRs can be varied over wide limits (the binding energy may exceed 100meV) by
choosing semiconductor and dielectric with different permittivities — realizing “Coulomb
interaction engineering” [3].

We report the results of optical properties’ investigation of CdS nanostructures crys-
tallized in the pores of Al2O3 insulating template. We show that in these nanostructures
the role of dielectric confinement effect is of paramount importance that leads to large
values of the exciton binding energies (> 100meV). Large oscillator strengths of exciton
transitions make it possible to observe different physical processes determined by excitons
in the samples with substantial size (diameter) dispersion of QWRs.

CdS nanostructures have been made by crystallization of the semiconductor in insulating
template [5] prepared by anodic oxidation of an aluminum substrate. CdS was formed in the
resulting pores of about 8–10nm in diameter (the atomic force microscope have been used
to measure the diameters of pores) and several microns long by cathodic electrodeposition.
The formation of CdS nanocrystals was confirmed by their phonon spectra (IR Fourier
spectroscopy method have been used) measured by A. I. and L. I. Belogorokhov.
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Fig. 1. (a) PL spectra of CdS nanocrystals crystallized in hollow channels of insulating matrix
measured with pumping beam polarized at angles 45 (1) and 90 (2) degrees with respect to the
direction of the channels of the matrix, as well as the spectra of bulk CdS (3) and matrix (4).
(b) Theoretically computed exciton transition energy (1), exciton binding energy (2), renormalized
band gap (3) as a function of radius of a cylindrical quantum wire surrounded by Al2O3.

Figure 1(a) shows the photoluminescence (PL) spectra of the sample A containing CdS
nanocrystals (T = 300K) for different polarization of the exciting light of a Hg-lamp. For
comparison, the luminescence spectra of bulk CdS (a single crystal grown from the vapour
phase) and of the insulating Al2O3 matrix are presented in the same figure. Comparing the
spectra, we can conclude that the luminescence band with maximum at 2.54eV and a half-
width of about 150meV arises due to CdS nanocrystals. It can be attributed either to the
lowest electron–hole transition in quantum dots (QDs), or to excitonic transitions in QWRs,
or to transitions in nanostructures of both types. However, the well-expressed luminescence
band of CdS nanocrystals arises only if the excitation radiation contains a field component
parallel to the axis of the channels. This allows us to suggest that nanostructures have
been crystallized primarily as QWRs. Inside thin nanometer size parallel wires surrounded
by an insulator the field component of the exciting radiation perpendicular to the axis of
the wire is substantially weakened as a result of the boundary conditions, which decreases
the absorption (and the luminescence intensity) of light with such polarization [6]. Thus,
we attribute the characteristic features of the spectra of CdS structures to the dominant
luminescence of excitons in S–D QWRs.

The theoretically computed exciton transition energy, the renormalized band gap and
the exciton binding energy of CdS S–D QWRs as a function of the wire radius are presented
in Fig. 1(b). Comparing the experimentally determined exciton transition energy 2.54eV
with the computed values (Fig. 1), we find that the QWR radius can lie in the range from
5nm to 15nm. In this region (Fig. 1(b)) the changes in the energy of a free transition are
compensated by the changes in the binding energy. As a result, the exciton transition energy
is independent of the wire’s radius over a wide range of its values that largely suppresses the
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inhomogeneous broadening of the exciton absorption and luminescence bands in samples
with large QWR’s size variance.

The time-resolved PL spectra were registered using a Ritsu MC-12N polychromator
and Hamamatsu C1587 synchroscan streak camera with a two-dimensional detector. The
focused beam (0.2µJ/cm2) of the second harmonic of the Argon–ion laser pumped Ti–
sapphire laser (�ω = 3.3eV, pulse duration 1.5ps, repetition rate 82MHz) was used for
excitation of nanostructures. The time resolution was less than 50ps and the spectral
resolution about 1meV. The time-resolved luminescence spectra of sample B (T = 2K)
are presented in Fig. 2(a). The maxima of the broad luminescence spectra (we assume that
the inhomogeneous broadening arises due to the size dispersion of QWRs) are shifted with
time to the low energy side. It may be explained by the difference in relaxation of excitons
in QWRs with different lateral dimensions. In the inhomogeneously broadened spectrum
the high energy part (it belongs to the wires of lesser diameter) decays faster than that of
the low energy part. The latter is confirmed by the kinetic profiles of the different parts
of the spectrum (Fig. 2(b)). The relaxation time may be associated with the nonradiative
recombination. In the wires of lesser diameter it is more effective probably due to the more
essential role of surface states.

In summary, the peculiarities of the luminescence and time-resolved luminescece spec-
tra of CdS nanostructures crystallized in hollow channels of Al2O3 dielectric matrix show
that exciton transitions dominate in quantum wires of approximately 10nm in diameter.
The great binding energies of excitons (about 170meV) arise both due to quantum and
dielectric confinement.
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Planetary® production type MOCVD reactors for blue laser applications
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Abstract. Growth parameters for the growth of heterostructures in the GaN/GaInN material system
are studied through numerical simulation of thermal, fluid dynamical and kinetical behavior of the
AIX 2000 G3 HT Planetary©R reactor. Good on wafer, wafer to wafer and run to run uniformity over
the whole spectral range are demonstrated. Lasing at wavelengths up to 470 nm of such structures
is achieved by optical pumping at 300 K, proving high optical quality of the obtained layers and
good control of the formation of quantum dot or disk like organization of In-rich clusters in the
QW material.

Introduction

By now heterostructures in the material system GaInN/GaN are widely used for display and
lighting applications in the green to blue/UV spectral range. Furthermore, nitride based
lasers operating at 390 to 420 nm emission wavelength have become availabe recently [1].
GaInN-based LDs visible in the blue-violet (near 450 nm) have also been reported in the
last year [2]. The metal organic vapor phase epitaxy (MOVPE) has established itself as the
layer growth method of choice for these (and other) semiconductor materials. AIXTRON’s
AIX 2000 G3 HT system family was developed to meet the needs of modern production
facilities by low overall running costs and low cost of ownership while maintaining high
standards for layer quality and uniformity on wafer and wafer to wafer.

1. Experimental and results

Growth runs were performed in an AIX 2000 G3 HT reactor in the 6×2" configuration us-
ing triethylgallium (TEGa), trimethylgallium (TMGa), trimethylindium (TMIn), ammonia
(NH3), silane (SiH4) and biscyclopentadienylmagnesium (CP2Mg) as precursors and H2
and N2 as carrier gases. Structures were grown on c-plane sapphire using a conventional
low temperature GaN nucleation layer with subsequent anneal step prior to a high temper-
ature buffer layer. The active region contained 5 and 10 period MQW structures with QW
thicknesses in the range of 2 to 3 nm.

To optimize on wafer deposition uniformity and to establish easily reproducible de-
position processes critical steps in the growth procedure are analyzed through numerical
simulation of heat transfer and fluid field interaction including species diffusion and a
simplified reaction chain model. In figure 1 the conditions for the growth of GaInN at
200 mbar and 800◦C are examined. A homogenous depletion of both NH3 and TEGa have
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Fig. 1. Concentration profiles of TEGa (upper) and NH3 (lower) mass flows inside the reactor
chamber forTD = 800◦C, Ptot = 200 mbar andQtot = 28 slm from numerical simulations –
symmetry axis of the reactor chamber and the inlet are on the left hand side, direction of gas flow
is left to right.

been achieved at these conditions, guaranteeing good on wafer layer uniformity through
gas foil rotation of the substrates.

Figure 2 combines wafer to wafer comparison data for several runs. On the left the
variation of average layer thickness for a single GaN buffer layer run is displayed (thickness
on radius, angular position corresponds to load position in the reactor), showing a wafer to
wafer standard deviation of 0.7%. On the right the average photoluminescence (PL) peak
emission wavelength of wafers from several runs is compared in a similar way, showing
4.0 nm standard deviation at 441.5 nm, 6.7 nm at 470.7 nm, 6.4 nm at 499.3 nm, 3.0 nm at
529.0 nm and 1.9 nm at 579.8 nm. The PL spectra were recorded atT = 300 K under low
intensity cw excitation. Clearly, material around the center of the GaInN miscibility gap
(emitting at 470 to 500 nm) is most sensitive to the process conditions and thus exhibits
the largest spread. Nevertheless these results evidence good control of process conditions
between wafers as well as on wafer (as has been published earlier).

To further assess the quality of the layers thus grown PL and stimulated emission spec-
tra were studied as a function of excitation intensity at low (4.2 K) and room temperature.
Figure 3 shows both PL and PLE (photoluminescence excitation) spectra measured under
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Fig. 2. Overviews for wafer to wafer reproducibility for total thickness (left) and peak emission
wavelength (right) at various process conditions – the azimuthal position indicates the load position
of the wafer.
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Fig. 3. Normalized PL (solid) and PLE (dashed) spectra of GaN/GaInN quantum well structures
atT = 4.2 K.

illumination of quasi-monochromatic light dispersed from a xenon lamp by a monochroma-
tor. The PL spectrum consists of a line of low intensity near 3.5 eV, belonging to emission
from the GaN barrier layers, and an intensive band from the active layers located at roughly
2.5 eV. The PLE spectrum reveals a UV band due to the light absorption in the GaN barrier
and a low energy band near the mobility edge of the active layer. The high Stokes shift
between the PL and PLE response of the QWs indicates that the radiative recombination
at low excitation density is due to In-rich clusters inside the QW layers such as quantum
dots or discs. A high efficiency in direct excitation of carriers near the mobility edge of the
GaInN evidences a good quality of the active layer.

Photoluminescence and laser spectra were also taken at higher excitation densities
afforded by pulsed nitrogen laser irradiation at low (78 K) and room temperature (hν =
3.68 eV, f = 1000 Hz, t = 8 ns, Iex = [0.01,1] MW cm−2). Figure 4 illustrates the
influence of increasingIex on the PL response of the sample examined above: a shoulder
is formed on the higher energy side of the peak with increasingIex , evidencing a small
extension of the emission band there, modulated by the thickness interference pattern in
the buffer layer. Stimulated emission bands appear at relatively low excitation, but lasing
requires higher intensities than other samples studied in comparison [3, 4] due to a reduced
layer thickness and thus lower optical confinement factor in the samples studied here.
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Fig. 4. Room temperature PL spectra at different excitation densities and laser spectrum (narrow).
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Generally, the optical characteristics demonstrated prove excellent material quality.

2. Summary and conclusion

Investigation of growth parameters through numerical simulation of thermal, fluid dynami-
cal and kinetical behavior of the AIX 2000 G3 HT Planetary©R and experimental optimiza-
tion led to good on wafer, wafer to wafer and run to run uniformity over the whole spectral
range accessible via the material system GaInN. Lasing was achieved at wavelengths up
to 470 nm by optical pumping at room temperature, proving high optical quality of the
obtained layers and good control of the formation of quantum dot or disk like organization
of In-rich clusters in the QW material. We conclude that the AIX 2000 G3 HT MOCVD
system is an excellent tool for the mass production of laser structures.

Acknowledgements

We thank I. P. Marko, V. N. Pavlovskii and V. V. Zubjalevich for their assistance. The work
was partly supported by the ISTC project B-176.

References

[1] S. Nakamura, M. Senoh, S. Nagahama, T. Matsushita, H. Kiyoku, Y. Sugimoto, T. Kozaki,
H. Umemoto, M. Sano and T. Mukai,Japan. J. Appl. Phys., part 2-letters38, L226-L229
(1999).

[2] S. Nakamura, M. Senoh, S. Nagahama, N. Iwasa, T. Matsushita and T. Mukai,Appl. Phys.
Lett.76, 22-24 (2000).

[3] I. P. Marko, E. V. Lutsenko, V. N. Pavlovskii, G. P. Yablonskii, O. Schoen, H. Protzmann,
M. Luenenbuerger, B. Schineller and K. Heime,Phys. Stat. Sol. (b)216, 491-494 (1999).

[4] G. P. Yablonskii, E. V. Lutsenko, I. P. Marko, V. N. Pavlovskii, A. V. Mudryi, A. I. Stognii,
O. Schoen, H. Protzmann, M. Luenenbuerger, B. Schineller, M. Heuken and K. Heime,Phys.
Stat. Sol. (a)180, 149-155 (2000).



9th Int. Symp. “Nanostructures: Physics and Technology” WBGN.04p
St Petersburg, Russia, June 18–22, 2001
© 2001 Ioffe Institute

Correlation of mosaic structure peculiarities with electric characteristics
and surface multifractal parameters for GaN epitaxial layers
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‡ Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. The first successful results of multifractal analysis application to a quantitative descrip-
tion of mosaic structure peculiarities, which are typical of GaN epitaxial layer with hexagonal
modification grown on (0001) sapphire substrates, have been obtained. Characteristic size of the
mosaic structure has been measured to be 200–800 nm. The direct dependence of mobility on
the multifractal parameters (the Renyi dimension and the degree of the order index) of the surface
topology of the mosaic structure has been observed for all GaN layers investigated.

Introduction

GaN epitaxial layers are a basis of light-emitting devices and photodetectors operating over
the short wavelength region. It well known, a high density (108−1010cm−2) of dislocations,
which form the mosaic (columnar) structure of the epitaxial layers with the domain size of
200–800 nm, is typical of hexagonal III-nitrides. The results concerning with the dislocation
density effect on electrical characteristics of the layers are quite contradictory, while the
data on the mosaic structure effect on these characteristics are a few in number.

Our first investigations [1, 2] of the GaN epitaxial layers demonstrated at a qualitative
level that the mosaic structure peculiarities played an important role in the electrical prop-
erties of the layer and device parameters, including the Schottky barrier height, leakage
current, and persistent photoconductivity. In this connection a quantitative characteriza-
tion of the mosaic structure is required to investigate an influence of its peculiarities on the
electrical properties of the layers.

However, the traditional characterization techniques do not allow the peculiarities of the
mosaic structure to be described in detail. For instance, the average domain size along with
the basic axes is evaluated be the X-ray diffraction analysis. The diagnostics of the GaN
surface topology with a use of atomic-force microscope gives only quality characteristics of
the mosaic structure. It has been known that the multifractal analysis of a surface structure
can be used to compare the mosaic structure peculiarities of a complex system quantitatively.
This method has been not applied for semiconductors [3]. In contrast with conventional
techniques, the multifractal analysis allows the structure peculiarities to be characterized
as a whole. As a result, the quantitative correlation between individual elements of the
complex structure could be obtained using multifractal parameters.

In the present paper the potentialities of the multifractal parameterization method have
been evaluated for the quantitative description of the structure peculiarities of the GaN
epitaxial layers grown on sapphire substrates as well as for establishing the interrelation
between the multifractal characteristics of the GaN surface structure and the GaN electro-
physical properties.
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1. Experiment

GaN epitaxial layers with a specular surface, which were grown by metal-organic chemical
vapor deposition on (0001) sapphire substrates at pressure of 200 mbar, were investigated.
The layers were ofn-type conductivity with the concentration of(1− 2) × 1017 cm−3.
They differed both in the buffer layer growth conditions and in carrier mobility from 20 to
600 cm2V−1s−1 (seeTable 1). The mobility was determined by theVan-der-Pauw technique
in the temperature range 78–300 K with a use of Ti/Al ohmic contacts. The dislocation
density was about 109 cm−2 for all layers but the layer #598 had the dislocation density of
one order of magnitude less.

The structural peculiarities of the mosaic structure (the domain size, the domain tilt and
twist angles) were investigated by X-ray diffractometry [4]. An additional information on
the mosaic structure (roughness and a lateral size of surface domains) was obtained with a
use of an atomic force microscopy (AFM).

The approximated images of the topographic surface structure (TSS) for the layers
investigated by AFM are presented in Fig. 1. The images were used to obtain multifractal
parameters of TSS. For this purpose the original method based on generation of rough
partitioning measures was applied using the computer program MFRDrom developed by
G.B. Vstovskii [5]. According to previous theoretical and experimental studies [3], the
multifractal parameters, like the Renyi dimension (Dq) and the degree of the order index
(�100), are reasonable for quantitative parameterization. The value ofDq carries the
information on thermodynamic conditions for the structure formation and hence it can be
used for recognition of material structures, which are slightly distinguished by conventional
techniques.

(a) (b) (c)

(d) (e)

Fig. 1. The approximated images of the topographic surface structure for the GaN epitaxial layers:
(a) #413, (b) #598, (c) #646, (d) #644, and (e) #776.

2. Results and discussion

The layers #413 and #598 differ dramatically in the mosaic structure peculiarities (see Ta-
ble 1 and Fig. 1) as well as in the mobility (µ) and in a form of the temperature dependencies
of µ and conductivity (σ ) (see Fig. 2, curves 1 and 2). The other layers are not too distinct
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Table 1. Basic characteristics of the GaN epitaxial layers.
Epitaxial layer

#413 #598 #646 #644 #776
X-ray data
Domain twist angle 20′ 6′ 18′ 20′ 25′
Average domain size, nm 2000 480 500 800 800
AFM data
Surface domain size, nm 500–1500 200–300 200–500 200–500 300–1500
Roughness, nm 2.0 0.4 0.6 0.6 1.0
Electron mobility at room
temperature, cm2V−1s−1 55 600 400 30 50
Renyi dimension (Dq ) 1.62 1.49 1.55 1.63 1.64
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Fig. 2. Temperature dependence of conductivity for the GaN layers: (1) #413, (2) #598, and
(3) #646.

in the mosaic structure peculiarities determined by the conventional techniques (AFM and
X-ray diffractometry) as well as in the dislocation density.

These layers differ in the mobility, while their temperature dependence of conductivity
points to unconventional carrier transport, that is typical both of the materials with localized
charge defects and of low-dimensional structures.

The multifractal parameters of TSS allowed the GaN layers to be clearly distinguished.
The direct dependence ofµ onDq and�100 was observed for all layers (see Fig. 3). That
correlation was reasonable, because the carrier transport mechanism was unconventional
and it depended on probability of the current channel formation. The values ofDq was the
least for the most perfection layer #598. That was indicative of the more uniform conditions
for the layer growth.

Therefore, the TSS multifractal parameters carry the information on the self-organiza-
tion of the epitaxial layer mosaic structure. They allow the mosaic structure peculiarities
to be quantitatively classified as a whole using the degree of the order index and the Renyi
dimension. Moreover, the structure-properties correlation could be established, while the
conventional techniques commonly manipulating the dislocation density and the averaged
mosaic structure characteristics fail to do it.
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Fig. 3. Correlation between the degree of the order index (�100) and the mobility (µ) at room
temperature obtained from pseudo-multifractal computation. Correlation coefficient is 0.989.

The first successful results are indicative of great promise of the multifractal analysis
to investigate III-nitrides.
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The Bloch oscillations and mobile electrical domains in 6H-SiC natural
superlattice
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Introduction

The threshold field of the Bloch oscillation (BO) is:

F = 2π�/eτd. (1)

Hereτ is the scattering time,d is a period of superlattice (SL). The BO in static regime
is expressed as a negative differential conductivity (NDC). It should be noted that for
realization the BO regime in crystal the following condition should be performed:

eFW = E1, (2)

whereW— the mean free path,E1 — the first band width. Therefore to operate with not very
large threshold fields semiconductors with relatively narrow band are to construct. In [1] it
was shown that in narrow band (miniband) one more effect connected with a zone curvature
namely with negative effective mass region is possible. It is difficult to distinguish what
one of two effects is observed experimentally because for correct estimations the scattering
time at strong fields is necessary.

The 6H-SiC polytype has a natural SL which is created at crystal growth automatically.
Therefore such SL should be ideal from structurally quality point of view. The problem
is only one of necessary miniband parameters. Our investigation [2] allowed to show
a presence the miniband structure in electron band only. The experimental method for
investigation I–V characteristics at the fields more than 100 kV/cm was described in [3, 4].

1. I–V characteristics of SiC polytypes in static regime. Experimental observation
of the Bloch oscillation

I–V characteristics of tree terminal bipolar experimental structure on the base of 4H-, 6H-,
8H-SiC is shown in Fig. 1. All three curves is characterized by sufficiently extensive NDC
region. The threshold fields are different. In accordance with Eq. (2) such situation is
possible ifE1 or W different. Indeed the miniband width are different: the most wide for
4H-SiC and the narrowest for 8H-SiC. It correlates with the set of the curves maxima in
Fig. 1. We carried out the measurements of drift velocities and the time scatteringτ at
strong fields were received from Eq. (3). The time scattering for three polytypes were
approximately identical:τ = 5 · 10−13 s.

Vd = A · F
B
· 1

1+ (F
B

)2 , (3)

whereA = dE1/2�, B = �/edτ, d is the SL period. The experimental values of the
threshold fields much nearer to BO Eq. (1).
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Fig. 1. I–V characteristics of SiC polytypes
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Fig. 2. I–V characteristic of 6H-SiC
n+−n−−n+ diode structures.

2. The investigation of regime BO in 6H-SiCn+−n−−n+ diode structures

The above mentioned three terminal bipolar experimental structure is not available as work-
ing sample for UHF measurements because of its long time parameters. To operate in this
frequency range the 6H-SiCn+−n−−n+ diode structures were developed. The structure
consisted of an 3–5 microns basen−-layer doped to(2−5) · (1015−1016) cm−3, 0.15
microns uppern+-layer doped to 1020 cm−3 and substrate doped to 2· 1018 cm−3. In
fabrication of structure reactive ion etching was used for creation of mesa isolation 25–40
microns in diameter. Ni sintered by thermal annealing was used as ohmic contacts ton+-
layers. The I–V characteristic of such structure is shown in Fig. 2. It consists of the linear
almost ohmic region and the region of the sharp current change. The latter is followed by
a light radiation. The spectrum of this radiation is identical to a breakdown radiation in
6H-SiC. Consequently, this region is result from breakdown. But the field in the breakdown
point (Fig. 2) do not exceed 150–170 kV/cm. It is less than 15 times of the breakdown
field in 6H-SiC (the mean valueFb = (2−3)MV/cm [5]), but it is approximately equal to
Ft = 150 kV/cm of BO and NDC regime in 6H-SiC (Fig. 1).

As known the NDC state stimulates a generation of the field domain where the field
exceeds one in the neighborhood and can achieve the breakdown field. There are some
evidences that it is a mobile domain. In a case of static domain the I–V characteristic
would be as shown in Fig. 2 by single points. Besides an instability of the domain in initial
phase and very low differential resistance (10–20 ) of the breakdown region are additional
evidences of mobile domain. In case of static domain it would be more than 200 .

3. The investigation of regime BO in 6H-SiCn+−n−−n+ triode structures

To obtain more convincing evidences a SiC transistor with static induction have been created
for the first time. The channel size was equal to 40× 2× 3µm3, (Fig. 3).

The idea is the following: if the domain exists in channel the cross field of the gatep−n
junction subjecting to the domain will set into its destroying. It do occurred at the field
approximately equal to 600 kV/cm resulting in the sharp amplitude reduction of breakdown
region on I–V characteristic, Fig. 4 (curve 4).

Therewith the cross field influences on linear region in a usual manner as in field
transistor only. The point where spread the cross field is placed so far from cathode that
only mobile domain can come up to there. Thus in the channel with 6H-SiC natural
superlattice the mobile domain was discovered. It oscillates there with UH frequency and
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Fig. 4. I–V characteristic of 6H-SiCn+−n−−n+ triode structure.

it is the transformed Bloch oscillations which intrinsic frequency is approximately equal
to 3 · 1012 Hz. Unfortunately the sample degrades in this breakdown regime very rapidly.
Therefore a direct discovering of UHF oscillations have been as yet impossible. It appears
to be because of low quality of the using n-material. It is necessary to repeat the same
experiment on 6H-SiC of another technology fabrication.

4. Conclusion

The discovering of NDC and mobile domain due to Bloch oscillations are the more impor-
tant results in study the strong field transport in SiC superlattice. The presence of unusual
mobile domain creating the breakdown avalanche is evidence oscillations possibly with
terra Hz frequency.
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Optical properties of GaN, the perspective material for modern optoelectronics, have been
intensively studied during last three decades. Generally, three exciton transitions A (�7×
�9), B (�7×�7), C (�7×�7) observed in GaN withC6ν symmetry originate from crystal-
field and spin-orbit splitting. Exchange interaction removes the degeneracy of the fourfold
degenerate exciton series and splits the A (n = 1) level into an allowed�5 and a forbidden
�6 component. Both ground B and C levels split into three levels:�5, �1 and�2. The
allowed optical transitions involve the�1 state in anE ‖ c polarization and the�2 state in
E ⊥ c [1].

Most of the GaN optical studies have been performed from the surface of epitaxial
layers in the so-calledα-polarization, when the wave vectork is parallel to the crystal axis
c and the electric field vectorE is normal to it. Very few papers concern investigation from
a cleaved edge (facet) of the epitaxial layers, although such a study performed by Dingle
et al. for π− (k ⊥ c,E ‖ c) andσ− (k ‖ c,E ‖ c) polarizations permitted one to check
selection rules and determine experimentally the principal parameters of GaN valence bands
[2]. During the edge study some dissimilarity betweenα− andσ−polarized reflectance
spectra was observed, which is not explained in the classical model and was not discussed
in detail. Moreover, to the best of our knowledge, the edge reflectance measurements have
not been repeated since that time due to obvious difficulties in preparation of high quality
cleaved facets.

In this paper we present results of comparative studies of the edge and the surface optical
properties of GaN epilayers done, using micro-photoluminescence (µ-PL) and reflectance
(R) spectroscopies. The results undoubtedly demonstrate inequality in exciton transitions
taking place in the internal and near surface regions of the epilayers, which is presumably
controlled by anisotropic strain and defect density.

The study was performed using a typical∼25µm-thick sample grown by HVPE as de-
scribed previously [3]. Detailed structural characterization by x-ray diffractometry (XRD)
and transmission electron microscopy demonstrates a good quality of the sample, espe-
cially in the top near surface regions where the dislocation density is less then 108 cm−2.
At room temperature the layer experiences a biaxial compressive strain (∼0.2 Gpa).

Measurements ofµ-PL were carried out in a He continuous flow cryostat at 4 K under
cw excitation by a 266 nm laser line of a solid-state diode-pumped frequency-doubled
Nd:Vanadate cw laser followed by a MDB-266 frequency doubler unit. The beam impinging
normally onto a surface or a cleaved edge facet of the sample was focused using a reflective
objective creating an excitation spot of∼1.5µm in diameter. The same objective collects
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Fig. 1. Reflectance (a) andµ-PL (b) spectra measured at 5 K in a GaNepitaxial layer in different
polarizations:α (k ‖ c, E ⊥ c), σ (k ⊥ c, E ⊥ c) andπ (k ⊥ c,E ‖ c). Non-polarized facet
µ-PL spectrum is shown by triangles. (c) Temperature dependencies of exciton energies obtained
from polarized reflectance (σ solid circles,π solid diamonds (B) and triangles (C), andα open
circles) andµ-PL (open triangles).

the PL signal and the sample image which is monitored by a charge coupled detector (CCD).
The PL is relayed to the slits of an asymmetrical Czerny-Turner type monochromator and
then to the nitrogen cooled CCD. The spectral resolution of the system is estimated as
∼0.6 meV. The R measurements were performed in the same set-up, using a tungsten
lamp as an excitation source. At the same focusing conditions the R spatial resolution is
estimated as∼10µm. A linear polarizer (followed by a depolarizer) was mounted before
monochromator slits to analyze the PL and R polarization.

The comparison of R andµ-PL data presented in Fig. 1(a) and (b) permits us to assign
the most intense peak to a bound A exciton which appears to be generallyσ -polarized.
The ordering and peak energy of free A, B and C excitonic transitions (marked as FXA,
FXB and FXC , respectively) are consistent with published data for weakly strained GaN
on sapphire [4]. Theµ-PL spectra are characterized by the distinctiveness of the excitonic
features, whose width is about 3 meV at low power. Theµ-PL measurements across the
layer edge permit us to attribute a distinguished shoulder in theα-polarizedµ-PL spectrum
as reemission from relaxed bottom-interface regions, whereas temperature- and power-
dependent studies show that an enhancedπ -polarized component in the vicinity of a free
A exciton peak FXA is related to joint contribution of bound excitons of the B band and
scattered states of the A bands.

The reflectance spectra (Fig. 1(a)) satisfy generally the selection rules and the expected
intensity relationship of the exciton transitions [2]. At theα− andσ -polarizations the
FXA(�5) and FXB (�5) exciton resonances are well pronounced, while the FXC(�5) one
is rather weak. Contrary, in theπ -polarization, the FXC(�1) resonance dominates with a
well-distinguished FXB (�1) feature and negligible FXA. However, theα− andσ -polarized
R spectra are appreciably different - theα-polarized spectrum is shifted to higher energies
as compared to theσ -polarized one. Exciton resonances in the facet spectra are wider,
likely, due to the edge region imperfection.

The difference between theα− andσ -polarized R becomes more pronounced with the
temperature variation. Figure 1(c) presents exciton energies which are deduced from the R
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spectra using a three oscillator model of the dielectric constant [5]. The exciton resonances,
belonging to the same band, shift differently in the facet and surface spectra, although the
energy gap between�5 and�1 states is expected to be less than 2 meV [6]. Only the C-band
exciton transitions, shifted in energy due to spin-orbit splitting, coincide at all temperatures.

We have performed fitting of the facet R andµ-PL temperature dependencies of the
exciton energies using an analytical four-parameter model proposed by R. P¨assler [7]

E(T ) = E(0)− αp�p
2

×
ρ

2

 4

√
1+ π

2

6

(
4T

�p

)2

+
(

4T

�p

)4

− 1

+ (1− ρ)(coth

(
�p

2T

)
− 1

)
whereE(0) is a zero-temperature transition energy;αp is a high-temperature slope of the de-
pendence; the parameter 0≤ ρ ≤ 1 determines relative weights of long-wavelength acous-
tical phonons (ρ) and a combination of optical and short-wavelength acoustical phonons
(1− ρ); �p is defined via the Debye temperature�D as�p ∼= (2/3)�D/(1− 1/2ρ).

The fit of theµ-PL data has been performed usingE = 3.4810, 3.4858, 3.5053 eV;
�p = 420, 400, 420 K;ρ = 0.4, 0.3, 0.42 for FXA(σ), FXB(π), FXC(π), respectively,
with the sameα = 0.42. The parameters are close to those found for perfect homoepitaxial
GaN films [8]. It appears that theα-polarized R data can be successfully described by
the parameters obtained from the edgeµ-PL fitting. The coincidence of theµ-PL and the
α-polarized R dependencies (Fig. 1(c)) means that the main part of the polarizedµ-PL is
provided by internal regions and is not a characteristic of the outer surface of the edge.

The edge reflectance data are fitted withE = 3.4780, 3.4830, 3.5053 eV;�p = 100,
200, 420 K;ρ = 0.9, 0.85, 0.4 for FXA(σ), FXB(π), FXC(π), respectively. The parameters
are hardly meaningful in the model. It is worth to note that the energy gaps between the
exciton energies taken as a function of the A exciton line, assumed frequently as a measure
of stress in GaN [6], vary differently in the edge and internal regions. Reflectance edge
data demonstrate the anti-correlated variation between bands, while similar energy gaps
found fromµ-PL and surface R are almost constant. Thus, the facet R dependencies seem
to reflect a strong anisotropic strain near the facet surface [9].

The data on the band separations in the edge and internal regions are used to estimate
spin-orbit�SO and crystal-field�CR parameters in the Hopfield’s quasicubic model [10].
The obtained values at 5 K are:�CR = 9.5 meV and�SO = 22 meV – for edge regions;
�CR = 10.4 meV and�SO = 20.3 meV – for internal regions. The set is generally
consistent with that previously reported for surface measurements [6]. Particularly, the
edge parameters are close to those found in facet studies [2], but with opposite assignment
of �CR and�SO , which is possible because the Hopfield’s model is symmetrical with
respect to these parameters.

In conclusion, polarized photoluminescence and reflectance spectroscopy with high
spatial resolution are employed to show the different optical properties of cleaved edges
with respect to internal regions of thick GaN epitaxial layers. The values of spin-orbit
and crystal-field parameters are determined separately for these areas. The obtained data
indicate that an absorption edge of the material within the cleaved edge regions is below
the energy of emission from internal regions (see Fig. 1(c)), which can be disadvantageous
for the operation of edge-emitting devices, such as LED and lasers.
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Abstract. We present a tight binding modeling of the band offsets of GaN based heterostructures.
The model considers the nonorthogonality of the sp3 set of orbitals of adjacent atoms and spin-orbit
coupling and uses the Hartre–Fock atomic energies and interacting matrix element, obtained by
fitting existing band structures for bulk materials, to determine the valence band energies at 0 K and
1 Bar, which are screened by the optical dielectric constants of bulk materials at any temperature,
pressure, strain, and composition. The model compares very well with experiment for the valence
and conduction band offsets of GaN based and many other heterostructures.

Introduction

The band offsets appearing at heterointerfaces dominate various device properties such as
injection efficiency in heterojunction bipolar transistors (HBT) and the carrier confinement
in modulation doped FETs (MODFETs) [1]. The need for precise and reliable prediction
of band offsets has received the considerable attention of the solid state device scientists
and engineers over the years (see Ref. [2] for a detailed discussion). In this article, the
band offsets at GaN based heterointerfaces are determined using the extended tight binding
model [3]. The presented model includes the overlapping of hybrids at neighboring bonds
and anti-bonds such that it cannot simply be absorbed into a re-scaling of other parameters
to find the valence band energies which are screened by the optical dielectric constants
of constituents which are temperature, pressure, interface strain, and alloy composition
dependent.

1. Extended tight binding modeling of band offsets

Consider the formation of bonding and antibonding states for a binary semiconductor from
isolated c-cation and a-anion atoms. One uses the linear combination of bond orbitals sp3

hybrids of the s-and p-states to write a bond orbital wave function as|φhac>= uc|φha >

+uc|φhc > [3]. Here |φh >= 1
2(|s > +√3|p >) is the wavefunction of the sp3 hybrid

which has the expectation value ofεh =< φh|H|φh >= (εs+ 3εp)/4 and uc and ua are the
coefficients.εs =< φs |H |φs > andεp =< φp|H |φp >= εop + �/3 are Hartree-Fock
free atomic term values, where�/3 is the crystal field splitting energy of p-states [4] and
εop is the value ofεp without the splitting. By using the variational principle the bond
and antibond orbital energies can be obtained and minimizing the expectation value E with
respect to coefficients uc and ua (∂E/∂uc = 0 and∂E/∂ua = 0) one obtains a set of two
linear equations for uc and ua. The solutions of this set of equations are the energies of
antibonding and bonding hybrids, obtained from :

∑2
i,j=1(Hij− ESij ) = 0. Here H11 = εhc

and H22 = εha are the hybrid energies, H12 = H∗21 = Vsp3 is the interaction matrix and
S12 = S∗21 = Ssp3 and S11 = S22 = 1 are the overlap integrals between orbitals on adjacent
anion and cation and on the same cation or anion. The interaction between the hybrids on
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the same anion and cation, or between the bond and neighboring antibonds will broaden
the hybrid energies into valence and conduction bands at k=0, and for the valence band
energy is written as [3]:

Ev(�8v) = Eb− Emv = εhc+ εha

2
(
1− S2

sp3

) − Vsp3Ssp3(
1− S2

sp3

) −�Eh − Emv (1)

�Eh = 1

2
(
1− S2

sp3

) [(εhc− εha)
2− 4 (εha+ εha)Ssp3Vsp3 + 4εhcεhaS

2
sp3 + 4V2

sp3

]1/2
(2)

where�Eh is the hybrid bonding gap. Minimizing�Eh relative to lattice constant a
((∂�Eh)/(∂Vsp3) = 0) one obtains the overlap integral: Ssp3 = 2Vsp3(εhA + εhB), where
Vsp3 = k/a2, with coefficientk ≈ 107 obtained from the fitting to band structure of bulk
semiconductors. The metallization contribution to the broadening of bonding energy Eb
into valence band energy Ev is [4]: Emv = (1/2)[(1+αp)V1c+(1−αp)V1a]+2αcVx

1, where
V1 = (εp−εs)/4 characterizes the s-p splitting in the free atom. Vx

1 = −1
4(Vss+2Vsp/

√
3−

Vpp) is the additional contribution to the matrix elements between nearest neighbor bonds.
Since the uc/uc ratio defines ionic character of hybrid, the polarityαp and covalenceyαc of
hybrid bond are defined as [3]:αp = uc/(u2

c + u2
a)

1/2 andαc = (1− α2
p)

1/2. Demanding

that |φhac > is normalized,< φhac|φhca >= u2
c + u2

a + 2ucucSsp3 = 1, coefficients uc
and uc can be obtained by solving the secular equations using the bonding energy E= Eb
giving uc and uc for the bonding hybrid:

uc =
(
Vsp3 − Ssp3E

)
Usp3

, ua = (E− εhc)

Usp3
(3)

Usp3 =
[(

Vsp3 − Ssp3E
)2+ (εhc− E)2− 2Ssp3 (E− εhc)

(
Vsp3 − Ssp3E

)]1/2
(4)

The band offset at A/B heterointerface is then found from the following equation

�Ev =
(

Ev

ε∞

)
B
−
(

Ev

ε∞

)
A

(5)

whereε∞ the optical dielectric constant of the constituent semiconductors. The conduction
band offsets at high symmetry points�6c, L6c, and X6c can be obtained from�Eci =
�Egi−�Ev, where�Egi ((with i=�, L, X)) is the bandgap difference. The conduction and
valence band energies, defined as the standard state chemical potentials, at any temperature
and pressure can be written as [5]:

Ec(T,P) = Ec(0,P0)+ C0
cPT(1− lnT)− ac

B

[
P− P2

2B
− (1+ B′)P3

6B2

]
(6)

Ev(T,P) = Ev(0,P0)+ C0
vPT(1− lnT)+ av

B

[
P− P2

2B
− (1+ B′)P3

6B2

]
(7)

where P0=1 Bar and P is the applied pressure. ac = −B(∂Ec/∂P) and av = B(∂Ev/∂P)
are deformation potentials of Ec and Ev, with bulk modulus B and its derivative B′ =
∂B/∂P. C0

cP = C0
nP − C0

0P = −C0
pP + �C0

P and C0
vP = C0

pP standard heat capacities

of conduction electrons and valence holes, where C0
iP = C0

nP = C0
pP = (5/2)kB and
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C0
0P= C0

nP+C0
pP−�C0

P, with�C0
P being the heat capacity of reaction which is obtained

from fitting of the bandgap Egi(T,P) = Eci(T,P)−Ev(T,P) to its corresponding measured
value [6]. The effects of interface strain on�Ec and�Ev can be found by substituting
P = −2Bf Cf εf⊥ for heterolayer and P= −3Bsεs = 0 for substrate for a (001) growth,
written as [3]:

�Ev(T, ε) = �Ev(T)− 2avf Cf εf⊥ [1+ Cf εf⊥] − 2avf Cf εf⊥
2
(
1+ B′f

)
3

C2
f ε

2
f⊥ (8)

�Eci (T, ε) = �Eci(T)+ 2acfCf εf⊥ [1+ Cf εf⊥] − 2acfCf εf⊥
2
(
1+ B′f

)
3

C2
f ε

2
f⊥ (9)

whereεf⊥ = (af⊥ − af ))/af . Here af‖ = as andaf⊥ = af [1 − Df (af ‖ − af )/af ] and
Df = 2C12/C11 with C11 and C12 the elastic constants.

The valence band offset at AxB1−xC/BC heterointerface is obtained by taking anion
energy asεpa(C)and cation energy asεpc(x) = xεpc(A)+(1−x)εpc(B)and lattice constant
a(x) = xa(AC)+(1−x)a(BC), in calculatingEv(x)of AxB1−xC ternary. The composition
effects on conduction band offset�Ec(x) can be obtained with the use of Vegard’s rule and
Kane’sk · p model for semiconductors [1, 7]:(1/mn(x)) = 1+ (P2(x)/3)[(2/Eg(x)) +
1/(Eg(x)+�(x))], where mn(x) = mnAmnB/(xmnB+ (1− x)mnA) is the ternary electron
effective mass obtained from Vegard’s rule [1, 7]. mnA and mnB are the electron effective
masses of binaries A and B. P(x) = xPA + (1 − x)PB is the momentum matrix and
�(x) = x�A + (1− x)�B is the spin-orbit energy. PA and PB of binaries A and B are
obtained from Kane’s equation with measured mn(x) and�(x) for x=0 and 1 [6]. Kane’s
equation can be rewritten in a quadratic form for bandgapEg�, whose positive root gives
[3]:

Eg�(x) = 3/y(x)−�(x)
2

+ 1

2

[
(�(x)− 3/y(x))2+ 8�(x)/y(x)

]1/2

(10)

where y(x) = 3(1 − mn(x))/mn(x)P2(x). A similar expression can be found forEgL
bandgap using equation (31) of Adachi [7]. The indirect gap EgX is determined from
EgX(x) = Eg�(x)+ (EgXA −Eg�A)x+ (EgXB −Eg�B)(1− x). Here EgXA,EgXB ,Eg�A,
andEg�B are the indirect and direct bandgaps of binaries A and B.

Results and discussion

The valence band offsets at AlN/GaN, GaN/InN and AlN/InN and GaN/GaP heterointer-
faces are obtained from Eq. (5) using the Hartree–Fock free term values [4], measured
bandgaps, and the spin orbit splitting energies [4, 6]. Predictions of this work (ETB1) are
given in Table I, compared with those of p-p extended tight binding model (ETB1) [8],
self consistent tight binding model (SCTB) [9], linear mufin thin orbital model (LMTO)
[10], and the first principles electronic structure model (FPES) [11] against the experiment
[12, 13]. The model predictions are compatible with those of quantum mechanical models,
which are based on the elaborate band structure calculations of heterojunction components.

The model was also applied to III-Nitride based ternary/binary heterostructures to de-
termine the composition effects on band gaps and band offsets. The parameters used forAl-
GaN/GaN heterostructure are: mn/m0=015 and 0.25,mp/m0=0.40 and 0.70,�s/meV=11
and 19, and Eg�/eV=6.20 and 3.39 for GaN and AlN, respectively [14, 15]. Although
there is no data available for�Ev at AlxGa1−xN/GaN heterointerface, prediction of Eq.
(10) for the direct bandgapEg� of AlxGa1−xN, is found to be in good agreement with
experiment[14].
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Table 1. Comparison of this work (ETB1) with those of p-p extended tight binding (ETB2) model
[8], self consistent tight binding model (SCTB) [9], linear mufin thin orbital model (LMTO) [10],
and first principles electronic structure model (FPES) [11], against the measured valence band
offsets [12, 13]. (All values are in eV.)

System ETB1 ETB2 SCTB FPES LMTO Experiment
AlN/GaN 0.26 0.33 0.17 0.84 0.85 0.57± 0.22 [12]
AlN/InN 1.52 1.66 0.13 1.04 1.09 1.81± 0.20[12]
GaN/InN 1.27 1.33 −0.04 0.26 0.51 1.05± 0.25[12]
GaN/GaP 1.84 1.74 1.89 1.72 — 2.30± 0.6 [13]
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Abstract. We report the first experimental observation of folded acoustical modes in strained
hexagonal GaN/AlxGa1−xN superlattices by Raman scattering. The dispersion of LA phonon
branch was determined by using different scattering configurations. It was found that the zone-
center gap of folded phonon branch is beyond the instrumental resolution (≈ 0.5 cm−1). The sound
velocity for GaN/AlxGa1−xN SL with Al contentx = 0.28 was found to be 8410 m/s.

1. Introduction

GaN, AlN and AlxGa1−xN alloys are promising materials for realization of optoelectronic
devices operating in blue and green spectral region. During last few years GaN/AlN
and GaN/AlxGa1−xN short-period superlattices (SLs) were under intensive investigation,
but only a few reports were devoted to studies of lattice dynamics in SLs. The available
experimental data are mainly concerned with the long wave optical lattice vibrations in these
structures [1, 2]. To our knowledge, no data on Raman scattering in the region of acoustical
phonons in GaN based SLs have been published. The formation of SL induces a folding of
the Brillouin zone in the growth direction, which result in appearance of new Raman active
phonon modes. The investigation of folded acoustical modes can provide information on
the SL parameters, sound velocity for average compound of SL, and dispersion of acoustical
phonons [3]. The goal of this work is to study the Raman scattering in the region of folded
acoustical modes in strained hexagonal GaN/AlxGa1−xN SLs.

2. Sample characterization

The structures were grown by MOCVD and consisted of 500–1000 nm GaN orAlxGa1−xN
buffer layer grown directly on sapphire substrate followed by SL. The period of SLs was
varied from 5 nm to 40 nm. The GaN well and AlxGa1−xN barrier thickness were equal
and the total thickness of all SLs was close to 3µm. The SLs have been characterized
by X-ray diffraction, electron probe microanalysis and atomic force microscopy (AFM).
X-ray diffraction rocking curves for (0002) reflection measured in� − 2� scan mode
demonstrate well resolved satellite pattern indicating a well defined perioddp (Fig. 1(a)).
By fitting of simulating rocking curves to the experimental ones the SL period, Al content
in the alloy and the strain of the alternative layers were obtained.

We have obtained image of SL layers by using AFM P4-Solver (produced by NT-MDT,
Russia) operating in local elasticity mode (Fig. 1(b)). The contrast in this picture arises

154



WBGN.08p 155

16.8 17.0 17.2 17.4 17.6 17.8 18.0

GaN
buff

0

+1

−1

+2

−2

In
te

ns
ity

Θ (degrees)

SL GaN/Al Ga N.28 .72 dp = 238 Å
(a) (b)

600

500

400

300

200

100

0

nm

0 100 200 300 nm

Fig. 1. (a)� − 2� diffraction curve of (0002) reflection for SL with the perioddp = 238 Å;
(b) AFM-image of cleavage surface relief obtained from GaN/AlxGa1−xN SL (dp = 128 Å).

from extremely small variations of relief due to the different sign of strain in the SL layers.
SLs parameters obtained from X-ray and AFM measurements agree well with growth
calibrations.

3. Experimental results and discussion

Raman spectra of GaN/AlxGa1−xN SLs were measured in backscattering and 90-degree
configurations at room temperature and at 100 K, with anAr+ laser(λ = 488 nm) excitation.
Figure 2(a) shows Raman spectra in the acoustical frequency range, obtained for some
of the samples inz(xx)z̄ configuration. Here, the Porto’s notation is used for scattering
geometries withz to be parallel to the wurtzitec axis, andx andy to be mutually orthogonal
and oriented in arbitrary manner in the substrate plane. The Raman spectra of all samples
contain the doublets of narrow lines. The shift of doublets toward the exciting line with
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Fig. 2. (a) Raman spectra of SLs with different periods atT = 300 K; (b) Raman spectra of
GaN/AlxGa1−xN SL obtained in different scattering configurations atT = 300 K.
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the increase of SL-period is inherent for the folded acoustical phonons. The Raman shift
�ω±n,qz of the doublet lines is given by

�ω±n,qz = ωn,0 ± qz s. (1)

Hereωn,0 = 2πns/dp is a frequency of the folded zone center LA-phonon,qz is the phonon
wave vector projection in the folding direction,s the LA sound velocity for averaged
compound of SL, andn = 0,1,2 . . .. The value ofs is different for SL’s with abrupt
interface [4] and structures with smooth modulation [5].

We have evaluated the sound velocity from the Raman data presented in Fig. 2(a). The
data for different SLs are close and the averaged velocity is equal to 8410 m/s forx = 0.28.
Experiments performed in different configurations allowed us to vary the phonon wave-
vector from its maximum value in backscattering geometry alongc-axis to almost zero for
the in-plane scattering and thus to determine the dispersion curves of LA-phonon branch in
SLs. We used three scattering configurations (Fig. 2(b)). The backscattering configuration
provides the wave vector equal to 2kphoton. The 90-degree configurationz(xx)y reduces
thez-projection of phonon wave vector toqz = kphoton. The further decrease of phonon
wave vector is reached for the in-plane backscattering configurationx(zz)x̄ which leads to
vanishingqz. Doublets with the line spacing depending on the value ofqz were found in
Raman spectra forz(xx)z̄ andz(xx)y configurations. However, inx(zz)x̄ geometry only
the single line at the position corresponding to the center of the doublets was observed.
Since the first observation of folded acoustical phonons in Raman scattering [6] the behavior
of modes at vanishingqz was a subject of high interest. The zone center gap between folded
acoustical branches provides an information about the SL parameters [3, 5]. Our results
show that the zone-center gap of folded phonon branch for GaN/AlxGa1−xN SLs is beyond
the instrumental resolution (≈ 0.5 cm−1), which suggests the smooth modulation of SLs
studied.

4. Summary

The Raman scattering from folded acoustical modes have been studied in strained hexagonal
GaN/AlxGa1−xN SLs for the first time. The dispersion of LA phonon branch along thec-
axis was determined by using different scattering configurations. It was found that the zone-
center gap of folded phonon branch is beyond the instrumental resolution (≈ 0.5 cm−1).
The sound velocity for GaN/AlxGa1−xN SL with Al contentx = 0.28 was estimated from
Raman data. Study of dependence of LA sound velocity on Al content in GaN/AlxGa1−xN
SL is in progress.
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Abstract. Angle resolved emission spectra of MCs with quantum wells embedded in the active
layer have been investigated under conditions of resonant excitation into the lower polariton (LP)
branch. The conditions have been found at which macroscopic filling at the LP branch bottom
is reached in the strong coupling regime. Under these conditions strong nonlinear effects in the
intensity and the degree of polarisation of polariton emission have been observed and investigated.
The experimental dispersion of renormalized cavity mode and its strong narrowing have been
explained using an interacting polariton model predicting that the coupling between the LP mode
ELP(k) and the modeE∗(k) = 2�ω − ELP(k + 2kexcitation) is qualitatively different from that of
exciton and photon.

Semiconductor microcavities (MCs) with planar Bragg mirrors change substantially the
properties of excitons in quantum wells located at the antinodes of electric field [1–3]. In
high quality MCs where the interaction between photon (C) and exciton (X) modes in a
quantum well exceeds broadening of the modes, these interacting photons and excitons
are considered as MC exciton polaritons revealing a number of peculiar features. The
exciton polaritons in bulk semiconductors are stable three-dimensional quasi-particles,
their energy tends to zero (at low polariton branch (LPB)) as the wave vector k decreases.
In planar MC the polaritons are quasi-two-dimensional and their annihilation does not
require conservation of the momentum in the direction perpendicular to the MC plane. As
a result, (i) the life time of MC polaritons is finite and is of the order of picoseconds in MCs
with a finesse about several thousands; (ii) their energy is finite atk = 0. In such a system a
strong two-dimensional (2D) confinement of light makes accessible very high densities of
the photonic field which may result in a different type of nonlinear effects [4, 5]. Another
intriguing property is connected to the boson nature of the mixed exciton-photon states in
MCs, 2D polaritons, characterized by an extremely small (< 10−4m0 , m0 being the free
electron mass) in-plane effective mass. The low density of polariton states makes possible
the high filling at the LP band bottom to be achieved at relatively low densities when the
influence of the fermion nature of electron and hole in exciton compound is yet negligible.
In this case, the bosonic nature of polaritons can favor stimulated scattering [5, 6] and
allow Bose condensation. Experimental observation of these, presumably, nonlinear effects
in the strong coupling regime is usually prevented by a slow relaxation of photoexcited
polaritons into the LP band bottom [7, 8]. Only recently the stimulated character of polariton
relaxation has been demonstrated using resonant excitation into the lower or upper polariton
branch [9, 10].

In this work we discuss the properties of dense polariton system generated with the
use of resonant excitations by circularly and elliptically polarised light. We succeeded
(i) in generation of polaritons at the LPB bottom with a high degree of polarisation that
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Fig. 1. (a) Polariton dispersion, measured at low and high excitation densities atY = 16◦.
(b) Schematic diagram of two-photon scattering.

under particular conditions exceeds markedly that of the exciting light and (ii) in observing
nonlinear effects both in the emission intensity and in the circular polarisation degree.

A GaAs/AlAs MC containing 6 InGaAs quantum wells in the active layer (Rabi splitting,
 of 6–7 meV) have been studied under the conditions of resonance between the photon and
the exciton modes, when polaritons atk = 0 have half-exciton-half-photon character. We
used a tunable Ti-Sapphire laser to excite luminescence in the MC. A sample was mounted
in a cryostat at temperatureT = 1.8−20 K.

Figure 1 displays the dispersion dependence for polaritons, that was measured at low
excitation density. The excitation with the energy lower than the energyEX of free excitons
near the LPB bottom close to the inflection point of the dispersion curve, is the most
promising for achieving high density of polaritons without filling of exciton states with
largek. However experimental realisation of the idea is problematic because the time of
acoustic phonon-mediated scattering into polaritons withk < 104 cm−1 is comparable to
the life time ofk = 0 polaritons. For this reason the k-distribution of polaritons is not
in thermodynamic equilibrium. This situation is illustrated in Fig. 2, where LP emission
spectra recorded with high angular resolution(< 1◦)atT = 2 K and low density of resonant
excitation atY = 16◦ (k ∼ 2 · 104 cm−1) are displayed. It is seen that the LP emission
intensity and, hence, their population decreases ask reduces, while thermodynamically
equilibrium system should have demonstrated a sharp increase of LP concentration at the
LPB bottom at so low temperature (2 K).

Thus, the phonon mechanism does not provide any effective relaxation of the energy
of photoexcited polaritons. The problem can be solved in the case when the exciting
light scatters directly into polariton states at the LPB bottom. Following the dispersion law
(Fig. 1), that is possible at resonant excitation near the inflection point (kex ∼ 1.8·104 cm−1,
orY ∼ 16◦), when a direct two-photon scattering into polariton states atk = 0 and 2kex
can occur with the conservation of the energy and the momentum.

Figure 2 displays experimental spectra of polariton emission recorded for two circular
polarisations atY = 0◦ andT = 2 Š under the conditions of circularly (σ+) polarised
excitation atY ∼ 16◦. In the spectrum there is a single line corresponding to the LP
emission atk = 0. The fine structure of the line is related to the light interference in
the sample (the sample thickness is 0.5 mm) and is not considered below. For theσ+
polarisation the emission intensity at low density of excitation (the LP+ peak) is slightly
stronger than that for theσ− polarisation (LP− peak), which implies that the spin relaxation
time is larger than the lifetime. With increasing P the LP+ peak atk = 0 shifts slightly
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Fig. 2. (a) Polarizedσ+ (thick lines) andσ− (thin lines) emission spectra of MC recorded for
various detection angles underσ+ polarized excitation into the LPB at angleY = 16◦ at low and
high excitation densities. (b) Angle dependence of the intensity of the LP+ and LP− lines.

to higher energies, increases superlinearly, and becomes narrow. The LP− peak, on the
contrary, increases linearly with P and its energy does not notably shift. As a result, at high
P , the degree of circular polarisation of the LP line reaches 95%. Note that even at the
highest P the shift of the LP+ peak is much smaller than the Rabi splitting, which suggests
that nonlinear emission effects are related to mixed exciton-photon system.

The dependences of the LP line intensityILP and polarisation degreeρLP on the density
of excitation atk = 0 are plotted in Figs.3(a) and 3(b). There are four regions of the
density, revealing qualitatively different behaviour. In the first region (P < 150 W/cm2)
ILP+ andILP− are nearly linear inP whereasρLP(P ) changes rather weakly (between 30
and 40%). In this range the light excites mainly localised excitons, and the quantum yield
of LP emission does not exceed 0.1%.

In the second range (P = 150−200 W/cm2) the dependenceILP + (P ) is replaced by
the squared one, whileILP − (P ) remains close to linear and henceρLP starts increasing.
In this region the most effective mechanism of filling of polariton states neark = 0 is
direct two-photon scattering: 2�ω(kex) = E(k = 0) + E(k = 2kex), which increases
the quantum yield of the polariton emission atk = 0. A strong narrow line arising in
the MC emission spectrum at the detection anglesY = 30−34◦ exactly corresponding to
k = 2kex is a direct proof of the process. Figure 1 shows as well that this line has the
energy�ω = 2�ω(kex)− ELP(k = 0) and the same polarisation as the LP line atk = 0.

As the excitation density rises above 450W/cm2 the squared dependence ofILP+(k = 0)
first changes to steep function close to the exponential one, and then saturates atP >

650 W/cm2. Since the increase inILP− continues to be sublinear, the degree of circular
polarisation of the LP line atk = 0 andk = 2kex increases highly and approaches unity. The
quantum yield of the emission at the LP+(k = 0) mode atP = 1000 W/cm2 approaches
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10%.
The change from the squared dependence ofILP+ (P ) to the near-exponential suggests

the initiation of the stimulated two-photon scattering, and is related to the bosonic nature
of polaritons. An additional argument in favour of the stimulated origin of the process
is nearly 100% polarisation of the LP line atk = 0. The stimulated process develops at
increased LP filling factorsνLP(k = 0). The exponential growth ofILP+ (k = 0) is caused
not only by increased efficiency of the direct two-photon scattering shown in Fig. 1 but
also by stimulated scattering of photoexcited localised excitons and polaritons withk > 0.
Scattering of localised excitons occurs with emission of acoustic phonons and becomes
effective atνLP(E) > νph(E), whereνph(E) is the filling factor of the phonon mode at the
energyE counted from the LPB bottom.

As seen from Fig. 1(b), under the excitation into the inflection pointkinf there is no way
to obtain effective two-photon scattering into the LP states outside the range 0< k < 2kinf .
However inside this range the scattering is possible for a wide range ofk due to a small
difference betweenELP(k) andE∗(k) = 2�ω(kinf )− ELP(k). As a result, one can expect
the LP emission under high excitation densities to depend not only on the energy but also
on thek direction. Thereby we have measured LP emission spectra in a wide range of
angles from−35 to+35◦. Experimental results are shown in Fig. 2(a) and (b). In the range
of k < 0 the emission intensity decreases while the PL peaks width becomes broad with
increasing|k|. In contrast, at positivek the LP line is very strong and relatively narrow in
the whole range ofk < 2kinf , especially atk = 0, 2kinf , and nearkinf .

So far we have discussed the behaviour of polaritons excited by circularly polarised
light and found them to result in a well pronounced polariton-polariton scattering despite
the absence of any absorption resonance near the two photon energy. Note, however, that
2�ωex is close (lower by about 1 meV) to the energy of the ground biexciton state in the
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quantum well. The biexciton state being a spin singlet is expected to result in an additional
resonant contribution in the two-photon scattering only for not completely polarised light,
the contribution being increased with decreasing degree of the circular polarisation of
exciting light ρex from 1 to 0. Thus, the two-photon scattering is expected to increase
markedly with decreasingρex.

Figure 5 displays the dependences ofρLP and total intensity of the LP lineILP =
ILP++ILP− onρex at two excitation densities. As seen,ILP increases when the circularly
polarised light is replaced by the linearly polarised one. At low excitation density (i.e. under
the conditions of spontaneous two-photon scattering) the degree of circular polarisation of
the LP emission atk = 0 ρLP(0) monotonically decreases with depolarization of the
exciting light. In contrast, at highP the magnitude ofρLP first grows considerably up
to ρex ∼ 0.6 where it even exceeds the degree of polarisation of exciting light. Only at
ρex < 0.4 the valueρLP decreases rapidly down to zero. Such a behaviour ofILP andρLP
is an additional strong evidence in favour of (i) that the two- photon scattering process is
highly enhanced due to the resonance of the two-photon energy to the biexciton one and
(ii) that the process acquires the stimulated character at highP .

The experimental results can be partly explained using an interacting polariton model.
The coupling between photon and exciton which give rise to the polaritons results in the
repulsion of cavity and exciton modes whereas their imaginary parts become averaging. In
MCs highly excited into the LP branch, the wave mixing results in the appearance of an
additional branchE∗(k) with the dispersionE∗(k) = 2�ω−ELP(2kex− k). Calculations
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have shown that the coupling between the wavesELP(k) andE∗(k) is qualitatively different
from that of exciton and photon. In case of the polariton formation the cavity mode trans-
forms to exciton and vice versa, in case of four wave mixing the coupling occurs between
pairs of the modesELP(k),ELP(2kex−k), and the two quanta of the pump. When the pump
is strong enough the LP modes start to grow up. In the frequency domain it manifests in
the attracting of the levelsELP(k) andE∗(k) whereas their imaginary parts repel with one
of the level exhibiting gain (when the imaginary part of the mode energy becomes positive)
and the other mode becoming overdamped. Figure 5 displays the calculated dependence of
the real and imaginary parts for the “gain” mode in the MC highly excited underY = 14◦.
The figure shows that the calculated mode dispersionReE(k) is very similar to the exper-
imental one. In a qualitative agreement with the experiment the calculations show as well
the strong line narrowing in the whole range 0< k < 2kex. However the more detailed
comparison shows that the calculations predict the appearance of the gain first at the points
of the crossing ofE∗(k) andELP(k) whereas the experiment shows that this occurs just
at k ∼ 0. It seems that exciton localisation effects as well as relaxation processes have
to be taken into account in order to fit the experimentalk-dependence of decay of the
renormalized polariton mode. Thus, investigating angle resolved emission spectra of MCs
with quantum wells embedded in the active layer we have found the conditions at which
macroscopic filling is reached at the LPB bottom. Under these conditions we observed and
studied strong nonlinear effects in the intensity and the degree of polarisation of polariton
emission, and demonstrated that these nonlinearities occur in the strong coupling regime.
The experimental dispersion of renormalized cavity mode and its strong narrowing have
been explained using an interacting polariton model predicting that the coupling between
the modesELP(k) andE∗(k) is qualitatively different from that of exciton and photon.
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Development of 1300 nm GaAs-based microcavity light-emitting diodes
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Abstract. The present status of basic development steps towards AlGaAs/GaAs microcavity de-
vices emitting at 1.3µm is presented. An emission wavelength of the active medium of 1.3µm
was achieved by the implementation of self-organized InAs/GaInAs quantum dots. To match the
wavelength tight control of the microcavity parameters was ensured by an improved layer thickness
calibration procedure. Incorporation of a reverse-biased Si/Be-doped GaAs tunnel junction with
record low junction resistance is expected to improve the lateral carrier distribution for intra-cavity
contacted devices.

1. Introduction

An attractive way to fabricate vertical-cavity surface emitting lasers (VCSEL) and micro-
cavity light-emitting diodes (MC-LED) for short-to-medium-haul fiber optical links is to
combine Al(Ga)As/GaAs distributed Bragg reflectors (DBR) with a GaAs-based 1.3µm
emitting active medium in a single epitaxial growth run [1].

Self-organized In(Ga)As quantum dot (QD) heterostructures grown by molecular beam
epitaxy (MBE) are promising candidates as an active region for GaAs-based 1.3µm light
emitting devices. Ground state emission at 1.3µm was demonstrated using sub-monolayer
deposition, low-rate growth, InGaAs barrier layers and InGaAs overgrowth [2].

For the successful growth of microcavity devices extremely precise control of the layer
thicknesses is very crucial and thus requires extensive calibration procedures. We present
a simple calibration technique for MBE systems which are not equipped with in-situ thick-
ness control. In this contribution we demonstrate that QD microcavity devices for long-
wavelength applications can be successfully grown using an optimised growth procedure
of the active region combined with a relatively simple preliminary calibration technique.

2. MBE growth of multiple stacked InAs/InGaAs QDs

In this contribution we apply the MBE technique for the fabrication of Al(Ga)As/GaAs
based microcavity structures which incorporate InAs/InGaAs QDs as active region. Re-
cently, we have shown that improved MBE growth conditions for InAs QDs covered by
InGaAs cladding layers allow the fabrication of structures which exhibit intense and nar-
row 300 K photoluminescence (PL) in the 1.3µm wavelength range [3]. The most im-
portant advantages of this approach is that a QD density in each layer may be as high as
(3−5)× 1010 cm−2. To overcome the general problem of gain saturation, the QD planes
may be successfully stacked by using relatively thick GaAs spacer layers (15–30 nm) with-
out degradation of PL properties [4]. For samples with different numbers of QD planes the
integrated PL efficiency at 300 K as a function of excitation power density (Ar+ ion laser,
514.5 nm, 0.5–500 W/cm2) was close to linear for all test samples. The onset of saturation
of PL efficiency was observed only for the highest excitation power.
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3. Layer thickness calibration

For MBE systems that are not equipped with in-situ thickness control we have developed a
preliminary alternative calibration procedure for the layer thickness based on reference lay-
ers. A specific test structure for the DBR calibration consists of six pairs of AlGaAs/GaAs
with a nominal layer thickness equal to one quarter of the operation wavelength (λ/4ni ,
whereni are the refractive indices of AlGaAs and GaAs) followed by the GaAs cavity of a
nominal thickness ofλ/2ni . Two reflection spectra of each sample were measured consec-
utively, firstly the as-grown structure and secondly after selectively etching off the GaAs
cavity layer and potentially one or several of the AlGaAs/GaAs DBR pairs. Comparing
experimental and simulated reflection spectra delivers the individual real layer thicknesses.
Thus, using this procedure only one test structure is necessary for growth rate calibration
of GaAs and AlGaAs.

4. QD-based microcavity structures and MC-LEDs

The calibration procedure described was verified using several microcavity structures, con-
taining also InAs/InGaAs QD active regions. As an example the experimental reflectivity
spectrum for a structure containing a bottom 12-pair Al0.85Ga0.15As/GaAs DBR and a top
GaAs(cavity layer)/air surface is presented in Fig. 1 and is labelled ’as grown’. Addi-
tionally depicted is a reflectivity spectrum measured after ion beam sputter-deposition of
an additional 2-pair dielectric SiO2/TiO2 top mirror. The experimental 300 K PL spectra
of both microcavity structures are additionally compared in Fig. 1 with a reference sam-
ple composed of the same active region without any optical resonator. The experimental
reflection spectra and PL intensity ratios are close to the corresponding simulation results.

QD MC-LED samples were fabricated in intra-cavity contact geometry using proton
implanted current apertures [4]. As shown in Fig. 2 the emission peaks of all devices investi-
gated are centered in the projected wavelength range and exhibit a FWHM of approximately
13–26 nm depending on the active layer/top mirror parameters and have a circular output
beam with a low divergence of less than 17◦ for the complete wavelength range and less
than 10◦ for the resonant wavelength (angles measured at 1/e2 of the maximum intensity).
The light output versus current characteristic is linear at low current values and saturates
at current densities of about 100–200 A/cm2. At 10 mA drive current the total top-side
optical power emitted from a 40µm diameter MC-LED was 5–7µW. The corresponding
power density is several times higher than previously published values [5].

5. Tunnel junctions in MCLEDs

High-quality tunnel junctions (TJ) open new possibilities for the design of MC-light sources,
since they serve as an electron-hole converter. For intra-cavity contacted microcavity
structures with oxidised current apertures, a tunnel junction (positioned at a node of the
optical longitudinal field to minimise absorption) may be used as a high electron mobility
layer to spread the carriers across the nearby aperture, ensuring improved lateral uniform
current flow through the oxide-defined cavity.

The basic requirements for a TJ in a VCSEL are low resistivity, good thermal conduc-
tivity, temperature stability and long-term reliability.

To develop TJs, test samples were grown by MBE. The layer sequence consisted of a
400 nm low doped GaAs:Si buffer layer grown at 600◦C on GaAs:Si substrate, followed by
the tunnel region consisting of 100 nm n++ GaAs:Si and 100 nm p++ GaAs:Be, both layers
homogenious doped and grown at reduced temperature (400◦C). This reduces diffusion of



MPC.02 165

1.0

0.8

0.6

0.4

0.2

0.0
1000 1100 1200 1300 1400

calculated
final microcavity

as grown

reference
(non-microcavity)

×5

×10

Wavelength (nm)

R
ef

le
ct

ivi
ty

P
L 

in
te

ns
ity

 (
ar

b,
 u

ni
ts

)

Fig. 1. Reflectivity and 300 K PL spectra taken at different stages during MC-LED layer deposition:
as-grown MBE microcavity structure (black square) and after deposition of top SiO2/TiO2 DBR
(square). For comparison, the 300 K PL spectrum of a reference active region without optical
resonator (black circle) and the simulated reflectivity spectrum for the completed MC structure
(solid line) are included.
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Fig. 2. 300 K CW-EL spectra of two 40µm diameter MC-LEDs with InAs/InGaAs QD active
layer emitting in the 1300 nm range (on-wafer measurement at a drive current of 10 mA). The
insert shows a representative far field pattern for a mounted device (circular symmetry).

the dopants to achieve very abrupt junctions. The measured net carrier concentrations are
1.8× 1019 cm−3 for silicon and 2× 1020 cm−3 for beryllium. When the Si concentration
is further increased, the dopant begins to substitute on the acceptor sites which results in
self compensation, limiting practical net electron concentrations to 2×1019 cm−3. On top
we evaporated standard non-alloyed Ti/Pt/Au contacts, which we used as an etch mask to
form 30×30µm mesa. The back-side contact was fabricated by evaporating and alloying
(400◦C, 20 s) AuGe/Ni/Au.
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Fig. 3. Current-voltage characteristic of a 30×30µm tunnel junction taken at room temperature,
with and without tempering at 420◦C for 3 hours.

The experimental I–V curves for the GaAs tunnel junction are shown in Fig. 3. The
as-grown tunnel diode shows a zero-bias specific resistance of less than 7× 10−5 W/cm2,
a peak current density of 1900 A/cm2 and a peak-to-valley current ratio of∼19:1. To the
authors knowledge this is the highest peak current density and lowest specific resistance
ever reported for a GaAs tunnel diode. The results are in good agreement with calculated
values.

By heat treatment of the sample at 420◦C for 3 hours we simulated oxidisation process.
The decrease of the peak voltage and the peak-to-valley current ratio (∼6:1) is attributed
to be directly related to the diffusion of the dopants. The junction is no longer abrupt, but
the reverse current is still acceptably high. Under reverse-biased continuous current (cw)
conditions both diodes are stable up to 15 kA/cm2.

Summary

AlGaAs/GaAs microcavity structures incorporating self-organized InAs/InGaAs QD as
active medium emitting at 1.3µm were successfully grown by molecular beam epitaxy on
GaAs substrates without the need to rely on any in-situ calibration technique. Fabricated
intra-cavity contacted MC-LEDs demonstrate narrow electroluminescence spectra (FWHM
< 15 nm) accompanied by a circular output beam divergence of down to 10◦. Thus,
MBE-growth combined with intra-cavity design and top tunnel junction contact open new
possibilities to design high-performance 1.3µm microcavity light emitters.
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Abstract. Fabry–Perot a-Si:H/a-Si:O:H microcavities with Er-doped a-Si:H active region were
fabricated by plasma-enhanced chemical vapour deposition technique. A metalorganic compound
was used to incorporate erbium into the active a-Si:H layer. The room temperature transmission,
reflection and spontaneous emission spectra of the microcavities with 2 and 3 pairs of layers in
distributed Bragg reflectors are measured. An intensity enhancement by two order of magnitude
and selective narrowing of the 1.54µm erbium emission line was observed as compared to the case
of a single a-Si(Er):H film deposed on a quartz substrate. A theoretical analysis of the experimental
data presented is given.

Introduction

Hydrogenated amorphous silicon doped with erbium, a-Si(Er):H, is known to exhibit at
1.54µm (the wavelength of the4I13/2 → 4I15/2 optical transition in Er3+-ions) stronger
room temperature photoluminescence (PL), smaller temperature quenching and shorter
radiative lifetime of Er3+-ions than its crystalline counterpart [1]. On the other hand,
the 1.54µm band coincides with the minimum-loss spectral range in optical-fiber-based
telecommunications. For this reason, a-Si(Er):H can be considered as a promising optical
material for optical communication systems, in particular, for amplifiers, light-emitting and
lasing devices operating at 1.54µm at room temperature. In our work, the transmission,
reflection and emission characteristics of a-Si:H/a-Si:O:H Fabry-Perot microcavities (MCs)
with a-Si(Er):H active region tuned around 1.54µm are studied both experimentally and
theoretically. Special emphasis is given to an analysis of the PL spectra. Preliminary results
of our work were published in Ref. [2].

1. Results and discussion

Figure 1(a) shows schematically the layer sequence in the MC. The distributed Bragg
reflectors (DBRs) and active layer of the MC were fabricated by plasma-enhanced chemical
vapour deposition (PECVD) in a single technological cycle without exposure to air between
the intermediate operations. The active a-Si:H layer was doped with Er during deposition by
making use of the metalorganic fluorine containing compound [3]. The top (A) and bottom
(B) DBRs consisted of three a-Si:H/a-Si:O:H quarter-wave layer pairs (λ1/4≈110 nm for
a-Si:H andλ2/4≈260 nm for a-Si:O:H, the corresponding refractive indices at 1.54µm are
n1 = 3.46 and n2=1.46), theλc/2 a-Si(Er):H active region thickness being around 220 nm.

The transmittance spectrum of the MC is shown in Fig. 1(b). The long-wave cut-off
of the spectrum is limited by sensitivity of InGaAs photodiode. A sharp 1.54µm peak
corresponds to a resonant mode of the MC.
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Figure 2(a) shows resonant transmission peaks for MCs with DBRs consisting of three
pairs of layers. The full width at half maximum (FWHM) of the resonant peak as low as
�λ=4.3 nm is achieved. Corresponding cavity quality factor,Q=λres/�λ, was estimated
from the transmission resonance line width as 350. In Figure 2(b), a comparison of the
experimental (triangles) and theoretical (circles) values of the Q for two types of MCs with
DBRs consisting of 2 and 3 pairs of layers are given. The experimental values approach to
the theoretical ones.

The theoretical spectrum of transmittance plotted in Fig. 2(a) as dashed line shows a
difference as compared to measured ones. To our opinion, such a difference is due to
deviations of the cavity thickness within the illuminated area.

Figure 3 shows the room temperature PL spectrum (curve 1) of the MC (Fig. 1(a))
measured for light propagation along the normal to the surface. For comparison, the
PL spectrum (curve 2) of a 220 nm thick a-Si(Er):H film deposed on a quartz substrate
(without DBRs) is plotted. The PL peak intensity in the MC structure is seen to be two
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Fig. 3. Room temperature PL spectra: 1—a-Si:H/a-Si:O:H microcavity structure; 2—a-Si(Er):H
single film without a cavity.

orders of magnitude higher, the PL line FWHM being reduced from 20 nm to 4.3 nm. The
enhancement and narrowing of the PL peak are entirely due to the frequency of electronic
transitions being resonant with the optical mode of the MC.

The emission problem was considered in terms of field amplitudes generated by stochas-
tic excitation sources [4]. Figure 1a shows schematically the emission process from a MC
structure. An elementary layer located at z=ζ inside the MC, 0<z<L, emits two plane
outgoing waves with the amplitudesE−ζ−0 andE+ζ+0 which are related to the amplitudes

E+ζ−0 andE−ζ+0 of the incoming (reflected from the DBRs) waves by the boundary con-
ditions. Direct solution of Maxwell’s equations allows one to express field amplitudes at
the outer boundary of the top DBR in terms of the induced singular polarization currents.
After integrating bilinear combinations of the amplitudes over the thickness of the MC and
statistical averaging the result over the ensemble of random-current realizations we obtain
the following expression for the outer radiation intensityI in p-polarization of light:

I ∝ I0(ω)
∣∣∣∣ t̃AAYD ε cosϕ

∣∣∣∣2{(|nz|2+ n2
x

)(
I1+ |rB |2 I2

)
+ 2
(
|nz|2− n2

x

)
|rB | I3

}
(1)

whereI0(ω) is the intrinsic spectral density of emission inside the infinite medium of the di-
electric constantε of the cavity,D=1− r̃ArBY2,Y=exp(ik0nzL), I1=

[
exp(κL)− 1

]
/κ,

I2=
[
1− exp(−κL)] /κ, I3= [sin(qL+�B)− sin�B ] /q, �B=argrB , κ=2k0 Im(nz),

q=2k0 Re(nz), k0=ω/c; r̃A andrB are the reflection coefficients on A- and B- DBRs, re-
spectively, for light propagating from the inside of the cavity,t̃AA is the transmission coeffi-
cient for light passing through the A - DBR to outer medium,nz=

√
ε − n2

x , nx=
√
εv sinϕ;

ϕ is the emission angle,εv is the dielectric constant of the outer medium.
The transmittanceT for the whole structure can be written in the form

T = |tAAtBBY/D|2 (2)

wheretAA andtBB are the transmission coefficients for the A- and B- DBRs, respectively,
for the light incident from the left outer space. It should be noted that the above expressions
for transmittance (2) and luminescence intensity (1) contain the same resonant denominator
|D|2 which mainly governs the spectral shape of both transmission and emission lines. The
shapes of the PL and transmission spectra are found to be close to each other in agreement
with our theoretical analysis.
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2. Conclusions

In summary, by making use of the plasma-enhanced chemical vapour deposition technique
we have fabricated a-Si:H/a-Si:O:H microcavities with Er-doped a-Si:H active region. A
drastic enhancement of the erbium photoluminescence in a microcavity, by two orders of
magnitude as compared to a single a-Si(Er):H film, was observed. The cavity quality factor
as high as 350 was achieved in the microcavity with only 3 pairs of layers in distributed
Bragg reflectors.
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Abstract. We have developed technology of resonant-cavity light emitting diodes (RC LED)
with very good emission characteristics. RC LED spectrum is determined mainly by the cavity
resonance and is concentrated into a narrow line with 1.3 nm halfwidth. The directionality of RC
LED emission depends on the tuning between QW emission and cavity resonance.

Introduction

In recent years a number of optoelectronic devices employing microcavity structures were
proposed. Such devices benefit from utilization of specific effects resulting from placing
the active structure inside the Fabry–Perot type microcavity. The most notable examples
of such devices are Resonant Cavity Light Emitting Diodes (RC LED) realized in the early
nineties [1]. The main advantages of resonant cavity LEDs over conventional devices are
higher emission intensities, higher spectral purity and more directional emission patterns.
In conventional LEDs it is difficult to achieve high quantum efficiencies. High difference
between the refractive index of GaAs and the air results in low critical angle and extraction
efficiency of the order of 2% for isotropic light source. On the other hand in RC LED
external quantum efficiencies in excess of 20% have been reported [2]. All above mentioned
features make RC LEDs attractive alternative for lasers in many applications.

1. RC LED design and technology

The RC LED cavity is constructed normal to the substrate plane by stacking multilayer
films including an active region, spacer and two dielectric mirrors. Such a structure forms
a one-dimensional Fabry–Perot cavity resonator. A dielectric mirror is formed with a
periodic stack of quarter wavelength thick layers of alternating high and low refractive
index material and is referred to as a distributed Bragg reflector (DBR). The active region
consists of a spacer layer of the thickness equal to integer multiple of the half wavelength
and of one or several quantum wells (QWs). The quantum wells are situated at the antinodes
of the standing wave pattern. Such configuration of the microcavity offers possibility of
controlling the spontaneous emission in the structure, and in particular allows for enhanced
coupling of the spontaneous emission into the cavity mode [3, 4].

The optimisation of the microcavity requires proper tuning of the wavelength of radiation
emitted from the active region, the peak reflectivity of the DBRs, and the cavity resonance.
This is the reason why the structure performance is very sensitive to the variations in
thickness of the layers and their composition. The wavelength of radiation from the QW
depends on both the composition and thickness. The spectral shape of the reflectivity of
DBRs in the case of GaAs/AlAs reflectors depends on the layer thickness in the mirrors.
Similarly, the position of the cavity resonance depends on the thickness of the spacer
layers between the mirrors and the QW region and the phase of the reflection from the
mirrors. Thus, the optimum performance of the structure requires simultaneous alignment
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of all three features [5]. The goal in growing the mirrors for RC LED is to get the layers
each approximately a quarter wavelength thick and to get the reflection band centered at
the right wavelength range. The position of the cavity resonance determines the diode
emission wavelength. The RC LED operation relays on enhanced spontaneous emission
occuring in microcavity structures.

The RC LED structures studied in this work were fabricated by MBE. The schematic
view of a typical structure is shown in Fig. 1. The active region consists ofλ-type cavity
with either 1 or 3 InGaAs QWs, each 80 Å thick, separated by 100 Å GaAs barriers.
The devices were designed for the emission atλ = 1000 nm. The structure #426 is a
highQ (quality factor) microcavity with single quantum well. The structures #446, #448
have lower number pairs of quarter-wavelength layers in the reflectors and consequently
lowerQ. They also have 3 QW active region. The structures #426, #446 have abrupt
GaAs/AlAs interfaces in DBR reflectors, whereas in the case of the structure #448, 20 nm
thick Al0.5Ga0.5As layers were inserted in between GaAs and AlAs layers to lower DBR
resistivity. The reference structure #449 of conventional LED without DBR reflectors
has been grown for the sake of comparison. After MBE growth wafers were tested by
photoluminescence mapping and reflectivity, in order to select material meeting device
requirements before further processing.

The diodes were fabricated by conventional photolitography and metalization process.
The light from the diode is extracted through the openings in the upper Cr-Pt contact.
The bottom Au-Ge contact (to the n-type substrate) formed a solid circle. The diodes
were electrically tested at probe tester and good ones were assembled in high frequency
microwave type cases. Generally we have found very good correlation between the results
of optical tests on as grown wafers and probe tests on final devices.

2. RC LED characteristics

The assembled diodes were subjected to electrical and optical tests. The I–V characteristics
of the diodes are shown in Fig. 2. The series resistance of the diodes fabricated from
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wafer #448, although still higher than the one for reference diode without microcavity is
acceptable. The diodes made of wafers #426, #446 with abrupt DBRs show up to 3 times
higher resistance and roll-over of I–V characteristics due to the heating. We have found
that DBR profile even stronger influences diode resistivity than does the number of pairs
of the layers.

The emission properties of RC LED and conventional LED are shown in Fig. 3. In both
cases the spectra have been collected from the small solid angle and sent by an optical fiber
to the spectrometer. Comparing to classical LED the spectrum of RC LED is concentrated
into a narrow line with 1.3 nm halfwidth. The shape of LED spectrum reflects thermal
distribution of electrons and holes in the conduction and valence bands. On the other hand
the RC LED spectrum is determined mainly by the cavity resonance; its width decreases
with the increase of the cavity finessQ and the intensity increase reflects the on-axis cavity
enhancement. The figure of merit of LED used in optical fiber communication systems is
the photon flux density emitted from the diode at a given current, for a given wavelength.
Since the optical power coupled into a fiber is directly proportional to the photon flux density
the RC LEDs are particularly suitable for fiber link applications. The higher spectral purity
of RC LED reduces also chromatic dispersion in optical fiber communications. Additional,
favorable RC LED property is its emission characteristic directionality which depends
on the tuning between QW emission and cavity resonance. The angular characteristics
of RC LED emission for perfectly tuned and substantially detuned diodes are shown in
Fig. 4. Also included is the angular characteristic of conventional LED. The frequency of
the cavity resonance depends on the angle of observation, which means that emission line
shifts to shorter wavelengths with increasing angle between the direction of observation
and the normal to the surface. Nevertheless at any angle this is a narrow line in contrast to
conventional LED. That is we have spectral concentration in all directions. The RC LEDs
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can indeed be very bright. In principle the enhancement of the spontaneous emission inside
the cavity and emission through one of the mirrors out of the cavity can be very different.
For very high finesse cavities, which are typical for VCSELs the overall emission out of
the cavity can decrease (in the limit of very high reflectivityR = 100% the emission out
of the cavity becomes zero). At moderate values of the Q factor, which are characteristic
for RC LEDs the spontaneous emission both inside and out of the cavity can be enhanced
even by more than an order of magnitude [6].

3. Conclusions

We have demonstrated reproducible growth of microcavities and in particular we have
developed technology of resonant-cavity light emitting diodes (RC LED) with very good
emission charactristics. RC LEDs proved to be more tolerant to the epitaxial growth
parameters and device fabrication procedures than VCSELs. As relatively robust devices
they are less sensitive to typical for VCSEL manufacturing challenges and seem to have
great potential for commercialization. The problems which are still to be solved, before the
technology can be regarded as fully mature are wafer uniformity, yield and reliability of the
devices. Nevertheless even at the moment there is no doubt that resonant cavity enhanced
devices will have a profound impact on optoelectronic systems.
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Abstract. We have investigated theoretically and experimentally the transmission of light through a
photonic crystal of finite thickness, a distributed feed-back (DFB) microcavity with one dimension-
ally (1D) arranged semiconducting wires. To describe this system theoretically we have developed
a numerical method, based on scattering matrix formalism, which takes into account the polaritonic
effect via the exciton poles in dielectric susceptibility of the semiconducting wires. Theoretical
results reproduce and explain the characteristic measured features of the transmission spectra such
as anticrossing behavior of transmission dips in vicinity of the excitonic resonance and strong
polarization dependence of their position and depth.

The optical properties of photonic crystals have been the subject of intensive studies during
the past decade. As the next phase, it is interesting and meaningful to introduce an optically
active semiconducting material into such systems to provide a strong interaction of excitons
with Bloch-like photonic modes. This interaction can considerably change the optical
response of the whole system, which opens a way for designing new high-performance
optical devices such as ultralow-threshold lasers. Among the most well studied realizations
of these periodic semiconductor structures we should point out so called Bragg superlattices,
i.e., the systems of multiple quantum wells [1, 2, 3] or quantum wires [4] coupled via
resonant photons.

In the present work we study the optical properties of another realization of such a
system, namely, a distributed feedback (DFB) microcavity [5]. In this DFB microcav-
ity a rectangular mesoscopic wires of self-organized PbI-based layered organic-inorganic
semiconductor were arranged periodically on a quartz substrate. Owing to the effect of di-
electric enhancement, the excitons in this material have large binding energies and oscillator
strengths [6], which leads to a strong polaritonic effect.

The structure of the DFB microcavity is schematically shown in Fig. 1(a). The cavity
consists of quartz grating substrate, semiconducting (active) layer, and polystyrene over-
coating film. The grating was fabricated on a quartz substrate by means of the electron-
beam lithography and dry etching techniques. Typical grating pitch (�), depth (h), line-to-
space ratio, and area are, respectively, 0.7, 0.4µm, 1:4, and 1.5×1.5 mm. The thickness
of active and overcoating layers are estimated in our work as 18nm and 50nm, respec-
tively. The active material used is(C6H5C2H4NH3)2PbI4, [bis-(phenethylammonium)
tetraiodoplumbate] (PEPI) which is one of the PbI4-based layered perovskite-type semi-
conductors consisting of self-organized multiple-quantum-well structure with [PbI6]4−
layers as wells and organic alkylammonium layers as barriers. Excitons in the quantum
wells are strongly enhanced due to a large difference in dielectric constants between the
wells (εwell = 6.41), and the barriers (εbar= 2.34). The exciton binding energy, oscillator
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Fig. 1. (a) Schematic structure of DFB microcavity. (b) Measured (left) and calculated (right)
transmission spectra of DFB microcavity for different incidence anglesθ , in S- (top) andP -
polarizations (bottom).

strength, and longitudinal-transverse (LT) splitting in PEPI are extremely large: 220meV,
0.5 per formula unit, and 50 meV, respectively. Six gratings were made on a quartz sub-
strate with grating pitch�x ranging from 0.62 to 0.72µm every 20 nm, so that it was
possible to compare their transmission spectra under the same conditions. Transmitted
intensity of a light through the sample was measured in Ref. [5] as a function of the photon
energy for different gratings and for different angles of incidence.

The optics of infinite polaritonic crystal with full allowance for nonlocal effects has been
recently studied in Ref. [7]. It turns out, however, that the main characteristic features of the
optical response of DFB microcavities can be satisfactorily modeled within a local polariton
response theory, because the wavelength of light is much larger than all characteristic
exciton lengths. Much more important is to take into consideration the finite thickness
of the polaritonic crystal, and to analyze the optical response of the system for arbitrary
polarization and angle of incidence.

To describe the system theoretically we have built up a numerical scheme, which utilizes
and develops approaches of Refs. [8] and [9]. The scheme was proved to work for arbitrary
number of layers, arbitrary angle of incidence and polarization state of incoming light,
the case of 2D patterning of DFB microcavity layers can be included as well. Moreover,
we have focused our interest on polaritonic effects in transmission properties of periodic
multilayer structure, which is principally new.

The theoretical procedure [10] can be divided into three logical steps.
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(i) We split the whole structure into layers, either homogeneous or periodical inxy-
plane, to define tensors of the dielectric susceptibilities in each layer. The model structure,
shown on Fig. 1(a) consists of five layers with layers 3 and 4 periodically patterned.

(ii) We find a general solution of the Maxwell’s equations in each layer. To do so,
we use the plane waves decomposition of the electric and magnetic fields expanding it
into Fourier series inx-direction (the axis of periodicity). The local piecewise-constant
dielectric susceptibility is also Fourier transformed, and the most important point here
is its frequency dependence which appears due to the inclusion of the exciton pole in
semiconductor. Then the Maxwell’s equation is converted into infinite-matrix eigenproblem
for x, y-amplitudes of the electric field serving as an eigenvector and thez-projection of
the wavevector as an eigenvalue. In numerical calculations the infinite matrix problem is
trancated in a way to hold all important Fourier harmonics (Bragg reflections). The general
solution becomes a superposition of these basic eigenvectors corresponding to along- and
counter-propagating partial waves.

(iii) Using the Maxwell’s boundary conditions we generate a transfer matrix, which
connects the amplitudes of partial waves in different layers throughout the whole system,
and then apply the scattering matrix formalism [9]. It’s essential to note that the scattering
matrix method allows us to avoid numerical instability caused by appearance of evanescent
waves. Finally we calculate the coefficients of reflection, transmission, and absorption of
the whole system.

The experimentally measured and calculated within our theoretical model transmission
spectra of DFB structure with� = 0.72µm are shown in Fig. 1(b) (left and right panels,
respectively), forS- andP -polarization (top and bottom, respectively) and different angle
of incidenceθ . A broad absorption band near 2.4 eV which is clearly seen in all plots
of Fig. 1(b) corresponds to the lowest (1S) exciton transition in the PEPI material. Sharp
dips to the left of the exciton-like mode are the DFB cavity modes. The lower (upper)
line originates from the top of the fourth (bottom of the fifth) photonic band. In case ofS-
polarization the eigenmode of the fourth band appears to be anti-symmetric in the center of
the first Brillouin zone (BZ), and the eigenmode of the fifth band appears to be symmetric.
Vice versa, in case ofP -polarization the eigenmode of the fourth band is symmetric in
the center of the first BZ, and the eigenmode of the fifth band is anti-symmetric. Thus,
for θ = 0, which corresponds to the center of the first BZ, only the upper line is seen for
S-polarization, and only the lower one is seen forP -polarization, because anti-symmetric
modes do not interact with symmetric field of incoming light at normal incidence. When
moving away from the center of Brillouin zone (θ increases), both the symmetric and anti-
symmetric modes become visible and the upper lines show a strong polariton mixing with
excitonic mode.

In conclusion, we have investigated the optical properties of 1D patterned distributed
feedback microcavities with strong exciton-photon coupling. We have developed a theo-
retical model of calculation of the optical response of such a layered system for arbitrary
geometry of the incident beam. This model quantitatively reproduces the experimental
behaviour of the DFB microresonator transmission.
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Abstract. Exciton-light coupling in spherical microcavities containing a quantum dot has been
treated by means of classical electrodynamics within the non-local dielectric response model.
Typical anticrossing behavior of zero dimensional exciton–polariton modes has been obtained, as
well as the weak coupling — strong coupling threshold.

Introduction

Since the first report of the strong coupling in quantum microcavities by Weisbuch et al
[1], a huge number of papers devoted to exciton–polaritons in planar microcavities have
appeared. Strong enhancement of the light-matter coupling strength in these structures has
been demonstrated, both experimentally and theoretically. Recent progress [2] in photonic
crystal fabrication gives hope that the four-decade long progression to lower dimensionality
in exciton–polariton systems will soon achieve its logical conclusion with the appearance of
a photonic dot with an embedded electronic quantum dot (QD). In particular, technological
advances in the fabrication of spherical objects by the techniques of colloidal chemistry [3]
will hopefully provide a means for the practical fabrication of multilayered structures of
spherical symmetry in due course. A rigorous theoretical analysis of an ideal system that
exhibits coupling of zero-dimensional photons and excitons seems timely. We consider a
spherical QD embedded in a spherical microcavity (SMC), as shown in Fig. 1(a).

1. Basic equations

A spherical electromagnetic wave can be represented as a superposition of two waves with
decoupled polarizations [4]: a TE wave with componentsHr , Eθ , Eφ , Hθ , Hφ , and a
TM wave with componentsEr , Eθ , Eφ , Hθ , Hφ . The spatial dependence of the electric
and magnetic fields in a spherical wave can be expressed in terms of spherical harmonics
characterized by a positive integerl, and an integerm, in the interval from−l to l, which
are related to the angular orbital momentum and its projection.

Only in the case of TM mode withl = 1, is the electric field of the eigenmode not equal
to zero at the centre of the SMC. The electric field of TM mode withl = 1,m = 0 near
the centre of the SMC is spatially uniform and is directed along thez-axis, as illustrated in
Fig. 1(b). Hence, only with this mode is there significant interaction with a (nonmagnetic)
quantum dot placed at the centre of the microcavity. For all other cavity modes the electric

179



180 Microcavity and Photonic Cristal

rB

rB

rB

rQD

rQD

rQD

z

y

x
R0

 

 

 (a) (b)

Fig. 1. (a) A schematic diagram of a spherical microcavity with a quantum dot at its centre. A
central core of radiusR0 with the refractive indexn0 is surrounded by a spherical Bragg reflector,
constructed from alternative layers of refractive indicesn1 andn2. (b) The distribution of the
electric field in a cross-section of the spherical microcavity for the TM mode withl = 1,m = 0.

field at the centre of the SMC vanishes, and there is negligible interaction with a QD placed
there.

The electromagnetic field in the vicinity of a QD is described by Maxwell’s equations
with the excitonic contribution to the polarization%P(%r) taken into account:

∇ × ∇ × %E − εk2
0
%E = 4πk2

0
%P(%r). (1)

wherek0 = ω/c and the polarization%P(%r) is coupled to the non-local excitonic suscepti-
bility χ̃ by %P(%r) = ∫ χ̃(ω, %r, %r ′) %E(%r) d %r ′.

Further, using a Green function approach [5] we can obtain an amplitude reflection
coefficient for the TM wave withl = 1 incident to the quantum dot in the form

rQD = 1+ 2i�0

ωex− ω − i (� + �0)
. (2)

where the radiative damping factor�0 is defined by the geometry of the exciton wave
function, transverse-longitudinal splitting and the excitonic Bohr radius.

Connecting the electromagnetic field near the quantun dot and at the boundary of the
central core by the transfer matrix method we can obtain an equation for the frequencies
of the eigenmodes of the SMC with an embedded quantum dot:

h
(2)
1 (kR0) = rBRrQDh(1)1 (kR0). (3)

whereh(1,2)1 are the spherical Bessel function. When the central core radius exceed the
wavelength of the light the spherical function and the phase of the reflection coefficient of
the Bragg reflector can be approximated by their asymptotic values [6] that allows us to
rewrite equation (41) in the simplified form

(ω − ωN) (ω − ωex) = (�/2)2 (4)
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Fig. 2. Absorption spectra of a spherical microcavity with a 5-period thick Bragg reflector (weak
coupling regime, left picture) and 7-period thick Bragg reflector (strong coupling regime, right
picture) The five spectra relate to different values of the central core radiusR0; (a)R0ωex/2πc =
0.10265; (b)R0ωex/2πc = 0.1028; (c)R0ωex/2πc = 0.102955; (d)R0ωex/2πc = 0.1031;
(e)R0ωex/2πc = 0.10325.

where the value of the Rabi splitting is� = 2

√
2�0ωb/

(
b + 2R0

c

√
εωb

)
and b =

πn1n2/
√
ε(n2− n1).

2. Results and discussions

The interaction between localized exciton and photon modes has two different regimes;
namely the strong coupling regime that holds when the splitting of the modes exceeds the
half-sum of their damping parameters, and two peaks can be distinguished in the absorption
spectrum, and the weak coupling regime that holds when the half-sum of the damping
parameters exceed the splitting and the two peaks in the absorption spectra merge into one.
In the case of a realistic quantum well or quantum wire exciton, the non-radiative damping
of the exciton is usually much larger than the radiative term. In contrast, due to a discrete
energy spectrum, the non-radiative damping of a quantum dot exciton is very small, and
comparable with the radiative damping [7]. Therefore the lifetime of the zero-dimensional
polariton in this case is governed by the quality factor (Q-factor) of the spherical Bragg
microcavity.

Figure 2 shows the absorption spectra, calculated using the transfer matrix method, of
the two SMC with Bragg reflectors with thicknesses: 5-period (left picture) and 7 periods
(right picture). The refractive index of the central core is 2.7 while the refractive indices



182 Microcavity and Photonic Cristal

of the layers forming the Bragg reflector are 1.45 and 2.7 and correspond to the materials
ZnTe and SiO2, which are materials whose layers can be deposited by means of colloidal
chemistry. The parameters of the QD are chosen to be similar to those for realistic QDs
based on a II-VI semiconductor compound:�0 = 2× 10−6ωex, � = 10−6ωex. For the
the cavity with a 5 period Bragg relector the width of the cavity mode exceed the Rabi
splitting� and the weak coupling occurs which manifests itself as the one peak in the
absorption spectra (left). The shape of the peak in absorption becomes symmetric in the
case of the precise tuning of the exciton and cavity modes. Increasing the thickness of the
Bragg reflector we deacrease the width of the cavity mode and for the SMC with a 7-period
Bragg reflector one can see the two separated peaks in the absorption spectra as it should
be in the case of the strong coupling regime.

3. Conclusions

The interaction of zero-dimensional excitons and photons has been analyzed theoretically
using the theory of non-local dielectric response and the transfer matrix method. Light
absorption by a single quantum dot has been analyzed and it is shown that the resonant
excitonic absorption of thel = 1 TM spherical wave incident on the quantum dot is total
when the non-radiative and radiative damping factors of the exciton are equal. An equation
for the eigenenergies and an expression for the value of the vacuum Rabi-splitting for the
zero-dimensional polariton have also been obtained. Absorption spectra for a specific type
of structure have been obtained and the transition between the strong and weak coupling
regime has been illustrated.
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Abstract. Three-dimensional opal-Si composites with both direct (a variable extent of filling of
opal voids with Si) and inverted structures have been synthesized. A structural analysis of these
fabricated systems is performed. Reflectance spectra from the surface (111) of the composites
are measured. Observed spectral features are interpreted as a manifestation of the direction [111]
photonic band gap that is tunable in position and width in the visible and near-infrared spectral
ranges.

Introduction

Photonic crystals are structures in which the dielectric constant is modulated with a period
comparable to wavelength of light and a photonic band gap (PBG) occurs in the electromag-
netic spectrum as a result of Bragg diffraction at the edge of Brillouin zone [1]. If there exist
a complete PBG, light propagation is inhibited in any direction inside the crystal within the
spectral range of the PBG. This effect is believed to be crucial for potential applications of
photonic crystals in optical communication, laser physics and quantum computing.

Artificial opals are considered as promising materials with photonic-crystal properties.
The opals have a structure with the fcc lattice formed by close-packed amorphous silica
spheres with diameters 150 to 1000 nm. Voids between the spheres may occupy up to 26%
of total volume. This allows to change the material parameterη = √εν/εs by introducing
various fillings into the voids. (Hereafter,εs andεν designate dielectric constants of bulk
materials, respectively, inside and outside of the space that were occupied in bare opal by
silica spheres,η = max

(√
εν/εs,

√
εs/εv

)
being referred to as optical contrast whenεν

andεs are real values [1]). According to a theoretical estimation the complete PBG may
open up atη ≥ 2.8 [2].

This work is aimed at synthesizing opal-Si composites with direct (infilled with Si)
and inverted (SiO2 spheres are removed from original opal-Si composite) opal structures
and investigating their optical properties. This study is expected to conclude about the
possibility of designing opal-Si composite based photonic crystals with a PBG whose
position and width are tunable in a wide wavelength range, the tuning being provided by the
variation ofεν andεs . To verify these suggestions reflectance spectra from the synthesized
composites were measured, and specific spectral features are found. Theoretically, the
observed features were interpreted as a manifestation of the PBG for “one-dimensional”
propagation of light waves in high-symmetry directions [111] of the periodic fcc dielectric
structure.

1. Experimental

Opals with the sphere diameter of 230 nm are used as original matrices to synthesize opal-Si
composites. Preliminary analysis by SEM shows that silica spheres are tangent (Fig. 1a).
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Silicon was embedded in the opal voids by thermal decomposition of 5% SiH4-Ar gas
mixture [3]. This results in formation of uniformly thick silicon layer covering the surface
of silica spheres (Fig. 1b). Developed technique allows us to change the fill factor of the
opal voids by silicon gradually. The fill factor of the voids could be varied from 0 to
100% depending on deposition conditions. Thickness of a sample with 100% filling of
voids reaches 0.4 mm. As-prepared samples are subjected to annealing atT = 800◦C and
pressure 1 Torr in ambient atmosphere. SEM image of the inverted structure (the (111)
surface) is shown in Fig. 1c. The inverted structure was obtained by etching out substance
of an opal matrix (SiO2) in an aqueous solution of HF. The samples selected for further
investigations were about 5×5×0.4 mm in size. For the inverted structures the ratioη is
estimated to be approximately 3.5.

(a) (c)

250 nm 1 µm1 µm

(b)

Fig. 1. SEM images of the (111) facet of bare opal (a), TEM image of the (100) plane of opal-
Si composite (b), an inverted structure fabricated by selective etching out silica spheres from an
opal-silicon composite (c).

2. Results and discussion

The problem of normal reflection of light from a photonic crystal may be considered as
one-dimensional one based on the model of one-dimensional dielectric superlattice. Like
in the light transmission problem [4], we describe the properties of opal-based structures
using an “in-plane-averaged” dielectric constant

ε(z) = εs · S(z)+ εν · [1− S(z)].

Here, the coordinatez is measured along the normal vector to the (111) surface of a sample.
Geometry of the structure is defined by the fcc lattice and the radius of spheresr. The
functionS(z) is equal to the partial square belonging to the spheres in the cross-section with
the coordinatez, therefore in our experimentsS(z) is periodic in the direction [111] with
the periodd = r√8/3. After calculating the functionS(z) for opal-based composites one-
dimensional photonic bands as well as reflectance and transmittance spectra are calculated
by transfer matrix technique within a model of periodically alternatingε-uniform layers [5].

Within the model [5] we have analyzed theoretically the effect of bulk refraction indices√
εv and

√
εs on the reflectance spectra (Fig. 2a), the position and width of the stop

bands (Fig. 2b). Used in these calculations are known complex values of silicon refraction
index

√
εSi taking into account optical dispersion and absorption. The refraction index√

εs of SiO2 spheres was taken to be 1.37. Figure 2b presents theoretical estimations
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Fig. 2. Theoretical estimations ofη−dependent (a) reflectance spectra from the (111) facet of
opal-based composites at normal light incidence and (b) position and width of the two lower one-
dimensional photonic band gaps (I and II). Solid curves are calculated in the absence of optical
absorption, and dashed curves in making allowance for absorption. Curves 1 correspond to bare
opal, 2 to opal partially filled with Si (

√
εSi=3.7), and 3 to opal completely filled with Si (

√
εSi=3.5).

(c) Experimental (solid) and calculated (dashed) reflectance spectra at normal light incidence onto
the (111) facet of various opaline composites specified in the text.

of one-dimensional stop bands. Widths and positions of the two lowest stop bands are
shown as a function ofη when optical absorption is neglected. Theoretical reflectance
spectra corresponding to normal incidence of light onto the (111) surface (Fig. 2a) evidence
existence of the stop bands (only data for the first stop band). Solid curves display total
reflection resulted from existence of a stop band when optical absorption is neglected. In
the presence of light absorption the shape of spectra changes, however, positions and widths
of the spectral features stay approximately within the range of corresponding stop bands.

To verify the theoretical estimations we have measured the specular reflectance spectra
from the (111) surface of synthesized composites. Additional light scattering resulted from
the polydomain structure of opal samples was eliminated by applying optical microscope
technique. Experimental reflectance spectra are shown by solid curves in Fig. 2c for the
following samples: 1) bare opal, 2) opal partially filled with Si, 3) opal completely filled
with Si, 4) silicon inverted opal. The spectra in Si-filled opals are found to shift to the long
wavelength range and broaden as the parameterη increases. The observed peculiarities are
confirmed by calculations (dashed curves in Fig. 2c) fitted to experimental data by small
variation of the imaginary part of dielectric permittivity. This fitting procedure may be
interpreted as introducing an extinction effect attributed to light scattering in the directions
other than [111] inside the photonic crystal.

3. Conclusions

We have synthesized opal-Si composites with direct and inverse structure and studied, both
experimentally and theoretically, their reflection spectra in a wide spectral range. Compar-
ison of the experimental results with a theory, that predicts occurence of one-dimensional
stop bands, has evidenced unambiguously that maxima in the observed reflection spectra are
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due to Bragg diffraction of Bloch-type electromagnetic waves caused by one-dimensional
periodic dielectric structure of investigated samples. Since the designed CVD technique
enables us to control the fill factor of opal voids precisely it opens up an opportunity to
create tunable Si-based photonic crystals with the prescribed position and width of the
PBG.
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In semiconductor microcavities (MCs) with embedded quantum wells a strong two-dimen-
sional (2D) confinement of light makes accessible very high densities of photonic field
which may result in the realization of a new type of nonlinear effects. Another intriguing
property is connected to the boson nature of the mixed exciton–photon states in MCs, 2D
polaritons. Due to a very small in-plane mass the density of polariton states is strongly
reduced relative to that of excitons. This makes it possible to achieve high filling factors
of the polariton states, which in turn may lead to the stimulation of scattering processes.
Indeed, recent studies demonstrated that scattering involving two polaritons photocreated
with particular momentumk to final states with 2k andk = 0 is stimulated above a particular
threshold density by a high population of thek = 0 polaritons [1]. Theory predicts that as
a result of polariton–polariton interaction the low polariton (LP) dispersion curve shifts to
higher energy [2]. Both the magnitude of such shift and the threshold density for occurrence
of polariton–polariton scattering is proportional to LP homogeneous linewidthγ .

Here we present the detailed investigations of the LP properties in the regime of
polariton–polariton scattering in a wide range of temperature 2 K< T < 30 K. Firstly, it
was observed that both the amplitude of renormalisation of polariton energy and threshold
density increase with growing temperature, which is accompanied by increasing ofγ . The
changes ofγ is assumed to be connected to free excitons the density of which increases with
T . Such growth of highk exciton population should lead to a significant polariton–exciton
interaction and, consequently, largerγ .

Most surprisingly in addition to previous observations of strong nonlinearities in po-
lariton emission atk = 0 (energyES) and 2k (EI ) at resonant excitation atk (EL) we
have also observed a novel feature in the emission pattern at 3k. The linewidth (0.1 meV)
and polarization degree (> 0.95) of the new peak is very similar to those of the peaks at
k = 0 and 2k. The energy of this line (EM ) with very high accuracy satisfies the condition
for higher order polariton scattering process (in whichk-vector is also conserved), namely,
3EL = 2ES + EM . Also it satisfies the condition 2EI = EL + EM . We thus clearly
demonstrate that the higher order multiple polariton scattering processes should be taken
into account for full description of the observed nonlinearities.
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Abstract. We present the results of theoretical investigation of the plasmon–polaritons formed
due to the interaction of two-dimensional plasmons in a planar Bragg microresonator with guided
modes of dielectric substrate slab. A conclusion is made that guided plasmon–polaritons may be
taken up for the development of controllable guided wave THz frequency filters and modulators.

Introduction

Recently, the interaction of dipole electron excitations in two-dimensional (2D) electron
systems with electromagnetic (EM) cavity modes have been extensively studied. Par-
ticularly, the exciton–phonon coupling in cavity-embedded quantum wells has received
the bulk of attention. The exciton–phonon coupling results in the anticrossing between
excitonic states and the resonator confined photon modes which gives birth to the cavity-
polaritons [1–4]. The cited papers are devoted to radiative exciton–polaritons. Radiative
exciton–polariton dispersion has been measured from angle-resolved photoluminescence
experiments [3, 4].

Plasma oscillations in 2D electron systems (2D plasmons) are nonradiative electron
dipole excitations [5]. Hence they can not couple to EM radiation through one-phonon
absorption or emission processes. To couple 2D plasmons to EM wave a lateral diffraction
grating with periodicityL ! λ, whereλ is the EM wavelength, is formed on the top
surface of the structure [5]. The grating couples transverse EM wave to longitudinal plasma
oscillations with in-plane wavevectorsk‖ = 2πm/L (m = 1,2,3 . . .). In fact, such a
grating makes up an open Bragg resonator for 2D plasma oscillations. The theory of EM
emission from 2D plasmons in semiconductor heterostructure with planar metal grating
was developed in [6–8].

In a plane-parallel dielectric substrate slab the EM field confinement takes place for
guided modes with in-plane wavevectors from the intervalω/c < k‖ < ω

√
εs/c, wherec

is the light velocity,ω is the angular frequency of EM wave,εs is the dielectric constant of
the substrate medium. In this paper we present a theoretical investigation of the polaritons
formed due to the interaction of 2D plasmons in a planar Bragg resonator with EM guided
modes of dielectric substrate slab.

1. Guided plasmon–polariton dispersion

The structure under consideration involves a plane-parallel dielectric slab of thicknessd

(semi-insulating GaAs in actual semiconductor heterostructures) with 2D electron system
on one of its faces. Planar grating with periodicityL consists of perfectly conducting strips
of widthw and it is separated from 2D electron system by dielectric interlayer of thicknessδ
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Fig. 1. Guided plasmon-polariton dispersion in the structure with parametersN2D = 6.7 ×
1011 cm−2, εs = 12.8, d = 3.5 × 10−3 cm, δ = 8 × 10−6 cm, L = 8.7 × 10−5 cm, and
w/L = 0.9 in the case of 1/τ = 0.

(wide band gap semiconductor AlGaAs). The in-plane wavevector of polariton excitations
studied in this paper is aligned with the direction of the grating periodicity.

The theoretical results given below are obtained through a straightforward extension of
our previously published theory [8] to the case of finite thickness of the structure substrate.
Similarly to [6–8], 2D electron plasma is described by the areal conductivityσ2D in a
local approximation (the Drude model) with the areal density of electronsN2D and a
phenomenological electron relaxation timeτ . The parameters used in the calculations are
typical of that for 2D electron systems in GaAs/AlGaAs heterostructures. We assume that
the substrate dielectric constantεs is equal to that of the interlayer.

Figure 1 shows the region of interaction of the fundamental (lowest in the frequency) 2D
plasma oscillations with the fundamental EM guided TM-mode of the dielectric substrate
slab for the case where there is no electron scattering in the 2D system (1/τ = 0). Dispersion
of the fundamental TM-mode is given in Fig. 1 by dash-dotted line. Dashed lines in
Fig. 1 mark dispersions of the fundamental 2D plasma eigen-oscillations in a planar Bragg
resonator on a semi-infinite substrate. It is known [8] that 2D plasma eigen-oscillations
with wavevectork‖ = 0, which corresponds to the center of the first Brillouin zone in the
reduced band scheme of the Bragg resonator, split up into doublets. One mode in a doublet
is radiative while the other is nonradiative. The frequencies of the fundamental nonradiative
and rediative modes are denoted in Fig. 1 asω+p andω−p respectively. The electric fields of
different plasma oscillations in the doublet have symmetry of different parities in relation to
the centers of the grating slits. The nonradiative mode possesses nodes of the longitudinal
electric field at the centers of the grating slits while the radiative one exhibits antinodes of
that there.

Fork‖ �= 0 a plasmon electric field amplitude distribution does not possess the symmetry
with a definite parity in relation to the centers of the grating slits. Therefore, strictly
speaking, the both plasma oscillations in the doublet experience radiative damping when
their wavevector values fall into the interval 0< k‖ < ω/c. However, the radiative
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damping of “nonradiative” mode remains several orders of magnitude weaker than that of
the “radiative” one since the inequalityω/c ! 2π/L (i.e. L ! λ) is fulfilled. For the
same reason, the plasma modes practically conserve definite parities of the symmetry of
the electric field amplitude distributions in the interval ofk‖ shown in Fig. 1.

All modes become nonradiative in the region of the dispersion plane to the right from the
light lineω = k‖c in Fig. 1. In the sector between the light linesω = k‖c andω = k‖c/√εs ,
the confinement of polariton fields in the transverse direction arises from the total internal
reflection of EM wave in the plane-parallel dielectric substrate slab. The electric fields of
the guided modes decay with distance from the structure faces whereas inside the substrate
a transverse standing wave is formed. Whenk‖ > ω

√
εs/c, there are only nonradiative 2D

plasma oscillations with the electric fields decaying from 2D electron system survive in the
structure.

One can see from Fig. 1 that well away from the interaction region the polariton dis-
persion merges into the dispersion of an uncoupled plasma or EM mode. In the interaction
region the EM guided mode demonstrates the anticrossing with the plasmon doublet. As
the wavevector increases the lowermost polariton mode transforms from photonlike mode
into plasmonlike one. On the contrary, the uppermost polariton mode transforms from
plasmonlike mode into photonlike one. The third mode retains its plasmon character at
any wavevector value. But the parity of symmetry of the electric field distribution for this
mode is reversed with increasingk‖.

2. Guided plasmon–polariton resonance

Dispersion and attenuation of guided plasmon–polaritons in the vicinity of the fundamental
plasmon doublet at finite electron relaxation in 2D system are shown in Fig. 2 which
represent a typical single-resonance behaviour of the system with a full width at half
maximum of the attenuation resonance curves of�ω = 1/τ in spite of the fact that there
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are two plasmon eigen-modes with different frequencies in the plasmon doublet. The
point here is that the upper plasmon mode in the doublet does not virtually couple to a
long-wavelength EM substrate quided mode due to its peculiar electric field distribution
parity mentioned above. Hence this mode does not essentially affect the plasmon–polariton
resonance curve shape.

The frequency of the fundamental guided plasmon–polariton resonance practically co-
incides with the frequencyω−p of the lower fundamental 2D plasmon mode in the doublet.
Clearly this frequency varies with the areal electron density in the 2D system. Culcula-
tions show that guided plasmon–polariton attenuation at the resonance may be as great as
50 dB/λ while it is under 0.5 dB/λ away from the resonance. This offers possibilities for
the development of controllable guided wave THz frequency filters and modulators.
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Abstract. Changes introduced by a photonic bandgap environment in an emission spectrum of a
light source have been compared for direct and inverted opals and a qualitative difference has been
revealed.

Introduction

3-dimensional light emitting photonic bandgap (PBG) structures are periodical spatial en-
sembles of scatterers integrated with light sources, moreover the emission band of the latter
has to be tuned with the PBG frequency range in order to realise the emission-to-structure
feedback. Studied so far 3-dimensional photonic crystal light sources for the visible are
based on opals. The closest approach to the complete PBG has been achieved with TiO2
(refractive index (RI) contrast up to 2.7 to 1) [1] and SnS2 (RI contrast up to 3.4 to 1)
inverted opals [2]. These structures are incomplete due to an insufficient volume fraction
of the dielectric, which is 10–13 vol.% instead of∼30% necessary for maximising the gap.
Nevertheless, the scattering strength of these opaline structures is high enough to provide
the strong interaction between the emitter and the emitted photon and thus to alter param-
eters of the spontaneous emission. In what follows we discuss the qualitative difference
between emission spectra of organic dyes embedded in direct opal and in its SnS2 replica.

1. Experimental details

Opaline films have been used in this work as those advance structurally over bulky opals [3].
PMMA opaline films were formed from beads possessing a small amount of fluorescent
dye (Coumarin 6) [4] by casting the bead suspension on hydrophilized microscope slides.
These thin film polymeric crystals consist of ca. 30–50 monolayers and possess domains
extending over 100 s of micrometers. Dye molecules are distributed homogeneously in
beads. The RI contrast as 1.5 to 1 and the filling fraction of 74% are characteristics of
this photonic crystal. These films were used as templates to prepare inverted opals by
synthesising SnS2 in interstitials and subsequent dissolving of PMMA beads. As a light
source the Perylene dye deposited on the inner surface of the inverted opal was used. The
effective RI contrast in studied samples was about 2.1 to 1 and the SnS2 filling fraction was
about 13%. The plain Coumarin-loaded PMMA film and the unstructured SnS2 film with
Perylene coating, both on glass substrates, have been prepared as reference samples.

Photoluminescence (PL) spectra of Coumarin/PMMA opaline films have been collected
within the∼5◦ fraction of the solid angle along the direction of the stop-band appearance.
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The emission intensity of Coumarin in the opal is suppressed in the stop-band frequency
range as compared with the reference sample (Fig. 1(a)). To demonstrate the relative
changes in the number of photonic states in the PBG region, PL spectra are shown nor-
malised to the PL spectrum on unstructured Coumarin-PMMA film (Fig. 1(c)). Stop-bands
obtained from the emission are compared with transmission spectra of the PMMA opaline
film (Fig. 1(b)). The stop-band related minimum appears at the same frequency and shows
the similar depth in both transmission and emission spectra, moreover, the similarity of
their angular dispersions is obvious.
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Fig. 1. Angle resolved PL spectra (panel a), trans-
mission spectra (b) and relative PL spectra (c) of
Coumarun/PMMA opaline film for angles of 0, 20,
and 40 degrees. The reference PL spectrum is shown
in the top panel.
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Fig. 2. The same as Fig. 1 for the
Perylene/SnS2 inverted opaline film.

PL spectra of SnS2 inverted opal (Fig. 2(a)) have been measured under similar conditions
as PMMA opals. Comparing them with the PL spectrum of the reference sample one can
see the additional 1.98 eV band. Stop-band spectra extracted from the PL of Perylene in
SnS2 inverted opal (Fig. 2(c)) show a factor of 10 shallower minimum as compared with
the stop-band in transmission (Fig. 2(b)). The stop-band angular dispersions are shown for
both relative PL and transmission spectra.

2. Discussion

The crucial question to be addressed with regard to a PBG light source is physical mech-
anisms responsible for changes in the emission as compared with the free space case. To
illustrate the role of the PBG incompleteness, the reconstruction of the PL spectra has been
made by multiplying the PL spectrum of the reference sample with the transmission spectra
of opaline films measured at certain angles. In the case of PMMA opal the reconstructed
PL spectra (Fig. 3) correlate well with those observed for specified angles. As well, fitting
of the reconstructed PL spectrum with the observed one for the Perylene/SnS2 opaline film
can be achieved under certain circumstances for angles close to [111] direction. However,
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Fig. 3. Reconstructed PL spectra of
Coumarun/PMMA opaline film for
angles of 0, 20, and 40 degrees.
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Fig. 4. The same as Fig. 3 for the Perylene/SnS2 inverted
opaline film. Bold and thin lines represent reconstructed
and experimental spectra, respectively.

with further deviation from this direction the reconstructed spectra do not reproduce the
1.98 eV emission band (Fig. 4).

There are two scenarios can be followed. The first one is realised in the PMMA opaline
film, whose PBG does not affect the spontaneous emission but simply changes the angular
distribution of the emission flow in accord with the transmission function. The angular
dispersion of this band-pass filtering relates to the incompleteness of the PBG. Certainly,
with the broadening of the stop-band and squeezing of its dispersion occurring in SnS2
inverted opaline films, a more intimate relation between the emission and the PBG structure
can be expected. The physical reason is the development of the dip in the density of the
photon state profile, which is an integral of state numbers over the whole solid angle (see e.g.
[5]). The corresponding spectral redistribution of the emission flow acquires the angular
independence, to which feature the angular independent 1.98 eV PL band is tentatively
ascribed.

In summary, we have studied the emission of organic dyes from direct and inverted
opaline films. The suppression of the emission intensity in direct opals can be referred
as its angular redistribution due to the decrease of the number of photon states in a given
direction. The enhancement of the PBG in inverted opals results in the co-existence of
effects related to both the density and the number of photon states, which appears as the
persistent spectral redistribution of the emission out of the PBG frequency range as well as
the angular redistribution of the emission flow.
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Issued on Scanning Probe Microscopy, the Electrostatic Force Microscopy (EFM) [1] ap-
pears as a new and attractive method to explore local electrical properties and bring useful
informations, particularly to semiconductor technologists. The aim of this paper is to ex-
amine the principles of operation, discuss the observations, illustrate the capabilities of this
method in the domain of semiconductors and foresee some future developments.

Generally, Atomic Force Microscopy surface profiles [2] and EFM data can be si-
multaneously and independently obtained, because the electric effects on the mechanical
oscillations are at the second order. The principle of EFM operation is as follows. The SFM
like sensor, that must be conducting on the surface facing the examined material, behaves
like the mobile plate of a capacitor, the other being the sample. If a voltage difference
V is existing between the two plates, an electrostatic forceF appears and it is written:
F = 1/2dC/dzV 2. Besides, if a dc surface charge is electrostatically coupled with the
sensor, the Coulomb law gives an attractive force too. These attractive forces induce effects
in two ways: they bend the sensor and they change the resonance frequency of the vibrating
sensor. Thenω0 is reduced fromω0 = (k/m)1/2 toω′0 = (k/m−GradF/m)1/2 [3]. So,
when scanning the object, it becomes possible to obtain data about charges [4] and volt-
ages [1]. Since voltage measurements can be reached (nano Kelvin), we shall concentrate
mainly on voltage observations. But, now, three questions arise and they concern: the EFM
performances, the interpretation of the results and the implementation of EFM.

Since the electrostatic force is a long range interaction and the sensor configuration is
complex, the first question is: how to obtain local electrical data and which are the expected
performances? The force can be described using numerical simulations [5]. It is shown
that a suitable shape of the sensor is required to localise the electrostatic interaction at
the extreme end of the sensor — i.e. the tip apex — [6] and that the tip sample distance
is a critical parameter which allows to localise the electrostatic interaction on the sample
too. Under these conditions, the spatial resolution expected on voltage observations can
be deduced [7], then the nanometer scale is related to a tip sample distance lying in the
nanometer range. Besides, there is an improvement when detecting the force gradient
instead of the force. But, since the force operation is now well established, we shall
interest mainly with it.

The second question is the interpretation of the electrical images, or in other terms, the
physical significance of the contrasts we can get and how to discriminate between them.
For example, if a tip sample voltageV exists andV = (Vdc applied+ Vsurface)+ Vacsin t ,
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two types of informations are resulting, depending on the observation frequency. First
of all, F = dC/dz(Vdc applied+ Vsurface)Vacsin t is depending on both the capacitive
coupling dC/dz and the surface potentialVsurface. Secondly,F2 = −1/4dC/dzV 2

ac is
only related to the capacitive coupling dC/dz. Basing on experimental cases, we can show
how to explain the EFM observations.

The third question is the implementation of EFM. Generally, EFM is working under
ambient conditions, but up to ultra high vacuum conditions remain possible. Some config-
urations are examined, it is shown that: (i) we can simultaneously obtain the morphology
in the so called “tapping mode” and the EFM data, or (ii) we can use the double pass
method on the same line or area. In that case, the tip is retracted from the sample for the
electrical observations. The interest of the two methods have to be discussed. In addition,
the nanokelvin operation allows to obtain surface voltage variations when makingF equal
to zero, using a supplementary loop to inject a voltage such as(Vdc applied+ Vsurface) = 0.

Then we can enter into the applications, especially in the case of semiconductors. First
of all, the detection of the electrical homogeneity in semiconductor material is to be ex-
pected, lateral control can be performed using observations onF pictures [8]. Secondly,
examination of nano-islands brings useful informations using nanokelvin voltage and force
gradient measurements [9], it allows to situate the EFM performances too. Thirdly, ob-
servations on structures easily gives the localisation of doped and undoped areas [10]. On
semiconductors, the so called capacitive coupling dC/dz is sensitive to the surface bulk
capacitor, changing from accumulation to depletion areas is observed. Recent experiments
on working LASER structures give access to the control of internal field distributions [11].
Besides, such results are a particularly striking example of coupling three simultaneous
observations. They concern: morphology, capacitive coupling and voltage measurements,
all things that are important for development of semiconductor technology and for control
of modern devices.

We could foresee some directions for future developments of electrical SPM observa-
tions. For example, they concern the performance improvements, extension of EFM use
and the development of SPM. Based on force gradient detection, the improvement of spa-
tial resolution is under development at our laboratory, first experimental results confirm the
expected predictions [6]. At that time, we deal mainly with ambient working conditions but
low temperature opens new fields for fundamental physics investigations. Coupling EFM
with other electrical methods is also promising. Parallel sensors working simultaneously
[12] — like a millipede — open the increase of speed operation and some generalisation
of these methods.

In summary, we have shown the principles on which is based the Electrostatic Force
Microscopy and the expected performances. Basing on experimental data, we have seen
how to interpret the contrasts observed in the experiments. Then we have shown typical
observations on semiconductors. We can say that the EFM is now an established method
to explore local properties of semiconductor materials, structures and devices, but the field
can be widened by new developments.
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In the semiconductor laser diodes the inner electric field distribution is the characteristic
of significant interest in device design and failure analysis. In the modern lasers the ap-
plied voltage usually drops within the narrow layers of submicron range, and the precise
information on the electric field distribution must be extracted by means of methods having
nanometer spatial resolution. The electrostatic force microscopy (EFM [1] is the excellent
candidate to solve this problem. This technique presents the development of the atomic
force microscopy (AFM [2] which allows direct measuring of the electrostatic force acting
between the nanometer-size probe and the surface. The electrostatic force in such system
depends on the capacitance and the potential difference between the probe and the surface.
These two contributions into the force can be separated in EFM, thus providing a way for
high resolution surface potential and capacitance mapping. Until now only a few EFM
studies were performed to probe electric characteristics of semiconductor light emitting
devices [3–5]. The potential profiles in the devices under applied bias were measured for
AlGaSb/GaSb based lasers [4] and for GaP based light emitting diodes [3]. Robinet.al.
[5] investigated the potential and the corresponding electric field profiles in InP/InGaAsP
p-i-n laser diode without external bias.

In this work we applied the EFM method to investigate AlGaAs/GaAs and InGaP/GaAs
based p-i-n laser diodes and have found the main features of the electric field and capacitance
distributions on the cross-sections of the devices under the applied forward and backward
biases. The fine structure of the electric field distribution presented by two spikes localized
at the n-emitter/i-waveguide and p-emitter/i-waveguide interfaces is analyzed. Our study
shows that at the low level of the injection current the inner electric field induced by the
applied bias is concentrated in the vicinity of the n-emitter/i-waveguide interface, while
at the high level of injection it is redistributed in favor of the p-emitter/i-waveguide inter-
face. With increasing forward bias the growth and broadening of the capacitance signal
at the undoped waveguide region is also observed, that may reflect the injected carriers
distribution.

We have used the EFM method in which an alternative bias at the frequencyω is applied
to the AFM probe inducing it’s mechanical oscillations due to electrostatic force variations.
The first and the second harmonics(H(ω),H(2ω)) of oscillations, which are two main
EFM signals, can be detected by lock-in technique.H(ω) depends mainly on the probe-
surface potential difference,H(2ω) is proportional to the corresponding capacitance. The
AFM operates in tapping mode and in addition to the EFM signals the topography data are
measured.

The microscope used for the measurements is an air-AFM system (Autoprobe CP Re-
search, ThermoMicroscopes). Alternative voltage is applied to the highly doped Si probe
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Fig. 1.

at a typical frequency of around 50 KHz and a voltage amplitude of 0.7 V. The EFM signals
are analyzed through a Stanford Lock-in Amplifier 8230. The studied lasers are biased by
the constant voltage source built in the microscope.

Figure 1(a) shows an AFM tapping mode topography image of the cleaved surface of
one of the p-i-n laser diodes studied in this work. The structure was grown by the molecular
beam epitaxy and consists of an n-doped GaAs substrate (S), an n-doped (Si) 2µm-thick
AlGaAs emitter (N), an undoped 0.4µm-thick GaAs waveguide (W) centered with 9 nm
InGaAs quantum well (QW), a p-doped (Be) 2µm-thick AlGaAs emitter (P) followed by
heavily doped p-GaAs contact layer. All the main layers of the structure can be identified in
the image, in which the darker contrast corresponds to the depression of the surface relief.
The waveguide region of the structure is several angstroms lower then n- and p-emitters
due to known difference in oxide layer thickness on GaAs and AlGaAs [6]. The bright
line in the middle of the waveguide corresponds to the compressed InGaAs QW. As it was
shown earlier, thin compressed layers can noticeably extrude out on the cleavage [7].

In Figure 1(b) the variations of theδH(ω)/δx magnitude over the studied surface area
are presented. The data were obtained as follows. First, simultaneously with the topography
data acquisition, theH(ω) signal was measured as a function of the dc bias applied to the
N-contact of the laser; the bias is decreased by the steps of 0.1 V every 1/16-th of the
image height from 0.45 V (top of image) to−1.05 V (bottom of image). Then, the first
derivativeδH(ω)/δx was calculated numerically along the directionx perpendicular to
the interfaces. Figure 1(c) shows the profiles ofδH(ω)/δx taken under different applied
bias (the white arrows in Fig. 1(b) indicate the lines in image along which the profiles
are taken). The meaning of theδH(ω)/δx signal is the electric field at the surface in the
direction perpendicular to the interfaces. Variations of this field should reflect variations
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Fig. 2.

of the inner electrical field in laser diodes in the same direction. Without bias (a profile
taken at−0.05 V) the distribution of the electric field is symmetric and formed by the two
spikes whose extremums are localized near the waveguide interfaces. For the low level
of injection current, the inner electric field is concentrated at the n-emitter/i-waveguide
interface (the left spike in the profiles taken at 0.25 V,−0.35 V and−0.75 V is mainly
changed). However, under the high level of injection, the redistribution of the inner electric
field in favor of the p-emitter/i-waveguide interface is observed (the right spike in the profile
taken at−1.05 V is deeper than the left one). It is interesting to note considerable reduction
of the electric field at the waveguide center.

The variations of theH(2ω) signal (capacitance) are shown in Fig. 2(b) (the applied bias
is changed in the same manner as in Fig. 1(b)) and in Fig. 2(c) with the profiles ofH(2ω)
along the lines marked by the black arrows in Fig. 2(b). The white band in the left part of
the image in Fig. 2(b) is attributed to the n-GaAs substrate, see also the topography image
in Fig. 2(a). An increase of the capacitance at the n-GaAs substrate compared to the n-
and p-AlGaAs emitters is related to the thinner native oxide on GaAs [6]. The capacitance
at the substrate and the emitter layers does not depend on the applied bias. However, the
applied bias affects strongly the capacitance at the waveguide region. For the backward
biases, the signal has low magnitude. Under the forward bias of approximately−0.35 V,
there appear at the middle of the waveguide the spike in theH(2ω) signal which amplitude
is higher than the signal level at the surrounding emitters. The spike grows in height and
broadens with increasing forward bias, and at−1.05 V (see Fig. 2(c)) it’s top is formed by
the wide∼0.4µm plateau that coincides well with the position of the waveguide.
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In conclusion, we present a new and direct electrostatic force microscopy method to
resolve the electric field and capacitance distributions in laser diodes. Using this method we
have investigated the fine structure of the electric field in AlGaAs/GaAs and InGaP/GaAs
p-i-n based laser diodes under forward and backward biases. We have also found a strong
increase in the capacitance at the waveguide under forward biases. We believe that this
effect is related to the carriers injection into the waveguide and can be used to study the
injected carriers distribution.

The presented method can be also used to study the electric fields in the other semicon-
ductor devices.
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Abstract. Scanning Joule expansion microscopy (SJEM) is a powerful technique enabling the
generation of temperature maps of nanostructured samples [1]. It operates by examining in detail
the thermal expansion of a current-carrying structure with an atomic force microscope (AFM). The
thermal expansion varies proportional to the temperature, making it possible to simultaneously gen-
erate topographical maps as well as thermal maps of samples. The lateral resolution of the SJEM
technique (estimated to be 20 nm or better) is considerably better than that of other comparable
techniques (e.g. scanning thermal microscopy, with a typical resolution of 100 nm). Previously we
implemented and optimized a SJEM in an existing AFM system [2]. Using the SJEM technique
it is possible to identify ‘hot spots’, and to examine in detail the temperature profile in nanostruc-
tured materials. Here, we investigate the reliability of this technique for microelectronics related
applications.

Introduction

The ever decreasing dimensions of microelectronic structures has made it necessary for
engineers and physicists to look for new and better characterization tools. Scanning probe
microscopes have proven to be valuable and versatile tools for quality control of samples
with submicrometer dimensions. Recently, new lithography techniques (based on extreme
ultraviolet light with a wavelength of 13.4 nm) have been announced, making it possible
to fabricate 30 nm sized transistors. Chips generated with this technique could consist of
400 million transistors, making 10 GHz operating speeds attainable in the near future [3].
One of the major issues linked to this continuing downscaling of features, is the problem
of local heat generation and dissipation.

An atomic force microscope (AFM) can be adapted to map local variations of the
temperature. This technique is referred to as ‘scanning thermal microscopy’ (SThM), and
relies on the use of a microfabricated thermocouple or a small resistor as the local probe
[4, 5]. The SThM technique makes it possible to generate temperature maps of a sample
surface or plots of the thermal conductivity. While the resolution of SThM is much better
than that of other techniques (for example infrared imaging), the resolution is still limited to
100 nm for typical commercially available setups. A 25 nm spatial resolution was obtained
using thin film technology coupled with electron beam lithography [6]. This seems to be
the realistic limit for the SThM technique under ambient conditions because of the nature
of the tip-sample thermal contact. For more detailed information on SThM we refer the
reader to a recent review article [7].
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1. Experimental setup

An alternative powerful and versatile technique to map local temperature variations of sur-
faces was recently presented [1]. An atomic force microscope, operating with a silicon
cantilever, scans the surface of a current-carrying structure. By examining in detail the
thermal expansion (due to Joule heating) of the structure at a given point (which is propor-
tional to the temperature at that point), it is possible to infer the local temperature. This
technique is called ‘scanning Joule expansion microscopy’(SJEM).The signal to noise level
is considerably improved by working with ac currents and a lock-in detection technique.
The details of our experimental setup can be found elsewhere [2].

The advantage of the SJEM technique is that no complicated miniature thermocouple
fabrication is required. Another advantage is the nature of the temperature detection: SThM
operates because of heat extending into the microfabricated thermocouple. Therefore, the
nature of the thermal contact between tip and sample strongly affects the resolution and the
interpretation of data. On the other hand, SJEM infers the temperature from the thermal
expansion of the sample. In principle, this implies a resolution comparable to that of regular
AFM. The disadvantage is that only conducting structures can be thermally examined with
the SJEM technique.

Our SJEM is based on a commercially availableAFM setup (Park Scientific Instruments
M5 autoprobe), using commercial cantilevers (type PSIUltralever, with a spring constant
of typically 1 to 10 N/m). Measurements were performed in the contact mode, with setpoint
forces of typically 50 nN. Using the relatively stiff cantilevers in the contact mode minimizes
the contribution of electrostatic forces to the expansion signal [2].

(a) (b)

Fig. 1. (a) Topographical AFM image of a 37 nm thick gold line on an oxidized silicon surface
(length 52 micron, width 700 nm). (b) Thermal expansion (i.e. temperature map) of the line
obtained with an alternating current with an amplitude of 21 mA and a frequency of 20 kHz.
Black regions in the expansion map correspond to regions with a small expansion amplitude (lower
temperatures), white regions have a higher expansion signal (higher temperatures).

2. Heat distribution in narrow gold lines

Using electron beam lithography combined with lift-off techniques, narrow gold lines were
fabricated on oxidized silicon wafers. Figure 1(a) shows a typical topographical AFM
picture of a gold structure. An alternating current of 21 mA at 20 kHz causes a thermal
expansion of the gold line at 40 kHz, which is at too high a frequency for theAFM feedback
to react. Therefore, the error signal will contain this high frequency component, which can
be measured with a lock-in amplifier (Stanford Research, SR830). The dc output of the
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Fig. 2. Experimental expansion signal measured along the gold wire, which has been fitted to the
theoretical temperature distribution in the wire.

lock-in amplifier gives the oscillation amplitude of the thermal expansion, and can be plotted
simultaneously with the sample topography. This expansion map is visible in Fig. 1(b).

In order to prove that the measured expansion signal varies indeed proportional to
temperature (and is not, e.g., strongly influenced by electrostatic force interactions between
the cantilever and the sample), the measured expansion profile has been compared to the
theoretical temperature profile in a small gold line (for more details, see reference [2]).
Figure 2 shows the measured expansion signal which has been fitted with the theoretical
temperature profile in the gold line.

3. Applications of SJEM

We have applied our SJEM technique to identify the ‘hot spots’ in copper coils. These
copper coils are to be used for future magneto-optical recording systems, featuring laser-
pulsed magnetic field modulation [8]. The studied copper coil is embedded in an oxide
layer, and has an inner diameter of 90µm.

Figure 3(a) shows an optical micrograph of a copper coil. Within the region marked
by a square, an expansion map was generated. The three-dimensional expansion map is
shown in Fig. 3(b).

Since the material in which the copper coil is embedded also expands, it is difficult to
quantitatively compare the temperature on top of the copper wires to the temperature at the
center of the coil. In the near future, we will try to link the expansion maps of the coils to
thermal maps generated with infrared imaging techniques in order to perform a quantitative

(a)

(b)30 µm

Fig. 3. (a) Light microscopy picture of the copper coil. (b) Thermal expansion map for the square
area indicated in (a).
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temperature calibration, and to check in more detail the applicability of SJEM as a quick
thermal characterization tool.
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Abstract. We investigate resonant tunnelling in GaAs/(AlGa)As double-barrier resonant-tunnel-
ling diodes (RTDs) in which a single layer of InAs self-assembled quantum dots (SAQDs) is
embedded in the centre of the GaAs quantum well. The dots provide a well-defined and controllable
source of disorder in the well and we use resonant tunnelling for studying the effect of disorder on
the electronic properties of the well.

A thin pseudomorphic InAs layer (wetting layer-WL) incorporated in the central plane of
an (AlGa)As/GaAs/(AlGa)As quantum well (QW) leads to a significant lowering of the
energy of the quasi-two dimensional (2D) ground state subband of the QW [1]. Above a
critical wetting layer thickness, self-assembled InAs quantum dots (SAQDs) are formed.
This modifies further the electronic states of the system: firstly, the dots give rise to discrete
zero-dimensional bound states and, secondly, they create a considerable amount of disorder,
which influences the properties of the continuum of wetting layer subband states. The
disorder is a consequence of the fluctuating random potential arising from local strains
and charging of the quantum dots. Within a single-electron picture, it could change the
localisation length of the 2D states.

In this work, we investigate resonant tunnelling in MBE-grown GaAs/(AlGa)As double-
barrier resonant-tunnelling diodes (RTDs) in which a single layer of InAs SAQDs is em-
bedded in the centre of the GaAs QW. These RTDs form a flexible “quantum laboratory” for
investigating a variety of phenomena, including the dynamics of carrier tunnelling, capture
and recombination [1] and the spatial distribution of the probability density of the electron
wave function in the dots [2]. Here we use resonant tunnelling spectroscopy to demon-
strate that the random potential in the well due the presence of dots strongly influences the
electronic properties of the disordered ground state two-dimensional subband in the QW.

Three different structures were investigated: Sampleqd comprised (in the order of
growth) a lightly Si-doped, 300-nm-thick GaAs layer (Nd = 3 · 1018 cm−3); a 50.4-nm-
thick GaAs layer (Nd = 2 · 1018 cm−3); a 50.4-nm-thick undoped GaAs spacer layer; a
8.3-nm-thick Al0.4Ga0.6As barrier layer; a 5.6 nm undoped GaAs layer; a 1.8 monolayer
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Fig. 1. (a) Low bias I–V curve of the sample with only wetting layer. (b) Logarithmic plot of the
current versus voltage dependence of the tunnelling current for the sample with embedded in the
well quantum dots (solid line, left scale). Dotted line shows extra current which appears only at
positive bias.Vb1∗ andVb2∗ are described in the text. Squares show concentration of electrons in
the accumulation layer versus bias (right scale).

(ML) InAs with growth rate 0.13 ML/s to form InAs QD; a 5.6-nm-thick undoped GaAs
layer; a 8.3-nm-thick Al0.4Ga0.6As barrier; a 50.4 nm undoped GaAs; a 50.4-nm-thick
GaAs layer (Nd = 2 · 1018 cm−3); and a 300-nm-thick GaAs layer (Nd = 3 · 1018 cm−3)
cap-layer. Two control samples were also grown. One had only an InAs wetting layer
(samplewl) in place of the QDs and the other had no InAs layer at all.

The presence of the narrow InAs WL modifies the electronic structure of the QW
lowering ground state down bellow the GaAs conduction band edge whereas the excited
QW subbands are relatively uneffected. Simple self-consistent calculations of Schr¨odinger
and Poisson equations show that ground state in the sample with wetting layer only is
located about 50 mV bellow the GaAs conduction band edge and filled with electrons from
contact layers. The ground state is in resonance with 3D electrons in contacts at zero bias.
This is illustrated in Figure 1(a). The resonance feature is observed atVb = 0 and NDC
corresponding to the exit from resonance is around 30 mV. The control sample without the
InAs wetting layer shows resonant tunnelling features in I(V) due to the tunnelling through
the umperturbed ground state in the well at higher bias voltage,Vb = 0.1 V.

For the sample in which the dots are formed (sampleqd), a wetting layer is still present
and the overall effect on the energy spectrum is to add zero- dimensional bound states below
the ground state level. The negative charging of the dots by electrons from the contacts
could only shifts up the ground state relatively to the equilibrium Fermi level in the RTD.
This means that the resonance condition between the 3D electrons in the doped contact
layers and ground state subband remains at zero bias, or shifts to higher bias, depending
on the QD density in the layer. Therefore, for the QD sample, we would also expect to see
a resonant tunnelling feature in I(V) associated with the ground state subband.

In contrast to this expectation, the I–V curve of the sampleqd shows only exponential
increase of the current with bias voltage (Fig. 1(b)). Nevertheless there are two distinct
features in the curve. First, the exponential current onset changes exponent at around
Vb1∗ ≈ 110 mV. Secondly, there is a shoulder in the current bellow 50 mV appeared only
at positive bias (shown by dotted line). We associate the shoulder with tunnelling through
excited states in the quantum dots and will discuss it in detail elsewhere. Here we focus on
the two exponents in the I–V curves.
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Fig. 2. (a) Variation of the tunnelling current with normal magnetic field at 300 mV bias voltage.
(b) Differential conductance of the sample with quantum dots versus bias voltage in different
in-plane magnetic fields.

In order to understand the absence of any resonant current features related to the ground
state in the sampleqd, we need to take into account that the layer of charged dots is a
source of strong potential fluctuations. This leads to a non-uniform broadening of the
ground state level in the well and strong localisation of the corresponding two-dimensional
electron states. Then, if the localisation length of the final states is comparable with the
Fermi wavelength of the electron tunnelling from the emitter, momentum conservation is
destroyed and only energy conservation is important for the tunnelling process. In the
sequential resonant tunnelling model, it is the conservation of the in-plane momentum that
leads to the current peaks and the NDC regions in the I(V) curves [3]. Thus we argue
that the exponential increase of the current at low bias simply reflects tunnelling through
strongly localised two-dimensional states in the well with no momentum conservation.

In tunnelling experiments the exponential I–V dependences arise since the tunnelling
current exponentially depends on the barrier height and/or effective barrier thickness. At
low bias electrons in the 3D contacts tunnel to the states in the well across the complex
barrier involving the spacer layer and the main AlGaAs barrier. At higher bias voltage
above some critical valueVb1∗ when the 2D accumulation layer is formed near the main
barrier only the last one determines tunnel exponent. It is easy to show that for these two
cases we should have different exponents.

Magnetotunnelling data obtained in the field normal to the layers confirm the formation
of the accumulation layer aboveVb1∗ . Figure 2(a) shows variation of tunnel current versus
magnetic field atVb = 300 mV. There are two distinct series of oscillations each periodic
in 1/B. It follows from analysis of the data that low magnetic field oscillations (below 4 T)
are due to the electron concentration variation in the accumulation layer with magnetic
field. Oscillations in a high magnetic field reflect the tunnelling through empty Landau
states in the quantum well. In the field higher then 4 T only ground Landau level in the
accumulation layer emitter is occupied and all tunnelling electrons have approximately the
same energy. Consequently magnetotunnelling spectra measured at constant bias reflects
the variation of the density of state at some fixed energy in the well with magnetic field.
Electron concentration in the accumulation layer versus voltage bias determined from the
low magnetic field oscillations is shown in Fig. 1(b) by squares. The electron concentration
comes to zero just atVb1∗ .
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It should be noted that both sets of magneto-oscillations appear simultaneously at bias
voltageVb2∗ ≈ 140 mV. Below this bias no any oscillations have been resolved in the sam-
ple containing QD. In the wetting layer sample tunnelling through Landau states in the well
was observable at all voltages. If appearance of low field oscillations is as usual related with
formation of the accumulation layer continues along barrier, the appearance of high field
oscillations one should relate with formation of Landau states in the presence of random
potential only above some energyE∗ in the well. This apparent (seeming) threshold be-
tween localised and delocalised states can simply be explained in terms of random potential
screening by electrons in the accumulation layer after its formation. Estimations based on
the theory developed by Davies [4] show that for our structure dispersion of the random
potential in the well is reduced about ten times after the accumulation layer formation.

This model explains also surprising from the first glance appearance of the negative
differential conductance in the I–V curves in magnetic field perpendicular to the tunnel
current (Fig. 2(b)). In common RTDs the resonant peak is shifted to higher biases with in-
plane magnetic field [5]. It happens because Lorentz force change the in plane momentum
of tunnelling electron shifting bias voltage where both momentum and energy conservation
conditons are satisfied to higher value. In in-plane magnetic field in resonance electrons
tunnel to the states with higher energy in the well relative to the case B=0. Since, if there is
threshold energyE∗ in our structure, one could expect appearance of negative differential
conductance region in I–V curves in in-plane magnetic field when electrons start to tunnel
into the states aboveE∗ with momentum and energy conservation.

In conclusion, we have studied details of resonant tunnelling through AlGaAs/GaAs/
AlGaAs double barrier heterostructures (DBHS) with InAs self-assembled quantum dots
embedded in the well region. The I–V curves show only exponential increase of the current
with bias voltage without any features reminding resonant tunnelling through the ground
state in the well, e.g. current peaks or negative differential conductance regions. This
is related with tunnelling through the tails of strongly localised two dimensional states
in the well with only energy conservation. The strong localisation of the states is due to
the random potential originated from local strains in the InAs layer and charging of the
quantum dots. At high enough bias voltage the 2D accumulation layer formed near the
main barrier reduces dispersion of the random potential in the well by screening. As the
result the formation of Landau states above some energyE∗ in the well have been observed.
The tunnelling into the states aboveE∗ with momentum conservation have been also found
in the in-plane magnetic field.
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Abstract. We use magnetotunnelling spectroscopy as a non-invasive probe to produce two-
dimensional spatial images of the probability density of an electron confined in a self-assembled
semiconductor quantum dot. The images reveal clearly the elliptical symmetry of the ground state
and the characteristic lobes of the higher energy states.

Self-assembled quantum dots (QDs) are nanometer-sized clusters, that are formed spon-
taneously in strained semiconductor heterostructures. They can confine the motion of an
electron in all three spatial dimensions [1]. The strong confinement in the QD gives rise
to a set of discrete and narrow electronic energy levels similar to those in atomic physics.
Experimentally, the quantized energy levels of a given potential can be probed using various
spectroscopic techniques. The corresponding wave functions are much more difficult to
measure. We report an experimental study of the spatial distribution of the wavefunction
probability density of electron states in InAs/GaAs self-assembled quantum dots (QDs) by
magnetotunnelling spectroscopy.
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Fig. 1. Schematic conduction band profile under an applied bias of an n-i-n GaAs/(AlGa)As double
barrier resonant tunneling diode incorporating InAs self-assembled quantum dots (QDs).

The InAs QDs are embedded in a n-i-n, resonant tunnelling diode. The samples were
grown by molecular beam epitaxy on a GaAs substrate with the orientation (311)B. Figure 1
shows a schematic energy band diagram for our device under bias voltage. We observe series
of resonant peaks in the low-temperature (T = 1.5 K) current–voltage characteristics, I(V),
of the diode, corresponding to carrier tunnelling into the dot states . Pronounced current
features appear at biases as low bias as 55 mV.They are superimposed on a rising background
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current and cannot be resolved forV > 200 mV. The amplitude of each resonance exhibits a
strong dependence on the intensity ofB, applied parallel to the growth plane. In particular,
with increasingB, the low-voltage resonances decrease steadily in amplitude, whereas the
others have a non-monotonous magnetic field dependence.
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Fig. 2. Dependence ofG on magnetic field forB parallel and antiparallel to [011̄] for the different
QDs states.

Figure 2 shows clearly two characteristic types of magnetic field dependence: type “A”
shows a maximum onG(B) atB = 0 T followed by a steady decay to zero at around 8 T;
type “B” shows a broad maximum at∼ 4.5 T, followed by a gradual decay to zero.

Figure 3(a) shows the I(V) characteristics in an in-plaine magnetic field of 4.5 T. The
first curve (cicles) is forB ‖ [011̄]; the second curve (triangeles) is forB ‖ [2̄33]. We
have also determined angular dependense of the peaks current. The results are plotted
in Fig. 3(b) for the peaks “A ” and “B”. The main effect to be noted from Fig. 4 is the
dependence of the current as a function of the in-plane magnetic field orientation.

We can understand the magnetic field dependence of the features in terms of the effect
of B on a tunnelling electron. In the experiment, carriers tunnel through a barrier into
the dots in the presence of a magnetic field,B, perpendicular to the current,I . If x andz
indicate the directions ofB andI , respectively, then when carriers move from the emitter
into the dot, they acquire an in-plane momentum

�ky = eB�s/� (1)

from the action of the Lorentz force, where�s is the effective distance tunnelled alongz
[2, 3]. This has pronounced effects on the tunnelling process. In particular, the intensity
of the current resonances is modified withB and we relate these variations to the square
of the Fourier transform,|YQD(k)|2, of the electron probability density. TheG(B) plots
provide a means of probing the characteristic form of the wavefunction probability density
of the electron confined in the dot as a function of and hence of the corresponding spatial
coordinate,y. Thus by plottingG(B) for a particular direction ofB we can measure the
dependence of|YQD(k)|2 along thek-direction perpendicular toB. Then, by rotatingB in
the plane(X, Y)and making a series of measurements of I(B) withB set at regular intervals
(�θ ∼ 5◦) of the rotation angleθ , we obtain a full spatial profile of|HQD(kx, ky)|2. This
represents the projection ink-space of the probability density of a given electronic state
confined in the QD.

The model provides a simple explanation of the magnetic field dependence of the reso-
nant current features “A”–“C”. In particular, theforbiddennature of the tunnelling transition
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(b) angular dependense of the peaks current.

associated with “B” (see Fig. 2(b)) atB = 0 T is due to the odd parity of the final state
wavefunction, which corresponds to the first excited state of a QD. The applied magnetic
field (i.e. the Lorentz force) effectively breaks the mirror symmetry atB = 0 and thus
makes the transitionallowed.

Figure 4 shows the spatial form ofG(B) ∼ |HQD(kx, ky)|2, in the plane for the two
representative QD states corresponding to the labelled features in Fig. 2. Thek-values
are estimated from relation (1),�s assuming has nominal value of 63 nm consistent with
the doping profile and composition of the device. The contour plots reveal clearly the
characteristic form of the probability density distribution of a ground state orbital and the
characteristic lobes of the higher energy states of the QD. The electron wavefunctions have
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kY

kY

[233]
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−
−

Fig. 4. Dependence ofG on magnetic field forB parallel and antiparallel to [011̄] for the different
QDs states.



NC.06 213

a biaxial symmetry in the growth plane, with axes corresponding quite closely (within
measurement error of 15◦) to the main crystallographic directionsX− andY− for (311)B-
substrate orientation.

We have shown that magnetotunnelling spectroscopy provides us with a new means of
probing the spatial form of the wavefunctions of electrons confined in zero-dimensional
quantum dots. The technique exploits the effect of the classical Lorentz force on the motion
of a tunnelling electron and can be regarded as the momentumk-space analogue of STM
imaging. The technique is both non-invasive and non-destructive and allows to spatial
probe quantum states that are buried hundreds of nanometers below the surface.
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Abstract. Mixed types I–type II multiple quantum wells structures consist of alternating narrow-
and wide GaAs wells (WW and NW), separated by AlAs barriers. Transfer of electrons from
the narrow- to the wide well results in the formation of two-dimensional electron and hole gases
(2DEG and 2DHG) at the WW and NW, respectively. The present study investigated the influence
of the 2DEG and the 2DHG on the optical properties of the materials. The study utilized two
modulations techniques: double beam photoluminescence and microwave modulated PL, offering
high-resolution spectroscopy, control of the density of the gases and their kinetic energy. The
results showed that the existence of the low density 2DEG in the wide well cause the formation of
trions or plasma-like recombination. In addition, electrons transfer through the barrier leads to a
barrier-NW indirect recombination emission. The latter is influenced by an electrostatic potential
induced by the two-dimensional gases.

1. Introduction

The optical properties of quantum well (QW) structures, containing a two-dimensional
electron and hole gases (2DEG and 2DHG), have a scientific and technological impor-
tance [1, 2]. The influence of those gases are studied in mixed type I–type II quan-
tum wells (MTQW) structure, enabling the control of the electron-density (ne) between
1010−1011 carriers/cm2 by optical pumping [4–7].

The present study utilized MTQW’s structure that is drawn schematically in Fig. 1(a).
This structure consists of a sequence of alternating narrow- and wide GaAs wells, separated
by AlAs barriers [1]. Furthermore, it is designed in such a way that the lowest� state of the
GaAs narrow well (NW) is higher in energy than the lowestX state of the adjacent AlAs
layer, leading to type II alignment. However, the lastX state is energetically higher than
the� state of the wide GaAs well (WW), creating type I alignment. Then, photocreated
electron–hole pairs become spatially separated by a rapid (∼30 ps).� − X − � electron
transfer from the NW to the WW. Conversely, the hole tunneling through the barrier occurs
in the millisecond range, thus leading to a temporary accumulation of the 2DEG in the WW.
The present study describes our attempts to follow the interactions of the 2DEG and 2DHG
with other photogenerated species. The results revealed the existence of the following
events: (a) attachment of an excess electron to an existing exciton in the WW, to form a
negatively charged specie, named a trion [4, 5]; (b) direct recombination of an ensemble of
free electrons with an existing hole within the WW, forming a plasma-like emission band
[5, 7]; (c) indirect recombination between electron in the barrierX state and the 2DHG in
the NW. The present study utilized double beam photoluminescence (PL) and microwave
modulated PL (MMPL) for the study of the aforementioned processes.
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Fig. 1. Schematic energy band diagram of MTQW structure (a), PL spectrum under Ti: sapphire
laser excitation (b), and PL spectra under double beam excitation with modulation of the He-Ne
laser (c).

2. Experiment

A MTQW structure, consisting of 30 periods of alternating, wide (198Å) and narrow (26Å)
GaAs wells, separated by 102Å widthAlAs barriers, have been used in the present research.
The sample was placed in a microwave (mw) resonance cavity (operating at 10.755 GHz),
which by itself was mounted in the liquid-He dewar with a superconductive magnet (up to
3 T). The mw power dissipation within the cavity at 0-dB attenuation was about 55 mW,
however only 2% of it was absorbed by the sample.

The electron–hole pairs in the NW were generated by nearly resonance excitation with
EL1 = 1.96 eV, by a He–Ne laser. The excitons in the WW were generated by nearly
resonance excitation withEWW, by a Ti sapphire (1.62 eV) laser. Accumulation of electrons
in the barrier was formed by excitation with anAr+ (2.41 eV) laser. The single beam, double
beam and mw modulated PL spectra, were all recorded at 1.4 K. In addition, in the double
beam experiment, both lasers impinged on the same spot of the sample.

3. Results and discussion

A representative PL spectrum of the MTQW structure, excited atEL1 = 1.96 eV, is shown
in Fig. 1(b). It consists of exciton (X) and trion (X−) bands, centered at 1.524 eV and
separated by 1.7 meV. A PL spectrum of the MTQW structure, excited atENW, is shown
in Fig. 1(c) (bottom curve). It is dominated by a broad and featureless band, associated
with the recombination between large density of 2DEG (generated withENW) and holes
in the WW. It should be noted that this plasma-like band extends to lower energy than
the corresponding exciton and trion, due to the re-normalization of the conduction band,
occurring at largene [7]. The weak band at 1.515 eV corresponds to a bulk GaAs substrate
and will not be discussed any further.

The double beam PL spectra, recorded at two different excitation powers (EL1 =
1.96 eV andEL2 = 1.62 eV) are shown in the middle and top curves of Fig. 1(c). It
is seen that a modulation ofne leads to difference spectra resolving the exciton (high en-
ergy and positive), trion (negative) and distinct plasma (low energy and positive) bands.
The quenching of the trions population corresponds to their dissociation under intense flux
of ne and their conversion into excitons and plasma species [7].



216 Nanostructure Characterization and Novel Atomic-Scale Probing Techniques

P
L 

in
te

ns
ity

Energy (eV)
1.520 1.525 1.530

Pmw= 0.125 mW

Pmw= 60 µW

(b)

XX−

PTi:sap= 8 mW/cm2

Pmw= 0.25 mW

1.520 1.525 1.530

X

X−

(a)

PL under mw

MMPL

PL
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The evolution of a MMPL spectrum is shown in Fig. 2(a). The bottom curve corresponds
to a conventional PL spectrum, excited atEWW with 8 mW/cm2. A trion band dominates
it, while the exciton emission is hardly resolved at this excitation power. The PL spectrum
recorded under the influence of a mw radiation is shown at the top curve of Fig. 2(a), while
the difference spectrum, labeled as MMPL, is shown in the middle curve. One can see that
mw absorption causes a decrease ofX− with simultaneous increase of theX band. This is
due to the induced collisions between mw-heated 2DEG with the trions that consequently
lead to the dissociation ofX−. An absorption of 60µW of mw power by the sample, still
equalize population of excitons and trions in the WW (Fig. 2(b), bottom curve), however
above this power, most of the trions dissociated and thus, the spectrum is dominated by the
X band (middle and top curve in Fig. 2(b)). It should be noted thatne is relatively small
underEWW excitation and therefore, the plasma band is not pronounced under the MMPL
experimental conditions.

As indicated at the introduction, the electron transfer via the�−X−� cascade of states
results in a pause of 30 ps at the barrier. At this time, electrons make indirect recombination
with the 2DHG in the N. Representative PL spectra of those indirect transitions are shown
in Fig. 3. The spectra contain two groups, each consists of two bands, as labeled in the
figure.

Recording the indirect transitions at various laser excitation powers (Fig. 3(a)) or
strength of an external magnetic field (Fig. 3(b)) showed a minor influence on group II
and pronounced change of group I. Group II was assigned to recombination processes at
interface defects and will not be discussed any further. While group I corresponds to the re-
combination between the barrierXxy (centered 1.752 eV) and theXz (centered at 1.756 eV)
with the 2DHG in the NW. Figure 3 suggests a blue shift of theX state-NW transitions
and increase in their intensity with an increase in the laser or magnetic field strength. Our
calculations [8] show that the blue shift is associated with an electrostatic potential induced
by the 2DHG and 2DEG on both sides of the barrier. The latter leads to a blue shift of the
Xxy and theXz states (when theXxy state exhibit a larger shift due to a smaller effective
mass).

The MMPL spectra of the indirect transitions are shown in Fig. 4(a). Quenching of the
entire spectrum suggests enhancement of the barrier electrons into the WW and reduction of
their lifetime at the barrier, thus reducing the probability of recombination with the 2DHG
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in the NW, as shown schematically in Fig. 4(b).
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Abstract. Stoichiometry and atomic concentration distributions for MBE grown systems of InAs
quantum dots buried in a Si matrix has been studied using Rutherford Backscattering spectroscopy
and Secondary Ion Mass Spectroscopy depth profiling. We have found a significant excess of As
atoms which under elevated temperatures diffuse into the Si matrix despite of a larger ionic radius.
This may affect the band alignment on the QD/matrix interface. Our findings suggest improvements
of the MBE growth process for InAs/Si and similar systems.

Si based devices predominate modern microelectronics. This material can however not
be immediately used for light-emitting devices due to its indirect band gap, which limits
the luminescence efficiency. Several approaches are under development to incorporate
optoelectronics into the widespread Si technology. One of them is to embed semiconductor
nanocrystals having a narrow direct band gap into a Si matrix. Accumulation of the electrons
and holes in the nanocrystals requires a proper band alignment relative to the matrix, which
in many cases is critically influenced by a strain imposed by a lattice mismatch [1]. It
is anticipated, that the luminescence efficiency can be increased, if an atomlike discrete
electronic spectrum is formed by the confining potential in the nanocrystals - quantum dots
(QDs).

Characterization of QD nanocrystals is a challenging task, because they are normally
buried under a capping layer having a thickness of some tens of nanometers. Usually
Transmission Electron Microscopy (TEM) is used, but it is less sensitive to the stoichiom-
etry and atomic concentration distributions, including point defects (e.g. interstitial inclu-
sions). Here we report on studies of these aspects of InAs/Si QD systems using Rutherford
Backscattering Spectroscopy (RBS) and Secondary Ion Mass Spectroscopy (SIMS). The
first method is able to reach buried atomic layers non-destructively and to quantitatively
determine their atomic content.

We report on RBS and SIMS measurements on a system of InAs nanocrystals grown
by MBE in a Si matrix [1]. This system is particularly interesting, because a strain induced
by the lattice mismatch between InAs and Si is presumably crucial for formation of the
band alignment required for the carrier accumulation in the QDs. The obtained results on
stoichiometry and atomic concentrations are helpful for further optimization of the growth
process for these and similar systems.

The InAs/Si samples were grown on highly-oriented Si(100) substrates using an EP1203
(Russia) MBE machine. Thermal desorption of native silicon oxide before growth was
achieved by heating the substrate up to 830◦C-870◦C for 15 min. After that well resolved
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(2×1) or mixed (1×2) and (2×1) surface reconstructions, typical for cleaved Si(100) sur-
faces, were observed. The substrate was then cooled down to the required growth tem-
perature, and deposition of InAs was initiated. The InAs deposition rate was typically
0.1 monolayers (ML) per second. Calibration of the growth rate, the As-to-In flux ratio,
and monitoring of the surface morphology during growth was performed using Reflection
High-Energy Electron Diffraction (RHEED). The as-grown InAs nanocrystals, as revealed
by STM [2], are pyramids with lateral dimensions of∼ 12× 20 nm and a heights of
∼4 nm. They are placed randomly and occupy∼50% of the substrate area. Just after
the InAs deposition, a 10–20 nm thick Si capping layer was grown at the same substrate
temperature. The growth was followed by annealing at 650–700◦C lasting 10 min. Then
an additional 20–40 nm thick Si capping layer was grown at the same temperature. It was
followed by annealing at 700–800◦C for 10 min in order to activate migration of the surface
atoms and smoothen the resulting Si surface. The grown samples were characterized by
photoluminescence (PL) spectroscopy, which revealed spectral peaks originated from the
InAs QDs [3].

The RBS measurements were performed on a few InAs/Si samples with a nominal InAs
layer thickness of 2 and 2.5 monolayers, respectively, and a Si capping layer thickness of
∼15 nm. He+ ions with the energy of 1.5 MeV were used in the primary beam, which
allowed to probe to depths much larger than the thickness of the capping layer. A typical
RBS spectrum is shown in Fig. 1. It is taken for a representative sample containing a
2.5ML thick InAs layer grown at 400◦C, which was capped by a 16 nm thick Si layer
grown at approximately the same temperature and annealed at 780◦C for 10 min. The
spectrum reveals the depth distribution and the amount of material of the different atomic
species. The measured spectra shows well-separated peaks of As and In (see the main
pane of Fig. 1) and a steep increase in the backscattering yield at lower energies due to
the Si matrix (insert). The ratio of the areas below the As and In peaks, weighted with the
corresponding backscattering cross-sections proportional to Z2, directly gives the ratio of
the number of the As to In atoms incorporated.

Backscattering energy (MeV)
1.1 1.2 1.3 1.4

As

In

BS energy (MeV)
0.8 1.0 1.2 1.4lo

g 
(B

S
 y

ie
ld

) 
(a

.u
.) Si
↓

B
ac

ks
ca

tte
rin

g 
yi

el
d 

(a
rb. u

ni
ts

)

Fig. 1. A portion of the RBS spectrum taken on a representative InAs/Si sample, showing the
signals of As and In. The insert shows the entire energy range. The steep increase in backscattering
yield below 0.9 MeV is due to the Si matrix.
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Fig. 2. SIMS depth profiles of115In+ measured by O2+ sputtering and103SiAs+ measured by Cs+

sputtering. In both cases the ion beam energy was 3 keV. The sample is the same as in Fig. 1.
A clear change in the slope of the As profile indicates diffusion of excess As atoms into the Si
substrate.

The In-to-As ratio NAs/NIn was determined within the accuracy of about 1%. Surpris-
ingly, we have found that there was∼5 times more As than In and even more, depending
on the preparation condition. As the nanocrystalline InAs in the QDs have nevertheless the
ideal stoichiometry, as indicated by high-resolution TEM [4], the excess As atoms must be
diluted in the surrounding epitaxially grown Si capping layer and substrate without affect-
ing the properties of the QDs. Apart from possible small excess of As during growth of
the InAs layer, these As atoms were apparently built in during MBE growth of the capping
layers, as the partial pressure of As4 after closing the shutter of the source decreases rather
slowly. Due to elevated temperatures during the growth and annealing steps the As atoms
could then diffuse over the capping layer and even into the substrate.

The elemental depth distributions could also be extracted from the RBS spectra using a
fitting procedure. We however used for this purpose dynamic SIMS depth profiling which
has a higher depth resolution. The area density ofAs and In, evaluated from a fit to the RBS-
spectra, was used to calibrate the SIMS depth profiles in absolute In and As concentrations
allowing thus their direct comparison. The depth scale was calibrated using stylus profiler
measurements of the sputtered crater depths. Typical SIMS-spectra of In and As are shown
in Fig. 2.

The SIMS-profiles within a depth region of∼5 nm from the surface are distorted by
surface effects due to non-stationary sputtering conditions and a layer of native silicon oxide
formed during storage in air. Upon passing of the InAs layer the In and SiAs signals do not
drop abruptly, because a certain amount of sputtered material remains on the surface and
is driven into the surface by knock-on collisions. However, a distinct peculiarity of the As
spectrum is that it decays to larger depths with two different rates. While the background
decay can be explained by the knock-on collisions, the slower decay next to the maximum
indicates diffusion of As atoms into the substrate. This finding is particularly interesting in
view of the As atomic radius being larger than the Si one. It hints to an anomalous diffusion
mechanism of As in Si. This effect, previously neglected, should be taken into account
in the MBE growth. For example, a pause after the InAs growth followed by flashing off
the adsorbed As atoms could be introduced before deposition of the Si capping layer. The
excess As atoms can act as additional dopants in the Si matrix around the QDs and thus
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influence the band alignment.
Summarizing, we have determined the stoichiometry and atomic concentration distri-

butions in the MBE grown samples of InAs QDs buried in a Si matrix using non-destructive
RBS measurements and SIMS depth profiling. A significant excess of As atoms built in
during the growth of the capping layers has been found. Under elevated growth and an-
nealing temperatures the As atoms diffuse into the Si matrix despite of their larger ionic
radius. These findings can help to optimize the MBE growth process for InAs/Si and similar
systems.
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Abstract. Regular systems of Si and Pt nanoclusters have been fabricated in a void sublattice of
artificial opal. To incorporate Si into opal voids the thermal CVD technique is used. The samples
are filled with Pt from a solution of PtCl4 in ethanol to fabricate metal contacts to silicon. STM and
STS are used to investigate the local electronic behavior of Pt-Si nanostructures. It is shown that Si
and Pt are regularly distributed inside the opal voids and form nanoscale metal-semiconductor-metal
junctions.

Introduction

Synthetic opals, which are composed of ordered amorphous SiO2 spheres, have attracted
interest in the past years because of potential applications of these systems in optoelec-
tronics. Some applications relate to the photonic band gap phenomenon [1]. On the other
hand, synthetic opal has a regular sublattice of submicron channels and voids permitting us
to obtain three-dimensional (3D) assemblies of Si nanostructures in opal matrices which
can be used as the basis of objects for microelectronics, e.g., solid state devices with p-n
junctions or Schottky diodes. For the fabrication of opal-based Si solid-state electronic
devices it is necessary to deposit a homogeneous layer on the internal surface of the voids
and to create metallic contacts. Feoktistov et al [2] have formed Pt-Si contacts by coating
the silica spheres with a Pt layer before embedding in Si and demonstrated the possibility
of creating 3D multilayer semiconductor structures (p-n junctions or Schottky barriers) on
the inner surface of the opal voids. These authors [2, 3] obtained 3D cluster systems with
cluster sizes ranging from 1 to 100 nm and a density of elements as high as 1014 cm−3.
In the present work we use scanning tunneling microscopy (STM) and a spatially resolved
scanning tunneling spectroscopy (STS) technique, namely current imaging tunneling spec-
troscopy (CITS) [4], to investigate the local electronic properties of the opal-Pt-Si samples
used in Refs. [2, 3].

1. Experimental details

The opals used in this work consist of SiO2 spheres of about 250-nm-diameter forming
a fcc lattice. The sizes of the octahedral and tetrahedral voids in this lattice are of about
100 and 50 nm, respectively. For the preparation of the opal-Pt-Si samples, the opals were
embedded first with Pt and then with Si following the procedure described in Ref. [2].
The fill factors of Si and Pt evaluated from electron probe microanalysis results were 65%
and 25%, respectively. Transmission electron microscopy (TEM) has shown [2] that on
the surface of the silica spheres different distributions of Pt may result. In some cases,
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Pt particles in the range of several nanometers and in different stages of coalescence are
observed, while it is also possible to obtain a uniform Pt layer of 5–6 nm thickness. In the
samples used in this work the spheres have a discontinuous Pt distribution on their surface.

The samples were observed in the secondary electron mode of a Leica 440 scanning
electron microscope (SEM). The STM used was a small size instrument fixed in the chamber
of the SEM. The main features of this instrument are similar to the one previously described
in [5]. The STM was operated in the constant-current and CITS modes using electrochem-
ically etched or mechanically sharpened Pt-Ir wires as probe tips. CITS provides real space
imaging of surface electronic states by recording I–V curves at fixed tip-sample separa-
tion at every pixel within an image. In addition to the I–V curves, current images can be
formed by plotting the measured current at any voltage. Details of the CITS procedure used
here have been described elsewhere [6]. In order to analyze the I–V data of the different
points of an image, the normalized differential conductance(dI/dV )/(I/V ) spectra were
used. This quantity removes most of the exponential dependence of tunneling current on
tip-sample separation [7] and is proportional to the surface density of states [8, 9].

2. Results and discussion

Figure 1(a) is the STM image, obtained under an applied bias of 0.9 V and 0.3 nA tunneling
current, of the contact region of three spheres. The(dI/dV )/(I/V ) curves recorded on
the free surface of the spheres, like the region marked as 1 in Fig. 1(a), show a conduction
behavior that depends on the point considered (Fig. 1(b), curves 1, 2). Two different kinds
of curves are obtained; one represents a metallic conduction [curve (1)] and is related to
the existence of Pt clusters. The other one, in which a surface band gap of about 1 eV
is observed, indicates the presence of Si [curve (2)]. In the contact region of the spheres
(labeled as 2 in Fig. 1(a)) a more complex behavior has been observed. In addition to
the curves attributed to Pt and Si, other curves reveal the existence of surface band gaps
in the range 0.5–0.8 eV. An example of this behavior is shown in Fig. 1(b), curve 3. We
tentatively explain this result by considering the different species detected in these regions
by TEM [2], where the experimentally measured interplanar distances on high-resolution
images demonstrated the presence of Pt and Si, but interplanar distances which could not
be related to these elements were measured as well. By comparison of the unidentified
interplanar distances with those of Pt-Si compounds, close matchings were observed with
the Pt12Si5 tetragonal phase and the PtSi hexagonal phase. The formation of the Pt12Si5
phase can take place during the thermal treatment of filled opal fabrication at temperatures
at which this phase is formed from Pt deposited on Si wafers [10]. The band gaps in
the range 0.5–0.8 eV, measured by tunneling spectroscopy in the area of contact between
spheres, could be related to the presence of Pt silicides. This suggestion is also supported by
theoretical calculations on the electronic structure of silicides, in which band gaps narrower
than that corresponding to Si were predicted [11].

Another specific feature of the conductance measurements performed in these regions is
the appearance in some of the curves (∼ 20% of the total analyzed) of negative differential
conductance around+2.2V applied bias voltage (Fig. 2(a)). This effect has been previously
reported in tunneling spectroscopy investigations of ultrathin oxide films on Si [12].

The differences in the electronic properties of different regions of the sample, revealed
in the(dI/dV )/(I/V ) curves, are also appreciated in the CITS images. Figure 2(b) shows
a CITS image of an opal sample in which an enhanced contrast at the periphery of the
spheres, related to local conductance variations, can be clearly observed. In those areas
like that marked as 3 in Fig. 1(a) the differential conductance curves show frequently the
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Fig. 2. (a) The(dI/dV )/(I/V ) curve, showing negative differential conductance at about+2.2 V
sample voltage, recorded at the contact region of two spheres of a sample. (b) CITS image acquired
at−1.75 V sample voltage in one of the opals. Gray scale range is 2.9 nA.

same metallic behavior shown in Fig. 1(b) (curve 1). This result agrees with the presence
of bigger Pt particles observed by TEM in these regions.

3. Conclusions

A 3D regular lattice of Pt-Si nanostructures fabricated using an opal matrix has been char-
acterized by STS. The conductance behavior of the structure has been analyzed with high
spatial resolution to determine the presence of Pt and Si in the different regions of the
sample. Using STM and spatially resolved STS technique the local electronic properties of
opal-Pt-Si composites have been investigated. CITS measurements allowed us to study the
I–V behavior and the band gaps in different places of the structure and to observe nanoscale
active semiconductor elements.
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Abstract. A theoretical approach to electrostatic scanning probe microscopy is presented. We
show that a simple perturbation formula, originally derived in the context of scattering theory of
electromagnetic waves, can be used to obtain the capacitance and the electrostatic force between a
metallic tip and an inhomogeneous dielectric sample. For inhomogeneous thin dielectric films, the
scanning probe signal is shown to be proportional to the convolution between an effective surface
profile and a response function of the microscope. This provides a rigorous framework to address
the resolution issue and the inverse problem.

Introduction

Since the development of Scanning Tunneling Microscopy and Atomic Force Microscopy
in the early eighties various techniques of Scanning Probe Microscopy (SPM) have been
proposed [1], based on different local interactions between a sharp tip and the sample
under study. The long range nature of electrostatic interactions makes them specially
suitable to perform noncontact SPM imaging of both conducting and insulating materials.
By applying a voltage between a force microscope tip and a sample, electrostatic force
microscopy (EFM) has been used to study capacitance , surface potential , charge or dopant
distribution, topography and dielectric properties of metallic and insulating surfaces . . . [2].

As in other SPM techniques, the interpretation of the EFM images is not always evi-
dent. Since EFM is a nonlocal technique due to the long range nature of the electrostatic
interaction, the detailed shape and dimensions of the tip must then be taken into account
for a precise calculation of both force and capacitance [3]. Most of the theoretical work on
EFM has been focused on a better understanding of tip shape effects on the electric field,
force and capacitance [4, 5]. Although the influence of the tip shape is now more or less
well understood for flat and homogeneous samples, there is no simple way to directly relate
the electrostatic image with the dielectric and topographic properties of the sample. In this
work, we propose a theoretical approach to electrostatic probe microscopy that represents
a first step to fill this gap [2]. In analogy with previous theoretical work on scanning near-
field optical microscopy (SNOM) [6], we will show that the EFM image is related to both
the topography and dielectric inhomogeneities of the sample through a response function
which describes all the instrument properties. In the important case of imaging of thin
dielectric films deposited on metallic substrates, we show that the force (or capacitance)
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signal closely follows anequivalent surface profile. This equivalent surface profile con-
nects the film topography with the dielectric inhomogeneities, providing a simple physical
picture of the contrast mechanism in EFM.

1. Perturbative approach

We consider a three-dimensional sample with both topographic and dielectric constant
inhomogeneities (see Fig. 1). This sample is a finite layer of profileZ(x, y) = Z(r ||)
and dielectric constantε(r ) on top of a reference sample. For simplicity, we will take
a semiinfinite homogeneous (z > 0) substrate of dielectric constantεs as the reference
sample. Our approach would equally apply to any reference sample surface with known
dielectric response, however.

εref

ε( )r

z R

V z r( )||

rt||

ztrt

Fig. 1. Schematic configuration of an EFM.

Under a constant tip-sample biasV , the electrostatic energy of the reference system
(i.e. in the homogeneous case), is given by:

U0 = 1

2

∫
ε0E02d3r = 1

2
C0V

2 (1)

whereE0 is the electric field andC0 is the capacitance. The electrostatic force (normal to
the sample surface)F0z can be written as the energy gradient:

F0z = − ∂
∂z
U0 = −1

2
V 2 ∂

∂z
C0 (2)

The presence of surface or volume inhomogeneities induces a change in the electrostatic
energy (with respect to the reference sample),

�U = −1

2

∫
V
P · E0d3r (3)

whereE0 is the reference field andP = ε0(ε(r )− 1)E, beingE the total field. In practice,
computing the electrostatic energy (i.e. the force or/and the capacitance) from Eq. 3
requires the knowledge of the total selfconsistent field in the gap region. These are solutions
of a difficult Laplace problem in an open geometry, which can only be solved numerically.
In order to handle this problem we will make use of a simple perturbative approach which
was shown to be useful in scattering from rough surfaces [7].

Following a simple Born-like approach one could replace the total fieldE in Eq. 3 by
the nonperturbed fieldE0. However, this simple approach is known to give wrong results
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in scattering from rough surfaces [7] One way to improve this approximation is to take into
account the discontinuity of the normal component of the field at the boundaries [7]

�U = −1

2
ε0

∫
V0

(ε(r )− 1)

[
E2

0z

ε(r )
+ E2

0||

]
d3r . (4)

The force signal (or the capacitance) is directly obtained from�U through�F = ∂�U/∂zt
(or �C = V 2�U/2). Although, in general, it is only a perturbative result, it is worth
noticing that this equation gives the exact result for a parallel plate capacitor.

2. Equivalent surface profile

In order to get a deeper understanding on the nature of the image contrast, let us consider
a common experimental situation in which a dielectric soft sample is on a substrate with
metallic character (i.e.εs → ∞). In this case, the electric field parallel to the substrate
surface will be close to zero and the main contribution to the signal will come from the
normal electric field. If the dielectric thickness is small compared with a typical field
gradient length scale, i.e.E0z(r t || − r ||, zt − z) ≈ E0z(r t || − r ||, zt ), the energy will take
the simple form of

�U ≈ 1

2
ε0

∫
S′

{
Zeff (r ||) · E2

0z(r t || − r ||, zt )
}
d2r ||, (5)

where

Zeff (r ||) ≡
∫ Z(r ||)

0

ε(r )− 1

ε(r )
dz (6)

is anequivalent surface profileconnecting the dielectric constant variation and the topog-
raphy of the sample. The signal�F = ∂�U/∂zt (or �C = V 2�U/2) will then be a
simple two-dimensional convolution between the equivalent surface profileZeff and the
response function of the microscopeF(r ||) = ∂|E0z(r ||, zt )|2/∂zt . Notice that the actual
image would give information aboutZeff . For a homogeneous sample,Zeff is directly
proportional to the true topographic profile, while for a flat surface it reflects an average of
the dielectric constant along the normal to the surface.

3. Summary

In summary, we have presented a formalism for electrostatic force microscopy based on a
modified first order perturbation theory. We have checked and illustrated our theory with
exact numerical results for a model system. Our model describes how the topographic and
dielectric constant variations of the sample influences the observed image in EFM. This is a
very important point in EFM, were the purely dielectric properties of the sample are of great
interest. In analogy with SNOM imaging, we have introduced the concept of equivalent
surface profile as the physical measured quantity in force microscopy. We believe that the
results in this Letter should find broad applications in the analysis of electrostatic imaging
with scanning probe methods.

Acknowledgment

This work was supported by the french-spanish Integrated Program PICASSO and INTAS
(Project No 97-10528).



NC.10p 229

References

[1] C. J. Chen,Introduction to Scanning Tunneling Microscopy(Oxford University Press, Oxford,
1993);
R. Wiesendanger,Scanning Probe Microscopy and Spectroscopy: Methods and Applications
(Cambridge Univ. Press, Cambridge, 1994);
Scanning Tunneling Microscopy and Scanning Force Microscopy of Biological Samples,
O. Marti and M. Amrein, eds (Academic Press, New York, 1993).
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Abstract. We analyze strain induced effects on the capacitance-voltage (C–V) profile for MBE
grown GaAs/In0.1Ga0.9As/GaAs HFET structure. The calculations of C–V profile were made
using a small-signal approach developed for the quantum well (QW) structures. The self-consistent
numerical simulations and results of measurements show that strain causes significant changes in
the electron distribution of the QW structure and its C–V profile.

1. Introduction

Capacitance-voltage (C–V) profiling is on of the methods for the investigation and design
of heterostructures quantum-well (QW) electronic and optoelectronic devices [1–5]. This
technique is used for determining band offsets at the heterointerface. In the case of the
psedomorphic structures, in particular, the GaAs/In0.1Ga0.9As/GaAs system, with suffi-
ciently thin central layer the lattice constant mismatch is accommodated by internal strains
rather than by formation of misfit dislocations. The strains lead to two consequences: the
shifts of the conduction and valence bands in the well for the structures grown in [100]
direction [6] and the built-in piezoelectric field for the structures grown in [111] direction
[7]. However, with the exception of the Ref. [2], the calculations of band offsets from
C–V experimental data were made without the strain effect. At the same time, the strain is
sufficient large and produces the important changes in interband optical transitions [6]. The
purpose of this work is to study the strain effect in GaAs/In0.1Ga0.9As/GaAs quantum-
well HFET structure using the self-consistent numerical simulations and to compare the
theoretical results with the measured C–V profile. The new simulation technique of the
C–V characteristics for QW structures based on the small-signal approach [8] is developed.

2. Experiment

Experimental sample was grown by molecular beam epitaxy using a Riber32P system.
Undoped GaAs layer with thickness 0.5 mm was used as a buffer. The conductive channel
consists of n-GaAs (10 nm) followed by n-InGaAs (25 nm) and n-GaAs (75 nm) layers.
Structure was capped by n-GaAs contact layer. The channel composition was optimized to
obtain high linearity of the static and dynamic HFET characteristics. The process sequence
for device fabrication is listed bellow:
1. Source and drain AuGa/Ni/Au contacts formation;
2. Device isolation by mesa etching and following proton implantation;
3. Gate electrode formation (E-beam lithography, gate recess and Ti/Pt/Au metallization);
4. Device passivation and contact pads metallization.
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C–V profile for Schottky diode test structures (100 mm in diameter) was obtained from
capacitance-voltage measurements at 1 MHz.

3. Theoretical model

The C–V (or apparent) profileNap (W) is given as usual by:

Nap = − C3(V )

eε(dC/dV )
,W(V ) = ε

C(V )
, (1)

wheree is the electron charge,ε is the semiconductor permittivity, andV is the reverse
bias voltage applied to the Schottky barrier. CapacitanceC(V ) can be calculated as [8]:

C(V ) = ε

W(V )
= ε
(∫ L

0 z�n(z, V )dz∫ L
0 �n(z, V )dz

)−1

= ε
(∫ L

0
zρ(z, V )dz

)−1

, (2)

wherez is the space coordinate,L is the total structure thickness, and�n(z, V ) is the
perturbation of electron concentration due to the small voltage variation�V, ρ is the dis-
tribution function for the perturbed space charge density. Usually the perturbation�n(z, V )

is calculated as the difference beetwen two static statesn(z, V +�V ) andn(z, V ) [3, 4].
Such approach demands the high accuracy and, consequently, the considerable computer
resources. Recently we reported about very effective simulation technique of the barrier
capacitance for the classical structures based on the small-signal approximation [8]. Now
we applied this technique to the QW structure. In this case the electron concentration
distributionn(z, V ) must be determined as the sum of the 3D and 2D concentrations, this
later is obtained by following expression:

n2D(z, V ) =
m∑
i=1

|Hi(z, V )|2 ni(V ) , (3)

wherem is number of bound states in QW,ni is the electron occupation of state with
eigenenergyEi and wavefunctionHi . The static 2D electron distribution is determined
from the Schr¨odinger’s equation. The HamiltonianH in the effective-mass approximation
for the conduction band can be written as [2]:

H = − �
2

2a(z)

d

dz

a2(z)

m(z)

d

dz

1

a(z)
+ Vef (z) , (4)

werea(z) andm(z) are the position-dependent lattice constant and effective mass. The
effective potential energyVef includes four terms:

Vef (z) = Ec(z)+ 2ac

(
1− C12

C11

)
εxx + eU(z)+ Vxc(z), (5)

wereEc(z) is the conduction-band-edge energy,ac is the hydrostatic deformation potential,
C11 andC12 are the elastic stiffness constants,εxx = εyy is the strain in the plane of the
epitaxial growth [001],Vxc(z) is the exchange-correlation energy. The Hartree electrostatic
potentialU(z) is determined using the one-dimensional Boltzmann–Poisson equation. So,
the calculation of the static electron distribution includes the quantum effects. After this,
the barrier capacitance and apparent profile are simulated in the classical small-signal
approximation [8]. The comparison of such “semi-classical” technique with the usual
quasistatic approach gives that capacitance error is bellow 0.2%.
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4. Results and discussion

In Fig.1 are presented the simulated 3D and 3D+2D electron distributions at the reverse
biasV = 0 V. One cane see that the quantum effect changes the electron profile in the QW
of HFET.
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Fig. 1. Conduction-band-edge energy, lowest three sub-bands and electron distributions in QW.

Next Fig. 2 shows the results of C–V profiling and simulated apparent profiles for three
cases: (i) unstrained QW; (ii) strained QW, the static electron distributions are calculated
in classical approach; (iii) strained QW, the self-consistent simulation of the static electron
distributions. On can conclude that strain effect makes the considerable influence to the
apparent profile by the shift of conduction-band-edge energy in the QW. At the same
time, the inclusion of the size effects produces the lesser influence for the given structure.
The some discrepancy between the right slope of the simulated apparent profile and the
experimental data cane be explicated by the effects of the edge capacitance and increasing
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Fig. 3. Extracted mole fraction and doping profiles.

of the channel resistance. The extracted mole fraction and doping profiles are presented in
Fig. 3.

The obtained thicknesses of the first GaAs n-layer is 48.5 nm and the second n-layer
is 9 nm, the thickness of the QW is 24 nm. The doping level of the GaAs n-layers is
5.6 · 1017 cm−3. This results demonstrate the validity of the proposed “semi-classical”
small-signal technique for the C–V profiling simulation of the real QW structures including
strain effects.
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Abstract. The results of systematic study of polarized electron emission from unstrained GaAs
thin epitaxial layers with varying thickness are presented. Excitation spectra of the polarized pho-
toemission reflect the optical spin orientation of the electrons produced by the circularly polarized
light excitation and spin relaxation kinetics. The interpretation of the spectra and their temperature
dependencies shows the importance of valence band wrapping and correlation between the spin
and the momentum of an electron. For thin overlayers the residual polarization losses occur in the
band-bending region.

Optical spin orientation in GaAs in known to give information on the spin relaxation mech-
anisms and the electron kinetics. With the aim to clarify the mechanisms of photoelectron
polarization losses, we have performed a set of the polarized electron emission experiments
with unstrained GaAs epitaxial thin films.

The GaAs overlayers with the thickness 70, 100, 150, 500, 1000 and 1500 nm were
MBE-grown at the top of n-doped GaAs wafer. An advantage of n-doped GaAs wafer is
the elimination of the back scattering of photoexcited electrons from the overlayer/wafer
interface, which leads to the lowering of an effective lifetime of electrons prior the emission.
At the same time the study of electron emission from the overlayers with various thickness
allowed us to investigate the emission of electrons as a function of the electron extraction
time from the GaAs film.

In the modulation doped GaAs overlayers the main part of a layer was low p-doped
(5× 1017 cm−3), which should help to suppress Bir–Aronov–Pikus (BAP) spin relaxation
mechanism, while the top 10 nm were heavily p-doped (5× 1019 cm−3) with the aim to
achieve high quantum yield at the NEA surface. The working GaAs overlayer was capped
with As to prevent the layer pollution by the air. With the aim to study temperature depen-
dence of electron spin dynamics, the electron polarization and yield spectral dependencies
were measured at the temperatures 300 and 130 K for freshly activated samples and in the
course of the photocathode surface degradation.

All measurements have been performed at the computer-controlled set-up [2] at the
residual pressure 1−2×10−10Torr, circularly polarized light monochromaticity being equal
�λ = 2 nm. Thermal cleaning procedure (at the pressure not exceeding 3−5×10−9 Torr)
consisted of the sample heating with gradual increase of temperature up to 560–580 degrees
centigrade, one hour exposition at 560–580 degrees centigrade and than cooling for one hour
till room temperature. NEA has been achieved by cesium and oxygen deposition. During
the course of experiments Mini–Mott detector was calibrated both with the energy — loss
extrapolation procedure [3] and with GaAs/AlGaAs derivative standard for polarimeter
calibration [4].
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Fig. 1. Electron spin polarization (circles) and quantum yield (crosses) as a function of excitation
energy for the GaAs unstrained sample (overlayer thickness 100 nm) at room temperature (a) and
maximum polarization values at various GaAs overlayer thickness for freshly activated cathodes
(b). Solid line and circles — room temperature; dash line and crosses —T = 130 K.

Figure 1(a) shows the electron spin polarizationP(hν) and quantum yieldY (hν) as
a function of excitation energy for the GaAs unstrained sample with overlayer thickness
100 nm at room temperature. The typical features ofP(hν) andY (hν) curves are clearly
seen, i.e. high spin polarizationP near the photothreshold, then rather wide plateau,
followed by decreasing ofP when hν is close toEg + �, where spin-orbit splitting
� = 0.3 eV. The maximum value ofP is about 46% for 100 nm films.

In general, the polarization of the optically oriented electrons can be lost [1]:
(i) at the electrons creation under circular light excitation; (ii) during the thermalisation;

(iii) in course of electrons transport to the band-bending region (BBR); (iv) in the BBR;
(v) during the escape to vacuum through the NEA surface barrier. The processes at different
stages of the photoemission have strongly different time scales, and are essentially inde-
pendent, so that the polarizationP of the emitted electrons can be expressed as a product
of the factors reflecting each step of the emission process [6],

P(hν) = P0(hν)RthRtrRBBRRemi, (1)

whereP0(hν) is the electron polarization in the conduction band at the excitation moment,
the factorsRth,Rtr,RBBR, andRemi describe spin relaxation during each of the subsequent
stages of emission as listed above.

The wide plateau is a sequence of a suppression of the BAP spin relaxation mechanism
due to low doping at the main part of the GaAs overlayer. It also a manifest of negligible
polarization losses at the step (ii) of the photoemission.

The dependence of the polarization in the polarization maximum on the layer thickness
d is presented in Fig. 1(b). As it is evident from Fig. 1(b), the maximum polarization value
grows upon the reduction of GaAs overlayer thickness and for the most thin overlayer
practically reaches 50%, which is the theoretical maximum value ofPmax in equilibrium.
This dependence can be used to evaluate the polarization losses in the step (iii) and to
estimate the spin relaxation time in the layer.

At the small layer thicknessd ! l (l is the diffusion length) the corresponding depo-
larization factor can be written as

Rtr = τs

τesc+ τs , (2)
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Fig. 2. Polarization (circles and squares) and Quantum Yield (crosses) evolution upon the degra-
dation of the GaAs sample surface atT = 130 K for the near-threshold (open circles) excitation
(� = hν Eg = 15 meV) and excitation at 190 meV above the energy gap (solid squares).

whereτs is the spin relaxation time in the active layer. The escape time from the active
layer equalsτesc= d/S, S being the surface recombination velocity. The comparison with
the experiment gives the estimate for the spin relaxation timeτs ≈ 50 ps in line with the
luminescence data, while the temperature dependence is found to be slower than that for
the D’yakonov and Perel’ (DP) mechanism.

One can see that at the thickness less than 400 nmPmax(300 K) > Pmax (130 K). This
observation can be explained by more effective spin relaxation in BBR at 130 K, since at low
temperature the BBR quantum well is deeper, than atT = 300 K [5] and DP mechanism
becomes more effective at the step (iv) [6].

At the thicknessd more than 400 nm the value ofPmax for cool cathode exceeds one at
room temperature. This feature is typical as well for the bulk cathodes and is explained by
faster spin relaxation in the working layer (in the step (iii)) prior the emission into vacuum.

Data of Fig. 1(b) were obtained for freshly activated cathodes, i.e.P(hν) andY (hν)
curves were measured just after activation of NEA surface. The increase of the work
function, which occurs upon the degradation of the sample surface, leads to the cut-off
the photoelectrons which are captured in the BBR and thermalised at the bottom of the
conduction band.

Hence, the only “hot” electrons, which have not yet undergo spin relaxation due to steps
(ii)–(iv), can escape into vacuum. This experiment enables us to evaluate the polarization
losses in these steps. Figure 2 shows that in the case of photoexcitation at about 200 meV
above the photo-threshold polarization is growing up upon the surface degradation, which
is explained by the higher polarization of hot electrons. The GaAs valence band wrapping
effect and the relationship between the spin and the momentum of an electron just after
excitation can lead to the electron polarization of up to 67% [7]. It was first time illustrated
by Mirlin [7], who measured the hot photoluminescence circular polarization of up to
35%. High polarization was achieved with specially designed and modified GaAs sample.
Valence band wrapping and the relationship between the spin and the momentum of an
electron are essential for high-polarization photoemission. High polarization obseved in
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this case suggests that for thin overlayers the residual depolarization occurs due to spin
relaxation in the band bending region.

The presented analysis of the polarization losses in the photoemission processes in the
unstrained GaAs thin layers shows the perspectives for the polarization increase in the
highly polarized electron sources based on the strained GaAs layer and the short-period
semiconductor superlattices [1]. Since the losses in BBR and in the emission in vacuum
are not enhanced for these cases the limiting factors are found to be associated with the
polarization losses in the excitation and in the electron extraction in BBR.
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Abstract. We present an infra-red (IR) reflectivity and Raman study of InxGa1−xAs1−yNy (x = 0
and∼0.08,y ∼ 0.03) alloys grown by molecular beam epitaxy. We observed: — strong diagonal
Raman components of GaAs-type phonons, indicating a local trigonal distortion of the alloy lattice
induced by nitrogen ordering; — indium induced splitting of the Ga-N type vibration, indicating
a formation of different local nitrogen atomic arrangements; — a sharp (halfwidth∼1 cm−1) IR
mode at 360 cm−1, of unknown origin.

Introduction

The InGaAsN alloys have recently attracted considerable attention as promising materials
for laser diodes in the 1.3–1.5µm range as well as more efficient solar cells. These
applications exploit the unusual electronic property — a “giant bowing”, which arises from
the large elecrtonegativity and very small ion radii of the nitrogen [1, 2], together with the
possibility of perfect lattice matching to GaAs substrates. Up to now little is known about
the micro/nanostructure, i.e. possible atomic ordering and phase separation, of these alloys,
which can dramatically alter their electronic and transport properties important for device
applications. In our previous paper [3] using Raman spectra we revealed local trigonal
distortion of coherently strained GaAs1−xNx (x ∼ 0.02) alloys, indicating the existence of
[111] GaAs/GaN ordering. In present paper using Raman and IR vibrational spectroscopy
we study of the properties of N incorporation into InGaAsN alloys lattice matched to GaAs.

1. Experiment

Coherently strained GaAs1−yNy and lattice matched InxGa1−xAs1−yNy (x ∼ 0.08, y ∼
0.03) layers with thickness∼0.2µm were grown by solid source MBE on (001) semi-
insulating GaAs substrates at temperature 450◦C. An RF-plasma source was used to gen-
erate atomic nitrogen from N2. The composition was determined by calibration growths
of GaAsN and InGaAs along with x-ray diffraction. The layers have strong photolumines-
cence at room temperature at 1.05–1.15 eV.

We also used MOCVD grown reference samples of InxGa1−xAs (x ∼ 0.1) and
GaAs1−yNy (y ∼ 0.03) studied by us previously in [3].

Polarized room temperature IR spectra were taken at oblique incidence (45◦) with a
Bruker IFS-66V spectrometer.

The Raman spectra (RS) were measured in the backscattering geometry using a double
monochromator DFS-52 and excited with a 488 nmAr+-ion laser at room temperature. The
xy andxx (where thex ‖ [100] andy ‖ [010]) components of RS excited from the (001)
growth plane were analyzed. According to Raman selection rules of zinc blende structure
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only optical phonons with longitudinal (LO) polarization are allowed inxy configuration,
while all optical modes are forbidden in thexx one.

2. Results and discussion

The results of our IR and Raman measurements are presented in Figs. 1–4. As can be seen
from Fig. 1, the IR spectra of In0.07Ga0.93As0.97N0.03 alloys have a main intense restrahl
band 270–290 cm−1 due to the GaAs-type phonons, a very sharp peak A at 360 cm−1, and
several weak bands in the range 400–550 cm−1, corresponding to second order spectra of
GaAs-type. The Ga-N type phonon TO2 also observed at 470 cm−1.
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Fig. 1. Polarized (s — solid, p —- dashed curves) IR reflection spectra of In0.07Ga0.93As0.97N0.03

alloys.

The A peak has unusually small halfwidth 1.5 cm−1, which is much smaller then the
typical phonon damping parameter of binary III–V compounds (∼3 cm−1). We observed
this IR peak in all GaAsN and InGaAsN layers grown by MBE, but it was absent in the IR
spectra of the MOCVD grown GaAsN layers. On the other hand, our Raman measurements
did not reveal any band at 360 cm−1, what makes the origin of this peak at the moment
unclear.
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In the IR spectra we observed the GaN-type vibration (TO2) in both InGaAsN and GaAsN,
as can be seen from Fig. 2, where we compare the spectra of three InxGa1−xAs1−yNy
(x ∼ 0.08,y ∼ 0.03) and one GaAs1−yNy (y ∼ 0.035) layers with the spectra of GaAs.
It can bee seen that in InGaAsN the TO2 band is much broader. It reveals a fine structure
consisting of a low — TO2b and a high — TO2a frequency shoulder split by∼15 cm−1

from the central TO2 peak. The splitting clearly indicates that there are three different
local atomic arrangements of nitrogen in the lattice of InGaAsN, which is induced by the
presence of indium.

In the Raman spectra the Ga-N type mode was observed only in GaAsN (see Fig. 3).
As in our previous study [3] it appears in both zinc blende allowed —xy and forbidden —
xx configurations, which is due to a strong local trigonal distortion of the GaAsN lattice
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Fig. 4. xy (left) andxx (right) Raman components of GaAs-type modes of GaAs (1), In0.14Ga0.86As
(2), In0.07Ga0.93As0.02N0.98 (3) and GaAs0.965N0.035 (4) alloys.
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caused by the bond relaxation and ordering of GaN3As microclusters ( [111] GaN/GaAs
ordering).

While we did not detect the GaN-type mode in InGaAsN we did get evidence that the
GaN3As microcluster ordering is preserved in the presence of In. This is seen in Fig. 4,
where the strong enhancement (compared with GaAs and InGaAs) of the forbiddenxx

scattering of the GaAs-type TO1 phonon is observed for both GaAsN and InGaAsN.
The appearance of the strong zinc blende forbidden Raman components, indicating

[111] GaN/GaAs ordering, is an anomalous property of InGaAsN, which was not observed
in conventional III–V alloys. The results presented show that it does not depend on the
macroscopic strain due to lattice mismatch between epi layer and substrate. The driving
force for the ordering can be strong local strains (bond relaxation) caused by the small
nitrogen radii.
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GaAs films grown by molecular beam epitaxy (MBE) at low temperature (LT GaAs) have
attracted much attention due to high electrical resistivity and short carrier lifetime. Distinc-
tive feature of this material is a large quantity of As antisites (AsGa). The arsenic excess
can be varied in a wide range by the growth temperature and As/Ga flux ratio, and also
enhanced by isovalent indium impurity doping or reduced by doping with Be acceptors and
Si donors. Upon annealing, the excess As segregates in clusters, size and concentration
of which can be varied by annealing conditions. It should be noted that formation of As
clusters does not deteriorate the crystallinity of the LT GaAs matrices either undoped or
doped with In, Be, or Si [1–3].

In this paper we employ high resolution x-ray diffractometry (HRXRD) and transmis-
sion electron microscopy (TEM) to study structural transformations in LT GaAs films doped
with isovalent Sb impurity.

The LT GaAs film doped with Sb (∼ 1 at.%) as well as conventional (Sb-free) sample
were grown by MBE at (200◦C) on 2-inch GaAs(001) substrates. Both samples were
divided into ten parts, one of which was kept as grown, the others were annealed in the
MBE setup under arsenic overpressure at 500–880◦C.

The HRXRD measurements of as-grown conventional LT GaAs showed lattice mis-
match between the layer and substrate to be as high as�a/a = 8.4 · 10−4. This value was
in excellent agreement with AsGa concentration of 7· 1019 cm−3, witch was determined
from the near-infra-red optical absorption study using Martin’s calibration [4 ,5]. Multiple
interference fringes at the x-ray rocking curve proved a high crystalline quality of the film.
Reduced�a/a values were measured after anneals. That was the signature of transforma-
tion of As antisite defects to nanoscale As clusters. After anneal at 600◦C,�a/a was close
to zero. A system of nanoscale As clusters built in crystalline dislocation-free GaAs matrix
was observed in the annealed samples by TEM.

The HRXRD measurements of as-grown Sb-doped LT GaAs showed multiple interfer-
ence fringes and evidenced high crystalline quality of the film that was characterized by
�a/a = 3.6 · 10−3. After anneals at the temperatures of 500–700◦C, the lattice mismatch
decreased to 2· 10−3. The relaxation was much higher than what could be expected for
the antisite defect concentration determined from optical measurements. We suggest that
such a strong relaxation could be due to segregation of isovalent Sb impurity into the As
clusters.

Another structural transformation was detected by HRXRD when the Sb-doped samples
were annealed at the temperature higher than 700◦C. It manifested itself by a strong broad-
ening of the diffraction maximum related to the LT GaAs:Sb layer. The TEM study showed
that the high temperature anneals result in formation of dislocation loops attached to the
big As clusters. Thus, a new phenomenon was found, which originates from Sb doping of
LT GaAs films. We may suggest that the break of crystallinity is due to incorporation of
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Sb in As clusters, so that big clusters induce fairly strong strains in the surrounding matrix.
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Direct observation of two-level electronic emission from QDs InAs/GaAs
by means of C–V and admittance spectroscopy

V. I. Zubkovand A. V. Solomonov
St Petersburg State Electrotechnical University, 197376 St Petersburg, Russia

Abstract. The emission of electrons from ground and first excited energy levels of InAs self-
organized quantum dots grown by MOCVD has been registered by means of steady-state capac-
itance vs. voltage technique and admittance spectroscopy. We found a fine structure of carrier
concentration profile in the area of QDs. The dependence of activation energy of the levels in the
QDs on applied bias also has been obtained.

Introduction

There has been considerable interest at present in studying of electronic properties of quan-
tum dot (QD) heterostructures InAs/GaAs, suitable for fabricating laser diodes emitting at
1.3µm [1, 2]. Optical methods (PL, PLE) have been commonly used for getting informa-
tion about the optical transients between energy levels inside the quantum dots [1, 3], but
these methods do involves both electron and hole subsystems, so one can not obtain the
absolute values of quantized energy levels.

Capacitance spectroscopy (and admittance spectroscopy as its modification) makes it
possible to test separately either electron or hole emission mechanism, as well as the
precise obtaining of concentration, geometric parameters and energy band discontinuities
have became possible. In this work we present the results of admittance and capacitance
measurements of p-n- heterostructures InAs/GaAs with self-organized quantum dots, which
directly indicate the emission from ground and first excited electron levels.

Experimental results and discussion

The structures were grown by MOCVD (metal-organic chemical vapor deposition) on
highly n+-doped GaAs substrate, followed by Si-doped buffer layer. The array of quantum
dots consisted of three sheets of vertically coupled InAs QDs was spaced with 2.8-nm
undoped GaAs layers. The structures were capped with 448-nm GaAs layer, and then
650-nm thick p-GaAs layer was deposited to create p-n junction (Fig. 1). Details of growth
and device fabrication see in Ref. [4].

The measurements were performed using HP4284A RLC meter in the range of frequen-
cies 1 kHz. . . 1 MHz andtemperatures 10–300 K. The amplitude of measuring signal was
10 or 50 mV.

The C–V-characteristics of the sample have an inherent for quantum wells and QDs
plateau in the range of reverse biases−1.0÷ − 3.0 V (Fig. 2). The width of the plateau
increases permanently when the temperature goes down to 10 K.

This behavior indicates the growth of electron charge inside the QDs with temperature
lowering due to enhancement of energy barriers. We didn’t observe the suppressing of the
plateau for temperatures below 80 K, as was reported in [3, 5] for Shottky barriers with
InAs quantum dots, but grown by molecular beam epitaxy (MBE).
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Fig. 1. Layer sequence of p-n structure with self-organized InAs quantum dots [4].
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Fig. 4. Dependence of “apparent” activation energy of ground (L1) and first excited (L2) levels in
the QD on reverse bias.

After ending the plateau (approximately at|U | > 2.2 V) a step in C–V characteristics
was observed. This step corresponds to the strong energy bands bending in applied electric
field when the conditions for thermionic emission of electrons from the QDs fulfill. It
may be registered with the help of admittance spectroscopy. The spectra of admittance
spectroscopy have been measured at frequencies from 1 kHz up to 1 MHz. We detected
the QDs response in the range of reverse biases−2.2 . . . − 3.7 V. A set of spectra for
different applied biases is shown in Fig. 3. At high electric fields (|U | > 3 V) there was
a single peak in admittance spectra. It’s amplitude and temperature maximum had strong
dependencies on frequency and bias. With reducing of reverse bias a second, additional,
peak was appeared at the low temperature side of the spectra, which, in turn, had his own
frequency and bias behaviors. We attribute these peaks to the emission of carriers from the
ground and first excited levels in the QD. AtU = −2.7 V the two peaks are about equal to
each other.

Determined from Arrenius plot the “apparent” ionization energy of the levels L1 and
L2 depended considerably onUrev (Fig. 4). The energy of L1 level changed 3 times.
This phenomenon is well known for DLTS and admittance measurements of structures
with quantum wells and quantum dots. The reason of it is the changing of the electrostatic
potential at different applied biases and following modification of electron energy spectrum
inside the QD.

The second reason, as was pointed by D.V. Lang [6], may be the competing mechanisms
of thermal activation and thermally independent tunneling from the level. Actually the
tunneling mechanism dominated in DLTS spectra of the same samples at low temperatures
in Ref. [4, 7].

When calculating the apparent concentration profilen = f (w) using conventional
differentiation of C–V characteristics we found a fine structure of concentration peak in
vicinity of the QDs layer, Fig. 5(a). (The plots were built in coordinatesn − U , which is
more convenient in this case due to nonlinear dependencew = f (U)). The fine structure
was detected only at low frequencies in the range of temperatures 40–80 K (In contrast see
Fig. 5(b), where no fine structure is observed). We guess this fine structure was created
by the symmetrical and asymmetrical wave functions of the ground (L1) and first excited
(L2) energy levels of electrons in the QD. This suggestion is in agreement with the results
of admittance spectroscopy.
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Fig. 5. N-U characteristics of the structure with the QDs at different frequencies.T = 45 K.

There also noticed another small peak (positioned atU = −2.8 V) in the low frequency
concentration profile (Fig. 5(a)). One may explain its origin following [5] as due to mod-
ulation by testing AC signal the charge at the edge of the space charge region far from the
QDs location.
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Theory of magnetophonon resonance in quantum wells.
Tilted magnetic field
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Abstract. We develope a theory of magnetophonon resonance (MPR) in quantum wells in a tilted
magnetic field. We explain the existence of two peaks of MPR in its angular dependence that may
be very sharp. A relation between the MPR amplitude in the perpendicular magnetic field and
its θ -dependence in a tilted field is discussed. We come to conclusion that theθ -dependence of
MPR can give valuable information concerning the optic phonon damping and the electron-phonon
interaction in quantum wells.

Magnetophonon resonance (MPR) is the firstinternal resonance in solids that has been
predicted theoretically and subsequently observed experimentally (see the review paper [1]).
The resonant condition is met every time when the limiting frequency of an optical phonon
equals the cyclotron frequency of an electron,ωB = eB/mc, times some small integer,N .
Since its theoretical prediction and subsequent experimental discovery MPR has become a
powerful tool to investigate the electron spectra in semiconductors. The magnetophonon
resonance in quantum wells has been investigated since the pioneering paper by Tsuiet
al.. The most detailed experimental investigation of the phenomenon has been done by
Nicholas with co-workers (see the review paper [2] and the references therein).

There are two main groups of such experiments. The first group deals with the MPR in
the perpendicular (to the plane of 2DEG) magnetic field. The main features of this case are
(i) the fact that the resonance is determined by the transverse optic frequencyωt (rather than
the longitudinal frequencyωl) and (ii ) a rather narrow interval of electron concentrations
where the MPR is observable. The second group concerns with the experiments in magnetic
field tilted at an angleθ to the perpendicular. For small values ofθ the MPR is determined
by ωt . For slightly larger values its amplitude sharply goes down within a narrow angular
interval of the order of 10◦. For even bigger values ofθ there is another maximum, this
time determined byωl [2].

In our paper [3] we give interpretation of the first group of experiments. Here we offer
interpretation of the second group and show that the angular and concentration dependencies
of the MPR amplitudes are deeply interrelated.

We assume that the well is so narrow that only one electron band of spatial quantization
is filled. The magnetic fieldB is assumed to be in the(y, z)-plane, thez-axis being
perpendicular to the 2DEG, while the external electric field is oriented along they-axis.

We choose the following gauge for the vector potentialA = (−By cosθ+Bz sinθ,0,0)
and assume a parabolic confining potentialmω2

0z
2/2 wherem is the effective mass. It is

also assumed that�ω0 � � , kBT (where = eB/mc while T is the temperature). This
assumption permits to consider only the lowest miniband. This means that our problem
differs from that in perpendicular magnetic field by replacementB → B cosθ .
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Using the method developed by Kuboet al. and applying the method of Ref. [3] one
can get for the conductance averaged over cross section of the sample

σxx = 1

2kBT

( c

B cosθ

)2
∞∫

−∞

dω

2π

∫
d2q

(2π)2

∫
dz

∫
dz′

q2
yN(ω)

1− exp(−�ω/kBT )

× [DR(q,−ω)− DA(q,−ω)][\R(q, ω; z′, z)−\A(q, ω; z′, z)]. (1)

HereDR,A is the full polarization optic phonon propagator while\R,A is the electron
polarization operator.

\
(2)
R = −2ns exp

[
− (qaB)

2 cothα

2 cosθ

] ∞∑
N=−∞

sinhNα
ω −N cosθ + iδ IN

(
q2a2

B

2 cosθ sinhα

)
.

(2)
HereIN is the modified Bessel function,α = � cosθ/2kBT , a2

B = c�/eB, ns is the 2D

electron concentration. The polarization operator of Eq. (1) differs from\(2)R by the factor
ψ(z)ψ(z′) due to the electron propagation along thez-axis. Hereψ(z) is the wave function
of the lowest level of the transverse quantization.

The zeroth-order phonon propagator (including the Fr¨olich electron-phonon interaction)
is

D
(0)
R (ω,q) =

4πe2

q2ε(ω + i�)
, ε(ω) = ε∞

ω2l − ω2
ω2t − ω2

(3)

whereε∞ is the lattice dielectric susceptibility atω→∞ while� is the phonon damping.
As in Ref. [3], we assume that it is determined by the lattice anharmonicity. Further on we
assume that one can neglect the difference between the lattice properties within and outside
the well. Both these assumptions should not affect the qualitative results of the theory.

Eq. (2) shows that the electron-phonon interaction cannot be treated within the per-
turbation theory. The point is that the higher orders of the perturbation theory (without
regard of the electron damping�e) give powers of an extra factor 1/(ω−NωB cosθ + iδ).
Therefore, as is shown in Ref. [3], the phonon Green function includes a sum of chains
of loop diagrams. Physically this means taking into account the screening of the phonon
polarization potential by the conduction electrons. Thus in 2D case in a resonance the
screening can be very important.

One should observe the following essential point exploited in Ref. [3]. Both ends of the
chainshould be ordinary phonon lines without addition of any Coulomb interaction lines.
This is due to the fact that the electron-electron (e-e) interaction conserves the electron
quasimomentum.

Thus the oscillatory part ofσxx near theN th MPR (without regard of the electron
damping) is given by

�σxx = 2nsc2
�

2JN
ε2∞kBT B2 cos2 θ

N(ωt ) sinh(�ωt/2kBT )

1− exp(−�ωt/kBT )
Im εR

∣∣∣∣
ω = N cosθ + i�

(4)

where

JN = 2πe2
∫
d2q q

(2π)2
IN

(
a2
Bq

2

2 cosθ sinhα

)
exp

(
−a

2
Bq

2 cothα

2 cosθ

)
. (5)
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As Imε has a singularity atω = ωt ,�σxx exhibits the MPR’s atN cosθ = ωt . Physically
this is due to the fact that the e-e interaction without regard of the damping is infinitely
strong in the resonance.

Further on we will treat the case� ! kBT that corresponds to a most usual experi-
mental situation. Then

JN ≈ 2√
π

e2

a3
B

√
kBT

� 
cosθ. (6)

One can see that the integral (4) JN is dominated byq ≈ qT =
√

2mkBT /�.
In order to explain the sharp angular dependence of the MPR’s one should take into

account the electron damping. As a result, for small electron concentrations [3] (or, for
large values ofθ ) one can neglect the e-e interaction at the frequenciesω nearωt and the
MPR at this phonon frequency disappears. This is why we take into account the electron
damping�e. The characteristic angleθt of the sharpest angular dependence of the MPR
maximum can be determined experimentally as a minimum of the derivative of the MPR
amplitude overθ .

We assume that�e !  cosθ . The electron Green function in magnetic field has been
investigated by Ando and Uemura for�e determined by the elastic scattering. They have
shown that the electron Green function has a non-Lorentzian form with the characteristic
width �e given by�2

e =  cosθ/2πτ whereτ is the relaxation time forB = 0 obtained
by assuming the same scatterers as for finiteB.

For the order-of-magnitude estimates it will be sufficient to use the Lorentzian form of
\(2)(ω,q). Moreover, in the resonance approximation one should retain only the resonant
term of all the series for\(2)R (ω,q)

\
(2)
R (ω,q) = −

RN (ω,q)
ω −N cosθ + i�e . (7)

whereRN is the residue at the poleω = N cosθ − i�e. Calculating�σxx one can
evaluate the integral over frequency taking the residues in the polesω = N cosθ ± i�e.
This results in replacement of ImεR under the integral by

� ≡ 1

π

Im ε−1
A + 2γ

(2γ + Im ε−1
A )

2+ (Reε−1
A )

2
(8)

where γ = �e/ω; ω = 2πe2/qRN (N cosθ,q) while εA is calculated atω =
N cosθ + i(� + �e). The angleθt is given by the condition 2γ = ε−1

A . As the in-
tegral in (4) is dominated byq = qT this condition should be fulfilled forq = qT and has
the form

1

1+ �/�e(θt ) =
ns

n1
cosθt . (9)

Here and henceforth we assume that�,�e ! ωl − ωt ! ωl while

1

n1
= e2 1/2ωt

ε∞�aBq
2
T T

3/2(ωl − ωt)
. (10)

Eq. (9) establishes a correspondence between the low concentration dependence of the
MPR amplitude for perpendicularB [3] and its angular dependence in a tilted fieldB for
a fixed concentration. Indeed, the sharpest dependence of MPR amplitude onns as well
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as onθ comes from the resonant factor Eq. (8). In particular, for�/�e ! 1 the MPR
amplitude is determined by the effective concentrationns cosθ . Thus according to Eq. (9)
the decrease of the MPR amplitude forθ = 0 whenns goes down and its decrease whenθ
goes up are interrelated.

For further enhancement of the angleθ the resonance atN cosθ = ωt disappears.
As soon as the condition 2γ = ε−1

A is satisfied forω = ωl + i�+ i�e direct application of
the perturbation theory is permissible [3] as the screening ceases to play any role. Then we
have a resonance atN cosθ = ωl . The angle corresponding to the amplitude maximum
will be denoted byθl . Due to the strong dispersion ofε(ω) the anglesθt andθl can be
discerned on experiment. Thus the equation 2γ = ε−1

A for calculation ofθt andθl has the
same form for frequenciesωt andωl respectively. As a result, we have√

cosθl
cosθt

= Im ε−1(ωt + i� + i�e, θt )
Im ε−1(ωl + i� + i�e, θl) . (11)

The dependence ofε−1 on θ is due to theθ -dependence of�e. We find a reasonable
correspondence between the experiment and this theory.

To summarize, we stress that the interpretation of behavior of the MPR in a tilted
magnetic field has been a long-standing problem [2]. Two types of resonant maxima have
been discovered on experiment. They may be called theωt - andωl-resonances as their
positions are determined by the frequenciesωt andωl respectively. We have determined the
angular intervals where both types of resonance exist. We have found that sharp decrease of
theωt -resonance amplitudes is due to the sharp angular dependence of the screening. The
ωl-resonance is analogous to the 3D MPR as there the screening plays no role. Therefore
this resonance is suitable for investigation of the electron spectrum in the quantum wells.
We wish to emphasize that its experimental investigation in the perpendicular magnetic
field should be very difficult as it would demand very low electron concentrations [3]. For
bigger electron concentrations one can expect an enhancement of the MPR amplitudes for
large values ofθ .
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We report on the first observation of a magnetic field induced circular photogalvanic
effect (CPGE) in quantum wells (QWs). The experiments were carried out on (001)-MBE-
grown n-InAs/AlGaSb QW structures with a 15 nm single InAs channel at 4.2 K. For
optical excitation we used theλ = 148µm of a high power far-infrared pulsed NH3 laser
optically pumped by a TEA-CO2. The peak power of a single laser pulse was about 40 kW.
The helicityPcirc of the incident light varied from -1 (left handed circular,σ−) to+1 (right
handed circular,σ+) according toPcirc = sin 2ϕ wereϕ is the angle between the initial
polarization plane and the optical axis of theλ/4 plate.

In the absence of a magnetic field,B = 0, the irradiation of these semicontuctor
structures by far-infrared laser radiation results in a photocurrent,j ∝ Pcirc, which reverses
its sign by switching the helicity of radiation from left handed to right handed [1]. Due
to the point-group symmetryC2v of the studied QWs, the photogalvanic current atB = 0
is only observed under oblique incidence. Here we demonstrate that the application of an
external magnetic field,B, in the interface plane induces a helicity-dependent current even
at normal incidence. The current is proportional toB (up to 5 T) and inverts its direction
with the reversal of the magnetic field. For the sake of brevity we refer to the effect under
consideration as to the magneto-CPGE. For bulk materials this effect was theoretically
treated in [2, 3] and observed inp-GaAs [4].

Phenomenologically, the magneto-CPGE is described by a third-rank tensor as

jα = µαβγ Bβi
(
E× E∗

)
γ
= µαβγE2Bβêγ Pcirc, (1)

whereE is the amplitude of the electric field of the radiation,E = |E|, andê is a unit vector
pointing in the direction radiation propagaion.

In bulk crystals of the class Td , the tensorµαβγ has only one independent component
µ ≡ µxyz, µαβγ = µ if α �= β �= γ andµαβγ = 0 otherwise. Hereafter we use the
coordinate systemsx ‖ [100], y ‖ [010], z ‖ [001] andx′ ‖ [11̄0], y′ ‖ [110], z ‖ [001]. In
a (001)-grown zinc-blende-lattice QW with non-equivalent normal and inverted interfaces,
the point-group symmetry is reduced toC2v. Under normal incidence of the light and for
the magnetic field lying in the interface plane, the magneto-CPGE is described by two
independent constants and, in the coordinate system (x′, y′, z), can be presented as

δjx′ = (µ′ + µ)E2Bx′ êzPcirc, (2)

δjy′ = (µ′ − µ)E2By′ êzPcirc.

The photocurrent induced in the same geometry,ê ‖ z,B ⊥ z, in a bulk Td -symmetry
crystal or in a D2d -symmetry QW with symmetrical interfaces is described by Eqs. (2)
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assumingµ �= 0, µ′ = 0. In this case the directions of the vectorsj andBare interconnected
by the mirror reflection in the plane(110) if µ > 0 or the plane(11̄0) if µ < 0. In particular,
j andB are parallel (or antiparallel) when the magnetic field is applied alongx′ or y′ and
perpendicular whenB ‖ x orB ‖ y.

Another limiting caseµ = 0, µ′ �= 0 is allowed not only by the C2v symmetry but
also by the polar uniaxial symmetry C∞v. The latter corresponds to the symmetry of a
QW structure which is grown as if from isotropic compositional materials and has non-
equivalent left- and right-hand-side interfaces. Note that ifµ = 0 then Eqs. (2) can be
rewritten in the following two-dimensional vector form

j = µ′E2BêzPcirc, (3)

i.e. the vectorsj andB are parallel irrespective to the in-plane orientation ofB.
The present experimental results are well described by Eq. (3) indicating that the sym-

metry of the investigated QW isC∞v. This is supported by the investigaton of the circular
photocurrent in the same structure under oblique incidence atB = 0 for different geome-
tries.
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Abstract. We investigate the�2–Xz1 intersubband dynamics in GaAs/AlAs quantum-well struc-
tures by time-resolved infrared pump and probe experiments. In the studied structure, the second
�-level in GaAs is nearly resonant to the first Xz-level inAlAs. We observe a biexponential decay of
the bleaching signal with a fast time constant in the order of 1 ps and a second slower time constant
of about 7 ps at 10 K and 4 ps at 300 K, respectively. The long term decay represents the Xz–�2

transfer by elastic�–X scattering at low temperatures. At 300 K electron-LO-phonon-scattering
accelerates the�–X transfer.

Introduction

Investigation of intersubband carrier dynamics is very important for application of quantum
well structures as infrared devices. In particular, GaAs/AlAs structures are promising
candidates for infrared photodetectors (QWIPs) [1] and quantum cascade lasers (QCLs)
[2]. As these structures have extreme deep quantum wells (∼ 1 eV) the dark current in
QWIPs is strongly reduced and the operating temperature in QCLs is increased. However,
in GaAs/AlAs quantum well structures intersubband dynamics not only occurs in the�-
valley of the GaAs layers but also the AlAs barriers, which are the quantum wells for
X-electrons, have to be considered. At the heterointerface�–X-mixing takes place, that
significantly influences the intraband carrier dynamics [3]. Recently, a laser scheme with
strong population inversion between mixed� and X states in GaAs/AlAs-structures has
been proposed in [4].

1. Sample structure and experimental method

The investigated GaAs/AlAs quantum well structure consists of 100 layers with 10 nm wide
GaAs quantum wells embedded in between 2.5 nm thick AlAs layers. The central 5 nm
of the wells are doped by silicon with a concentration of 6× 1017 cm−3. The structure is
grown by MBE on a semiinsulated GaAs (100) substrate. According to our band structure
calculations the first excited�-state in GaAs is nearly in resonance with the ground Xz

state in AlAs and�–X-mixing occurs (see Fig.1(a)), corresponding to an overlap integral
S�X = | < ψ�2 | ψX1 > |2 = 0.03.

The relaxation measurements are performed by a Nd:glass laser system of 8 Hz repetition
rate with two travelling wave IR dye lasers and two difference frequency mixing stages
[5]. The system generates two pulses of 2 ps duration and a spectral width of 10 cm−1

independently tunable between 800 cm−1 and 2500 cm−1. One of the two infrared pulses
excites electrons at a well defined pump frequencyν̃pump from the ground subband to
the excited subbands. The subsequent change of the intersubband absorption is measured
time-resolved by the second weaker infrared pulse atν̃probe.

254



QW/SL.03 255

2. Results and discussion

The absorption spectra shown in Fig.1(b) represent the transition between the�1- and the
�2-state which has a strong�-character at smallk [see Fig.1(a)]. At 10 K the peak frequency
is located at 915 cm−1. At higher temperatures the typical redshift and broadening of the
absorption lines from 50 cm−1 at 10 K to 73 cm−1 at 300 K are observed. The absorption
αL = − ln T decreases from 2.5 at 10 K to 1.5 at 300 K.
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Fig. 1. (a) Schematic conduction band dispersion for the GaAs/AlAs QW structure in the presence
of �–X-mixing. Arrows indicate the possible transitions atT = 10 K. (b) Intersubband absorption
spectra.

Pump and probe measurements at different pump frequencies with a probe frequency
at the�1–�2 resonance are compared forT = 10 K [6] andT = 300 K. ForT = 10 K
the transmission changes atν̃probe = 910 cm−1 are plotted in Fig.2 after excitation at
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Fig. 2. Time resolved absorption change atT = 10 K after excitation at different pump frequencies.
Dashed lines are fits of the experimental data by solving rate equations.
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cies. Dashed lines are fits of the experimental data by solving rate equations.

ν̃pump= 830, 910 and 1090 cm−1. Excitation in the center of the intersubband absorption
line at 910 cm−1 occupates� and Xz states [see Fig.1(a)] and leads to a biexponential
behavior of the relaxation signal with a fast relaxation timeτ1 = 1.2 ps and a long term
decayτ2 = 7.0 ps. In contrast, pumping at 830 and 1090 cm−1 excites states with strong Xz
character and a decay dominated by the long relaxation timeτ2 is found. This observation
can be explained by a rapid�2 → �1 recovery timeτ1 together with long term carrier
scattering processes between the nearly resonant�2- and Xz1-valleys, which are strongly
coupled [3]. For T = 300 K the transmission changes atν̃probe= 890 cm−1 are shown in
Fig. 3 after excitation at̃νpump= 890 and 1050 cm−1. Similar to the measurements at low
temperature two relaxation times are observed. Pumping in the center of the absorption
band we obtain two time constants, 1 ps for the fast decay and about 4 ps for the long term
decay. The curve for the pump frequency of 1050 cm−1 only shows the long relaxation
time.

For a detailed interpretation of the results the energy dispersion diagram of the studied
structure is considered [Fig.1(a)]. Under excitation, the electrons fill the�–X-mixed
subbands. Due to the�–X interaction at the heterointerface direct transitions to the Xz1-
subbands become possible. Absorption of light due to�1–Xz transitions was already
detected in GaAs/AlAs quantum-well structures previously [1]. Thus for intense excitation
in and around the absorption peak, both�1–�2 and�1–Xz1 optical transitions take place. As
the energy dispersions for� and X electrons are strongly different, the absorption band for
intervalley transitions must be broader than that for�–� transitions. Consequently, in spite
of the weak oscillator strength of the�1–Xz1 transition, it dominates the absorption change
at pump frequencies at the feet of the absorption line, where the absorption coefficient for
the�1–�2 transition is negligibly small. On the other hand, intervalley scattering processes
play a key role in carrier relaxation. After excitation, electrons are redistributed among
the second�-subband and the Xz-subband and vice versa. Electron-LO-phonon scattering
and elastic electron scattering due to the interface mixing potential (�–Xz mixing) are
relevant mechanisms for the�–X transfer in GaAs/AlAs type II superlattices [3, 7]. In
our sample electron-LO-phonon scattering is believed to be of minor importance at low
temperature, because the separation of the coupled�2- and Xz1-subbands (about 15 meV)
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is below the optical phonon energy. Therefore, the elastic electron scattering due to the
interface mixing potential is expected to dominate the transfer process between the�2 and
Xz1-states of the AlAs barrier at 10 K [8]. At 300 K also electron-LO-phonon-scattering
becomes possible due to the increased phonon occupation probability and a shorter time
constantτ2 is observed.

Electrons return from AlAs to GaAs mainly via the�2-subband, as transitions into the
�1-subband are suppressed because of the smaller overlap integral. The X1–�2 relaxation
time τX� can be determined for pump frequencies at the feet of the absorption line, when
electrons are directly excited into subband states with strong Xz1 character. Due to the
lower density of states in the�-valley compared to the X-valley X–� scattering timesτX�
are longer than�–X scattering timesτ�X.

Modell calculations using rate equations show the best fit withτ1 = 0.8 ps,τ�X = 2.5 ps
andτX� = 4.5 ps forT = 10 K andτ1 = 0.6 ps,τ�X = 2.0 ps,τX� = 2.5 ps forT = 300 K,
respectively [6].

3. Conclusion

We have directly observed the influence of�–X mixing on intersubband relaxation in a
GaAs/AlAs quantum-well structure. The resonant intersubband carrier transfer from the
� valley in GaAs to the Xz valley in AlAs and vice versa, has been observed at 10 K.
At room temperature an additional electron-LO-phonon-scattering channel enhances the
transfer rates.
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ZnSe/BeTe multiple quantum well (MQW) heterostructures have recently attracted atten-
tion due to the unique electronic and optical properties [1]. Since the hetero-interface
between ZnSe and BeTe is of a strong type II, electrons are localized in ZnSe layers and
holes in BeTe. Both electron- and hole-band offsets are extremely high (∼2 eV for elec-
trons and∼1 eV for holes). As a result, the photoluminescence (PL) of the MQW samples
originates in spatially indirect transitions. Usually, one or two emission bands are observed
in a 1.9–2.2 eV region, depending on a thickness of the constituent layers and experimen-
tal conditions [2, 3]. The higher-energy PL peak originates from band-to-band, spatially
indirect transitions, whereas the lowest-energy one has been attributed to emission of car-
riers localized by fluctuations of the QW thickness or some other interface imperfections
[3]. The reported spectral width of the peaks was rather large (10–100 meV), which pre-
vented accurate identification of the lowest-energy peak origin. Another specific feature
of the PL bands in such samples is frequently observed strong linear polarization of the
emission with respect to [110] and [11̄0] in-plane crystal axes. The polarization has been
explained by breaking down the QW roto-inversion symmetry due to either application of
external electric field (the quantum confined Pockels effect [2]) or occurrence of chemically
non-equivalent left- and right-QW interfaces [3].

In this paper we report on molecular beam epitaxy (MBE) growth and PL studies of
ZnSe/BeTe MQW samples with improved quality of interfaces. Narrow linearly polarized
lines have been observed in cw PL spectra, which has been attributed to recombination of
carriers localized by mono-layer (eithermono-molecularor mono-atomic) fluctuations of
the QW thickness.

A typical sample studied was grown by MBE in a Riber 2300 two-chamber system on
a GaAs(001) substrate. A GaAs epitaxial buffer was used to improve the quality of the
GaAs surfaces. Elemental Be, Te, and Zn effusion cells as well as a Se valve cracking cell
were used as molecular beam sources. The substrate temperature was kept constant atTS of
300◦C. The ZnSe and BeTe layers were grown in a groupVI-rich regime as confirmed by the
(2×1)Se and (2×1)Te RHEED reconstructions at Se/Zn∼1.5 and Te/Be∼2 (PTe/PBe ∼ 20)
flux ratios, respectively. One should stress that for these experiments the Te/Be flux ratio
has been lowered by 1.5 times as compared to that used for growth of the structures studied
in [1–3], which has been found to result in much smoother layer-by-layer BeTe growth
characterized by long lasting RHEED oscillations atTS of 300◦C. This agrees well with
recent independent findings of the optimum MBE growth conditions of flat surface and
high structural quality BeTe films [4].

The structure contains a 20-period ZnSe(5 nm)/BeTe(1.8 nm) MQW sandwiched be-
tween two thick Zn1−xBexSe layers nearly lattice-matched to a GaAs substrate (x ∼
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0.03−0.04). Figure 1 shows an X-ray diffraction (XRD) rocking curve measured in the
sample near a (004) reflection. Besides the peak originating from the GaAs substrate (at
0 arcsec), there are three narrow peaks attributed to 0-,+1-, and−1-order satellite re-
flections from the MQW structure and a peak at 235" relevant to the ZnBeSe claddings.
Small width of the peaks as well as close to GaAs symmetrical arrangement of the 0-order
MQW satellite and the peak related to the claddings indicate perfect structural quality and
pseudomorphic nature of the structure.

The BeTe/ZnSe interfaces were grown as containing predominantly ZnTe bonds with a
shutter sequence shown in Fig. 2. The first interface of the ZnSe QW (epitaxy of ZnSe on
BeTe) was fabricated by a deposition of 0.5ML ZnTe in MBE mode under Te-stabilized
growth conditions on a Te-terminated surface of BeTe. Then the Te shutter was closed,
providing a 1 s exposure of the surface to the Zn flux, which corresponds to deposition of
the rest∼0.5ML of Zn atoms, assuming the ZnSe growth rate to be 0.6ML/s as measured
by a RHEED oscillation technique. Although this Zn coverage can be slightly less than
0.5ML due to some expected reduction of a Zn incorporation coefficient at the absence of
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the Se flux, by analogy with the case of CdSe growth [5], it is expected that the additional
Zn atoms mostly occupy ZnTe-free sites on the BeTe surface to complete the ZnTe ML.
The deposition of BeTe on ZnSe was done by the opposite shutter sequence. A 1 s exposure
of ZnSe surface to the Zn flux was followed by a 0.5ML ZnTe deposition. Then the Zn
shutter was closed for 1s and BeTe growth was initiated on a Te-terminated surface of
ZnTe. However, formation of the second ZnTe interface was done at a relatively high Se
background pressure due to a finite time of Se valve closing (about 2 s). The latter growth
peculiarity is expected to result in essential chemical bond type fluctuations (BeSe instead
of ZnTe) at the second interface of ZnSe QWs (or at the first interface of BeTe QW),
especially when taking into account the higher binding energy of ZnSe as compared to
ZnTe. The latter is additionally reduced by a strain induced Gibbs free energy due to∼7%
lattice-mismatch of ZnTe with respect to GaAs and the higher Be incorporation coefficient
in comparison with that of Zn. Nevertheless, the roughness of the consequent interfaces of
the MQW structure does not increase, as follows from a nearly constant RHEED specular
spot intensity observed during the whole growth run, which is probably due to a strong
surface smoothing effect of the BeTe growth under the growth conditions used.

Photoluminescence (PL) spectra were measured at 4.5 K in a bath He cryostat in a back-
scattering geometry. A 325 nm laser line of a He-Cd laser was used for the PL excitation.
The excitation spot size was about 0.5 mm, whereas the excitation power was kept below
1 mW. So the excitation power density in these experiments was below 0.4 W/cm2. The
spectra were measured for two orthogonal linear polarizations along [110] and [11̄0] in-
plane crystal axes. Figure 3(a) demonstrates the two spectra of linearly polarized PL. There
are three main peaks in the spectra, labeled asI1, I2 andI3.

The peak intensities clearly depend on the detected light polarization, which is illustrated
by the spectrum of linear polarization degree shown in Fig. 3(b). The degree of polarization
P is defined as

P = I[100]− I[11̄0]

I[100]+ I[11̄0]
,

whereI[110] andI[11̄0] are the PL intensities measured using a linear polarizer oriented along
[110] and [1̄10] directions, respectively. The polarization ofI1 peak is rather small (in the
range 12–25%, depending on the experimental conditions), whereasI2 andI3 emission
bands are linearly polarized in opposite directions at the maximum degree in the range of
40–60%. Note that FWHM value of theI2 andI3 peaks is as small as 3–5 meV. To our
knowledge, this is the smallest value ever reported for PL peaks in ZnSe/BeTe samples,
which confirms an extraordinary quality of the sample.

The observed peaks are located in the range of 1.9–2.0 eV, which is usual for observation
of the PL related to spatially indirect excitons [1–3]. Keeping in mind that all interfaces in
the sample are expected to be almost equivalent (ZnTe-like) one can anticipate relatively
small in-plane linear polarization anisotropy of the excitonic emission [3]. From this point
of view, it seems natural to attribute the most intensive, in spite of its higher energy position,
smaller polarized peakI1 to emission of indirect excitons in the sample regions with almost
equivalent ZnTe-like interfaces.

To explain the two narrow oppositely polarized peaksI2 andI3 we assume occurrence
of discrete mono-layer fluctuations of the QW thickness, by analogy with the well-known
explanation of multiple PL peaks in GaAs/Al(Ga)As multiple QWs. The principle differ-
ence is that a ZnSe/BeTe multiple QW structure consists of binary materials which share
neither common cations nor anions. For such structures there is a possibility of a mono-
atomic (or half-mono-molecular) fluctuation of the QW effective thickness as well. This
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imperfection can be regarded as a replacement of one atomic layer (either cation or anion)
at the hetero-boundary between the two binary compounds with no common atoms, which
results in a single-atomic shift of the interface, accompanied by a change of the interface
chemical bond.

The energy gap betweenI1 andI2 is comparable with the carrier confinement energy
corresponding to a mono-molecular fluctuation of the hole (BeTe) QW thickness. The
respective energy is∼35−40 meV for heavy holes, as estimated within the effective mass
approximation. For electrons this energy is much smaller (4–8 meV) because of a larger
thickness of the ZnSe electron QWs. Therefore we attribute the two peaks (I2 and I3)
to recombination of holes, localized in plane of the BeTe QW by a mono-layer thickness
fluctuation, with electrons in left and right ZnSe layers. This interpretation also explains
the opposite polarizations ofI2 andI3 bands in agreement with the orthogonal polarizations
of the interface bonds at the direct and inverted interfaces of an ideal QW with atomically
abrupt interfaces [2]. The splitting between the two transitions can result from the inherent
difference in the structure of the “left” and “right” interfaces of the BeTe layer, which is in
agreement with the above sample growth analysis. In particular, only mono-molecular ter-
races are expected at the “left” (direct) ZnTe-like interface, whereas mono-atomic terraces
can take place at the “right” (inverted) interface of the BeTe QW. The former terraces do
not change the chemical type of the interface bond. The latter ones induce the change of
the interface bond type and presumably the energy of the transition.

In conclusion, we have reported on improvements in the MBE growth of ZnSe/BeTe
QW heterostructures with ZnTe-like interfaces, resulting in observation of two narrow
oppositely polarized PL peaks. The peaks are attributed to recombination of holes localized
by mono-layer fluctuations of the BeTe QW thickness with electrons from either left or
right ZnSe layer. This interpretation is in qualitative agreement with the estimation of
the carries confinement energies, performed within the effective mass approximation for a
mono-molecular QW thickness fluctuation, as well as with the symmetry analysis of the
QW interface bonds. On the other hand, accurate quantitative description of the energy
splitting between the peaks and their degree of linear polarization require additional studies.
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Abstract. It have been found that that the presence of InA self-arranged quantum dots strongly
modify the structure of Landau levels in a host GaAs quantum well.

It was shown recently that the presence of InA self-arranged quantum dots (QD) in a
host GaAs quantum well containing a two-dimensional electron gas strongly effects the
electron transport [1], dramatically modifies the cyclotron resonance [2], and even more
in the presence of quantum dots electron system exhibits metal-insulator transition in zero
magnetic field otherwise not observable [3]. In this work we demonstrate with the help of
the tunneling spectroscopy that QD also modify the structure of Landau level states in the
quantum well.

The structure for the present studies was the same double barrierAlGaAs/GaAs/AlGaAs
heterostructure as used before [4] containing layer of InAs QD in the center of the well,
which was confirmed by photoluminescence spectroscopy. In equilibrium the dots is nor-
mally charged with electrons from contact layers.

After application of the high enough voltage bias to the structure the accumulation layer
adjacent to the barrier is formed which serves as two dimensional emitter. In normal to the
barriers magnetic field electrons tunnel into empty Landau level states in the well. If all
tunneling electrons have the same energy, which happens if only ground Landau level is
occupied in the two-dimensional emitter, the tunneling spectra measured at different biases
give direct mapping of the density of states in the quantum well. The energy of the states
is related with bias voltage by approximately linear dependence.

Figure 1 shows tunneling current versus magnetic field at different biases obtained when
only ground Landau level is occupied in the emitter. Peaks correspond to the tunneling into
Landau states in the well. The oscillations is periodic in reverse magnetic field and it is easy
by simple analysis to determine the relation between peak on the curve and the number of
the corresponding Landau level. The most interesting feature of the data is that some of
the peaks (for example one indicated by arrow) are transformed from the well defined peak
into the shoulder and then again to the peak with bias voltage.
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Figure 2 shows the fan diagram of the observed peaks, that is the dependence of the
peak position on the voltage scale versus magnetic field. The solid circles indicate position
of the well defined peaks when the open circles indicate position of the shoulders. It is
obvious that in magnetic fields defined asB∗1 andB∗2 unusual perturbation with Landau
levels take place. In these magnetic field the area of the ground Landau level state in the
well is approximately equal to 2S and 3S, whereS = 12 nm× 12 nm is the average area
of the quantum dots known from the electron microscopy studies.

At the moment we do not have exact model of the observed influence of the quantum
dots on Landau levels. We could propose that in the bias voltage region where the features
were found the dots is still charged by electrons and in fact arrange in the well layer of
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the approximately equal size randomly located antidots. There also must exist clusters of
2, 3 and more antidots. Evidently that one should expect some kind of interaction in the
structure when the area of clusters becomes commensurate with the area of cyclotron orbits.
It should be expected also that some features will appear in tunneling spectra when area of
ground state Landau level becomes equal toS which happens in magnetic field about 18 T.
This value was out of magnetic field range used in our studies.

In conclusion, we demonstrate with the help of the tunneling spectroscopy that that the
presence of InA self-arranged quantum dots modify the structure of Landau levels in a host
GaAs quantum well. It could be proposed that some new commensurate type effect have
been found in our studies.
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Abstract. A new nonvariational theoretical technique allowing to calculate both ground and exited
states of shallow impurity in a quantum well in the presence of strong magnetic field has been
developed. The method has been applied to study the acceptor states in Ge/Ge1−xSix MQW
heterostructures. The results obtained allow to explain the measured far IR photoconductivity
spectra of the heterostructures and to identify the observed spectral lines.

Introduction

The problem of shallow impurities in multiple quantum wells (MQW) heterostructures in
strong magnetic fields have been attracting the interest of researches during the last decade
(see, for example, [1] and reference therein). As usual various variational methods are used
for the interpretation of the experimental data. However in the most studies variational
calculations are limited to consideration of the ground (1s) and the lowest exited states only
because it is necessary to use trial functions with a large number of variational parameters
for a satisfactory description of higher states. Sometimes it appears insufficiently for an
explanation of all observed lines in the spectra of impurity absorption/photoconductivity.
The technique developed in the present work is similar to that used in [2] for the calcu-
lation of the acceptor states in quantum wells structures without a magnetic field. The
acceptor envelope function was expanded in the basis of Landau level wavefunctions of
free holes (without the Coulomb potential) in the quantum well. By diagonalization of
the acceptor Hamiltonian in this basis the series of acceptor state energies and wavefunc-
tions was obtained, thus allowing to calculate the energies and the matrix elements of the
optical transitions. The results obtained allow to interpret the observed shallow acceptor
photoconductivity spectra in the far infrared range in the magnetic fields reported in [3].

1. Theoretical formalism

A calculation of the acceptor states is a rather complicated problem due to the degeneration
of the valence band in semiconductors under consideration. Let’s consider the problem of a
hole in the impurity center Coulomb potential in a strained MQW heterostructure in strong
magnetic field. The magnetic field is parallel to the growth direction. The total Hamiltonian
4× 4 (without the spin-split subband terms) consists of the Luttinger Hamiltonian in the
magnetic field [4], deformation terms [5], the rectangular quantum well (QW) potential
and the Coulomb potential. As a first step we calculated the basis functions%HJzi,r (the
hole wave-functions in QW in the absence of the Coulomb potential). The calculations
were performed using the axial approximation thus neglecting the off-diagonal elements
proportional toγ2− γ3 in the Hamiltonian, the graduation%A = 1/2[ %H × %r] being chosen.
The axial symmetry results in the conservation of the total angular momentum projection
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on the magnetic field directionJz. Each Landau state in the QW is characterized by the
numbern (n = r + (|M| +M)/2, r = 0,1, . . . ,∞ ,M = Jz/� + 3/2), wave-function
parity p and the subband numberi. The Landau states prove to be degenerated onM

(M = −∞, . . . ,−1,0, . . . , n). In the above approximation the problem of the basis
functions search was reduced to the solving of the system of four differential equations [6].

2. Results and discussion

In order to test the developed technique we have calculated the donor states in the GaAs/
AlxGa1−xAs MQW. In strong magnetic fields (H > 2 kOe) our approach gives the results
which fit the experimental data much better [7] than those obtained by the variational
method [1].
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Fig. 1. Chart of calculated acceptor state energies in rectangular QW in the strained Ge/GeSi
heterostructure #306 (dGeSi≈ dGe= 200 Å,ε = 2.1×10−3, x = 0.12) vs the magnetic field. The
solid lines correspond to the impurity states located in the center of QW. The dash lines refer to
impurity states in the barrier center. Thin dotted lines — correspond Landau levels of free holes.

The calculation results for the ground (1s) and two exited (2p±1) states energies for the
acceptors in the Ge/Ge1−xSix heterostructures located in the center of a QW (solid lines)
and in the center of a barrier (dashed lines) are given in Fig. 1. The 2p±1 states are the
lowest ones to which the dipole transitions from the ground state are allowed. The Coulomb
potential splits the degenerated over theM Landau states. The ground state wavefunction in
strong magnetic fields is similar to that of the lowest Landau level (n = 0) withJz = −3�/2
in the first subband. It is easy to see from Fig. 1 the 2p−1 state also originate from the
zeroth Landau level, however its wavefunction corresponds to the momentum projection
Jz = −5�/2. The 2p+1 state withJz = −1�/2 in the limit of the strong magnetic
field is ‘bound’ to the first Landau level (n = 1) in the lowest subband. As one can see
from Fig. 1, the impurity placed in the barrier center results in the formation of more
shallow states if compared with the acceptor in the QW center. It should be mentioned,
that it proved be possible to use the above method in the magnetic fieldsH > 10 kOe only.
Otherwise it is necessary to increase the dimension of the basis in weaker fields significantly.
The comparison of the measured and simulated FIR photoconductivity spectra in Ge/GeSi
heterostructure #306 is shown in Fig. 2. The photoconductivity spectrum calculation was
produced in the approach of uniform distribution of an impurity in the structure. All exited
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Fig. 2. Comparison of the measured and simulated FIR photoconductivity spectra in Ge/GeSi
heterostructure #306. Solid line is the measured FIR photoconductivity spectra in magnetic fields.
T = 4.2 K. Dashed curve is the simulated photoconductivity spectra for the uniform impurity
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Fig. 3. Spectral positions of the measured (• ) photoconductivity peaks versus the magnetic
field. Signs� denotes 1s → 2p+1 transition energies for well-center acceptors, O corresponds
1s → 2p+1 transition for barrier-center acceptors,∇ is used for 1s → 2p−1 transition for well-
center acceptors.

states, the optical transitions on which are allowed and which lay in the range up to 150 cm−1

were taken into account. It is necessary to note that at uniform distribution the maximal
contribution to photoconductivity will be brought by transitions between states of acceptors
located in the center of the quantum well and at the center of the quantum barrier. This fact
is connected with the state density singularity in these places. The arrows 1, 2 and 3 in Fig. 1
indicate the optical transitions, which correspond to the observed spectral lines at the same
magnetic field of 30 kOe (Fig. 2). Spectral positions of the measured photoconductivity
lines on the magnetic field are shown in Fig. 3. Calculated energies of optical transitions for
two acceptor positions are presented in Fig. 3 for comparison. One can easily see the good
agreement between the calculated and measured data. This fact allows to unambiguously



268 Quantum Wells and Superlattices

identify these lines as the transitions 1s → 2p+1 and 1s → 2p−1 for the acceptor located
at the center of the quantum well and 1s → 2p+1 for the barrier-center acceptor.
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Electron optical orientation in strained superlattices

A. D. Andreev† andA. V. Subashiev‡
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‡ State Technical University, 195251, St Petersburg, Russia

Abstract. Optical spin orientation in the strained short-period semiconductor superlattices is
investigated theoretically using 8-band effective mass Hamiltonian. We demonstrate that the strong
features in the spin-polarization dependence on the electron energy are associated with Van-Hove
singularities in absorption spectra and can be observed both for large and small barriers for the
electrons. Calculated polarization spectra are close to the experimental spectra of polarized electron
emission.

Introduction

Optical orientation in semiconductor structures has been extensively studied in recent years
(see e.g. [1]). In quantum well (QW) and superlattice (SL) structures the 4-fold degenerate
�8 valence band state is splitted into only 2-fold spin-degenerate states�6 (heavy-hole
subband) and�7 (light hole subband), the heavy-hole band being moved up. The splitting
is enlarged with compressive layer strain. Therefore when the electrons are excited by cir-
cularly polarized light at the absorption edge from the heavy-hole subband the polarization
of the excited electron isP = 1.

At higher energies the light holes contribute to the absorption, and smaller polarization
is obtained, since the direction of the spin orientation is opposite for the electrons excited
from the edge of heavy-hole and light-hole bands.

The electron optical orientation is widely used for the studies of the spin relaxation
processes in the heterostructures (see e.g [2]). In addition, high electronic polarization have
made strained GaAs-based superlattices (SLs) very promising as photoemitters of highly
polarized electrons [3]. They have proven to provide reproducibly the emitted electron
polarization as high as 86% with sufficiently high quantum efficiency at the polarization
maximum [4].

In this paper, we report the first theoretical studies of the optical orientation of the
electrons in the strained InGaAs-AlGaAs and GaAs-AlInGaAs superlattices studied ex-
perimentally (see [3, 4]) by the polarized electron emission spectroscopy with high energy
resolution. The interpretation of the observed features in the spectrum is obtained.

Model, absorption and polarization spectra

We have calculated the miniband spectrum, optical absorption and spin polarization spectra
of strained superlattices using the envelope-function approximation, in the framework of
the Kane model including the conduction band�6, the states of light and heavy holes of
the valence band�8 and also the states of the spin-orbit splitted band�7 [5]. The miniband
spectrum as a function of wave vector in the layer planek‖ and along the growth direction,
kz parallel to [100] axis is presented in Fig. 1(a), for a strained GaAs−Al0.18In0.16Ga0.66As
SL with well and barrier thicknessesdw = db = 4 nm. The positions of the band edges
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Fig. 1. (a) Miniband spectrum of GaAs-AlInGaAs superalttice and the major optical transitions
(shown by vertical arrows) contributing to the absorption spectrum, and (b) the positions of the
band edges.

are illustrated in Fig. 1(b). The composition of the SL layers in this SL is aimed to get
large enough valence band splitting in addition to a small conduction band offset to provide
high polarization and high mobility of the excited electrons. In Fig. 1 the small conduction
band offset shows itself in a very small splitting between the 2-d and the 3-d electronic
minibands at the center of the Brilluin zone. Still noticeable splitting between the first and
the second electronic minibands remains atkz = π/d, d = dw + db.

For the circularly polarized light absorption the spin polarization of electrons excited
in all minibands of the conduction band at the excitation moment was calculated as

P =
∑
n(K

n
↑ −Kn↓)∑

n(K
n
↑ +Kn↓)

(1)

HereKn↑ (Kn↓) is the absorption coefficient for the excitation in then electronic miniband
state with spin up (spin down) from all the hole minibands. According to Eq. (1), the result-
ing electron polarization depends on the relative contribution of the light- and heavy-hole
bands, the singularities in the polarization being originated from theVan-Hove singularities
in the absorption spectra.

The transition rate for the electrons excited by the circularly polarized light from the
minibands of the valence band states in then-th conduction miniband state with spin up (↑)
and spin down (↓) is proportional to the squared dipole matrix element and the interband
density of states. The squared matrix elements|M|2i,k for the main optical transitions in
two electron spin states (↑ and↓) are depicted in Fig. 2. Note that the dependence of
|M|2i,k on the lateral wave vectork‖ is qualitatively similar to that calculated previously
for the infinitely large band offsets (infinitely deep QW model) [6]. Then, the dependence
of the matrix element on the momentumkz along the SL axis is rather weak. Finally, the
absolute value of the hh2→ e2 matrix element is found to be close to that for the hh1→
e1 transition even in the case of small conduction band offset.

In Fig. 3 calculated spectra of the electron polarization at the excitation as a function
of the excitation energy for GaAs–Al018In0.16Ga0.66As superlattice are presented. The de-
pendence of the polarization and absorption spectra on excitation energy reproduces the
sequence of the miniband transitions. The polarization in the first maximum is found to
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of GaAs/AlInGaAs superlatice structure and the experimentally observed spectra of polarized
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final electronic states and resulting sum as a function of excitation energy,δ = 1 meV.

be very sensitive to the smearing of the absorption edge by the electron and the hole scat-
tering processes, as well as the band edge fluctuations. In our calculations this factor is
parametrized by a Lorentzian broadening of the interband transitions with the half widthδ.
While the minimum in the polarization spectra is definitely associated with lh1→e1 transi-
tions, the second maximum in the polarization spectra is found to be due to the transitions
at kz = π/d of the miniband edge. For both considered superlattices it corresponds to
electronic states with the energy above the barriers in the conduction band. Therefore the
structure of the maximum and its contribution to polarization is sensitive to the barrier height
(i.e. conduction band offset). The maximum polarization in this peak is found to exceed
50%. Taking into account the electron spin relaxation, the calculated spectra are in very
good agreement with the observed excitation spectra of polarized electron photoemission
both for AlGaAs-InGaAs and GaAs-AlInGaAs strained superlattices.
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Conclusions

Thus, we have preformed the optical orientation calculations within 8-band Kane model
for the strained superlattices. Three features originating from hh1→e1, lh1→e1 atkz = 0
and hh2→e2 atkz = π/d are shown to dominate in the polarization spectra. This result
is in line with the experimental data on the polarized electron emission. The last feature
is sensitive to the band offset in the conduction band and can be used for the band offset
evaluation and fine tailoring of the band structure.
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Polariton local states in periodic Bragg multiple quantum well structures
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Abstract. Defect polariton states in Bragg multiple-quantum-well structures are studied along with
defect induced changes in transmission and reflection spectra. Analytical results for eigen frequen-
cies of the local states and for respective transmission coefficients are obtained. It is shown that the
local polaritons result in resonance tunneling of light through the stop band of MQW structure, but
unlike other types of local states, the transmission resonance frequencies are always shifted with
respect to eigen frequencies of the local modes. Exciton homogeneous broadening is taken into
account phenomenologically and recommendations regarding the experimental observation of the
predicted effects are given.

Introduction

Optical properties of multiple quantum wells (MQW) have attracted a great deal of interest
recently [1–8]. The exciton–photon coupling results in MQW polaritons — coherently
coupled quazi-stationary excitations of quantum well (QW) excitons and transverse elec-
tromagnetic field. So called Bragg structures, in which interwell spacing,a, is tuned to the
exciton resonance frequency 0 (a = λ0/2, whereλ0 is the wavelength of the light at the
exciton frequency 0) attracted special attention [2, 5, 7, 8]. A well-pronounced polariton
gap was observed in recent experiments [8] with GaInAs/GaAs Bragg structures with the
number of wells up to 100. These experiments convincingly demonstrated that despite ho-
mogeneous and inhomogeneous broadening the coherent exciton–photon coupling in long
MQW is experimentally feasible. Polariton effects arising as a result of this coupling open
up new opportunities for manipulating optical properties of quantum heterostructures.

One of such opportunities is associated with introducing defects in MQW structures.
These defects can be either QW’s of different compositions replacing one or several “host”
wells, or locally altered spacing between elements of the structure. This idea was first
applied to MQW by Citrin [9], where it was shown that different defects can give rise to local
exciton–polariton modes in infinite MQW. Unlike regular interface modes in superlattices,
local modes in a defect MQW structure exists atk‖ = 0 and can be excited at normal
incidence. In this paper we present results of detailed studies of local polariton modes
(LPM’s) produced by two different types of individual defects in Bragg MQW structures.
We consider LPM’s with zero in-plane wave vector only. Such modes are excited by light
incident in the growth direction of the structure, and can result in resonance transmission
of light through the polariton gap of the host structure. Using parameters of a realistic
InGaAs/GaAs system studied experimentally in Ref. [8], we give recommendation on the
experimental observation of the LPM’s.

1. Eigen frequencies of local polaritons in defect MQW’s

We describe optical properties of MQW’s using polarization density of the form:P(r , z) =
Pn(r )δ(z − zn), wherer is an in-plane position vector,zn represents a coordinate of the
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n-th well, andPn is a surface polarization density of the respective well. The latter is
determined by the exciton dynamics, described in the considered situation by the equation(
 2
n − ω2

)
Pn = 1

π
c�nE(zn), where n and�n are exciton frequency and exciton-light

coupling of then-th QW, respectively. In an infinite pure system, all�n = �0,  n =
 0, zn = na, wherea = λ0/2 is the Bragg’s interwell separation.

The spectrum of ideal periodic MQW’s has been studied in many papers [1, 3, 10,
11, 12]. In the specific case of Bragg structures, the exciton resonance frequency, 0,
is at the center of the bandgap determined by the inequalityωl < ω < ωu, whereωl =
 0
(
1−√2�0/π 0

)
andωu =  0

(
1+√2�0/π 0

)
[10]. This bandgap is the frequency

region where we will look for new local states associated with the defects. Two types of
defect are of the greatest interest. One is associated with replacing an original QW with a
QW with different exciton frequency ( -defect), and the other one results from perturbation
of an interwell spacing between two wells. The dispersion equation for -defect has, in
the case of the Bragg structures, two solutions, one below 0 and one above. One solution
demonstrates a radiative shift from the defect frequency 1,

ω
(1)
def =  1− �0

 1− 0√
(ωu − 1) ( 1− ωl)

, (1)

while the second solution splits off the upper or lower boundary depending upon the sign
of  1− 0:

ω
(2)
def = ωu,l ±

1

2
(ωu − ωl)

(
π

2

 1− 0

 0

)2

, (2)

where one choosesωu and “−” for  1 >  0, andωl and “+” in the opposite case. It can
be seen that the shift ofω(1)def from the defect exciton frequency 1 is negative for 1 >  0
and positive for 1 <  0.

Thea-defect is actually a cavity, whith QW’s playing the role of the mirrors. Unlike
regular cavities, however, the “mirrors” in our case are themselves optically active, and
this fact is responsible for significant peculiarities of the case under consideration. Eigen
frequencies for this situation can be found using transfer matrix approach. Solutions of the
respective dispersion equation can be approximated as

ω
(1)
def =  0 − ωu − ωl

2

(−1)

[
ξ+1

2

]
sin(πξ/2)

1+ ωu − ωl
2 0

ξ(−1)

[
ξ+1

2

]
cos(πξ/2)

, (3)

ω
(2)
def =  0 + ωu − ωl

2

(−1)

[
ξ+1

2

]
cos(πξ/2)

1− ωu − ωl
2 0

ξ(−1)

[
ξ+1

2

]
sin(πξ/2)

, (4)

whereξ = b/a, and [...] denotes an integer part. Therefore, for�0 !  0 and not very
largeξ , ξ !  0/�0 � 104, both solutions are almost periodic functions ofb/a with the
period of 1. These solutions oscillate between respective boundaries of the gap (ωu orωl)
and the exciton frequency 0.
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2. Defect local polariton modes and transmittance and reflectance experiments

Resonance transmission in the case of -defect is described by

T = 4γ 2
 

Q2

(ω − ωT +Q)2
(ω − ωT )2+ 4γ 2 , (5)

whereQ = ωT − 1, and parameterγ is given by

γ = π 0

(
ωdef − 0

 0

)2

e−κNa. (6)

The transmission spectrum Eq. (5) has a shape known as Fano resonance whereωT is the
resonance frequency, at which transmission turns unity, parametersγ andQ describe the
width and the assymetry of the resonance respectively. The resonance transmission in the
case ofa-defect is described by the standard Breit–Wigner shape with the half-width,γa ,
proprtional to

√
�0 0e

−κNa .
In general, the transmission resonance frequency in both cases is shifted with respect

to the frequency of the local mode. The shift, though exponentially small for long systems
considered here, is of the same order of magnitude as the width of the resonance, and is,
therefore, significant.
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Fig. 1. Numerically generated transmission spectra of GaInAs/GaAs MQW’s with - (dashed
line) anda—(solid line) defects. Input parameters were chosen from Ref. [8]:  0 = 1.491 eV,
�0 = 27µeV, and exciton relaxation parameterγhom = 0.28 meV. The length of the system is
N = 200.

Reaction of the transmission resonance to the presence of a homogeneous broadening in
the case of -defect is determined by interplay between the width of the resonance and the
assymetry parameterQ. The later is rather small, and, therefore, in practically important
cases, is responsible for the survival of the resonance. For InGaAs/GaAs MQW’s of Ref. [8]
homogeneous broadening is rather large, and instead of a full fledged Fano resonance one
will observe in such systems only a small spike (see Fig. 1). It does not preclude, however,
an opportunity to observe such a resonance in other systems with an increased exciton-
photon coupling. Fora-defect the situation is completely different (Fig. 1). The large
prefactor in the resonance width parameterγ makes this defect quite stable with respect
to absorption. The resonance transmission with two nice maximums can, therefore, be
observed in the systems with lengths ranging between 100 and 400 wells in the case of
InGaAs/GaAs systems.
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We report on the first observation of the spin sensitive bleaching of heavy hole — light
hole absorption inp-doped quantum-well (QW) structures. Due to selection rules as well
energy and momentum conservation direct intersubband transitions induced by circularly
polarized light depopulate and populate selectively spin states at certain energies in the
valence band causing a monopolar spin orientation. Since the transition rate is propor-
tional to the difference of populations in the initial and final states, the increasing selective
population tends to equalize the differing transition rates and, hence, leads to a sublinear
dependence of the absorption on the intensity. The bleaching is controlled by both the
hole spin relaxation and the energy relaxation of photoexcited carriers. In contrast to cir-
cularly polarized light, optical transitions induced by the linearly polarized light are not
spin selective and the saturation is controlled by energy relaxation of photoexcited carriers
only. The experimentally observed difference between absorption saturation of circularly
and linearly polarized radiation gives evidence for spin controlled relaxation and allows to
distinguish between energy and spin relaxation.

The experiments have been carried out on p-GaAs/AlGaAs (311)-MBE-grown single
QW and 20 QWs of 15 nm width as well as MOCVD-grownp-GaAs/AlGaAs multiple
QWs with 300 or 400 wells of 20 nm width on vicinal (001)-substrates. The growth
direction of the latter structures was tilted by an angle of 50 with respect to the [001]-
crystallographic axis as has been verified by X-ray diffraction. Samples with free-carrier
densities between 1011 cm−2 and 2· 1012 cm−2 were studied in the range from liquid
helium to room temperature. As a terahertz radiation source a high power pulsed far-
infrared molecular laser optically pumped by a TEA-CO2 laser has been used delivering
100 ns pulses with intensity up to 1 MW/cm2 at wavelengthsλ = 35µm, 76µm, 90µm,
and 148µm.

The nonlinear behavior of the absorption of intense terahertz radiation in the wavelength
range between 35 and 148µm has been investigated by application of the recently observed
circular and linear photogalvanic effects [1]. The photocurrent has been measured in un-
biased samples at two contacts placed along [11̄0]-crystallographic directions. Absorption
of circularly and linearly polarized radiation results in a direct motion of free carriers in
the plane of a quantum well perpendicular to the direction of light propagation. The pho-
tocurrentj is proportional to the light intensity at low power levels and gradually saturates
with increasing intensityI asj ∝ (I/(1+ I/Is) due to the absorption saturation.Is is the
saturation intensity which allows to determine relaxation times. Saturation intensities have
been measured for a wide range of temperatures between 4.2 K and 300 K, hole densities,
and photon energies, corresponding to different initial and final energy levels of holes. The
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experimentally obtained values varies from 30 kW/cm2 to non-measurably large values at
room temperatures. The magnitudeIs for the circular photogalvanic effect is generally
smaller than for the linear photogalvanic effect. It varies with the radiation wavelength and
increases with increasing temperature and doping density.
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Spin-orbit interaction in AlGaAs/GaAs p-type quantum wells — a
possible explanation of the ’metal-insulator’ transition observed in
two-dimensional hole systems
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Abstract. We have performed a calculation of the temperature dependence of the weak-localization
correction to resistance in a AlGaAs/GaAsp-type quantum well. In such systems, where the spin-
orbit coupling by far dominates the energy dispersion, we find that the spin relaxation time becomes
comparable with the estimated value of the phase coherence time at sufficiently low temperatures
and low hole densities. We wish to suggest this crossover between these different relaxation
times as a possible explanation of the experimentally observed ’metal-insulator’ transition in two-
dimensional hole systems.

In a series of recent experiments an anomalous temperature dependence of the resistivity has
been observed in a wide range of two-dimensional systems — for an extensive overview
see [1] and references therein. These results have been interpreted as evidence for the
existence of a so-called metal-insulator transition in two-dimensional systems | a conclusion
considered by far the most as controversial.

In this work we theoretically address one specific system | namely the 200 Å wide Al-
GaAs/GaAsp-type quantum well which has been experimentally studied in [2, 3]. Several
other similar studies has been reported in the literature [4, 5, 6, 7], but for clarity we will
primarily focus on the work done by Simmons and co-workers.

The results of these experiments can be summarized as follows: A transition between
an isolating phase at low hole densities and a metallic phase at high hole densities is
observed at a critically hole densitypc ≈ 5× 1014 m−2 | by isolating (metallic) phase is
meant that the resistivity increases (decreases) with decreasing temperature. Furthermore
the investigation of the magnetoresistance lead to the following observations: (1) The
phase coherence timeτϕ extracted from weak localization measurement agrees well with
the theoretical estimates [8], (2) The effect of hole-hole interacting on the resistivity was
found to be of the same size as the weak localization correction, and in agreement with the
theory for weak hole-hole interaction [9], and (3) No weak anti-localization was observed.
Observation (1) and (2) was independent on which side of ’metal-isolator’ transition the
measurement was performed and hence lead to the surprising conclusion that the hole-hole
interactions properly not are responsible for the observed transition even thoughrs > 1.

In this letter we take the above conclusion as starting point for our examination, hence
we neglect hole-hole interaction and try to explain the observed behavior within weak-
localization theory, which is reasonable to assume valid since the experiment where per-
formed in the regime whereτϕ > τtr; τtr being the transport relaxation time.

The reason why no weak anti-localization was observed is most likely, that in these
structures the weak anti-localization is expected to be very small sincekF a/π ! 1 [10]
(kF is the Fermi wavevector,a is the quantum well width), and furthermore in the performed
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experiment the magnetic field was stepped with an increment of∼ 50 Gauss which would be
much to gross to resolve the effect (In a similar hole system the whole weak anti-localization
regime was found within±30 Gauss [11]).

Contrary to what is commonly believed, a metallic phase can in principle occur in
two dimensions. Such a ’metal-insulator’ transition is as a fact expected to occur in non-
interacting systems with strong spin-orbit coupling [12, 13]. In real systems this so-called
anti-localization is expected to be suppressed due to hole-hole interaction, which is sup-
posed to dominate if interactions are present. However for the system in question, one
of the surprising experimental findings were, that the effect of hole-hole interaction was
comparable with the interference effects even thoughrs > 1.

For a non-interacting two-dimensional system whereτϕ ∼ τs > τtr; τs being the
spin relaxation time, the weak localization approximation is valid and the temperature
dependence of the conductivity is given by [12]

σ(T )− σ0 =
{

e2

πh
ln(τϕ/τs), τs/τϕ < 1

− e2

πh
ln(τϕ/τtr), τs/τϕ > 1,

(1)

whereσ0 = pe2τtr/m is the temperature independent Drude conductivity (m is the effective
mass in the bottom of the first size-quantized hole subband). Hence the sign of the weak-
localization correction is given by the ratio between the strength of the spin coherence and
the phase coherenceτs/τϕ . If the spin relaxation is strongτs/τϕ < 1 the plus sign is valid.
On the other hand if the spin relaxation is weak the minus sign is valid and the well known
weak-localization result is retained [8]. Hence we see that by changing the ratioτs/τϕ it is
possible to induce a transition like the one observed in the experiments.

Spin relaxation of holes is caused by spin-orbit interaction, therefore it is governed by
the hole density,p. Changingp, one can transfer the system from one to the other case (1).
In realp-type two-dimensional systems, hole spin relaxation is anisotropic and, hence, it
is described by two characteristic times,τ‖ andτ⊥. The conductivity correction has the
form [10]

σ(T )− σ0 = e2

πh

[
2 ln

(
τtr

τϕ
+ τtr
τ‖

)
+ ln

(
τtr

τϕ
+ τtr

τ⊥

)
− ln

(
τtr

τϕ

)]
. (2)

In the lowest order inpa2, we obtained [10]
τtr

τ‖
= L‖ (pa2)2 ,

τtr

τ⊥
= L⊥ (pa2)3 . (3)

For a GaAs/AlGaAs quantum well,L‖ = 2.7 · 10−4, L⊥ = 0.12 [14].
The phase coherence timeτϕ is assumed to be caused by hole-hole interaction and,

hence, it is determined by both temperature,T , and density:

τtr

τϕ
= mkBT

2π�2p
ln

(
2π�pτtr

m

)
. (4)

The system is insulating at high temperatures and low densities, whenτϕ < τ‖, τ⊥, and
it is metallic in the opposite case of lowT and highp, when spin-orbit interaction is more
effective than dephasing.

The transition between these two states of matter, the ’metal-insulator’ transition (MIT)
takes place at∂�σ/∂T = 0. From (2) follows that the curveσ(T ) has zero slope at

1

τϕ
=
√

1

(4τ⊥)2
+ 1

2τ‖τ⊥
− 1

4τ⊥
. (5)
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This condition defines the dependence of the critical density,pc, on temperature or, vice
versa, the MIT-temperature,Tc, as a function ofp. From (3) follows that 1/τ‖ � 1/τ⊥ at
pa2 ! L‖/L⊥. Therefore according to (5) the MIT occurs atτtr/τϕ ≈ τtr/

√
2τ‖τ⊥, i.e.

Tc(p) = 2π�
2

mkB ln (2π�pτtr/m)

√
L‖L⊥

2
p7/2a5 , pa2 ! L‖/L⊥ . (6)

Forpa2 � L‖/L⊥, 1/τ‖ ! 1/τ⊥ and thep-dependence ofTc is given by 1/τϕ ≈ 1/τ‖,
i.e.

Tc(p) = 2π�
2

mkB ln (2π�pτtr/m)
L‖p3a4 , pa2 � L‖/L⊥ . (7)

The expressions (6,7) give Tc ∼ 10−2 K for the structure parameters of the experi-
ments [2, 3] (a = 200 Å,m = 0.3m0). This is about an order of magnitude smaller than
the experimental temperature of MIT. This discrepance could be due to under-estimation
of the spin-orbit interaction strength in the lowest-order calculations leading to very small
values ofL⊥ and, especially,L‖. Besides, the higher degrees ofp could be important in the
expressions for the spin relaxation rates (3). The corresponding calculation is performed
taking into account heavy-light hole mixing in a quantum well in all orders in wavevector
and will be published elsewhere.
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Natural in-plane optical anisotropy of ZnSe/BeTe superlattices with
no-common atom at the interfaces

A. S Gurevich†, V. P. Kochereshko†, A. V. Platonov†‡, D. R. Yakovlev‡†,
W. Ossau‡, A. Waag‡[] and G. Landwehr‡
† Ioffe Physico-Technical Institute, St Petersburg, Russia
‡ Physikalisches Institut der Universit¨at Würzburg, 97074, W¨urzburg, Germany

Abstract. Reflectivity and ellipsometry methods were applied to study optical properties of type-
II ZnSe/BeTe superlattices. Natural in-plane optical anisotropy of the refractive and absorption
indices has been found in the spectral range of direct excitonic transitions. The observed effects
are interpreted in a model of optical anisotropy of heterostructures with no-common atom at the
interfaces.

Recently it was found that in type-II ZnSe/BeTe superlattices with no-common atom at
the interfaces photoluminescence signal is linearly polarized along a [11̄0] direction with
a polarization degree of 80%, in a spectral range of spatially indirect exciton transitions
[1]. This effect is attributed to the low local symmetry of the single interface between two
different zinc-blend type materials. Such an interface hasC2v symmetry instead ofD2d
symmetry in the bulk that allows the observation of an anisotropy of the optical constants in
the structure plane [2]. The lowering of the interface symmetry leads to a mixing of light-
hole and heavy-hole states [3], which results in polarized photoluminescence of spatially
indirect excitonic transitions, which are strongly localized near the interface. Polarized
photoluminescence of spatially indirect excitonic transitions display intrinsic properties of
the interface with no-common atom and can give no information about optical properties
such as reflection and transition of the whole heterostructure.

One of the most common methods to study optical properties of heterostructures is
reflection spectroscopy. However, this method is not sensitive enough to measure a small
optical anisotropy in heterostructures with a low number of interfaces. In the present paper
we use ellipsometry [4] to measure an optical anisotropy of ZnSe/BeTe superlattices with
no- common atom at the interfaces. This method is extremely sensitive to the optical
thickness of thin layers. It makes use of changes in the polarization of incident light when
it is reflected from the surface of the sample.

The samples were grown by MBE on (100)-oriented GaAs substrates. During the
growth procedure both interfaces were fabricated with a ZnTe transition layer. ZnSe/BeTe
superlattice has type-II band alignment where electrons and holes are separated spatially
in the subsequent layers. The period of the heterostructures was 150 Å and the width of the
quantum wells was 50Å.All studied heterostructures contained 20 periods. The band offset
for holes is 0.9 eV and for electrons it is 2.3 eV. The period of the investigated structures
(150 Å) is much less than the thickness of the whole superlattice (3000 Å). Therefore, we
can describe the optical properties of this superlattice using an effective complex dielectric
functionε(ω) [5].

By using the ellipsometry we have measured a spectral dependence of the complex
dielectric function (refractive and absorption parts) of the superlattice in a spectral range
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Fig. 1. Spectral dependence of the superlattice refractive indexn(ω). Solid circles present the
refractive index for the [1̄10] crystallographic direction. Open circles present it for the [110]
crystallographic direction.
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Fig. 2. Spectral dependence of the superlattice absorption indexk(ω). Solid circles present the
absorption index for the [1̄10] crystallographic direction. Open circles present it for the [110]
crystallographic direction.

of spatially direct exitonic transitions. These measurements were performed at oblique
incidence at 55.05◦ at temperature 77 K

Spectral dependencies of the refractive indexn(ω) and absorption indexk(ω) for [110]
and [1̄10] crystallographic axis are presented at Fig. 1 and Fig. 2. In Fig. 1 one can see
that the superlattice refractive indexn(ω) is anisotropic in the spectral range from 2.755 to
2.833 eV and that this anisotropy has a resonant character with a maximum at 2.82 eV. The
anisotropy of the superlattice absorption indexk(ω) has also resonant character (Fig. 2).
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Fig. 3. Spectral dependence of the superlattice refractive index anisotropy. Sign of this anisotropy
is different for heavy hole and light hole states.
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Fig. 4. Spectral dependence of the superlattice absorption index anisotropy. In this case sign of
absorption index anisotropy is independed of the photon energy.

In Fig. 3 and Fig. 4 the anisotropy of the optical constants is presented. The sign of the
anisotropy of the superlattice refractive index is different for heavy hole and light hole
excitons (see Fig. 3). But for the absorption index (Fig. 4) the sign is independent of the
photon energy. The maximum absolute value of measured refractive index anisotropy is
0.079 and for the absorption index is 0.357.

The obtained results allow us to conclude that the main part of the superlattice optical
anisotropy corresponds with absorption index of the superlattice in the spectral range of
the spatially direct excitonic transition.
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Persistent 2D states ofδ-layer quantum well and resonant polaron
in δ-GaAs/Al structures

I. N. Kotel’nikovand S. E. Dizhur
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Abstract. The effect of time illumination by radiation�ω > Eg on conductance between 2DEG
andAl-electrode was investigated in tunnel structuresAl/δ-GaAs atT = 4.2 K. Persistent tunneling
photoconductivity (PTPC) and “thickening” 2D levelsEi to the ground stateE0 direction in the
quantum well (QW) of theδ-layer was discovered. Subband energies were calculated from the
tunneling spectra. PTPC achieved saturation as a function of illumination timet . The change of the
tunneling conductivity�σS of the structures reaches 10%. There was a weak dependenceE0 on
t , and its change at the saturation corresponded to 10–15% increase of 2D electron concentration.
Shift of the energiesEi of the empty subbands of the QW amounts to 10–50 meV which leads to
noticeable decrease of the intersubband energies. Persistent states’ behaviour in the 2D-subband
spectrum and the value of�σS indicates on broadening of the QW at fixed potential barrier between
δ-layer and Al. It was observed that one of the termsEi(t)manifested the anticrossing and pinning
to other oneEj (t) + �ωLO (�ωLO is LO-phonon energy in GaAs). These singularities could be
associated with resonant intersubband polaron.

Introduction

Recently the intersubband resonant polaron in tunnel structureAl/δ-GaAs has been observed
[1, 2]. In these experiments the diamagnetic shift of the 2D-subbunds was used. Subband
energy positions in theδ-layer must also change due to persistent photoconductivity (PPC)
effect. It is well known for “deep”δ-layers and filled subbands (see review [3] or more
recent works [4, 5]). Models of increase of 2DEG concentration in theδ-structures due to
the PPC (DX-centers [6], interface states [4], etc.) are still being discussed [5]. However, as
far as we know, the spectra of the unoccupied subbands of theδ-layers in PPC regime have
not been studied. Magnetotransport measurements allow to analyze only filled subbands
of the 2DEG. The 2D subband features in the tunnel spectra (TS) of the junctions emerge
irrespective to occupation of the 2D levels. Therefore the tunneling spectroscopy allow us
to investigate experimentally the changes of the energy levels in the PPC regime for the
near-surfaceδ-layers. It has been demonstrated first time in [7]. Moreover, we have the
possibility to investigate resonant manybody effects by tuning the subband (or intersubband)
energies by the PPC.

1. Samples and experiment

The tunnel structuresAl/δ-GaAs were prepared in IRE RAS on semi-insulating (100) GaAs
substrates by the method of molecular beam epitaxy (MBE) [2]. Theδ-doped layer with the
density of Si atoms 5.2× 1012 cm−2 was formed at 570◦C and the distance ofL = 20 nm
from Al/GaAs interface. Deposition of Al from the Knudsen cell took place directly in the
MBE chamber. The width of a semitransparent Al film was 80–100 nm. Al/δ-GaAs tunnel
junctions were photolitographically defined and etched into samples. 2DEG concentration
was in the range 0.5−1.5 × 1012 cm−2. The other samples parameters and measuring

286



QW/SL.12p 287

technique see in [2]. The sample illumination was performed by LED with�ω > Eg,
mounted in the cryostat.

2. Results and discussions

Figure 1 demonstrates TS of the Al/δ-GaAs junction withn2D � 1× 1012 cm−2 at the
temperatureT = 4.2 K after cooling in dark (upper curve). Strong dips in TS are related
with the bottomsEi of the two-dimensional subbands in theδ-layer.

−100 −50 0 50 100
U (mV)

d
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/d
σ

U

d9b91

E3

E3

E3

E2

E2

E2
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E0

dark

0.2 sec

2 sec

Fig. 1. Tunnel spectra at the dark (top curve) and different illuminations (bottom curves). Signs
Ei show subband positions. Temperature is 4.2 K. Sample d9b91.

It is well known that the tunnel conductance in thei-subband is:σi(U) ∝ ρ‖i (Ei −
eU) ·D(Ei, EF −eU), whereρ‖i = (m/π�

2) ·θ(Ei−eU) is the two-dimensional density
of states andD is the barrier transmission. Thus the positionsUi of dips in TSd ln σ/dU
can be used to determine the subband energiesEi in 2DEG. The dips atU > 0 and
U < 0 correspond to full and empty subbands, respectively. According to Fig. 1, only
one subbandE0 is occupied in this sample and the value of Fermi energy iseU0 = E0 �
40 meV. In all tested samples onlyE0 subband was partially filled at the dark condition and
the positionU0 in TS at different 2DEG concentrations was changed from 20 to 50 mV.
Illumination of samples by LED at liquid helium temperatures in timet led to variation of
the tunnel conductance and of the dips positions in TS [7]. Dips shifts are well seen in TS
of Fig. 1. It is clear seen that unfilled levels “thicken”to the ground stateE0, changing their
position on� 10−50 meV. Variation of theE0 value witht corresponds to� 10% increase
of 2DEG concentration. Observed PTPC and subband spectra variation reach saturation
that corresponds to illumination time. Persistent state of the illuminated tunnel structure
practically was not changed in several hours. Heating the sample to room temperature with
following cooling in the dark returned the structures parameters to the initial (dark) values.
Notice that atT = 77 K tunnel conductance�σS variation in saturation is about 1–2% (at
T = 4.2 K �σS reach 10%), but all 2D subband levels shift to the bottom of conductance
band of the GaAs on the same value� 1−2 mV.

The data of the temperature dependence ofS0 = d ln σ/dU atU = 0 show (Fig. 2) the
presence of two characteristic temperatures of the PTPC. AtT � 40 K main changes inS0
vanished, and atT ≥ 120 K curveS0(T ) coincides with “dark” curve. The results obtained
allow to suggest two mechanisms of PTPC in our samples. AtT = 77 K the change of
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Fig. 2. S0 = d ln σ/dU atU = 0 as a function of temperature: cooling in darkness (thick curve),
reverse warming after illumination right up to saturation (thin curve). Sample d5b42.

the electrons concentration in QW occurs, possibly because of DX-centers ionization. At
liquid helium temperatures, in addition, the broadening of the QW takes place. As the
barrier hight at Al/GaAs interface is independent on illumination, such broadening can be
associated with the change of the Fermi level position in the bulk of GaAs. This means that
the photo-exited electrons are trapped in the impurity states beyond theδ-doped region.

Let’s return to the persistent changes in 2D level positions atT = 4.2 K. In Fig. 3(a)
we can see curvesEi(t) obtained from TS measured for the junction withn2D � 1.5×
1012 cm−2. Displayed energiesEi(t) are counted off from the GaAs Fermi level. The
results seem to indicate that pinning of one of the unoccupated subband to the energy of the
one of the filled subband plus LO-phonon takes place. Such pinning is typical for resonant
intersubband polaron. This effect becomes more noticeable in Fig. 3(b), where levelsE1
andE3 are in resonance with LO-phonon; moreover, an appreciable anticrossing of terms
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Fig.3. Subband energiesEi of the sample d7c52 as functions of the illumination timet atT = 4.2 K.
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occurs (see illumination time range 0.3–10 ms). Similar pinning and anticrossing effects
are observed for the samples with other 2DEG concentrations, but for the other pair of
terms. Note that in PTPC regime the anticrossing effect is localized by the parametert ,
while in magnetic fieldB this effect increases withB [2].

The results obtained show that PTPC permits to provide the resonance conditions for
detecting polaron effects in the QW of the near-surfaceδ-layer. In combination with the
planned experiments being in parallel magnetic field, the PTPC effect allows to obtain new
data on threshold interaction of 2D electrons with optical phonons. In our opinion, the sig-
nificant value of the polaron effects in our structures is related to the self-consistent potential
profile of δ-layer QW. Unfortunately, there is no theory of resonant intersubband polaron
in such systems, which does not permit to compare observed effects with calculations.
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Optical and transport properties of short period InAs/GaAs superlattices
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Abstract. The photoluminescence, magnetoresistance, Shubnikov-de Haas and Hall effect have
been investigated in modulation doped short period InAs/GaAs superlattices as a function of InAs
layer thickness Q in the range 0.33 < Q < 2.7 monolayer (ML). Large photoluminescence
enhancement takes place when InAs layer thicknessQ = 0.33 ML. WhenQ > 2.7 ML the
quantum dots are formed. The anisotropy of resistivity and mobility of electrons depends not
monotonically on the thicknessQ of InAs layers.

Introduction

In recent years considerable attention has been focussed on the research of the self-organized
ensembles of quantum dots, that is the quasi-zero-dimensional objects (with dimensions 5–
20 nm) shaped during heteroepitaxial growth in case of misalignment of lattice parameters
with a substrate [1–3]. While the mechanism of a nucleation and formation of quantum
dots and optical properties of undoped structures with quantum dots have been widely
studied, the optical and electrical properties of doped structures at initial stage of quantum
dot formation have not been investigated enough. In the present work the investigation of
a photoluminescence at the temperature 77 K, magnetoresistance and Hall effect in mod-
ulation doped shot period InAs/GaAs superlattices with very thin InAs layers in magnetic
fields up to 8 T in the temperature range 0.4–4.2 K was conducted.

1. Samples

The structures were grown by MBE at 490◦C on semi-insulating (001) GaAs substrates.
The samples consisted of 1µm thick GaAs buffer layer, superlattice InAs/GaAs (with
different periods and total thickness 14 nm), a 10 nm thick spacer layer Al0.2Ga0.8As, a
35 nm thick Si-doped layer Al0.2Ga0.8As and a 6 nmthick GaAs cap layer. In investigated
structures the effective thicknessQ of InAs layers was changed from 0.33 ML up to 2.7 ML.
The thickness of GaAs layers in superlattice was also proportionally changed to keep the
mean composition of the superlattice equivalent to solid solution In0.16Ga0.84As. From the
wafers double Hall bars were fabricated for anisotropy and magnetotransport experiments
with the current (I ) channel along [110] (pa-direction) and perpendicular (I parallel to
[1̄10], pe-direction) in the same sample. Thus the anisotropy of resistance have been
measured in the samples with single current channel bended to 90 degrees. The relevant
parameters of the structures are listed in Table 1.
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2. Photoluminescence

In Fig. 1 the photoluminescence spectra are shown for samples with InAs layer thickness Q
from 0.33 up to 2.7 ML. The photoluminescence spectra of samples with thickness less than
2 monolayers showed two peacks: a low-energy peak with a maximum at photon energy
1.356–1.375 eV and a high-energy peak with a maximum at photon energy 1.406–1.434 eV
(see Table 1). These two peaks correspond to optical transitions from the two occupied
electronic subbands to hole subband [4] because in the case of undoped quantum well only
optical transition from lowest subband is visible in PL spectra. Always the intensity of
the peak with higher energy is higher (see Fig. 1). However, when the effective thick-
ness of InAs layers equal to or exceeds 2.7 monolayers, the photoluminescence spectrum
essentially transforms. A new broad and intensive photoluminescence peak with a maxi-
mum at 1.265 eV appears in long-wavelength region of the photoluminescence spectrum
(Fig. 1(8)). As shown in Ref. [1–3], such change of photoluminescence spectrum may be
ascribed to the phase transition from two-dimensional layer-by-layer growth to the forma-
tion of a vertically-stacked quantum dots. The second feature of the photoluminescence
spectra is not monotonous dependence of the intensityIPL on the InAs layer thicknessQ.
Maximal intensity was observed forQ = 0.33 ML. The maximal electron mobility was
observed in this sample (see later).

Table 1. The InAs layer thicknessQ in monolayers (ML), the energy hνmax of the maximum of the
photoluminescence spectra atT = 77 K, the Hall densityn, and the Hall mobilityµ, atT = 4.2 K
for modulation doped InAs/GaAs superlattices.

Sample Q hνmax n µ

number (ML) (eV) (1011 cm−2) (cm2/Vs)
1 solid solution 1.434, 1.375 8.7 8100

In0.16Ga0.84As
2 0.33 1.419, 1.367 11.5 9400
3 0.67 1.411, 1.369 5.98 2060
4 1.00 1.411, 1.370 15.2 2450
5 1.33 1.418, 1.374 8.66 4220
6 1.58 1.404, 1.368 5.60 4910
7 2.00 1.406, 1.356 10.4 7060
8 2.70 1.390, 1.265 1.52 120

3. Magnetoresistance

A negative magnetoresistance was observed at low temperatures in magnetic fieldsB <

0.1 T in all samples. In high magnetic fields the Shubnikov–de Haas effect and quantum
Hall effect was observed (Fig. 2,3). The Hall electron concentration is equal to(1.5−15)×
1011 cm−2 in different samples at temperature 4.2 K and coincides with concentration
determined from the Shubnikov–de Haas effect. The obtained carrier concentrationn and
mobility µ are listed in Table 1. The maximum value of electron mobility 9400 cm2/Vs
is observed in a sample with a InAs thickness 0.33 monolayers. When InAs thickness
increases the mobility decreases down to approximately 4000 cm2/Vs at temperature 4.2 K
(Fig. 4). The relatively high mobility in sample with minimum submonolayer thickness
Q = 0.33 ML of InAs may be explained by a small fluctuation of elastic strains and most
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perfect crystal lattice as compared with solid solution In0.16Ga0.84As. In sample 8 quantum
dots are formed and electron concentration is much lower than in other samples. Due to
low electron concentration the electron mobility in this sample is very low.

4. Anisotropy of conductivity

In all samples except solid solution In0.16Ga0.84As the anisotropy of conductivity is ob-
served. The dependence of ratio of resistanceRpe in the [1̄10] direction to resistanceRpa
in the [110] direction on thickness of InAs layers is shown in Fig. 5.

The anisotropic electron mobility correlates to the asymmetric dislocation distribu-
tion [5]. The anisotropy of resistance in 2D electron system is typical for structures with
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preferential growth of deposited material in one direction (see [6, 7], for example). The
dependence of anisotropy on thickness of InAs layers shows that at definite ML deposition
Q there are an island growth which leads to the anisotropy of resistance (see Fig. 5).
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superlattice

Olga L. Lazarenkova1 and Alexander A. Balandin
Department of Electrical Engineering, University of California-Riverside,
Riverside, CA 92521, USA

Abstract. The electron band structure in a three-dimensionalregimentedquantum dot superlattice
is analyzed using an envelope function approximation. It is shown that the electron density of
states, effective mass, and carrier mobility in these structures are drastically different from those
in quantum well superlattices and bulk materials. By changing the size of quantum dots, inter-dot
distances, barrier height and regimentation, one can effectively tune the electronic properties of the
quantum dot superlattices and make them suitable for a variety of device applications.

Introduction

Quantum dot arrays or stacks of quantum dot arrays, which we refer to as quantum dot
superlattices (QDS), feature very different degrees of periodicity. Quantum dots grown
by molecular beam epitaxy (MBE) can be completely random in such structures, partially
regimented, like in QDS with vertical dot site correlation [1], or may have very high degree
of regimentation [2]. Although many types of regimented QDS have been fabricated using
different self-assembly techniques [3], very little attention has been paid to a theoretical
description of electron spectrum in such structures [4].

The goal of this work is to develop a model for calculating the electronic structure in QDS
that can serve as a useful tool for experimentalists and materials growers. To achieve this
goal, we limit ourselves to the envelope function approximation and the perturbation theory.
We show that our approach can provide the accuracy comparable to other treatments such
as the finite-elements method, and plain-wave expansion technique. The regimentation,
e.g. long-range spatial ordering, of quantum dots along all three directions results in the
formation of an artificial crystal, where quantum dots play the role of atoms. Thus, this
structure can also be referred to as aquantum dot crystal(QDC).

It is well known that the solution of Schr¨odinger equation in the three-dimensional space
can be greatly simplified if the potentialV (x, y, z) is written as a sum of three independent
potential functions of coordinatesx, y, andz. We use this specific form of the confining
potential as a zero approximation for our solution. Then we apply the time-independent
perturbation theory in order to obtain a solution for the potential of interest, which is
quantum dot potential well surrounded from each side by the barriers of equal height. A
particular choice of the values of the zero-approximation and perturbing potentials allows
us to make the corrections to our initial solution rather small. It is interesting to note that
our initial choice of spatially separable potential corresponds to the real potential profile in
quantum dots induced by strain from buried stressors [5].

For this work, the numerical simulations are carried out for a QDC that consists of very
small (feature size is on the order of 5–10 nm) Ge quantum dots embedded in Si. This

1On leave from St Petersburg State Electrotechnical University “LETI”, St Petersburg, 197376, Russia.
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structure is similar to multiple arrays of Ge quantum dots grown on (001) Si by solid-source
MBE [1]. Approximately 90% of the band offset in such structure goes to the valence band.
Due to this reason, our analysis is restricted to heavy holes in Ge/Si QDC. The light-hole
states are split and located above the barrier due to the strain effects. The band offset for the
heavy holes is approximately equal to 0.45 eV. In our calculations we used the following
values for the effective massesm∗W = m∗Ge= 0.28m0 andm∗B = m∗Si = 0.49m0.

1. Electron dispersion

Figure 1 presents electron dispersion in asimple cubicQDC along the [[111]]quasi-
crystallographic direction. Here the directions denoted with double square brackets are
associated with the ordering of the quantum dots and are not related to the symmetry
directions of the Si crystal itself. The energy bands are denoted by three quantum numbers
nxnynz with the superscript indicating the degeneracy of the band. The spin degeneracy
is not counted here. Like in real crystals, the energy in QDC has the full symmetry of the
reciprocal lattice. The energy bands are degenerated in the center of thequasi-Brillouin
zone (QBZ) of the artificial crystal. The highest, sixfold, degeneracy is achieved in mini-
bands ofcubicQDC characterized by different quantum numbersnxnynz. If two of these
three quantum numbers are equal, the degeneracy is threefold. Finally, ifnx = ny = nz
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there is no symmetry degeneracy in such a mini-band. Moving from the point of high
symmetry in the center of the QBZ to a point of lower symmetry, the energy bands split.
Unlike in real crystals, in artificial quantum dot crystal the degeneracy can be up to sixfold
along [[111]] quasi-crystallographic direction even far from the center of QBZ. This is
a result of the cubic symmetry both of the dot and the superlattice (see Fig. 1). If their
symmetries are different, the twofold degeneracy will be the maximum permitted in all
directions.

2. Density of states

An electron (hole) density of states (DOS) has been calculated taking into account the
twofold electron spin degeneracy. The results of our numerical simulation of DOS in a
cubic QDC for the most intricate case of all different quantum numbersnx = 1, ny = 2,
andnz = 3 are presented in Fig. 2. The points of high symmetry correspond to analytic
critical points with van Hove singularities. The shape of DOS is defined by the quantum
numbers of the corresponding mini-band. The arrows in this figure indicate particular
quasi-crystallographic points. One should mention here that the areas under each DOS
curve corresponded to different dispersion brunches, e.g. integral of each DOS, are all
equal and defined by the density of quantum dots in a crystal. Note that the shape of DOS
in the quantum dot crystal is drastically different from that in the quantum well superlattice
and random quantum dot (QD) array.

3. Effective mass tensor and mobility of carriers

The simulation shows that the effective mass and the group velocity in QDC is highly
anisotropic and strongly dependent on the mini-band index, e.g. quantum numbers which
define the mini-band. The effective mass strongly depends on the periodicity and regi-
mentation of the dots in the artificial crystal. It is almost always different from that one in
the corresponding bulk material, and changes dramatically within a very narrow range of
energy. This leads to a strong modification of the carrier mobility and conductivity in such
structures.

The carrier motion perpendicular to the sides of quantum dots is completely defined by
only one quantum number that describes quantization in the direction of motion. In this
case a family of mini-bands is characterized by the same effective mass. Thus, along [[100]]
direction, electron (hole) transport in QDC is similar to the one in conventional quantum
well superlattices. The effective mass along [[110]] direction is determined by two quantum
numbers, so that few mini-bands have the same value of the effective mass. Transport along
[[111]] direction, e.g. cube diagonal, is more complicated and the effective mass is different
for each branch. Application of electric field along this direction would initiate electron
(hole) transport drastically different from that in quantum well superlattices.

4. Conclusion

The carrier band structure in a three-dimensionalregimentedquantum dot superlattice, e.g.
quantum dot crystal, has been analyzed. Numerical simulations have been carried out for
the valence band of a Ge/Si quantum dot crystals with the quantum dot feature size on the
order of 5–10 nm. By changing the size of quantum dots, inter-dot distances, barrier height
and regimentation, one can control the electronic properties of this artificial crystal, which
are significantly different from those in bulk, quantum well superlattices, and random QD
array.



QW/SL.14p 297

Acknowledgement

The work was supported by the UC Energy Institute’s EST program and CRDF Award
MP2-2281.

References

[1] J. L. Liu, W. G. Wu, A. Balandin, G. L. Jin, Y. H. Luo, S. G. Thomas and K. L. Wang,Appl.
Phys. Lett.,75, 1745 (1999).

[2] G. Springholz, V. Holy, M. Pinczolits and G. Bauer,Science, 282, 734 (1998).
[3] K. L. Wang and A. Balandin,Quantum Dots: Physics and Applications, in Optics of Nanos-

tructured Materials, ed. by V. Markel and T. George, (J. Wiley & Sons, New York, 2001)
pp. 515–550.

[4] O. L. Lazarenkova and A. A. Balandin,J. Appl. Phys.(in review, 2001).
[5] J. H. Davies,Appl. Phys. Lett., 75, 4142 (1999).



9th Int. Symp. “Nanostructures: Physics and Technology” QW/SL.15p
St Petersburg, Russia, June 18–22, 2001
© 2001 Ioffe Institute

Investigation of hot electron distribution by interband transmittance in
n-type InGaAs/GaAs MQW heterostructures

D. G. Revin†, V. Ya. Aleshkin†, D. M. Gaponova†, V. I. Gavrilenko†,
Z. F. Krasil’nik†, B. N. Zvonkov‡ and E. A. Uskova‡
† Institute for Physics of Microstructures, RAS, N.Novgorod, Russia
‡ Physical-Technical Institute N. Novgorod State University, Russia

Abstract. High lateral electric field effects on transmittance in selectively doped n-type MQW
InGaAs/GaAs heterostructures withδ-doped barriers have been studied. The peculiarities of the
transmittance modulation spectra associated with electron heating have been observed. The effec-
tive temperature of hot electrons in the quantum wells was obtained.

Introduction

In recent papers [1–3] the far IR emission, absorption as well as photoluminescence and
transmittance modulation from 2D hot holes in MQW InGaAs/GaAs heterostructures at lat-
eral transport have been investigated experimentally. The remarkable high nonequilibrium
phenomena in the high electric fields were revealed under real space transfer [4] and new
mechanism of the intraband population inversion and far IR lasing was put forward [3]. Due
to higher mobility in the electron structures the proposed mechanism can be realized more
effectively. The paper presents the first study of lateral electric field effects on the optical
transmittance in n-type InGaAs/GaAs heterostructures by method suggested in previous
works of authors (for example [2]). Investigation of optical transmittance near fundamental
absorption edge in quantum well allow us to study directly the energy distribution function
of hot electrons. This modulation method (measuring the “destruction” of Burstein-Moss
effect by applied electric field) is similar to one used for bulk semiconductors [5].

1. Experimental

InxGa1−xAs/GaAs heterostructures (0.1< x < 0.15,dInGaAs= 5 to 7 nm,dGaAs= 60 nm,
the number of quantum wells is 10 or 20) were grown by MOCVD technique at atmospheric
pressure on semi-insulating GaAs (001) substrates. Twoδ-layers of Si were introduced at
10 to 20 nm from both sides of each InGaAs quantum well in GaAs barrier layers. Typical
values of 2D electron concentration were 0.7 to 2× 1011 cm−2. The lateral pulse electric
field (E) up to 1.5 kV/cm2 to 10µs in duration was applied to the structure via strip electric
contacts deposited on the sample surface. The experimental details were described in [2]. In
transmittance experiments the measured signal was proportional to the difference between
the intensities of light passed through the sample under and without applied electric field.
To determine the energy of main (e1-hh1) optical transition in quantum wells in addition to
the transmittance modulation spectra the photoluminescence and transmittance atE = 0
were investigated also. The measurements were carried out at 4.2 K. In all experiments
with pulse electric field box-car integrator was used for data acquisition.
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Fig. 1. Photoluminescence (PL), transmittance (Tr) and transmittance modulation (�Tr) spectra
for heterostructure with 5 nm In0.15Ga0.85As/GaAs quantum wells. The electron concentration is
7×1010 cm−2. Electric field (V/cm): 1—115, 2—230, 3—345, 4—460, 5—575, 6—690, 7—920.
The arrows indicate the calculated positions of hh1-e1 and hh2-e1 optical transitions.

2. Results and discussion

As it follows from calculations for investigated heterostructures there are one electron and
two heavy hole subbands in quantum wells. The energy of the first electron subband (e1) in
the quantum wells is less than the conductivity band edge inδ-layer in GaAs and therefore
the most of electrons turn to be in the quantum wells. At zero electric field the electron
concentration in the quantum wells is high enough and therefore the edge of the fundamental
absorption is shifted to the shortwavelength region due to Burstein–Moss effect. Electron
heating results in the change of the electron distribution function and hence in the tailing
of the fundamental absorption edge. This leads to both the increase of the transmittance
for the optical transitions to the electron states over Fermi energy and the decrease for ones
under Fermi energy.

In Figure 1 the typical transmittance modulation spectra as well as transmittance and
photoluminescence spectra for one of investigated heterostructure are shown. As one can
see from transmittance spectrum the energy of the main (hh1-e1) optical transition in
these quantum wells is about 1.438 eV. In this energy region both the “negative” (decrease
of transmittance) and “positive” (increase of transmittance) peaks were observed in the
transmittance modulation spectra. This results from the electron redistribution near Fermi
level due to electric field heating. In contrast to p-type structures less effective mass for
electrons in comparison for holes leads to the less widths of negative and positive peaks.
Transmittance modulation is observed at low electric fields. Starting from approximately
300 V/cm the amplitudes of both negative and positive peaks change weakly. Scattering
on the optical phonons prevents further effective electron heating. Other peculiarity in
transmittance spectra near 1.482 eV probably corresponds to the hh2-e1 optical transition.
Due to weak overlapping of wave function for hh2-holes and e1-electrons this transition
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has low intensity. The form of high energy peak (positive) in the transmittance modula-
tion spectra specifies the effective temperature of hot electrons in the quantum wells that
reaches approximately 100 K at electric field about 500 V/cm and changes weakly at the
further electric field increase. At considerable electric fields (about 500 V/cm) broad band
modulation was observed within GaAs band gap. The intensity of this modulation grows
with electric field increase as a superlinear function. The nature of this phenomena is not
clearly understand yet. One of the possible mechanism may be recharging of deep acceptor
levels in highly doped and compensated substrate.

Thus the transmittance modulation by electric field in n-type InGaAs/GaAs heterostruc-
tures with quantum wells was studied. The hot electron effective temperature is shown to
be approximately the same for hot hole one in p-type heterostructures.
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The undoped and doped GaAs/AlAs superlattices (SLs) grown by MBE on (100), (311)B
surfaces and facet (311)A surface were studied using Raman spectroscopy. Thickness of
GaAs layers of the studied SLs was varied from 1 to 10 monolayers (mls), thickness ofAlAs
barriers was 8 mls, the concentration of impurity (Si) in doped SLs was 2× 1018 cm−3.
Parameters of the SLs are shown in Table 1. The Raman spectra were registered at room

Table 1. Specifications of the studied superlattices GaAsnAlAsm.

Substrate GaAs thikness, AlAs thikness, Periods
No (311)A (311)B (001) mls mls

1 1A 1B 1 10 8 100
2 2A 2B 2 6 8 100
3 3A 3B 3 4 8 200
4 4A 4B 4 2 8 300
5 5A 5B 5 1 8 400

temperature in quasibackscattering geometry in various polarization geometries. The line
514.5 nm of Ar laser was used. As one can see in Fig. 1, when the width of GaAs quantum
wells decrease, the interaction of plasmons with the GaAs-like LO-phonons also decrease,
but the interaction of plasmons with theAlAs-like LO phonons increase, and the intermixed
modeAlAs-like LO-phonons with plasmons was observed. For relatively thick SLs (10 mls
GaAs), the width of peaks for doped and undoped SL is nearly equal. In the case of doped
sample the peak position shifted to higher energy region. The shift may be caused by
intersubband optical plasmons interaction with optical phonons; meanwhile intrasubband
contribution is negligible due to localization of electrons.

Some changes in spectra of doped and undoped SL 2 take place, but in the case of SLs
3–5, these changes are dramatic. The coupled modes (for doped SLs — marked as LP2)
are shifted and broadened. Peaks resulting of scattering on TO modes in these samples
are also a little broadened. The coupling modes in the case of very thin SLs are similar
to coupling modes in 3D-case of doped GaxAl (1−x)As solid solutions [1]. According to
simple appraising using the Kronig–Penny model in the case of SL 4 and 5 the electrons
are practically delocalizated, what in good agreement in experimental data. As one can
see, the coupled modes of plasmons with optical phonons of GaAs type (marked as LP1)
are shifted in low energy region comparing with pure phonon modes in undoped SLs. The
coupled modes are also broader. The effect of “softening” modes in the case of doping
cannot be explained in frames of macroscopic approach [2]. The zeroes of dielectric
constant with phonon and plasmon deposition gives the frequencies of LO-modes always
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Fig. 1. Raman spectra in (XY ) geometry of doped (solid lines) and undoped (dashed lines)
GaAs/AlAs SLs, grown on (001) substrate in the condition of (2×4) surface reconstruction. The
directionsX andY are (100) and (010) correspondingly.

bellow the frequencies of pure LO modes. So, the more accurate approach is needed to
calculate the dispersion of the coupled phonon–plasmon modes in tunnelling SLs. We have
advanced microscopically approach for calculations of phonon–plasmon mode dispersion.
The dynamic matrix of atomic vibrations was taken in “bond-charge” model. Phonons
were considered as subsystem in dielectric media, which permittivity is defined by electron
gas in Lindhard–Mermin approximation [3]. Long range dynamical screening of phonons
by electron gas was taken into account by self-consistent solution for the dynamic matrix.
The resultant dependence of frequencies of coupled phonon–plasmons on wave vector and
frequency was derived, as well as corresponded Raman spectra. Some results are presented
in Fig. 2(a).

The mass of electron along GaAs layer (mL) was the volume mass of electron, and the
mass along direction of SL growth (mT) was changed. As on can see, at some volumes
of mT, the frequency of phonon-GaAs-type phonon mode is low energy shifted, but the
frequency of phonon-AlAs-type phonon mode is high energy shifted. The similar picture
we can observe in the experiment. The wave numbers of LO1 modes of undoped and LP1
and LP2 modes of doped SL 3 are shown for comparison. The difference in Raman spectra
of the phonon–plasmon modes was observed for the SLs containing the GaAs quantum well
wires (QWWs) grown on corrugated (311)A surface and for (311)B SLs. The example is
presented in Fig. 2(b). It is known, that surface (311)A are the very periodical massive of
microfacets in direction Y (̄233) [4]. The difference is supposed to be due to anisotropic
dispersion of the phonon–plasmon modes along and across to GaAs quantum wires on
faceted (311)A surface. For not-corrugated SLs grown on (311)B surface such anisotropy
is absent, and its spectra are similar to spectra of (001) SLs. The anisotropy of TO phonons
in (311)A corrugated SLs were observed earlier [5], the result of structural anisotropy
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of doped SLs, grown on (311)A and B surfaces.

was splitting of TO phonon localized in QWWs, for modes with atom displacement along
and across to QWWs. The structural anisotropy of (311)A SLs (undoped sample 5) was
confirmed using HREM cross-section [6]. So, experimental and the theoretical results
concerning phonon–plasmon interaction in tunnelling GaAs/AlAs SLs were obtained for
the first time. The agreement between the experiment and the calculations is achieved. The
difference in phonon–plasmon modes of (311)A and (311)B SLs was observed, it can be
result of interface corrugation in (311)A SLs.
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Abstract. We show that Coulomb interaction within a delta-layer of donors is governed by the
neighbouring two-dimensional hole gas. It has been found experimentally that the interface lu-
minescence band displays pronounced blue shift when the two-dimensional holes recombine with
delta-donors. Our analysis confirms that uniform distribution of the delta-dopants provides ade-
quate description of the energy shift versus excitation level.

Introduction

Atomic monolayers of dopants in close proximity of the two-dimensional electronic systems
have formerly been used as effective optical probes in the Quantum Hall regime. Here we
reverse the situation: the Coulomb interaction within a delta-layer of donors is probed by
the neighbouring two-dimensional hole gas (2DHG). The latter is mainly responsible for
low-dimensional screening of the electrostatic interaction between ionised delta-dopants.

In our photoluminescence experiments, an optical excitation above the bandgap pro-
duces electron-hole pairs with the photoelectrons successively captured by the delta-donors.
Once a given fraction of the delta-donors has been neutralised, valence holes from the 2DHG
may radiatively recombine with the donors. We show that energy of the outcoming photon
depends on Coulomb interaction between delta-donors, which we refer to as an interaction
in the final state.

Model

Experimentally this interaction in the final state translates into a spectral shift of the pho-
toluminescence band towards the higher energy side of the spectrum as the density of the
optical excitation increases. Under conditions of high optical pumping, all delta-donors
are neutralised and the photon energy is at a maximum. The photon energy reaches its
minimum when all donors are ionised. The total value of this blue shift is given by

� = 2e2

ε

[
π
(
2z0 + q−1

s

)
N
]
, (1)

wherez0 is the distance between 2DHG and the delta-layer,q−1
s is the inverse screening

radii, andN is a concentration of the delta-donors. Notice that without screening,qs = 0,
the energy shift would be infinitely large. However, in the case of the screening radii
reduced to zero, the low-dimensional screening converts to induction of the image charge
at the distance of(−z0) behind the 2DHG.
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Experiments

In all our samples the 2DHG was formed within the potential notch at the modulation doped
AlxGa1−xAs/GaAs heterojunctions. The samples were grown by molecular-beam epitaxy
on CrO-doped(100) substrates. We used three different types of the layer sequences:
(i) The first structure contains a delta-layer of Si with concentration ofN = 4×1010 cm−2.
The delta-layer was placed in GaAs at the distance of 350 Å from the heterointerface. This
active layer of GaAs (700 Å) was terminated with a 30-period GaAs/AlAs superlattice
buffer layer to prevent the diffusion of photocreated electrons away from the interface.
(ii ) The second sample was a precise replica of the first one except that the GaAs layer was
nominally undoped.
(iii ) Finally, we also used an asymmetrically doped GaAs quantum well where the GaAs
thickness was reduced down to 150 Å. In all structures we found that Hall measurements
yield the 2DHG concentration of about 5× 1011 cm−2. During PL measurements, the
samples were mounted in a He-flow cryostat. PL was excited by 5145 Å of Ar+ laser line.
The light was dispersed and subsequently detected by a liquid-nitrogen-cooled charge-
coupled device detector array. All three types of the samples display an intensive interface
PL band.

Results

The spectral shift of the interface luminescence in the delta-doped samples greatly exceeds
that from the samples without delta-doping: We observe up to 30 meV of energy shift
when the two-dimensional holes recombine with delta-donors as opposed to only 3 meV
for the recombination with free electrons in the conduction band. To account for trivial
band bending, the asymmetrical quantum wells were also studied.

We show that the large value of the blue shift, much in excess of the 2DHG Fermi energy,
is explained by the electrostatic repulsion between ionised delta-donors. Our analysis
confirms that uniform distribution of the delta-dopants provides adequate description of
both the energy shift and the full width at a half maximum of the interface PL band. Taking
into consideration also the concentration fluctuations within the delta-layer accounts for
less than 10% of the total effect.
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III-Phosphide self-assembled quantum dot (SAQD or simply QD) structures offer the po-
tential to realize injection lasers operating in the visible spectral region with improved
performance characteristics such as low threshold current density, high characteristic tem-
perature, and high differential gain. Also, SAQD growth can overcome the limitation of
lattice matching between the substrate and the epitaxial active region due to the intrinsic
nature of the growth mode (i.e., strain-induced S-K growth).

InP quantum dots have been grown and characterized on direct-bandgap In0.49Ga0.51P
matrices by several research groups and on indirect-bandgap In0.49Al0.51P matrices by
these authors. As expected, the growth characteristics and optical properties are different
in these cases. In this study, we report the characteristics of InP SAQDs embedded in
In0.49(AlxGa1−x)0.51P grown by low-pressure metalorganic chemical vapor deposition (LP-
MOCVD) to make a complete bridge between two material systems. The InP QD growth
studies are done at a temperature of∼650 ◦C by altering growth times and using various
In0.49(AlxGa1−x)0.51P matrices (x = 0.0, 0.3, 0.6, and 1.0). The morphology changes
(average sizes and densities) of the exposed SAQDs (grown without the upper cladding
layer), depend on the growth time and the matrix material, and are characterized by atomic
force microscopy (AFM). As the growth time increases from the “planar-layer-growth
equivalent” of 7.5 MLs to 15 MLs for InP/In0.49(Al0.6Ga0.4)0.51P quantum dot structures,
the dominant QD size increases, while the densities remain almost the same (∼1−2 ×
108 dots/mm−2) and the dominant heights are∼10−25 nm, depending on growth time.

Photoluminescence (PL) spectra were taken at 4 K and 300 K to determine the light-
emitting characteristics of the In0.49(AlxGa1−x)0.51P quantum-dot heterostructures
(QDHs). 4 K PL spectra from the InP SAQDs embedded in In0.49(AlxGa1−x)0.51P cladding
layers exhibit PL emission in the visible orange and red spectral regions. Emission peaks
appear at higher energy for shorter growth times and higher bandgap matrices−2.10 eV,
1.90 eV, and 1.82 eV peak energies for 3.75, 7.5, and 15 ML InP/In0.49(Al0.6Ga0.4)0.51P
QDH, while emission peaks occur at 2.06 eV, 1.92 eV, and 1.87 eV for 7.5, 11.25, and
15 ML InP/In0.49Al0.51P QDH, respectively. Since the bandgap of the “active” InP SAQDs
is modified by multi-dimensional quantum confinement, bulk material properties like the
band offset do not apply in this case. We further study the InP/In0.49(AlxGa1−x)0.51P
(x = 0.6) SAQDs using ballistic electron emission microscopy (BEEM) techniques to
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determine the band structure of the dots. Also, transmission electron microscopy (TEM) is
used to characterize the microscopic material quality and morphology of the individual QD
and the interfaces between SAQD and cladding layers. Defect-free SAQDs are observed
for the height of less than∼30 nm. Furthermore, we have achieved 300 K lasing from InP
SAQDs at the shortest wavelength yet reported for III-P QDs.

In summary, we will report on the optical, structural, and electronic properties of InP
SAQDs embedded in In0.49(AlxGa1−x)0.51P layers grown on GaAs substrates by MOCVD.
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Abstract. We have measured random telegraph noise in the photoluminescence of individual
quantum dots of InGaAs in GaAs. We have observed not only two-level dots but also dots switching
among three level in both systems. The experiments show that the switching InGaAs dots behave
very similarly to switching InP dots in GaInP. The switching is attributed to defects and we show
that the switching can be used as a monitor of the defect.

Introduction

Random telegraph noise, or blinking, has recently been observed in the photoluminescence
from several quantum dot systems, such as colloidal dots of CdSe [1, 2], coherently grown
dots of InP in GaInP [3], and strain-induced dots in GaAs [4]. There have also been reports
of intermittencies, although not clearly displaying a telegraph signal in coherently grown
II–VI dots [5]. The switching rate can be very slow, having typical timescales of seconds
or even minutes. In some cases (colloidal [1, 2] and strain-induced dots [4]) the emission
changes in energy and in some cases (coherently grown InP-dots [3]) only the intensity
is modulated by the switching. For colloidal dots, a model based on photo-ionization has
been used to explain the switching [2, 6], whereas for coherently grown dots, a model
involving a mobile photo-activated defect has been proposed [3]. This defect was proposed
to have two fairly longlived configurations. In one of the configurations the defect captures
carriers from the dot causing a low emission intensity whereas in the other configuration
the capture of carriers is less efficient and the dot is luminescing in its on-state. The defect
model for coherently grown InP dots has received support by experiments in which the
defect has been excited independently of the dot, causing a change in the rate of switching
[7]. Interestingly, not only switching between two levels have been observed in InP dots,
but also switching between three levels [2, 8]. However only one III–V system of coherently
grown dots have been observed to exhibit blinking (InP dots in GaInP) and it is important
to know if this effect is peculiar to this system. We will here show that GaInAs quantum
dots in GaAs also exhibit switching and that the phenomenon could be quite general in
III–V semiconductors. In fact the two systems behave in a very similar way, offering the
hope for a unifying principle.

1. Experimental

The samples were grown by solid source molecular beam epitaxy. The substrates used
were (211) A/B oriented GaAs. They were mounted side by side on the same Mo block
with indium to ensure identical growth conditions. After removing the surface oxide at a
temperature of 580◦C, a 30 nm GaAs buffer layer was deposited at 600◦C, followed by
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Fig. 1. Images of the sample taken at two different occasions. One dot, marked with an arrow has
changed its emission intensity.

a 10 period GaAs/AlAs superlattice, and finally by a 200 nm thick layer of GaAs. The
In0.4Ga0.6As quantum dots were then grown at 500◦C via the Stranski–Krastanow growth
mode. The InGaAs thickness was 9 monolayers. The quantum dots were covered by 10
nm of GaAs before increasing the temperature back to 600◦C, where a 50 nm GaAs layer
was grown followed by a 30 nm of AlGaAs layer and a 40 nm layer of GaAs serving as a
cap layer. The samples were not intentionally doped.

The quantum dots were usually excited with the 532 nm line from a frequency doubled
YAG-laser with typical excitation power densities of 10–100 W/cm2. The emission was
collected through a microscope and detected with a video-camera, connected to a computer.
In order to select a certain wavelength range we used a tunable interference filter having
a bandpass of 0 nm. The measurement temperature was typically about 10 K unless
temperature dependent measurements were performed. In order to change the excitation
power density we used a continuously variable neutral density filter. Unless noted, every
experiment has been repeated on several dots in order to find the general behaviour of the
switching phenomenon. In fact two samples (with (211)A and (211)B orientation) have
been measured showing essentially identical behaviour.

2. Results and discussion

In Figure 1 we show two images of a region of the sample taken at two different times. It
can be seen that although the intensities of most dots is constant, there is one dot which
has changed its emission intensity between the images, going from an on-state to an off-
state. The images were taken through a band-pass filter centered around 1.37 eV, having a
bandwidth of 15 meV. We find that for a given experiement only a few (about one in one
hundred) dots are blinking. The excitation was in the GaAs barrier in this case. We have
also dots directly using an energy of the excitation laser which was below the wetting layer
energy, and we find that the dots are still switching. It is thus unlikely that the switching is
due to variations in the capture probability.

In Figure 2 we show intensity traces of a two-level quantum dot for different excitation
power densities. It can be seen that the frequency of switching increases very rapidly with
increasing excitation power density. There is emission from the dot also in the off-state
with an intensity of about one third of the intensity in the on-state. We have confirmed for
a few dots that the emission energy do not change appreciably between the on-state and the
off-state using either visual inspection of video-images after a monochromator, or by using
interference filters. Unfortunately the dot density is too high to make detailed investigations.
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Fig. 3.A plot of the switching frequency as a function of the excitation power density.

It is interesting to notice that for sufficiently low excitation power density the dot is in an
off-state which appears to be permanent. All investigated dots have been found to be in an
off-state at low excitation power density. This argues against the alternative explanation
that the switching frequency is too low to measure, in which case we would expect to
see some dots in the on-state (although not appearing to be switching). Figure 3 shows
a plot of the switching frequency as a function of excitation power density. In contrast
to InP dots, which can irreversibly (and easily) be changed to a permanently on-state by
increasing the excitation power density, we find that the GaInAs dots are much more robust.
Many GaInAs dots have been exposed to fairly high excitation power densities (5 kW/cm2)
without changing to non-switching dots. At even higher excitation densities (50 W/cm2)
most dots do quench and then always to an on-state, exactly like InP dots. We have also
observed dots switching among three levels.

If we compare the behaviour of GaInAs dots and InP dots we mostly find similarities.
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Only very few dots are found to exhibit switching and there is emission also in the off-state.
The rate of switching increases with excitation power density and with temperature. Dots
switching between two levels and dots switching among three levels are present. In both
systems about 1 percent of the switching dots are three-level dots and the rest are two-level
dots.

There are, however, one significant difference between the two systems. In the InP
system it is easy to quench the dots permanently to an on-state by strong illumination. In
the GaInAs it is far harder to quench the emission to a permanently on state although this
has been done in a few cases. We tentatively propose that this difference could due to the
different stiffnesses of the matrix, with GaAs being stiffer than GaInP, leading to a reduced
mobility of the defects. However more work is needed to reach a more definite conclusion.
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Introduction

Lately a lot of papers were devoted to the investigations of laser heterostructures based on
quantum dots (QDs). This interest is based on the fact that QDs provide a zero-dimensional
system, with 3D carrier confinement resulting in atomic-like, discrete electronic eigenstates.
The δ-like state density preconditions the low threshold current densities of laser diodes
[1, 2] and higher values ofT0 [3] compared to existing semiconductor lasers. But the
threshold current density of the “classical” QD laser diodes based on the single layer
InAs heterostructures is far from predicted values [4, 5]. One of the possible obstacles to
achieving the low threshold current density is low internal quantum efficiency in predicted
by the theory excitation level range (10–100 A/cm2). The laser diode, which was made
during this work, has a threshold current 110 A/cm2. The aim of this work is to study the
mechanism limiting the quantum efficiency.

1. Experimental details

For our studies we have grown two samples the only one difference between them was that
one was a laser diode sample and another one for the photoluminescence (PL) investiga-
tions. Samples were grown by the molecular beam epitaxy (MBE) in Stransky–Krastanow
growth mode. To increase the density of QD arrays we used InAs QD single layer array
grown on GaAs(001) substrate misoriented by 4◦ to the [010] direction [6]. Using this
method in our samples we achieved a relatively high density of QDs (≈ 1011 cm−2). The
interruption time between the end of QD growth and the start of the GaAs layer overgrowth
was 10 s. The thickness of the InAs covering was 2.9 monolayer. The InAs QD growth
temperature was 470◦C and the III/V element flux ratio was 2. The InAs QD array was
confined by GaAs barriers (20 nm) which were surrounded by AlAs/GaAs superlattices
and by Al0.7Ga0.3As cladding layers and practically repeats the corresponding part of the
laser heterstructure reported earlier [5]. Steady-state photoluminescence (PL) spectra were
obtained using Ar+-ion laser (2.41 eV) and Ti-sapphire tunable laser. The laser beam was
focused onto the sample installed in a He cryostat. The PL signal was dispersed by a 2m
grating monochromator and detected by a cooled Ge photodiode.

Time-resolved PL was measured at sub-100 fs pulse excitation (repetition rate of
82 MHz) from a Ti-sapphire laser at 1.68 eV.A grating monochromator in combination with
a streak camera having an infrared-enhanced photocathode allowed spectral discrimination
and detection. The total system response was under 15 ps.
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2. Results and discussion

Figure 1 shows the steady-state PL spectra for different excitation power densities equivalent
to electron-hole pair density up to 6.7× 1013 cm−3. These densities are sufficient to cover
the range of average carrier densities captured by QDs. All excitation power densities for
convenience in comparison with laser diodes excitation power densities are given in current
values (A/cm2).
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Fig. 1. Steady-state PL spectra at different excitation density of InAs QDs grown on GaAs substrate
with 4 degree misorientation.T = 5 K.

The PL spectra recorded at the low excitation densities (Fig. 1) is described by a single
gaussian with peak energy of 1.33 eV. This can be ascribed to the recombination of electron-
hole pairs in ground state. As the excitation power density increases, two new gaussians
appear in the high energy part of PL spectrum. Their peak energy is 1.38 and 1.42 eV
(gaussians shown in Fig. 1 as dashed curves). First one (1.38 eV) is attributed to the
recombination of electron-hole pairs in excited state [7] and the second one (1.42 eV) —
to the recombination of electron-hole pairs in wetting layer [8].
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Fig. 2. Time-resolved PL from the ground state (upper curve) and first excited state (lower curve)
of InAs QDs at excitation density 7.8 A/cm2 andT = 10 K.
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Figure 2 shows the PL time decay curves measured for the ground and first excited
states of the electron-hole pair (1.33 and 1.38 eV respectively). The PL decay of the
ground state is described by one exponent with characteristic time (t ≈ 3.1 ns). The PL
decay curve of the excited state is substantially different from the same of the ground state.
Its shape has the biexponential feature: the initial fast component and the slower second
component. Their estimated characteristic times are 210 ps and 700 ps respectively. Such
kind of the behavior is explained by two processes: fast — free relaxation of the carriers
into the unoccupied ground state and slow-radiative recombination from the excited state.
An increase of the excitation density (Fig. 3) leads to the fast component disappearance.
In accordance with [8] this behavior can be explained by the blocking of relaxation to the
fully occupied ground state. As seen from Fig. 3 this effect took place at the excitation
density range 20–80 A/cm2. The full carrier relaxation scheme is very complex. It should
comprise a lot of processes, such as sequential, nonsequential, multiphonon scattering and
Auger recombination [9] etc. Taking this fact into account we use more simple model —
we are examining only concentration of carriers on the energy levels without considering
all above mentioned mechanisms. Later we will show that such approach is a sufficient
approximation to explain the addressed problem.
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Fig. 3. Time-resolved PL from the excited state of InAs QDs at different excitation density and
T = 10 K.

Figure 4 shows the ground state, excited state and wetting layer PL intensity divided
by the excitation density (ζG,S , ζE,S andζW,L correspondingly) versus excitation density.
As seen from the figure,ζG,S has three parts — the increase, saturation and decrease.
ζG,S achieves the maximal value at excitation density≈10 A/cm2 and rapidly decreases
after 40 A/cm2. The value ofζE,S starts to increase after 20 A/cm2 — directly before the
decrease ofζG,S . Both of these facts clearly demonstrate the filling of the ground state
and the blocking of carrier free relaxation from the excited state. In this case the radiative
recombination rate on the ground state is determined by the density of QDs. An increase in
excitation density leads to the decrease of quantum yield of PL ground state. The estimated
excitation density for the ground state filling is 20–30 A/cm2. This value of excitation
density is very close to the theoreticaly predicted threshold current of QD laser diodes
diodes. In practically developing QD laser need for compensation of inevitably nascent
losses can demand such values of current density at which value of quantum yield starts
to decrease. It is obvious that in laser diodes everyone have to our results show that the
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ground state filling effect should be taken into account in QD laser diodes design.
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Fig. 4. PL intensity of the ground state, exited state and wetting layer divided by excitation power
density versus the excitation density atT = 10 K.
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Abstract. We studyp–i–n diodes incorporating InAs/AlAs self-assembled quantum dots (QDs) to
probe the electron and hole levels of the dots. Comparative analysis of capacitance-voltage (C−V ),
current-voltage (I−V ) and electroluminescence (EL) measurements shows thatp–i–n structures
could be successfully used as a quantum dots spectrometer.

Introduction

Among the structures proposed as quantum dots (QDs) spectrometers, devices with Schot-
tky contacts [1] and unipolar structures [2] (i.e.n–i–n or p–i–p diodes) are those more
frequently used. In contrast,p–i–n diode incorporating QDs have not been deeply in-
vestigated. In contrast to the case of Schottky diodes, the potential distribution over the
intrinsic region (i) of ap–i–n diode is almost linear. This implies a simple procedure for
converting an applied voltage to the energy shift of the QD states. Also, in contrast to
unipolar devices,p–i–n diodes offer the possibility to investigate in the same device both
the electron and the hole dot states. In this work, we present a study of bipolar transport in
ap–i–n diode incorporating InAs/AlAs QDs. This study is carried out by a comparative
analysis of capacitance-voltage (C−V ), current-voltage (I−V ) and electroluminescence
(EL) measurements.

Experimental results and discussion

In our p–i–n diode, the composition of the layers in order of growth on an+-substrate
is as follows: ann+-dopedGaAs buffer layer (n+ = 4× 1018 cm−3); a 100 nm-thick
n-doped GaAs layer (n = 2×1016 cm−3); an undoped, intrinsic region (i), which consists
respectively of a 100 nm-thick GaAs layer, a 10.2 nm-thick AlAs barrier and a 60 nm-thick
GaAs layer. The growth was completed by ap+-doped GaAs layer (p+ = 2×1018 cm−3).
The QDs were grown in the middle of the AlAs barrier, by depositing 1.8 ML of InAs.

TheC−V andI−V characteristics of the sample are shown in Fig. 1. TheC−V curve
is characterized by two distinct regions, — low- and high-capacitance. The value of the
capacitance in the first region is consistent with the value expected for a flat capacitor, with
a distance between the capacitor plates equals to total base length of the structure,L. Sharp
transition from the low- to the high-capacitance region occurs when the flat band regime is
achieved and the electron and hole 2D layers form outside the AlAs barrier.

The formation of the 2D layers is also confirmed by the appearance of Shubnikov–de
Haas-like magneto-capacitance oscillations vs. magnetic field,B, (at fixed voltage) forB
applied parallel to the growth direction. The charge modulation arising in this case affects
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Fig. 1. Capacitance–voltage dependence measured at frequency of 10 kHz and zero magnetic field
(left-bottom) and dc current–voltage characteristics (top-right) of the p-i-n diode. Upper inset:
Capacitance curves near voltage 1.4 V for different frequencies of a modulating signal. Lower
inset: the second derivative of current vs applied voltage.

the distribution of electric potential and screening length, and hence modulates the capac-
itance of the device. The fundamental field,Bf = [+(1/B)]−1, measures the electronic
sheet density of 2DEG in the accumulation layerns = 2eBf /h. Thus, extrapolation of
fundamental fieldBf dependence on applied voltage to zero-Bf value yields an informa-
tion about voltage at which the flat band regime occurs. The obtained voltage value is close
to GaAs band gap at 4.2 K – 1.512 eV.

In further, we will focus on the resonant features of the capacitance, which appear in
both low- and high-capacitance regions. A wide bump is observed at 1.4 V for a frequency
of 10 kHz (upper inset in Fig. 1). The current increasing is also observed in theI−V
curve within the same voltage region. We believe that this feature is caused by filling of
impurity states located in i-region. This feature depends on the modulation frequency. With
increasing frequency the amplitude of this feature becomes weaker and disappears for a
frequency of about 1 MHz. This frequency dependence could be explained in the next way.
Magnitude of the effect depends on number parameters — tunneling and emission rates for
both electrons and holes as well ase−h recombination rate. To reach equilibrium between
impurity levels and emitter, a modulation signal frequency must be much lower than the
thermionic emission rate. When frequency becomes considerably larger than emission rate
the carriers cannot follow the measurement signal and do not modulate charge both at the
edge of space charge region and at the point where the Fermi level crosses the impurity
level.

The second feature appears at around 1.56 V in both theC−V andI−V curves. A
sharp resonance at this point is clearly visible on the second current derivative presented
in lower inset of Fig. 1. A wide bump followed by dip is observed onC−V curve that
correlates with sharp increasing of the current at the same bias voltage. We attribute these
features to capture of holes onto the QDs. Assuming uniform voltage distribution, then
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Fig. 2. EL spectrum of the QD structure measured atT = 10 K andI = 20 mA.

the leverage factor can be simply calculated for electrons (holes) as ratioλe(h)+b/2
λe+b+λh , where

λe andλh are the quantum stand-off distances of the carriers in the accumulation layers
formed to the left and right of the barrierb. The carrier sheet concentration,ns , provides
us with wavefunction stand-offs [3] (λe,h ∼ n−1/3

s ). We obtain the leverage factor for high
capacitance region equal to 0.33 and 0.67 for holes and electrons, respectively. Performing
the procedure for QDs hole state, we estimate the position of ground QDs hole state at 15
meV beneath the top ofGaAs valence band.

Around the voltage of 1.67 V we observe a kink onI−V curve that is reflected inC−V
dependence as increase of capacitance. The feature is more visible on the second derivative,
d2I/dV 2 and should be prescribed to the transport through the ground electron level of
the QD. Using electron leverage factor for this voltage, we obtain the energy position of
the ground electron state of the QD at 105 meV above GaAs band gap. Besides, there
is noticeable increase of current inI−V dependence at 1.71 V (Fig. 1). For that bias a
probability of�−X tunnelling strongly increases, that yields considerable contribution to
the tunnel current.

To approve our model electroluminescence (EL) measurements were performed. Fig-
ure 2 shows the 10 K resulting EL spectrum of our device. The dot emission appears on
the high energy side of the GaAs emission and it consists of two weak bands peaked at
about 1.59 eV and 1.65 eV. The origin of these features should be thee−h recombination
via indirect exciton states that form at voltages far away the flat band condition. Really,
at voltage bias exceeding 1.5 V the electron and hole 2D layers accumulate on outer sides
of the barrier. The Coulomb attraction should promote the formation of spatially indirect
excitons. However, the EL spectra were measured at 2V when thee−e interaction in 2DEG
effectively suppresses the formation of indirect excitons. Moreover, we did not observe
any manifestation of interplay between screening and exciton binding like that reported in
[4], for similar device but without QD layer. If a feature in EL spectra at 1.59 eV is due
the electron-hole recombination from the ground states of the dots, the energy gap between
ground electron and hole QD state is 40 meV less, then value obtained from transport
measurements. We assume, that in EL measurements, ground states of QD is affected by
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Coulomb interaction between carriers and excitonic state forms. In this case correspond-
ing transition energy could be considerably lower, especially with spatial 3D confinement.
Thus, we obtain exciton binding energy of order of 40 meV. The next feature observed in
the EL spectra 1.65 eV we attribute to the electron-hole recombination from the excited
states of the QD bare exciton. The weak intensity of the dot signal is probably due to the
presence of non-radiative recombination centers existing in the AlAs layers.

Conclusions

In conclusion, we have used the p-i-n diodes containing the layer of InAs quantum dots
in an insulating region as spectrometer for probing electronic levels of QDs. Advantages
of such devices for capacitance measurements are shown. It is shown that ground electron
level of the InAs quantum dots in AlAs matrix reveals itself 105 meV above the GaAs
conduction band edge, while the lowest hole level moves 15 meV downward the GaAs
valence band edge.
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Abstract. Capacitance and photocurrent spectroscopy are used to investigate a Schottky barrier
structure containing a single layer of self-organized InAs/GaAs quantum dots. We show that
applying a bias to the structure it is possible to change the electron occupation of the dot levels.
This in turns is used for controlling the intensity of the light absorbed by the dots and proposed
as a novel way for realizing optical modulators operating in the infrared (∼ 1.1 µm) wavelenght
range.

Introduction

Nowadays InAs/GaAs self-organized quantum dots (QDs) are of great interest because
of their zero-dimensional properties, which open up wide possibilities to develop new
optoelectronic devices such as low-threshold lasers, infrared detectors and high-density
optical memory devices [1]. Recently it was shown that the photocurrent (PC) spectroscopy
can be used to measure the absorption of QDs [2]. In this paper we show that using
capacitance [3, 4] and PC spectroscopy it is possible to control the electron occupation of
the dot levels and correspondingly the dot absorption.

1. Experimental details

The QDs structures were grown by molecular beam epitaxy (MBE) on n+−GaAs (001)
substrates. The formation of InAs QDs was monitored by reflection high-energy electron
diffraction (RHEED) patterns, and the average thickness of InAs deposited was 4 ML at
485◦C. The InAs QDs were sandwiched between a 0.4µm-thick GaAs cap and a 1µm-
thick GaAs buffer layer. The cap and buffer layers were uniformly doped with Si at a
level of 2.0× 1016cm−3 except for 10 nm thick undoped spacers on each side of the QD
layer. The excitation source for PC measurements was a tungsten-halogen lamp dispersed
by 0.25 m monochromator and the PC signal was recorded with standard lock-in technique.
The C(V) characteristics of the devices were measured using an HP4275A LCR meter.

2. Results and discussion

Figure 2(a) shows C(V) characteristic of the QD structure atT = 80 K. The C(V) charac-
teristic at 80 K has two plateaux with a small step between them at−2.0 V, indicating that
there are two filled electron states in the QD plane [4]. At a given temperature, the charge
located in the QDs is determined by the sheet concentrationNQD of QDs and the relative
positions of the electron level in the QDs (Eei) and chemical potential (µ) in the GaAs
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Fig. 1. (a) C–V characteristics measured at 1 kHz and 80 K and simulated with a quasi-static
model. (b) Simulated occupations of the electron ground (solid line) and first excited (dashed line)
states in QDs as a function of the reverse bias atT = 80 K. The insert shows the conduction band
diagram of the QD structure. The horizontal lines represent the electron energy levelsEei in the
QDs, broadened by the size distribution.

matrix (see insert in the Fig. 1(a)). We use a Gaussian distribution to describe the DOS
associated with the distribution of QD sizes. The density of chargeQQD accumulated in
the QD plane may be written as [3, 4]:

QQD = q
∑
i

∫
giNQD

�E
√
π
2

exp

(−2(E − Eei)2
(�E)2

)
1

1+ exp
(
E−µ
kBT

)dE (1)

wherekB is the Boltzmann constant,gi is a spin degeneracy factor,q is electron charge,
andT is temperature. Summation is provided over alli subbands.

Figure 1(a) shows the fit to the C(V) characteristic at 80 K by a quasi-static charging
model [3, 4]. The numerical analysis indicates that atVrev = 0 V there are two filled
electron states in the QDs atEe0 = 140 meV andEe1 = 60 meV below the bottom of the
GaAs conduction band (see insert in the Fig. 1(a)). We use a value of�E = 50 meV as
deduced from the broadening of the photoluminescence (PL) QD band. Also the value of
NQD was taken from plan-view transmission electron microscopy studies, which reveals a
uniform distribution of dot sizes with mean QD diameter of 15 nm and a densityNQD =
(3.5± 0.5)× 1010cm−2.

Figure 2(a) shows PC spectra of our sample measured atT = 200 K as a function of
the reverse bias (positive biased substrate). AtVrev = 0 V one can see only step at 1.45 eV
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related with the band-edge absorption of GaAs. Increasing the the reverse bias up to−7 V
results in the appearance of the resonance peak at 1.41 eV related with optical absorption
in InAs wetting layer and three additional features at 1.102 eV, 1.182 eV and 1.240 eV,
which originate from the photon absorption in the ground and excited states of InAs QDs,
respectively [2]. The position of the last three features agrees quite well with the position
of the corresponding PL peaks [4].

At T = 200 K the PC signal from QDs monotonically grows up with increasing of the
reverse bias and saturates at|Vrev| > −3 V (Fig. 2(a)). The same behaviour is observed in
the temperature range from 150 K to 300 K (Fig. 2(b)). With decreasing the temperature
below 150 K voltage modulation of the PC signal becomes weaker and below 100 K there
is no PC signal from QDs (Fig. 2(b)).

The PC signal from QDs is proportional to the absorption coefficient of QDs. Also it
depends on the recombination rate (1/τrec) of carriers from the dot levels and on the escape
rates (1/τesc) of carriers out of the dots [2]. To a first approximation, the PC signal due to
QDs can be expressed in the following form:

IPC= G/(1− τesc/τrec) (2)

whereG is the carrier generation rate in QDs.
Time-resolved PL studies revealed that the recombination time constant is about 1 ns

for this type of QDs [1]. Also time-resolved capacitance spectroscopy revealed that the
carrier emission from the InAs QDs to the GaAs barrier is faster then 1 ns at temperatures
above 150 K [5]. Therefore suppression of the PC signal from QDs below 150 K (Fig. 2(b))
is probably due to the fast recombination of photo-generated carriers in the QDs relative to
the escape time of carriers out of the dots.

Analysis of the C(V) characteristic of the QD structure showed that atVrev = 0 V
two lowest electron states are filled in the QDs (Fig. 1(b)). The increasing of the value of
the reverse bias|Vrev| from 0 V to−3 V results in successive depopulation of the levels
Ee1 andEe0, respectively (Fig. 2(b)). Note that the PC signal from QDs grows up in this
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voltage range (Fig. 2(b)). It is found that at|Vrev| > −3 V there are no electrons on ground
state level in QDs (Fig. 1(b)). And this value of the reverse bias agrees very well with
the start of saturation of the PC signal from QDs (Fig. 2(b)). Thus through the change of
electron occupation in the QDs one can control photon absorption in QDs. At 300 K voltage
modulation of the PC signal from QDs are weaker (Fig. 2(b)), because the concentration
of electrons on electron ground state in the QDs decreases with increasing temperature [3].

3. Conclusions

In summary, we showed that through the change of electron occupation in the QDs one
can control the photon absorption in QDs, thus opening a possibility for optical modulators
based on QDs and operating in the infrared wavelength range.
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Introduction

In recent years semiconductor quantum dots (QDs) have been attracting much attention
due to their promising advantages in optoelectronic device applications. Investigation
of different mechanisms leading to homogeneous broadening of optical spectral lines in
QDs, stimulated by experimental studies [1], is therefore of utmost importance. Various
theoretical treatments applicable to this problem were developed more than 30 years ago
for multi-phonon-assisted optical transitions of electrons localized on lattice defects (for a
review see [2] and Refs. therein). In the adiabatic approximation the crystal nuclear system
is treated as the slowest one. The relatively fast motion of the electron localized on a lattice
defect or exciton localized in a QD is perturbed by the electron-phonon interaction which
is supposed to be linear in the nuclear displacement. The perturbed energy of the localized
electron (exciton) serves as an adiabatic potential for the nuclear system. The perturbation
is usually considered up to the second order. As a result, parabolic adiabatic potentials
for the nuclear motion corresponding to the crystal ground state and to a state, where the
localized electron or exciton is excited, differ. The first-order perturbation term leads to a
difference in the parabolic potentials minima positions while the second-order term leads to
a difference in their frequencies. As a result, the phonon wave functions of the ground and
the excited states are no longer orthogonal and multi-phonon-assisted transitions become
possible.

In case of optical phonons possessing relatively high frequency several spectral lines
corresponding to phonon-assisted transitions are usually experimentally resolved. In what
follows we will be interested in the zero optical phonon line (ZOPL) broadening. As it
was pointed out by Krivoglaz [3], the first-order perturbation term can not lead to the zero-
phonon line broadening unless the phonon damping is taken into account. At the same
time, the second-order term does lead to the finite zero-phonon line width [3].

On the other hand, due to a strong interaction of electrons with acoustic phonons in a QD,
the latter should contribute substantially to the ZOPL width [4, 5]. Since the frequencies
of acoustic phonons are much less than that of optical ones, the ZOPL broadening may
be caused by multiple acoustic phonon assisted transitions governed by the first order
perturbation term.

The aim of this work is to calculate the contributions to the ZOPL homogeneous broad-
ening due to both optical and acoustic phonons making the most reasonable assumptions
and to compare them for a one particular QD system. Since the available experimental
data [1] were obtained for CdSe spherical nanocrystals of the radiusR less than the exciton
Bohr radius in a bulk material, we have chosen this system for our study.
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1. Homogeneous broadening due to optical phonons

Let us consider the homogeneous broadening of the ZOPL associated with an optical transi-
tion to the ground (1Se1Sh,3/2) state of the exciton confined in a spherical CdSe nanocrystal.
In this section we will discuss the broadening governed by the second-order perturbation
term [2]

∑
æ
Bæ,s â

+
æ âæ, whereâ+æ andâæare the phonon creation and annihilation operators,

Bæ,s =
∑
s′ �=s

∣∣∣Væ,e
ss′ + Væ,h

ss′
∣∣∣2

E0
s − E0

s′
, (1)

s = 1Se1Sh,3/2, the subscripts′ enumerates the upper exciton states, the index æ enumer-

ates different phonon modes,Væ,e
ss′
(
V

æ,h
ss′
)

is the matrix element of electron(hole)-phonon

interaction,E0
s is the exciton energy in the states. Here we will consider the Fr¨ohlich polar

electron-phonon interaction and treat optical phonons as in Ref. [6]. In this treatment the
quantized polar phonon modes, characterized by the phonon total angular momentumF ,
have, generally speaking, a mixed LO-TO character. However, in what follows we will
consider only modes withF = 0 which are purely longitudinal. The boundary condition of
the relative sublattice displacement vanishing at the nanocrystal surface is also supposed to
be applicable. Thus, the electrostatic potential induced by the polar optical phonon modes
with the total angular momentumF = 0 is given byY(x,R) =∑

æ
φæ(x, R)

(
â+æ + âæ

)
,

where the sum is hold over the phonon modes withF = 0,

φæ(x, R) =
√

�

ωæ
(ε0 − ε∞) ωTO

ε∞νæ
√
R

j0(νæ)− j0(νæx)

|j0(νæ)| , (2)

x = r/R, jl(x) is the spherical Bessel function of thel-th order,ε0 andε∞ are the CdSe static

and high-frequency dielectric constants, respectively,νæ=
√
ω2
LO − ω2

æR/βL,ωLO(ωTO)
is the bulk LO(TO)-phonon frequency,βL is the LO-phonon dispersion parameter, the
phonon mode frequencies are defined by equationj1(νæ) = 0. The lowest exciton state
which mainly contributes to the sum in the right-hand part of Eq. (1) is the statẽs =
1Se2Sh,3/2. The matrix element of the exciton-phonon interaction between this state and
the exciton ground state is given by

V
æ,e
ss̃
+Væ,h

ss̃
= e

1∫
0

dx
{
−2 sin2πx + x2

[
f s0 (x)f

s̃
0 (x)+ f s2 (x)f s̃2 (x)

]}
φæ(x, R) , (3)

wheree is the electron charge,f s0 (x), f
s
2 (x) are dimensionless functions defined in Ref. [7]

and describing the radial dependence of the hole envelope wave function. If we neglect
phonon damping and omit in the adiabatic phonon Hamiltonians contributions arising from
the first-order perturbation term, then we will find that the cross-section of light absorption
by the QD is proportional to [3]

σa( ) ∝ exp

[
− ( − f i)

2

2δ2
opt

]
, δ2

opt =
∑

æ

n̄æ(n̄æ+ 1)B2
æ , (4)



326 Quantum Wires and Quantum Dots

where is the light frequency,� f i is the energy difference of the electron system before
and after the optical transition,n̄æ= (expβæ− 1)−1, βæ= �ωæ/T , T is the temperature
in energy units. Thus, for high temperaturesδopt ∝ T while atT → 0 it vanishes very
rapidly as exp(−βæ/2). Since the energy of confined excitonE0

s ∝ R−2, from Eqs. (1)–(4)
it follows thatδopt ∝ R.

2. Homogeneous broadening due to acoustic phonons

In this section we will discuss the broadening of the ZOPL due to the first order perturbation
term
∑
æ
Aæ
(
â+æ + âæ

)
. In the strong coupling approximation one obtains [4, 5]

σa( ) ∝ exp

[
− ( − f i +�ac)

2

2δ2
ac

]
, δ2

ac =
∑

æ

A2
æ

�2 coth
βæ

2
, (5)

where�ac =
∑
æ
A2

æ/�
2ωæ. For high temperaturesδac∝

√
T while for T → 0 it tends to

a constant value.
Here we will treat acoustic phonons as in Ref. [7], where it was shown that the spectrum

of the acoustic vibration modes of a semiconductor QD embedded in a glass matrix is
continuous and contains maxima corresponding to the acoustic phonon resonant reflection
from the QD surface. We will again restrict our consideration to the case ofF = 0
vibrational modes, which in fact play the major role in the ZOPL broadening, and treat the
exciton-phonon interaction in the framework of the deformation potential approximation.
Thus we obtain

δ2
ac =

�

4π2ρoutR4c
(in)
l

∞∫
0

dy y3 coth

(
�c
(in)
l y

2RT

) (
c
(out)
l

c
(in)
l

)4
y4

Y 2(y)
F 2(y) , (6)

wherec(in)l

(
c
(out)
l

)
is the longitudinal sound velocity inside (outside) the QD,ρin(ρout) is

the mass density inside (outside) the QD,Y (y) is the function given in an explicit form in
Ref. [7] and dependent onc(in)l , c(out)

l , ρin, ρout and the transversal sound velocities inside
and outside the QD,

F(y) ≈
1∫

0

dx
{
avx

2
[
f s0

2
(x)+ f s2 2

(x)
]
+ 2ac sin2πx

}
j0(xy) ,

ac, av are the deformation potential constants defined as in Ref. [7].

3. Results and discussion

The calculated QD size dependencies ofδac andδopt for T = 300K are shown in Fig. 1(a).
For small QD radii the contribution to the ZOPL homogeneous broadening due to acoustic
phonons predominates. As QD radius increases, the role of optical phonons in the ZOPL
broadening increases and their contribution to the ZOPL width can exceed that of acoustic
phonons. For higher temperatures the role of optical phonons becomes more important
while for lower temperatures the ZOPL broadening is mainly governed by acoustic phonons.
The temperature dependence of their contribution is shown in Fig. 1(b) for a 11 Å-size
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Fig. 1. (a): Dependencies ofδopt (dotted line) andδac (solid and dashed lines) on CdSe QD radius
forT = 300K. Solid and dashed lines correspond to the GeO2 and SiO2 host matrices, respectively.
(b): Temperature dependencies ofδac for a 11 Å-size CdSe QD embedded in a GeO2 (solid line)
and SiO2 (dashed line) matrix.

QD embedded in different glass matrices and is in a good agreement with the ZOPL
homogeneous linewidth temperature dependence obtained from experimental studies [1].
One can see from Fig. 1(a,b) that the ZOPL homogeneous broadening due to acoustic
phonons is strongly dependent on the elastic properties of the host matrices.
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Abstract. The spatial distribution and recombination of nonequilibium electrons and holes in a
system of type-II quantum dots is considered theoretically. In this system, contrary to the well-
known type-I quantum dots system, one type of carrier is confined to the dot whereas the other type
is localized in a Coulomb potential well outside the dot. The alters the recombination processes
dramatically and results in new intensity and temperature dependencies in the photoconductivity.
Possible device applications of type-II quantum dots, in particular for photovoltaic structures, are
discussed.

Properties of non-equilibrium carriers in quantum dots (QD) have been actively studied
in recent years, especially in connection with QD lasers. These investigations concerned
QDs which employed type-I heterojunctions, wherein the narrow-gap dot material presents
a potential well for both electrons and holes. There exists, however, another group of
semiconductor heterojunctions, so-called type-II junctions, where the band diagram has a
staggered character so that the material with lower potential energy for electrons has higher
energy for holes and vice versa (Fig. 1(a)). This type of band diagram is realized in GexSi1−x
alloys, in a series of III-V-compounds, particularly, In1−xGaxAs1−ySby , and inAlAs/GaAs
nanostructures with very thin GaAs layers. The problem of type-II QDs has become
especially urgent in the recent years in connection with the creation and investigation of
polymer-nanocrystal composites for light-emitting and photovoltaic devices [1, 2] since
conducting polymers tend to have low electron affinities and form type-II junctions with
the majority of semiconductors and dielectrics.

In the present work we consider the optical generation, spatial separation and recombi-
nation of non-equilibrium carriers in a system of QDs forming type-II heterojunctions with
the matrix semiconductor. We discuss the prospects of using these structures in photovoltaic
and light-emitting devices.

In the system considered, Coulomb effects resulting from charge separation play a cru-
cial role, in contradistinction with the case of type-I QDs. One type of carrier (usually
electrons) is captured into the quantum well of the QD, whereas the other type is concen-
trated mostly outside the QD in the potential well formed by Coulomb forces (Fig. 1(b)).
First, we calculate self-consistently the potential profile of the system and find its main pa-
rameters: the band bendingV0 and the QD chargeQ for different electron and hole Fermi
quasi-levelsFn andFp characterizing non-equilibrium carriers. We assumedQ/e � 1
which allows us to use the quasi-classical approximation in our calculations. At a very
high excitation intensity both electron and hole gases become degenerate, and the problem
requires solution of the corresponding Thomas–Fermi equation.

We proceed to calculate the recombination rate in a type-II QD givenQ andV0. Since
electrons and holes are spatially separated, recombination requires either tunneling or ther-
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Fig. 1. Band diagram of an undoped type-II quantum dot in equilibrium (a) and under illumina-
tion (b).

mal activation. For III–V semiconductor heterosystems the main recombination mechanism
at moderate temperatures is connected with the tails of electron wave functions in the ma-
trix material. For spherical QDs, the corresponding radiative transitions occur between the
states with equal angular momenta but have no selection rules in terms of the principal
quantum number. This results in a broad spectrum of emitted radiation. The recombi-
nation rate depends weakly on the quasi-level positions and on the band bendingV0. In
systems with a dramatic mismatch of wave functions at the QD interface (in particular, for
polymer-based mixtures) tunneling effects are weak and recombination is related mostly
with thermal activation. In this case the recombination rate is an exponential function of
Fn, Fp andV0. If the QD has a smaller band gap than the matrix (as in Fig. 1),Fp may
cross the valence band inside the QD under high excitation. Holes will then enter the QD
and recombination becomes activationless.

The calculations of recombination rate allow us to express the quasi-level energiesFn
andFp in terms of the light intensityI and, ultimately, calculate photoelectric phenomena in
composite media containing type-II QDs. It is shown that the separation of non-equilibrium
carriers in these systems increases the hole component of photoconductivity, decreases the
electron component, and results in a substantial increase of the total photoconductivity�σ

[3]. The effect is observed experimentally in a wide range of polymer-based composites
with disparate inclusions [4–6]. When recombination has an activation (rather than tunnel)
character, the modulation ofV0 by the light intensity results in a strongly sublinear character
of the�σ(I) dependence.

In practical designing of QD-based light-emitting and photovoltaic devices the problem
of optimal spatial distribution of QDs in the active region,N(x), arises. In ordinary
semiconductors with high carrier mobilitiesFn andFp are constant throughout the region
and the profile of this distribution does not play a role. However, in polymer-nanocrystal
mixtures, due to very low mobilities in conducting polymers, the processes of carrier
separation and recombination are determined by their transport in the matrix and depend
on theN(x)profile. The complete theoretical description includes the equations connecting
Q,V0 and the recombination-generation rate with local carrier concentration, the continuity
equations for electrons and holes in the matrix, and the Poisson equation describing the
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electric field distribution in the active region [7]. This system was solved for a light-
emitting diode and its current-voltage characteristics and quantum yieldη were calculated
at differentN(x). It was shown that to maximizeη, QDs must be concentrated in a thin
layer shifted towards the contact with lower injection effectiveness. The theoretical results
are in agreement with the experimental data, both from literature [1, 2, 4] and obtained in
our laboratory for the PPV-CdS composites.

Type-II QDs are particularly promising for use in photovoltaic devices. In type-I systems
photogenerated electrons and holes are concentrated in the dot regions and their effective
separation requires additional excitation into the matrix material, which may suppress the
effectiveness of photovoltaic devices. In type-II systems, the interface barriers do not
prevent non-equilibrium carriers from effective separation.
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Abstract. The effective boundary condition (EBC) method is extended to nano-scale planar meso-
scopic systems. The EBCs appear as a result of the 2D-homogenization procedure and have the form
of two-side anisotropic impedance boundary conditions stated on the structure surface. The EBC
method supplemented with well-developed mathematical techniques of classical electrodynamics
creates unified basis for solution of boundary-value problems in electrodynamics of quantum dots.

1. Introduction

The key peculiarities of quantum dot (QD) heterostructures [1] are related to spatial con-
finement of the charge carrier motion and intrinsic spatial inhomogeneity. Since the inho-
mogeneity scale is much less than the optical wavelength, QDs can be treated aselectrically
smallobjects and electromagnetic response of such structures can be evaluated by means
of effective medium theory. Effective medium approach as applied to 3D arrays of QDs has
been developed in Refs. [2, 3]. In this paper we present a general method which allows us
to evaluate electromagnetic response of planar arrays of QDs and to establish correlation
between properties of such systems and homogeneous 2D structures like quantum wells
(QWs). This method, the effective boundary condition (EBC) method, has been originally
developed for microwaves and antenna theory (see, e.g., [4]) and is modification of the ef-
fective medium theory as applied to 2D-confined structures. Its basic idea is that a smooth
homogeneous surface is considered instead of the initial structure, and appropriate EBCs
for the electromagnetic field are stated for this surface. These conditions are chosen in
such a way that the spatial structure of the field due to an effective current, and the field
of the real current in the initial structure turn out to be identical at some distance away
from the surface. Material characteristics of the structure and its geometrical parameters
are included in coefficients of the EBCs.

2. EBCs for planar nanostructures

Under the derivation of EBCs, the kernel problem is the diffraction of electromagnetic
field by an infinite planar quadratic lattice constituted by identical QDs imbedded in a
host medium those permittivityεh is assumed to be real–valued and dispersionless. In the
strong confinement regime, when the exciton Bohr radius exceeds significantly the QD
linear extention (aB � R), the Lorentz dispersion lawε(ω) = εh + g0/(ω − ω0 + i/τ )
can be used as model of dispersion in a single QD in the vicinity of the exciton resonance
[5]; hereω0 is the frequency of the transition,τ is the effective exciton dephasing time in
the QD,g0 = −4πµ2W/�V whereµ andV are the QD dipole moment and volume,W is
the level population difference (W < 0 in an inverted medium).
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In the dipole approximation, electromagnetic field scattered from an isolated QD can
be expressed in terms of Hertz potentials by

E(r ) = E0(r )+
∞∑

l,m=−∞

[∇∇ ·Πe
lm(r )+ k2

1Π
e
lm(r )

]
. (1)

Corresponding equation for the magnetic component is also presented. Herek = ω/c, k1 =
k
√
εh, E0(r ) stands for the incident field; an exp(−iωt) time-dependence is supposed.

Further the incident field is assumed to beex-polarized plane wave propagating at angleθ
with respect to thez axis. Hertz potentials are given by

Πe
lm(r ) =

[
exαxxEx(Rlm)+ ezαzzEx(Rlm)

] exp(ik1|r − Rlm|)
|r − Rlm| , (2)

whereRlm = {ld,md,0} is the radius–vector of a lattice site,d is the lattice period,αii
are the components of the QD polarizability tensorα̂, andE(r ) is the electric field inside
QD. This field is related to the Hertz potentials by the equation analogous to Eqs. (1) in
the limit r → 0 with the terml = m = 0 excluded. For QDs with planar configuration in
thex0y plane, e.g., discs, islands, flattened pyramids, etc., the QD polarizability in thez

directionαzz can be neglected.
The next step is the 2D–averaging of the electromagnetic field in thez = 0 plane. Such

a procedure implies replacement of the discrete 2D elementary scatterer by a homogeneous
d × d surface element; mathematically this procedure reduces summation in equations for
inner and outer fields to integration. Then, one should find discontinuities of the mean field
tangential components atz = 0 taking into account that the mean field has exp(ik1x sinθ)
dependence on thex co-ordinate. Then, after some manipulations, we come to the covariant
notation of the EBCs:

n× n× (H I − H II ) = −2π
c σ̂ n× (EI + EII ) ,

n× (EI − EII ) = −ξ n×∇[n · (EI + EII )]
(3)

where

σ̂ =
(

σ̂‖ 0
0 0

)
, σ̂‖ = i ωεh

d2 α̂‖
(
Î‖ + δx

d2 α̂‖
)−1

, ξ = 2παzz
d2+ δzαzz . (4)

Here,Î‖ is the 2×2 unit tensor and̂α‖ is the surface polarizability tensor with components
αij (i, j = x, y); δx ≈ −8/

√
2d , δz ≈ 2π

√
π/d .

The equations (3) and (4) constitute the complete system of EBCs for electromagnetic
field in planar QD structures. The technique of macroscopic averaging used under their
derivation is similar to one which introduces the constitutive parameters for bulk media,
but differs in that the averaging occurs in boundary conditions rather than in field equa-
tions. Thus, in electrodynamics of low-dimensional structures the EBCs play the same role
as constitutive relations in electrodynamics of bulk media. The EBCs keep validity for
arbitrary configuration of elementary cell and for planar layers with random distribution
of QDs. The difference will manifest itself in the modified coefficientsδi . Since EBCs
(3) are local and the coefficientŝσ‖, ξ do not depend on the angle of incidenceθ , they
are applicable at arbitrary excitation in spite of that they have been obtained originally for
plane waves. Moreover, the EBCs (3) are analogous to corresponding EBCs for QWs (see,
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e.g., [6]) if spatial dispersion in the latter can be neglected. Thus, a planar layer comprising
a 2D array of QDs can be treated as an effective QW. As a result, well-developed formalism
of investigation of QWs can be extended to QD arrays by introducing of effective integral
parameters of the array defined by Eqs. (4).

3. The role of nonlocality

In the weak confinement regime, the QD electromagnetic response becomes nonlocal and
the medium polarization takes the form of the integral operator [7]:

P(r ) = AY(r )
∫
V

Y(r ′)E(r ′) d3r ′ , (5)

whereA ∼ 1/(ω−ω0+i/τ ),Y(r ) is the envelope function of the exciton ground state. Eq.
(5) defines very special type of nonlocality: the integral operator has degenerated kernel.
This property makes possible analytical consideration of the nonlocality problem: integral
differential equations describing electromagnetic field in QD turn out to be equivalent
to the integral Fredholm equations with degenerated kernels. As a result, we obtain the
polarizability tensor of an isolated QD aŝα = AN2(̂I − 4πAΥ̂)−1 , where the 3D-tensor
Υ̂ is given by

ϒαβ = 1

4π

∫
V

∫
V

Y(r )Y(r ′)
∂2

∂xα∂xβ

1

|r − r ′| d
3rd3r ′ xα, xβ = x, y, z . (6)

Thus, we have shown that the nonlocality changes values of the polarizability tensor compo-
nents but does not change the general representation of the scattering operators as compared
to the strong confinement regime. This allows us to conclude that the above introduced
EBCs remain valid in the weak confinement regime as well. Note that the above result
admits extension of the Maxwell Garnett approach to 3D composites constituted by QDs
in weak confinement regime.

4. Radiative decay rate in planar array of QDs

Let us apply the EBC method for the investigation of exciton radiative time in 2D-array
of QDs which are assumed to be spherical inclusions of the radiusR. The problem of the
radiative linewidth evaluation in QWs is solved by finding of the frequency poles of the
reflection coefficients [6]. Real parts of these poles determine resonant frequencies while
imaginary parts give the homogeneous linewidths. It can easily be shown that EBCs (3)
with σ̂‖ = ickη̂I‖/4π , ξ = −η/2ε(ω) andη = LQW[ε(ω) − εh] describe a QW with
LQW as its thickness. Thus, the reflection coefficient for planar array of spherical QDs are
given by a corresponding equation for QW after substitutionsLQW → 2R, gQW

0 → geff
0 ≈

(2πR2/3d2)g0 andω0 → ω̃0 = ω0 − g0/3εh. Then, using results of Ref. [6] and above
defined substitutions, we obtain the expressions�p = �0/ cosθ , �s = �0 cosθ , for T E
andTM polaritons, correspondingly; here

�0 ≈ − 2π

3
√
εh

R2

d2

ω̃0

c
R g0 , (7)

Comparison of�0 with the radiative decay rate of a single spherical QDγ gives us�0/γ =
B ≈ 3π/(k1d)

2. In dense arrays of QDsB � 1 signaling significant enhancement of
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the decay rate Analogous superradiance factor with the Bohr radiusaB instead ofd was
introduced also for QWs [8]. One can interpret the coefficientB in close analogy with Ref.
[8]: it results from the coherent excitation of QDs located at distanced from each other.

5. Conclusion

EBCs given by Eqs. (3) state mathematical equivalence of optical properties of a 2D pe-
riodical layer of QDs and an isolated QW. It should be stressed that the mechanisms of
transport processes and oscillator strengths in each case are essentially different. Never-
theless, the equivalence makes it possible to extend to QD-based planar structures with
more complicated configurations (finite-sized QD layer, QD layer in microcavity, several
QD layers, etc.) the well-developed mathematical formalism of investigation of QWs.
Namely this equivalence provides promising potentiality of the derived EBCs for particu-
lar electrodynamical problems in QD-based structures. In particular, threshold current for
QD-based lasers can be evaluated by analogy with solution of corresponding problem for
the QW lasers; the EBC method allows us to analyze electromagnetic response of a QD
layer (or a multilayer structure) placed in microcavity: this is very important for the design
of QD-based semiconductor lasers [1].
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Abstract. Certain cases are studied, in which quantum dots showing no collective characteristics
appear. It is demonstrated that isolated quantum dots are typical of the metastable arrays. The light
radiated by these nanoislands has a narrower spectral band as compared to other dot arrays. This
effect should be taken into account for the development of quantum dot lasers, in particular, for
vertically cavity surface emitting lasers.

Introduction

It has been observed that in metastable arrays the quantum dot (QD) 0D-properties are more
prominent than in case of stable QDs, which have square bases and are organized into the
dense 2D square lattice [1]. This phenomenon is not explained by the available calculations
[2] justifying the metastable QD existence. The narrow photoluminescence (PL) band of
metastable QDs provides an advantage for device application. But structural (morpholog-
ical) instability and tendency to coalescence are restrictive factors for the metastable array
application, therefore they need thorough studies. Up to now, the questions remain: what
are the metastability consequences on the QD array and which mechanisms are responsible
for its PL spectrum?

1. Samples

The structures comprised arrays having 1, 6, 10 or 15 InAs QD layers in GaAs matrix con-
fined on both sides by Al0.25Ga0.75As/GaAs superlattices. Singular and vicinal GaAs(100)
substrates misoriented towards [001] and [010] directions with 3◦,5◦,7◦ angles were used.
For the single-layer structures (2D arrays) the submonolayer migration enhanced epitaxy
(SMEE) mode was applied. For the multi-layer structures (multiply stacked arrays) the
combined MBE + SMEE technique was used. The adjacent InAs layers were separated by
the GaAs spacer. In different samples it had 8, 10 or 12 nm thickness. Each SMEE InAs
layer was produced by the repeated deposition cycle including 0.5 monolayer (ML). In
followed by the surface exposure to As4 flux duringτ = 10 s. The InAs QD layer growth
temperature was 470◦C, growth rate – 0.1 ML/s. QDs formed by the deposition of 1.8, 2.5
and 3.0 InAs ML were studied.

2. Isolated InAs QDs in 2D arrays on the GaAs vicinal surface

STM images reveal the morphological metastability of resulting QD arrays [3]. On the
singular GaAs surface this growth mode forms the well-ordered InAs QD array with a
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Fig. 1. PL spectra atT = 5 K (a,c) and PL peak energyvs temperature (b,d) for the 2D arrays of
1.8 ML InAs QD (a,b) and for the 10 multiply stacked arrays of 2.5 ML InAs QD (c,d) on GaAs
(100) substrates: (a, curve 3), (c) and (d) — singular substrate; in other cases — 7◦[001] vicinal
substrate. Selective excitation: (a, c, curves 1) — WL excitation, in other cases — GaAs matrix
excitation. Dashed lines in (a), (c) — deconvolution of PL spectrum (curves 2).

chain-like structure organized along the [001] direction. For the 1.8 ML InAs the linear
density of QDs in the chain is 0.1 nm−1 and the area coverage is 0.3. The QDs have a
rectangular 5× 12 nm base. The vicinal surface is characterized by a strong step bunching
effect. For the 7◦ angle the average statistical terrace size is 50 nm. The QD arrays are
located on the terraces. The chain-like structure remains.

The PL studies have shown that samples with a small substrate misorientation (including
singular) have one QD group radiating in the ground and excited states:C0 andCn bands
(n = 1, 2 and more, depending on the excitation conditions). Full width at half maximum
(FWHM) for the C0 band is: 95 meV for a singular substrate and 80 meV for the 3◦
misoriented one. In the samples with a high misorientation degree (5◦,7◦) the second
QD group appears, which gives a more intensiveI0 band with FWHM = 35 meV in the
short-wave part of the PL spectrum (Fig. 1a).

The PL spectrumvs the excitation energy, as well as the PL peak energy and FWHM
vstemperature showed that these QD groups (CQD and IQD) had basically different prop-
erties.

Selective excitation showed that CQD group is connected to the wetting layer (WL),
and IQD – only to the GaAs matrix (Fig. 1a). The PL excitation spectra demonstrated the
absence of carrier exchange between CQD and IQD groups.

The CQD PL peak energy and FWHMvs temperature is the evidence of carrier re-
distribution from small to large QDs (Fig. 1b). As the temperature grows, the C-bands
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get narrower and reveal a red shift considerably exceeding the temperature shifts of the
InAs and GaAs band gaps. Presence of such temperature redistribution indicates a close
vicinity of CQD (15 nm from the tunnelling length calculations). Such QDs constitute the
chain-like structure (CQD — conjunct QDs).

TheI0 band evolution at increasing temperature shows the absence of carrier exchange
between the IQD. Their FWHM increases and the red shift follows the GaAs band gap
change (Fig. 1b). Consequently these QDs are separated not only from the CQD group but
also from each other (IQD — isolated QDs). This can be caused by the WL local absence
due to its ruptures at step edges for samples with a high degree of step bunching [4].

The metastable array formation can probably be caused by the combination of SMEE
mode (τ = 10 s), which efficiently increases the adatom migration length, and the low
growth temperature, which decreases the adatom mobility on the surface. By this the
conditions for the appearance of GaAs substrate elastic anisotropy are established, which
is expressed as the distinct direction [001], along which QD chains are arranged. It has
been previously noted [3] that at the alternate submonolayer deposition the chain formation
is accompanied by the generation of WL corrugations. It can be assumed that the overlap
of corrugation structures and the system of multiatomic steps can result in WL ruptures on
the vicinal surface. In this way the elastic strain relaxation mechanism, which competes
with QD formation, is eliminated and isolated QDs are formed.

3. Isolated QDs in multiply stacked arrays

TEM images of multiply stacked arrays [5] demonstrated large QDs (LQD) along with
CQD in the upper layers. LQD had lateral sizes ranging within 20–40 nm.

PL spectrum for single-layer structures had a previously-mentionedC0 band with a
1.2 eV peak energy and 95 meV FWHM (T = 5 K). In the structures with six QD layers
and 8 nm thick spacer the mainC0 band developed a long-wave shoulder. When ten InAs
layers were grown the mainC0 maximum was accompanied by the long-wave maximum
L0 having the 0.98 eV energy (Fig. 1c). The multiplication of 15 layers made theL0
maximum domineer in the PL spectrum in the 0.96 eV position (FWHM = 50 meV). Under
room temperature its position was at 1.4µm.

The increase of spacer size inhibited the newL0 band formation in the PL spectrum. It
was enough to increase the spacer thickness to 12 nm to make it disappear.

In our opinion a newL0 band appearance was caused by the formation of islands with
sizes larger than those of CQD in the InAs layers. The gap betweenC0 andL0 bands
reached 200 meV. A new LQD group could appear as the result of QD coalescence in the
InAs upper layers [5, 6]. The SMEE method promotes the growth of metastable QDs,
which coalesce readily, and it stimulates the QD coalescence. Large InAs islands appear
in the upper layers, they have the lateral sizes about 30 nm and produceL0 radiation at
1.3µm.

The deconvolution of multiply stacked QD PL spectrum into gaussians gives 4 compo-
nents (Fig. 1c), the exterior ones are theL0 andC0 bands, they result from the transitions
between the ground states. TheL1 andL2 transitions take place with the involvement of
large QD excited states.

The studies of PL spectrum dependence on the excitation energy (Fig. 1c), as well as
the PL peak energy on temperature (Fig. 1d) enabled to draw the following conclusions.

Large QDs (L0, L1, L2 bands) lie on the WL, but are not connected to each other.
There is no carrier redistribution within the LQD group in the whole temperature interval.
Consequently the carrier exchange between LQD is either missing or impeded. Because
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of this such QDs are also isolated [7]. Such isolation can be caused by the low density in
the coalesced QD group. The dot–dot separation exceeds the carrier diffusion length in the
WL, taking into account the carrier dissipation across the shallow CQD quantum wells.

The InAs layer multiplication on the vicinal GaAs(100) substrates results in theI0 band
(physically isolated QDs) disappearance from the PL spectrum. We suppose that IQD
serve as the elastic strain relaxation mechanism in the bottom layer, therefore they do not
reproduce in the upper layers.

In this way, due to the lack of carrier exchange the isolated QDs in IQD and LQD groups
demonstrate only individual properties. The PL bands corresponding to them are two times
narrower than the conjunct QD bands. The inhomogeneous broadening of IQD depends
on the size variation only for the narrow terraces, on the edges of which the WL rupture
takes place [4]. FWHM of LQD is just a part of the inhomogeneous CQD broadening, as
only the largest CQD take part in the LQD group formation.

Conclusion

QD metastability causes the array separation into two subsystems. On the vicinal surface
the separation results from the morphological instability (CQD and IQD); on the stack
upper layers it is caused by the tendency to coalesce (CQD and LQD). Therefore we can
conclude that isolated QDs accompany metastable QD arrays. The specific features of this
phenomenon and the inevitable development of the isolated QD subsystem are discussed.
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Abstract. Spontaneous magnetization of single and coupled quantum dots formed by lateral
confinement of a high-mobility two-dimensional electron gas is studied for a realistic semiconductor
heterostructure. The modeling of the device takes into account contributions from a patterned gate,
doping, surface states and mirror charges. To explore the magnetic properties we use the Kohn–
Sham local spin-density formalism including the contributions from electron correlation as well
as from exchange. We show, however, by explicit calulations that the exchange is the dominant
mechanism driving a spontaneous magnetization of a dot. Single dots and pairs of dots with up
to about 50 electrons per dot have been studied. The question of very large dots is also addressed
briefly.

Introduction

The expectations to utilize quantum dots and the inherent magnetic properties in semicon-
ductor electronics are high [1]. There is, for example, the emerging field of spin electronics,
or ‘spintronics’, which takes advantage of electron spin rather than its charge and which
may bring about new devices such as spin transistors, magnetic random access memories,
and optical encoders and decoders [2]. An even more ambitious application might be in
using coherent states of electron spins for quantum information processing. Semiconductor
quantum dots are especially attractive for these purposes since their electronic properties
can be readily engineered and spin coherence can be sustained long enough to be monitored
and transported within the device [3]. Given such a motivation, it is instructive to study
single and coupled quantum dots in terms of their magnetization (spin polarization), and
how the latter could be controlled by external means.

In this paper we will discuss the self-consistent Kohn–Sham local spin density func-
tional method (LSD) [4] as applied to the calculation of the capacitance and charging
energies, i.e., basic parameters of quantum devices containing arrays of ultra-small dots
in GaAs/AlxGa1−xAs heterojunction. With this approach, we thus investigate atomic-like
shell structures and magnetized states. Details of our work are found in [1, 5].

1. Theoretical modeling

Quantum-dot devices may be fabricated in a semiconductor heterostructure with a patterned
metallic top gate [6]. The gate is deposited everywhere on top of the structure except for
ungated openings. Dots residing at the interface arise from the depletion of the two-
dimensional electron gas (2DEG) under the gated regions when a negative gate voltage is

339



340 Quantum Wires and Quantum Dots

−10

−5

0
E

ne
rg

y 
(m

eV
) V = V, cor−0.512

00 1010 1515 2020
Level indexLevel index

55

V = V, no  cor−0.512

Fig. 1. Spin-split electron levels in a quantum dot at a certain gate voltageV . In the upper case both
electron correlation and exhange are included in the Kohn–Sham potentialUσex , while the lower
one includes exchange only. The chemical potential is set to zero, hence there are 19 up-spin and
17 down-spin electrons in the upper case. The corresponding numbers for the lower case are 19
and 16.

applied. The actual size of the dots can be varied by changing the geometry of the gate, i.e.
its lithography, as well as the applied gate voltage.

To find the electronic structure, number of electrons in a dot etc. we solve the Kohn–
Sham equations by discretizing on a square grid:

− �
2

2m∗
(
∂2

∂x2 +
∂2

∂y2 )ϕ
σ (x, y)+ [U(x, y)+ Uσex(x, y)]ϕσ (x, y) = Eσϕσ (x, y). (1)

Hereσ = ±1
2 refers to the two spin directions,U(x, y) represents the potential from

the electrostatic confinement and the repulsive Hartree term. The important exchange-
correlation potential is denotedUσex(x, y). In the calculations we have used two form for
Uσex , one with both electron correlation and exchange included and one with exchange only.

2. Electronic configurations and spontaneous magnetization

The magnetization (spin polarization) of a dot is defined as the difference between the
densitiesnσ of the up and down-spin electrons

p = n↑ − n↓. (2)

We have simulated a single quantum associated with a symmetric square opening in the
gate. At the interface the corresonding potential is in practice circular. We have searched a
large gate voltage region yielding 0 to 50 electrons in the dot. The results show a rich variety
of magnetizations depending on the number of electrons occupying the dot. Because of the
high symmetry there is a pronounced shell structure where the lower shells are filled with
both up and down-spin electrons while the uppermost shell may be only partially filled with,
let us say, up-spin electrons. The corresponding states for down-spin electrons are above
the Fermi level. A typical example is presented in Fig. 1 for a given gate voltageV . The
upper case shows the spin-polarised levels with both electron interactions and exchange
included inUσex while the lower case refers to exchange only. Although the splitting of
levels is reduced with correlations included the total spin and shell-filling remain the same
as for the case with only exchange. Obviously, correlation also requires slight adjustments
of V to have the same number of electrons in the dot.

The overall results for the single symmetric quantum dot are presented in Fig. 2. A
Coulomb staircase that is shown to the right reflects the filling of the dot with electrons
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Fig. 2. (a) Coulomb staircase diagram for a single square quantum dot. (b) Variation of the
total spin polarization in the square quantum dot containingNtot electrons. Solid bars represent
the results of the modeling. The dashed line indicates the spin configuration when Hund’s rule is
satisfied.

as a function of the gate voltage. The total number of electrons varies from 0 at a pinch-
off voltage of−0.62 V and up to 50 electrons. Some of the steps along the vertical axis
experience a jump of two electrons (such as from 12 to 14 and in the region from 30 to 42
electrons). In those cases the step of the gate voltage�Vg = 1 mV has not been sufficiently
small to distinguish between a pair of highly degenerate energy states, and a double filling
has occurred.

The left part of Fig. 2 plots the total spin polarizationSz of the dot as a function of its
electron content. In general, by external variations in the gate voltage one can vary the
spin polarization (magnetization) of a single symmetric quantum dot in a range limited
by Hund’s rule. This is as long as the dot has circular symmetry. If we introduce a dent
by applying different voltages to different segments of the gate the shell structure breaks
down and the magnetization is removed. In the same way we find that the magnetization
is stongly affected when two dots are made to interact. This gives in principle a way to
control the magnetization. Presently we are extending this considerations to very large dots
with up to 1000 electrons for which our methos is well suited. In this way we plan make
contact with current measurements of the magnetization of dots.
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Abstract. We have investigated equilibrium tunnelling between disordered two-dimensional elec-
tron systems at temperatures below 0.3 K and in a wide range of magnetic field normal to the
electron layers. Observed transformation of a narrow conductance peak of about 1 mV width
at zero bias into the narrow dip with magnetic field is discussed in the frame of many-electron
interaction effects in tunnel phenomena.

It was discovered recently that a high magnetic field normal to the layers suppresses equi-
librium tunnelling between two-dimensional electron systems [1–3] and between 2D and
3D electron systems [4]. These studies were performed on samples with low [2–4] or
very low disorder in the 2D electron gas [1]. There is general agreement that the observed
suppression is related to in-plane Coulomb correlations between 2D electrons in a high
magnetic field. Equilibrium tunnelling between strongly disordered electron systems has
been recently studied only for the case of 3D electron systems [5], where a gap in the tun-
nelling density of states in zero magnetic field was reported. Earlier we reported that high
magnetic fieldB > 8 T parallel to the current suppresses tunnelling between disordered
two-dimensional electron systems near zero bias [6]. These studies were performed at
temperatures above 2.4 K. It was found that the main features related with tunnelling gap
appeared in a high magnetic field in temperature range used was similar to those found in
samples with low disorder [2, 3].

In this work we present studies of tunnelling between two strongly disordered two-
dimensional electron systems (2DES) at temperature lower then before (T ≤ 0.3 K) in
a magnetic field parallel to the current, that is normal to the electron layers. We have
found extra equilibrium tunnel current without magnetic field which was manifested as
very narrow conductance peak at zero bias. The gap in tunnel spectra appears at zero bias
in magnetic field about 4 T with disappearance of the extra current features at the same time.
Analysis shows that the gap has linear form, and the slope of the gap oscillate with magnetic
field. It is possible also to extract from the data the gap width and depth dependences on
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magnetic field. We argue that wide differential conductance maximums on both sides of the
gap in the tunnel spectra measured in a high magnetic field are due to the energy relaxation
of tunnelling electrons by emission of some kind quasi-particles.

To form the 2DES we used Si donors sheets (δ-doped layers) with the donor concen-
tration corresponding to insulator behaviour in electron transport [7, 8], i.e. slightly below
the metal–insulator transition at zero magnetic field. In our experiments, electron transport
along the layers does not contribute to the measured current which flows perpendicular
to the plane of the barrier. This allows us to measure the zero-bias conductance which is
proportional to the convolution of the tunnelling density of states.

The MBE-grown sample was a single barrier GaAs/Al0.4Ga0.6As/GaAs heterostructure
with a 12 nm thick barrier. The barrier was separated from the highly-doped, bulk contact
regions by 50 nm thick, undoped GaAs spacer layers. Si donors sheets with concentration of
3 ·1011 cm−2 were located 5 nm from each side of the barrier. The tunnelling transparency
of the main barrier was much lower than that of the spacer regions, so that most of the
applied voltage is dropped across the barrier.
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Fig. 1. Tunnelling differential conductance at 0.3 K and 2.4 K as a function of external voltage in
zero magnetic field. Curves arbitrary shifted in vertical direction for clarity.

Figure 1 shows the differential tunnel conductanceG, at 0.3 K and 2.6 K, measured
using standard lock-in techniques, versus external voltageVb in zero magnetic field. At
2.6 K the differential conductance has a wide peak around zero bias. We argue that peak
reflects resonant tunnelling between the ground states of the 2DESs. The maximum of the
peak is slightly shifted (1 mV) from zero bias since as grown concentrations in the layers
is slightly different. At 0.3 K additional narrow conductance peak with maximum exactly
at zero bias is perfectly resolved.

Figure 2(a) shows that this narrow conductance peak transforms into the dip with mag-
netic field. It happens in B between 3.5 and 4 T. Further variation of the tunnel spectra with
magnetic field in B ranged from 7 T to 15 T is shown in Fig. 2(b).

In this work, we focuse on the equilibrium tunnelling processes around zero bias and
start with the analysis of the dip appeared in magnetic field. The tunnelling differential
conductance at low voltage reflects the joint density of states at the Fermi levels in the
2D electron layers. We found that differential conductance in a dip around zero bias has
parabolic dependence on bias voltage at all magnetic fields, which is the main difference
from the systems with low disorder where exponential increase of the current around the gap
(“hard” gap) created by magnetic field was found [2, 3]. The parabolic form of differential
conductance corresponds to the linear gap in the density of states near Fermi level in each
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Fig. 3. (a) The slope of the linear gap in arbitrary units, (b) the depth of the linear gap in arbitrary
units, (c) the width of the gap in mV, all versus magnetic field normal to the 2DES.

2DES. The existence of the “soft” linear gap in the density of states near Fermi level due
to the Coulomb interaction of localised electrons was found theoretically many years ago
by Efros and Shklovskii [9]. Since the localisation is increased with magnetic field it is
not surprise that the dip due to the gap in the density of states appears in the tunnel spectra
only in a magnetic field when most of the states along the 2DEG becomes localised. But
behaviour of the gap with magnetic field is unusual and until now has not been described
in the literature. The dependence of the slope of the linear gap, that is the coefficient at
quadratic term describing the experimental parabolic dependence, versus magnetic field
is shown in Fig. 3. The slope oscillates with B. In the same Fig. 3 the width and depth
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of the gap as function of magnetic field are shown also. The width was determined in
the preposition that the gap are terminated at point where dependence of the differential
conductance on bias voltage becomes sublinear, and was extracted from the position of
extremums on the conductance derivative plot. The depth value was obtained from the
values of slope and width of the gap.

The wide peaks in the differential conductance appeared in a high magnetic fields out of
the gap, shifted linear with magnetic field, and shown in Fig. 2(b) by arrows are similar to
those which was found before in tunnelling between 2DES with different level of disorder
[1–3, 6]. For samples with very low disorder it was proposed that wide peaks appeared out
of tunnelling “hard” gap was due to the relaxation of tunnelling electron into the ground
state with emission of some kind of quasiparticles [10, 11], e.g. plasmon vortexes [10], or
some specific oscillations in the electron system [11].

Coming back to the narrow conductance peak at zero bias without magnetic field we
argue that it is related with the tunnelling from the puddles with strongly localised states in
the emitter into the puddles of 2D extended states in the collector. That is well known Fermi
edge singularity and was observed before in tunnelling between 2D and zero-dimensional
impurity states [12]. The donor concentration fluctuates along the 2DES in our structure. So
one could find the regions with low concentration of strongly localised electrons and regions
of high enough concentration with extended 2D electrons states. Since the fluctuation in
the electron systems on different sides of the barrier are independent, there should exist
regions where electrons tunnel from localised to extended states. Magnetic field suppresses
extended states and Fermi edge singularity is disappeared from tunnel spectra.

In conclusion, we have investigated equilibrium tunnelling between disordered two-
dimensional electron systems at temperatures below 0.3 K and in a wide range of magnetic
field normal to electron layers. The Coulomb interaction between electrons in the layers
leads to the different anomalies found in the tunnel spectra: Fermi edge singularity in zero
magnetic field and linear gap in the density of states developed in magnetic field. The
slope of the linear gap oscillates with magnetic field. At the moment we do not know any
theoretical model describing gap behaviour with magnetic field.
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Non-equilibrium tunneling effects of interacting Hubbard–Anderson
impurities
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Abstract. Non-equilibrium interaction effects of Hubbard-Anderson impurities have been experi-
mentally studied by means of STM/STS methods and theoretically analyzed using self-consistent
approach based on Keldysh formalism.

In this work, the interaction of the localized impurity states formed by a pair of identical
impurity Si 3 nm apart at the (110) GaAs surface are studied by scanning tunneling mi-
croscopy and spectroscopy (STM/STS). In the experimentally observed spatial distribution
of the local tunneling conductivity, one can recognize a two-fold switching on and off
of each of atomica andb states upon changing the tunneling bias. After switching on,
the excess tunneling conductance occurs in the vicinity of each of these atoms in a bias
range about 0.75 eV, which is much greater than the level width of localized state. At the
same time, the transition from one state to other occurs upon changing bias in the range of
0.15 eV, which is comparable to the energy level width of the localized state.

Such effects have not been observed for individual impurity. We suggests self-consistent
theoretical analysis of local tunneling conductivity behavior in the vicinity of two interacting
Anderson impurities on semiconductor surface [1].

Bias (V)

X

X

(a)

(b)

X

X

Fig. 1. STM images (right panel) and map view of normalized tunneling conductivity measured
along direction depicted on STM topography images (left panel). Specific features on STS images
are marked by arrows. (a) Isolated Si impurity, scan area 5.8 nm, bias range from+2.5 V to−2 V,
(b) two interacting Si impuriies scan area 10 nm, bias range from+2.9 V to−2 V.
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The influence of tunneling bias voltage on the impurity states energy values is taken into
account. Non-equilibrium electron filling numbers on Hubbard–Anderson impurities are
obtained from self-consistent system of kinetic equations based on Keldysh diagram tech-
nique. Coulomb interaction of localized electrons is treated self-consistently in mean-field
approximation and is determined by these non-equilibrium filling numbers. It is shown
that with increasing of tunneling bias two states with different energies for opposite spin
electrons can appear on each impurity: the transition from “paramagnetic” regime to “mag-
netic” one can occur. The inverse transition from “magnetic” to “paramagnetic” state can
also occur with further increasing of tunneling bias. We have also determined the condi-
tions for enhancement of transition to magnetic state by increasing of interaction between
two Anderson impurities. We revealed that impurity interaction results in redistribution of
localized non-equilibrium charges and can lead to pinning of impurity levels near the Fermi
level of each electrode and to mutual attraction of energy levels of different impurities in
particular range of applied bias.

Non-equilibrium two impurity Anderson model is analyzed in mean-field approxima-
tion.

1. Mixed valence regime is consideredε/� ≥ 1,U � ε, �.
ε, � are energy value and broadening of impurity state,U is on-site Coulomb interaction.
Electron filling numbersnσ andn−σ can differ from 0 and 1.

If � ! ε and the influence of tunneling interaction with the banks of the contact on
impurity spectrum is neglected one obtain Coulomb blockade regime withnσ andn−σ
equal to 0 or 1 forU � ε � �. For Kondo regimeU � ε � � and the influence of
tunneling interaction and electron correlation on quasi-particle spectrum in the banks of
the contact and on impurity spectrum is taken into account. But in this case impurity level
lies deep belowEF , nσ andn−σ are also equal to 0 or 1.

2. Tunneling and relaxation ratesγa, γb, γk are not infinite, so electron filling numbersnσ
andn−σ are non-equilibrium.

3. Energy values of impurity states are treated in self-consistent mean-field approximation
εaσ (V , n

a−σ (V )) = εa + αV + U〈na−σ 〉.
4. Enchantment of tunneling conductivity with changing of tunneling bias voltage can be
observed when|ε±σa (V )− EtF | < � or |ε±σa (V )− EsF | < �.

Any increasing of LDOS at energy valueEF − eV < ε < EF when changing applied
biasV leads to enhancement of tunneling conductivity ateV which can differ fromε.

Self consistent analysis of suggested model allows to distinguish different regimes of
tunneling conductivity behaviour in the vicinity of impurity atoms with changes of tunneling
bias.

(i) If γk ! γa, γb one of impurity atoms (atoma) can be in “magnetic” state in certain
range of tunneling bias. With changing of applied voltage transition from “paramagnetic”
regime to “magnetic” one and vise versa can occur. This behavior leads to switching “ON”
and “OFF” twice ofa atom on spatially resolved local tunneling conductivity spectra.

Besides energy levels are pinned in vicinity of Fermi level of one of electrodes (tip or
sample) while bias voltage changes in the range of order ofU .

In non-equilibrium case, when tunneling bias in not zero interaction between atomsa

andb can enhance “magnetic” state and increase difference between energy valuesεσ and
ε−σ of electrons with opposite spins localized on atoma.



348 Tunnelling Phenomena

−1.0 −0.5 0.0 0.5 1.0−1.0 −0.5 0.0 0.5 1.0 1.5 2.0 2.5

E
ne

rg
y 

(a
rb.

 u
ni

ts
)

E
ne

rg
y 

(a
rb.

 u
ni

ts
)

Bias (V)Bias (V)

−1.0 −0.5 0.0 0.5 1.0 1.5 2.0 2.5−1.0 −0.5 0.0 0.5 1.0 1.5 2.0 2.5

Fig. 2. Behavior of atomsa andb energy levels vs. tunneling bias for different parameters of
tunneling junction. Two left graphs correspond to weak coupling to STM tip. Upper right graph
corresponds to noninteracting impurity atoms, while lower one — to strong coupling to STM tip.
Inserts show corresponding calculated normalized differential tunneling conductivity for the same
bias range.

Detailed analysis of tunneling biasV range|ε−σa (V , nσa ) − EsF | < � leads to the
following conclusions.

When there is no interaction between atoms (bias range|ε−σa (V , nσa ) − EsF | < �)
the stateε−σa (V , nσa ) is filling and n−σa (V ), εσa (V ) are increasing, consequentlynσa (V )
andε−σa (V ) are decreasing. Levelsε−σa (V , nσa ) andεσa (V , n

−σ
a ) become closer and sharp

transition from “magnetic” to “paramagnetic” state occurs (Fig. 2(b)).
In presence of interaction filling of stateε−σa (V , nσa ) is suppressed due to charge redis-

tribution between two interacting atoma andb. Correspondingly, increasing ofεσa (V , n
−σ
a )

and decreasing ofε−σa (V , nσa ) is also going slower than in non-interacting case. Thus the
range of applied bias when atom a is in “magnetic” state become wider because of inter-
atomic interaction (Fig. 2(a)). Let us stress the fact that this enhancement of “magnetic”
regime is possible only in non-equilibrium case, i.e. for nonzero tunneling bias, and when
energy levelsε±σa(b)(V , n

∓σ
a(b)) are close to the Fermi level of one of the electrodes.

In equilibrium case interaction with paramagnetic atomb will result in suppression of
“magnetic” state on atom a (Fig. 2(a)).

Figure 2(c) depicts the dependence of tunneling conductivity on applied bias in vicinity
of a atom. Two wide peaks on tunneling conductivity spectra correspond to switching
“ON” of a atom atεσa (V , n

−σ
a ) = EtF andε−σa (V , nσa ) = EsF .

(ii) For γk >> γa, γb (sufficiently strong coupling to STM tip) the situation when
“magnetic” state on a atom appears twice is possible. In Fig. 2(d) the dependence of
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ε±σa(b)(V , n
∓σ
a(b))on applied bias is shown. In the range of applied bias|εσa (V , n−σa )−EsF | < �

atom a is in the “magnetic” state. But with increasing of tunneling bias, filling num-
bers quickly decrease and “magnetic” regime is suppressed, and atoma can be found
in “paramagnetic” state. However at opposite polarity of applied bias atom a can again
be found in “magnetic” state when|εσa (V , n−σa ) is close to the Fermi level of the tip
|εσa (V , n−σa )− EtF | < �. Interaction between a and b atom can enhance this transition.

(iii) And finally, when coupling to the STM tip is comparable with coupling of impurity
atom to the substrateγk ≥ γa, γb increasing of tunneling bias usually leads to suppression
of “magnetic” state because filling numbers decrease due tunneling processes. Thus, we
demonstrate the crucial rope of non-equilibrium effects in interacting bound tunneling
nanostructures.
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Abstract. We report an electrical transport and magnetotransport study of GaAs/AlAs/GaAs single-
barrier heterostructures incorporating unintentional donors in the barrier. Resonant tunnelling was
observed both through the quasiconfined states in the AlAs layer originated from theXXY and
XZ conduction band minima and through two distinct states of the donors bound to theXXY and
XZ valleys. Furthermore we observed an additional oscillatory like fine structure of the donor
resonances that we attribute to difference in binding energies of donors located at different position
of the AlAs layer. Magnetic field behaviour of the fine structure demonstrated that the binding
energy of X-related donors has an essential dependence on both magnetic field and donor position
in the barrier.

Recent investigations ofAlAs/GaAs heterostructures have demonstrated that X-valley states
in AlAs have a substantial influence on their optical and electrical properties [1, 2]. For
silicon donors in bulk AlAs, the central cell potential does not mix the three hydrogenic
effective-mass states and its thus can be described as corresponding to independent X val-
leys. Therefore, the ground state of a silicon donor is threefold degenerated. However, in
a thin AlAs layer this degeneracy is lifted due to confinement and strain, so that threefold
degenerated state splits into a two-fold degenerate state associated withXXY valleys and
a non-degenerate state associated withXZ valley [1]. The binding energies of hydrogeni-
clike donors bound to theXXY andXZ valleys were calculated by Gerald Weber, with both
the mass anisotropy and the quantum confinement taken into account [3]. Moreover was
shownthat the binding energy of the donor depends on it position in the AlAs layer and
donor resonances should occur at a different voltages for impurities located at different
distances from the heterointerface. Tunnelling spectroscopy allows to measure directly
the donor binding energy provided that resonanses corresponding to tunnelling via both
the confined state and the donor state associated with them is observed. In our previous
paper we have reported the detection of twoXXY andXZ-related donor resonances [4] (see
Figure 1).

In this paper we report the first observation an additional oscillatory like fine structure
of the donor resonances that we attribute to difference in binding energies of donors located
at different position of the AlAs layer. Study of the behaviour of the fine structure with
magnetic field demonstrate that the binding energy ofX related donors has an essential
dependence on both magnetic field and donor position in the barrier in agreement with
earlier theoretical results [3, 5].

The sample studied was a single-barrier GaAs-AlAs-GaAs heterodiode, grown by
molecular-beam epitaxy on (100)-oriented Si doped n-GaAs substrate. The AlAs layer
was not intentionally doped but the donor impurities were present in AlAs because of dif-
fusion from the highly doped region during the growth. Figure 2(a) displays the additional
oscillatory like fine structure of theXXY -related donor resonance at magnetic fields from
12.75 to 14T andT = 0.4 K. Note that the fine structure exists in the absence of the magnetic

350



TP.03p 351

0 500 1000 1500 2000

d
/d

   
  (

ar
b. 

un
its

)
2 

   
   

  2
I

V

Bias (mV)

XZSi

XZ1

XXYSi

XZ2

XXY1+TA

×20

Fig. 1. The second derivative characteristic of the experimental device at 4.2 K. The calculated
threshold voltages are denoted by arrows. Two lowest quasiconfined states in theX quantum well
and two states of the donors linked to them are denoted byXXY1,XZ1 andXXY Si,XZ Si.

d
/d

/(
/

)
I

V
I

V

(a)

(b)

Bias (mV)

B
(T

)

0.30 0.35 0.45 0.500.40

0.30 0.35 0.45 0.500.40
14.5

14.0

13.5

14.0

12.5

T = 0.4 K
B J||

B = 12.75 T

B = 14 T
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positions as function of the magnetic field.

field and intensifies with increasing magnetic field. However the conductance curve shows
complex changes with the magnetic field which are partly due to Landau level quantization
in the emitter and partly due to the fine structure. Therefore we studied the fine structure in
a strong magnetic field when Landau level quantization leads only to monotonic moving of
the resonant peaks. The structure appears to be sample specific but is exactly reproducible
for a given sample even after thermal recycling. The medium period of this structure is
about 15 mV that corresponds to an energy separation by approximately 1.2 meV. When
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the temperature was increased up to 20 K (kT ≈ 1.25 meV) the fine structure disappeared
completely due to the thermal broadening. Resonant tunnelling via individual states of the
donors located at different atomic layer leads only to an additional fine structure of the main
impurity resonances [3]. On the other hand, the fine structure of resonances in devices with
large lateral dimensions can be caused by interface roughness [6]. However, the binding
energy of donor has stronger dependence on its position in the barrier than on the width of
the barrier itself. When the thickness of the 5 nmAlAs barrier varies on 2 monolayers (it’s a
typically value of MBE technology interface roughness) the binding energies of the central
XZ andXXY related donors varies on 2 and 4 meV respectively. The difference in binding
energies of donors located at the center of the 5 nm AlAs barrier and at the heterointerface
is 30 meV and 20 meV forXZ andXXY related donors respectively [10]. Thus we consider
that in our experimental situation the fine structure is related to the random distribution of
the donors in the barrier. In a magnetic field applied along the direction of the current,
the fine structure shows a shift to lower bias with increasing field. The fan diagram of
the observed peak position as a function of the magnetic field is shown in Fig. 2(b). Fine
structure peaks in the voltage range from 300 to 500 mV nearXXY -related donor resonance
move to lower bias as the magnetic field increases at a rate from 8 to 20 mV/T respectively
and the rate is a monotonic increasing function of the voltage (see Fig. 2(b)). It should be
noted that Landau quantization leads to equal voltage shift of the resonant peaks. On the
other hand, our self-consistent Poisson-Schrodinger calculations show that over the bias
range of interest (300–500 mV) the ratio of the total voltage drop in the structure to that in
the barrier region (leverage factor) varies slightly from 12 to 12.7. Therefore we consider
that the significant difference in shift rates of the peaks is due to binding energy of the more
spread out state of the donor located at the heterointerface has a stronger dependence on
magnetic field then that of the more localised state of the donor located at the centre of
the barrier [3, 5]. In other words behaviour of the fine structure with magnetic field is the
experimental verification of the significant dependence of the binding energies of X-related
donors on its position in barrier that has been predicted theoretically [3].

To summarise we have reported a transport study of tunnelling through indirect-gap
GaAs/AlAs/GaAs single-barrier structure. We have observed an additional oscillatory like
fine structure of the donor resonances that we attribute to difference in binding energies of
donors located at different position of the AlAs layer. Study of the behaviour of the fine
structure with magnetic field demonstrated that the binding energy ofX-related donors has
an essential dependence on magnetic field and donor position in the barrier in agreement
with earlier theoretical results [3, 5].

The authors would like to thank T.G. Adersson for the MBE growth. We are grateful to
Prof. V. A. Tulin for encouragement and useful discussions and V. V. Belov for technical
assistance. The work was supported by the Russian Foundation for Basic Research (00-
02-17903) and (01-02-22008), APS 3.11.99 and FTNS 97-1057.
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The new approach to the single-electron electrometer design
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Abstract. We report on new two types of single-electron tunneling (SET) transistor-electrometer.
The both transistor types comprised two chains of tunnel junctions instead of two single junctions.
In the first case (Type I) the role of junctions plays the shadow-evaporated chains of stack tunnel
Al/AlO x /Al junctions with an island in between. In the second case (Type II) there were two
highly resistive Cr thin-film strips (∼1µm long) connecting a 1µm-long Al island to two Al outer
electrodes. Our transistor demonstrated very sharp Coulomb blockade and reproducible, deep and
strictly e-periodic gate-modulation in wide ranges of bias currentsI and gate voltagesVg . In the
Coulomb blockade region (|V | ≤ about 0.5 mV) we observed strong suppression of cotunneling
current enabling to measure appreciable modulation curvesV (Vg) at currentI as low as 100 fA
(Type II transistor). The noise figure of our SET transistors was found to be similar to that of
typical Al/AlOx /Al SET transistors, viz.δQx ≈ 3.5÷ 5× 10−4e/

√
Hz at 10 Hz.

Introduction

The SET transistor is a system of two ultra-small metal-insulator-metal tunnel junctions
attached to a small island which is capacitively coupled to a gate electrode. Due to their
considerable resistance,R � RQ ≡ �/4e2 ∼= 6.5 k , the tunnel junctions ensure quan-
tization of charge on the island. On the other hand, the junctions still make possible
the correlated charging and discharging of the island by individual electrons when tem-
perature is sufficiently low,kBT ! Ec. HereEc = e2/2C` is the charging energy,
C` = C1 + C2 + C0 + Cg is the total capacitance of the island which includes the ca-
pacitances of the junctionsC1,2, self capacitance of the islandC0 and capacitance between
the island and gate electrodeCg. Transport of electrons is controlled by the transistor gate
polarizing the island and therefore changing the Coulomb blockade threshold. Increase of
the gate voltageVg causes a stepping increment of the number of electrons on the island
and this leads to e-periodic dependence of theI − V characteristic onVg. Due to this ef-
fect the transistor provides a means for measuring the polarization charge on its island with
sub-electron accuracy. This property of SET transistors was successfully exploited in many
experiments on measuring and monitoring sub-electron quantities of charge in mesoscopic
systems (see some examples in Refs. [1], [2, 3, 4] and [5]). Different materials and methods
have been used for fabrication of SET transistors. Although substantial progress in fabri-
cation techniques has been done, there is still a demand for devices simple in fabrication,
less subject to the electrical shock destruction and with good electric parameters. In this
paper we present a new type of SET transistor-electrometer having potential to meet these
requirements. The idea of our work was to fabricate and characterize a metallic transistor
with chains of stack tunnel Al/AlOx /Al junctions (Type I) or with high-ohmic (R � RQ)
Cr-film microstrips (Type II) replacing the traditional (oxide) tunnel barriers between the
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island and outer electrodes. The junctions of this type should, to our mind, also ensure
sufficient isolation of the island leading to the correlated electron motion across the device
[6]. Below we report the SET characteristics of our device.

1. Sample fabrication

The structures of both types were fabricated by the shadow evaporation through a suspended
mask [7] on Si substrate buffered by AlOx layer (about 200 nm thick). The structures of
Type I were fabricated by sequential evaporation of the chain islands through the same
opening in the mask. After each evaporation the angle of the evaporation was slightly
changed to shift the the islands a little from each other. The oxidation were done between
each evaporation. By this way we got a very compact chain (about 100 nm long) of stack
tunnel junctions.
For the structures of Type II the fabrication process was carried outin situ by three steps
to obtain reliable metallic contacts between Cr and Al films. First, the Al film 10 nm thick
was deposited by e-gun at the first angle. It formed the bottom layers of the island and outer
electrodes. Secondly, the Cr film of thickness 6÷ 8 nm was evaporated at small residual
pressure (≈ 10−5 mbar) of oxygen. This evaporation was made at another angle to overlap
the bottom Al layer giving rise to the electric connection of the island and outer electrodes.
The nominal contact area between Al and Cr layers was 100 nm by 120 nm. Finally, the
second Al layer (about 30 nm thick) was evaporated at the first angle so that the ends of
Cr strips were clasped by Al electrodes from bottom and from top. The gate electrode was
positioned near the island. The top view of the resulting structure is presented sketchy in
Fig. 1 where the stray metal shadows are not shown for the sake of clarity.

Al film

Type I

TypeII

Al-Cr contact
area

Cr strips

island

island

chain

gate

Fig. 1. The geometry of the Cr-film transistor structure. The width of the strips (about 100 nm) is
shown somewhat larger for clarity.

2. Results and discussion

The transistor of the first type comprised two chains of tunnel junctions instead of two
single junctions. We have studied the electrical and noise properties of the device. The
transistor has shown periodical modulation curves with slowly variable amplitude depended
on background charges on the islands located between junctions in the chains. The measured
value of charge noise was to be closed to a typical value for a planar transistor structures:
δQx ≈ 3.5 × 10−4e/

√
Hz at 10 Hz and mostly determined by the size of its central
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island (∼0.5 µm). In comparison with traditional SET transistor (two single junction
structure) our devise had considerably lower cotunneling current that can be important
for the transistor being used in electronic circuits as a current switch. The transistor of
the second type had even more unusual design: it comprised two highly resistive Cr thin-
film strips (∼1.2µm long)) connecting a 1µm long Al island to two Al outer electrodes.
These resistors replace small-area oxide tunnel junctions of traditional SET transistors.
Our transistor with a total asymptotic resistance of 110 k showed a very sharp Coulomb
blockade and reproducible, deep and strictly e-periodic gate modulation in wide ranges of
bias currentsI and gate voltagesVg. In the Coulomb blockade region, we observed a strong
suppression of the cotunneling current allowing us to measure appreciable modulation
curvesV (Vg) at currentsI as low as 100 fA. The noise figure of our SET was found to
be similar to that of typical Al/AlOx /Al SET transistors, viz.δQx ≈ 5× 10−4e/

√
Hz

at 10 Hz.
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Coulomb interaction of quasi-2D magnetoplasmons

E. E. Takhtamirovand V. A. Volkov
Institute of Radioengineering and Electronics of RAS,
Mokhovaya 11, 101999 Moscow, Russia

Abstract. Tunneling is a powerfull tool of the determination of one-electron structure of 2D
systems. Recently a strong interaction of cyclotron and intersubband tunneling resonanses was
observed in the case when the one-particle Landau levels of different 2D subbands do not interact.
In this connection the long-wave structure of quasi-2D magnetoplasmons is calculated for the
actual system of two quasi-2D layers divided by a barrier in a perpendicular magnetic field. It is
shown that the Coulomb interaction of inter- and intrasubband magnetoplasmons is able to lead to
their strong anticrossing. Magnetoplasmon-assisted tunneling processes will reveal themselves as
anticrossing Landau levels of different 2D subbands.

Investigations of the tunneling between quasi-two-dimensional electron systems based on
(001) GaAs/Al0.4Ga0.6As/GaAs in a magnetic field parallel to the current revealed a strong
interaction between Landau levels of different two-dimensional subbands in GaAs which
was observed as an anticrossing of the related peak positions in the tunnel current vs voltage
curves as a function of magnetic field [1]. The splitting of the interacting Landau levels was
of the order of 10 meV, which cannot be explained by nonparabolicity of the conduction
band in GaAs. An alternative mechanism leading to the anticrossing is related to the
emission of magnetoplasmons. Energy of an electron that has tunneled into the system
with the completely discrete spectrum may relax by the emission of 2D magnetoplasmons
(the emission of optical and acoustic phonons is forbiden in that case).

The aim of the paper is calculation of the magnetoplasmon spectrum in the above
tunnel structure. The results published in the theoretical papers contain very rich resonance
structure of the magnetoplasmon spectrum in several 2D systems, but the results depend
very sensitively on the approximation used. Here it is shown that the Coulomb interaction
of inter- and intrasubband magnetoplasmon branches leads to their strong anticrossing in
qualitative agreement with the experimental data.

We consider a symmetric structure (001) GaAs/Al0.4Ga0.6As/GaAs with a single thick
barrier in magnetic fieldB parallel to the growth axisOz in the gauge of the vector potential
A = (−By,0,0). The 2D electron gas (in(x, y) plane) occupy two accumulation layers
(with the concentration of 2D electronsNs in each) formed in GaAs close to both sides of the
AlGaAs barrier. The single-particle electron states in both quasi-2D layers are considered
independetly, so that, for instance, the states in the right-hand layer are described with the
envelope function:

Fnmk(r ) = (2π)−1/2fn(z)exp(ikx)χmk(y), (1)

and the proper self energyEnm. Heren is the subband index,fn(z) is the z-motion
function,m is the Landau level index,k is the wave number, andχmk(y) relates to the
oscillator function. Following Ref. [2] we will consider the linear response of the system
on the perturbation

δU = U(z)exp(−i(qx + ωt)). (2)
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In the random phase approximation after some algebra we will have the following equation
for the perturbation (� = 1):

d2U(z)

dz2
− q2U(z) = −2e3B2

εc

∑
n,m
n′,m′

(
f 0
nm − f 0

n′m′
)
A2
mm′(q)Unn′fn(z)fn′(z)

Enm − En′m′ + ω + iδ
. (3)

Heree is the electron charge,ε = const is the dielectric constant,c is the speed of light,
f 0
n,m is the Fermi function,Unn′ is the matrix element ofU(z) on the functions ofz-motion,

and forAmm′(q) we have:

Amm′(q) = eB

c

∞∫
−∞

χm (y) χm′
(
y + cq

eB

)
dy. (4)

As we are considering the electrons tunneling from the left-hand layer to the right-hand
one, only anti-symmetric solutions of Eq. (3) we are interested in. So, the Green function
of Eq. (3) is taken in the form

G(z, z′) = 1

2q
exp
(−q ∣∣z+ z′∣∣)− 1

2q
exp
(−q ∣∣z− z′∣∣) , (5)

wherez = 0 is the coordinate of the middle of the barrier. Now Eq. (3) takes the matrix
form:

Ull′ + e
3B

εcq

∑
nn′

Ill′nn′\nn′Unn′ = 0. (6)

where

\nn′ =
∑
mm′

(
f 0
nm − f 0

n′m′
)
A2
mm′(q)

Enm − En′m′ + ω + iδ
, (7)

and in the dipole approximation

Ill′nn′ ≈ q
+∞∫
0

(∣∣z− z′∣∣− (z+ z′)) fn(z′)fn′(z′)fl(z)fl′(z)dzdz′. (8)

In the long-wave approximation we have non-zeroAmm′ :

A2
mm ≈ 1; A2

mm−1 = A2
m−1m ≈

cq2m

2eB
. (9)

We take into account only the ground and first excited subbands, energy separation
between which is�. We will have a system of three linear equations (6), determinant of
which defines the spectrum of magnetoplasmons. The final dispersion equation is:(

ω2− ω2
0

) (
ω2− ω2

c

) (
ω2− (�+ ωc)2

)
− γ q2

(
ω2−�2

) (
ω2− ω2

c

)
−αq2

(
ω2− ω2

0

) (
ω2− (�+ ωc)2

)
− βq2

(
ω2− (�+ ωc)2

)
+q4
(
ω2−�2

)
(αγ − ρ) = 0, (10)

where
α = e2M12πNs

mε
, β = e4M2

2�8π2N2
s

mε2 , ω2
0 = �2+ e

2M3�4πNs
ε

,

γ = e2M32πNs (�+ ωc)
mεωc

, ρ = e4M2
24π2N2

s (�+ ωc)
m2ε2ωc

, (11)
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Fig. 1. Plasmon energy (three branches) vs magnetic field at various wave numbers. The branch
#1 is the intrasubband plasmon, the one #2 is the intersubband plasmon, the last one #3 is the
combination resonance plasmon.

m is the band edge electron effective mass,ωc is the cyclotron energy, and the dipole matrix
elements

M1 = −q−1I1111> 0, M2 = −q−1I1112, M3 = −q−1I1212> 0. (12)

The result (10) may be understood as following: the intrasubband magnetoplasmons, in-
tersubband ones and combined resonance ones mutually interact via the Coulomb energy.

The result may be presented on the plot 1. The dependence of the magnetoplasmon
energy on the magnetic field at various wave numbers is shown. The performed self-
consistent calculation yeldsM1 = 270 Å,M2 = 26.6 Å, M3 = 20.7 Å, and we take
Ns = 3× 1011 cm−2. This plot demonstrates the above-mentioned effect of anticrossing.
There are three magnetoplasmon branches: intrasubband branch 1, intersubband branch 2,
and combined resonance branch 3, which appears due to the (n = 0,N = 0) to (n = 1,
N = 1) transition, wheren is the principal quantum number of the two-dimensional sub-
band andN is the Landau level index. Only the anticrossing of branches 1 and 3 is resolved
in the experiment. Magnetoplasmon-assisted tunneling processes can thus be revealed in
this type of structure as an anticrossing effect in the resonances observed between different
2D subbands.
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Spin-orbit interaction of electrons on curved surface
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Abstract. Spin-orbit (SO) interaction of electrons confined near the curved semiconductor surface
is studied. The curvature of surface determines the new mechanism of SO interaction which
complements the known mechanisms occurring in planar systems. The specific cases of nanosphere
and nanotube are considered.

Introduction

It is well known that the Hamiltonian for electrons, confined near the oriented two-
dimensional system, contains linear in lateral momentump terms, which describe the
spin-orbit (SO) interaction [1]. The orientation of the surface may be determined by the
asymmetry of the confining potential [1] as well as by the lack of the inversion symmetry
of the initial crystal [2, 3] or the asymmetric orientation of the surface relative to the crystal
axes of symmetry.

In the first case (the Rashba model) the SO Hamiltonian has the form [1]:

H̄SO = α( σ̂[p̂× n]), (1)

where σ̂ are Pauli matrices,̂p is the 2D electron momentum. The Hamiltonian (1) appears
in the third order on the basic SO interaction. This results in relative smallness of the
effective SO interaction for the conduction band electrons in semiconductors with small
SO splitting of the valence band edge.

The linear terms in Hamiltonian lead to the spin-splitting of energy bands in the absence
of magnetic field and to the possibility of electric-field-induced spin-flip transitions [3].
Recently SO was shown to be responsible for spin ordering by a lateral electric field [4]
and a mixed spin-plasmon polaritons [5]. SO interaction of electrons on the cylindrical
surface were studied in [6,7] on the basis o the Rashba model.

In the present paper we draw attention to the fact that the curvature itself marks down the
surface orientation and hence causes the additional SO interaction. This curvature-induced
SO interaction is proportional to the ratio of quantum well width to the radius of curvature.
Most distinctly the proposed mechanism can be illustrated by the difference of the planar
quantum well and a system with the spherical symmetry. In symmetric planar quantum
wells the effective SO interaction is absent for free electrons. Conversely, SO interaction
in a spherically symmetric system (e.g., atom) does not vanishes after averaging over radial
states. This means that a spherical system has additional effective SO interaction due to
curvature.

Spherical quantum well

Let us consider a potentialU(r) confining electrons near some radiusR (spherical quantum
well). The width of a welld is supposed to be much less thanR. The same is assumed
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concerning the characteristic size of radial states. In this limit effective SO interaction can
be expressed in the form containing only the surface coordinates on the sphere.

For spherically symmetric potential the basic SO interaction has the well known form:

HSO = α1

r

dU(r)

dr
( σ̂ l̂). (2)

Here l̂ is the orbital momentum (we set� = 1). The coefficient of spin-orbit couplingα
for free electrons isα = 1/4(mec)2, whereme is the electron mass,c is the velocity of
light. In the two-band Dirac model of semiconductor bands,α = 1/2Egme, whereEg is
the width of the forbidden band andme is the effective electron mass.

The Hamiltonian (2) should be averaged over radial statesψn(r) of the Hamiltonian
without SO interaction. The radial states satisfy the equation

1

2mer2 (r
2ψ ′n(r))

′ + (E − U(r)− l(l + 1)

2mer2 )ψn(r) = 0, (3)

whereE is the energy of the state,l is the angular momentum.
The averaging should be done by integrating with the measurer2. Expressing the result

via the radial wave function we have

H̄SO = −2α

R
(Tn − Tt )( σ̂ l̂) (4)

Here

Tn = 1

2me

∫
(ψ ′n(r))

2r2dr, Tt = l̂2

2meR2 (5)

are the radial and tangential parts of electron kinetic energy, respectively. The integration
in (5) is effectively run within the layer of widthd nearR andTn has the order of magnitude
of 1/med2 for lowest levels.

The Eq. (4) can be rewritten in the other form, using translational momentump̂ =
(p̂θ , p̂ϕ) = −i(∂/∂θ, (1/ sinθ)∂/∂ϕ)/R on the sphere surface:

H̄SO = 2α

R2 (Tn −
p̂2

2me
)([p̂nR] σ̂) nR = R/R. (6)

In the form of Eq. (4) the SO Hamiltonian looks like Rashba Hamiltonian, Eq. (1), for a
planar system. Really, in the small neighborhood of some point on sphere the vectornR
is constant, the sphere can be considered as a plane, andp̂ as a usual momentum along
the plane. The difference of Eq. (4) and the Rashba Hamiltonian, Eq. (1), lies in the
momentum dependence of the SO coupling constant. In particular, it can change sign with
the longitudinal energyp2/2me.

Physically, the SO term, proportional toTn, originates from the difference of electron
tangential velocity on the inner and the outer well boundaries. In the frame accompanying
the rotating electron the electron spin experiences a magnetic fieldB′ = 1

c
[vE], wherev is

the linear velocity of rotation,E is a confining electric field of well walls. The averaging of
B′ with respect to radial motion gives a finite result due to angular momentum conservation.
The other contribution to SO interaction, proportional toTt , originates from magnetic field,
induced by the centripetal force. The difference of signs of terms in Eq. (6) is explained by
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the difference in directions of dominating accelerations. For specific cases of wells with
hard wall potential and a parabolic well (U(r) = meω2(r − R)2/2 ) we have:

Tn = π2n2/2med
2 n ≥ 1 (hard wall);

Tn = ω(n+ 1/2)/2 n ≥ 0 (parabolic well).

The change of SO interaction sign occurs atp2/2me = π2/2med2 andp2/2me = ω/4,
respectively.

If the number of electrons is small enough, they occupy the bottom of the first radial
subband only,p2/2me ! E2− E1, and the radial term in Eq. (7) is dominating.

Cylindrical quantum well

The case of electrons locating on a cylindrical surface can be considered analogously.
Starting from the more general expression for SO interaction,HSO = α[ σ̂∇U ]p and
using cylindrical coordinates(ρ, ϕ, z)with axisz directed along the cylinder axis, one can
find

HSO = 2α

R

(
(T̂t − Tn)p̂ϕσ̂z + {[nρ σ̂]z, T̂t }p̂z

)
, (7)

Tn = 1

2me

∫
(ψ ′n(ρ))

2ρdρ, T̂t =
p̂2
ϕ

2me
, (8)

wherep̂ϕ = −(i/R)∂/∂ϕ, R is the cylinder radius; figure brackets in Eq. (7) stands for
the operation of symmetrization:{Â, B̂} = (ÂB̂ + B̂Â)/2.

Note, that the considered SO Hamiltonians contain both the terms, caused by quick
transversal motion, depending on the specific structure of transversal wave function, and
pure geometrical terms, caused by centripetal acceleration.

The case of slightly curved surface can be studied exploiting the additivity of contribu-
tions from the eigenvalues of the curvature tensor. Here we restrict ourselves by the main
(transversal) contribution to the SO Hamiltonian, assuming the longitudinal energy to be
much less than the distance between the levels of transversal quantization.

Consider the curved surface, tangent to the plane(x, y) in the point 0, wherex andy
are the main axes of the curvature tensor. The SO Hamiltonian near this point reads as:

HSO = −2α

(
{p̂x, Tn

Rx
}σ̂y − {p̂y, Tn

Ry
}σx
)
, (9)

whereTn is the local transversal kinetic energy (the energy level of the main state of
transversal motion),Rx,y are the main curvature radii.

We have also obtained the SO Hamiltonian in the general case of curved surface. Sim-
ilar to the particular cases of sphere and cylinder this Hamiltonian contains terms due to
transversal wave function structure and centripetal acceleration. This Hamiltonian can be
used to find the energy states on the curved surface without and with external fields. It is
also useful for calculation of responses to external fields.

Generally speaking, the obtained curvature-induced SO Hamiltonians should be added
by the other (mentioned in the Introduction) terms, which are not related with the curvature.
In dependence on the radius of curvature one or another mechanism will prevail. For lesser
radii the curvature contribution becomes more essential.
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Surface and edge energy of electron gas in nanocrystals.
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Abstract. The energy of a many-electrons nanoparticle depends on its form via the surface and
edge contributions to the thermodynamic functions. The surface energy of free electron gas is
found for a semiconductor with the Dirac spectrum. The edge energy of electron gas is calculated
for quadratic energy spectrum of electrons without and with anisotropy. We find also spin-orbit
corrections to the surface energy, which behave like the inverse square of crystal size.

Quantum dots with the large number of electrons are intermediate objects between the
quantum and the classical limits. On the one hand, their sizes are large compared with the
electron wavelength. On the other hand, the transport and thermodynamic properties of
the system are affected by the quantization of the electron states.

In the degenerated electron system the surface contribution to the thermodynamics of
small particles is determined by the small ratio of the Fermi wavelength of the electron
1/kF to the particle sizeL. The presence of the surface leads to the regular corrections in
powers of this parameter to the chemical potential of electrons [1].

The surface contributions to the energy of the electron gas lead to the different physical
effects. In particular, they affect the surface tension in small particles and, consequently,
their equilibrium form. Establishment of the equilibrium between the electron gas in
microparticles with different size or form is accompanied by their spontaneous charging [1].
As was shown in [2], owing to charge discreteness, the chemical potentials in microparticles
are not completely equalized. As a result, the system of metal granules becomes a gapless
insulator (the gapless Hubbard insulator).

Aside from the surface contribution to the energy, in facetted nanocrystals there are
contributions caused by their edges and vertexes [3]. The goal of the present report is the
study of surface and edge energies of three- and two-dimensional facetted nanocrystals.

Edge contribution to the energy in the free electron model

Here we consider two or three-dimensional gas of free electrons, bounded by an angle
0 < ϕ < φ, r =

√
x2+ y2 < R (the dihedral angle in 3D case). The electron wave

functionψ satisfies the conditionψ = 0 on the angle borders. We search the corrections
to the potential at zero temperature, caused by presence of the edge and the boundary.
The contribution to the potential from the vicinityr < r0 of the edger = 0 is

 = −
Lz∫

0

dz

r0∫
0

rdr

φ∫
0

dϕ
∑

(µ− εn,m − k2
z /2me)|ψn,m(z, r, ϕ)|2 (1)

Hereεn,m is the energy level of the electron with the mainn and the magneticm quantum
numbers,kz is the momentum along the edge,me is the electron effective mass,µ =
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k2
F /2me is the chemical potential. The axisz is directed along the edge andLz is the edge

length. In 2D case this variable and corresponding integration should be excluded.
When the radiusR of the sector goes to infinity, ceases to depend on the sector size.

In the limit kF r0 � 1 yields an asymptotic expansion (3D case):

 = ω3Lzφr
2
0/2+ ω2Lzr0 + ω1Lz + o(1). (2)

The wave function, satisfying boundary conditions is

ψn,m(z, r, ϕ) =
√

2πk

φR
exp(ikzz)Jν(kr) sin(νϕ), ν = πm

φ
. (3)

Using the wave function (3) we find

 = 1

mer
2
0

Lz

π

kF∫
0

dkzu
4

1∫
0

xdx[ln x + 1

2
(1− x2)]

∞∑
m=1

J 2
πm
φ
(ux). (4)

Hereu = (k2
F − k2

z )
1/2r0.

The expansion of (4) in the orders ofr0 at r0 → ∞ givesω3, ω2 andω1. The term
ω3 = −k5

F /15π2me is the usual potential of 3D gas. The termω2 = k4
F /32πme

represents the surface contribution [1,2].
The edge contributionω1 yields

ω1(φ) = −
k3
F

36πme

(π
φ
− φ
π

)
. (5)

Physically the dependence ofω1(φ) is explained by the same factors as the positive sign
of the surface contribution to the energy. Zero boundary conditions on the crystal surface
deplete the electron gas density in the boundary region. As a result, the size of occupied
region decreases that raises the energy of electron gas at the unchangeable number of
electrons. The volume of the depletion region grows with the angle that leads to the same
change of the energy of electron gas if both crystal volume and surface area don’t vary.
The change ofω1(φ) sign atφ = π is caused by extracting of the surface part of energy.

Two cases are of special interest. They are the right angle, typical for the facetting of a
cubic crystal and the angleφ = 2π , corresponding to the rift in the crystal. In these cases
ω1(π/2) = −k3

F /24πme andω1(2π) = k3
F /24πme.

By means of (5) the number of electrons in nanocrystal of volumeV , the surface area
S and edges with anglesφn and lengthsLn is expressed through the chemical potential:

N = −∂ 
∂µ

= (2meµ)
3
2V

3π2 − meµS
4π

+ (2meµ)
1
2

12π

∑
n

Ln

( π
φn
− φn
π

)
. (6)

The analogous formula is found for the edge energy of a 2D quantum dot with a polyg-
onal border. The angle energy of 2D gas is

ω1(φ) = −
k2
F

24me

(π
φ
− φ
π

)
. (7)
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Anisotropic electron energy spectrum

The expression for the edge contribution to the energy allows generalization to the case of the
anisotropic quadratic-law energy spectrumε(k) = ∑ k2

i /2mi . The affine transformation
x′i = xi(mi/me)

1/2, whereme = (m1m2m3)
1/3, converts the Schr¨odinger equation to

isotropic one, for which the previous consideration is valid.
If we establish the dihedral angle by means of the normal vectorsn1andn2 to the forming

planes, the transformed angle between these planes, entering into previous formulas, is
defined by the relation:

cosφ =
3∑
i=1

n1in2i

mi

[
3∑
i=1

n2
1i

mi

3∑
i=1

n2
2i

mi

]− 1
2

, (8)

and the edge lengthLn =
[ 3∑
i=1
L2
ni

]1/2
is changed on

[ 3∑
i=1

mi
me
L2
ni

]1/2
.

Dirac model

The Dirac model is the simplest Hamiltonian, describing the energy spectrum of a semicon-
ductor. The most adequately it corresponds to a cubic semiconductor with a non-degenerate
central main minimum of the conductivity band and maximum of the valence band. The
standard Lattinger model with degenerate maximum of the valence band turns into the
Dirac model, if an anisotropy of the band, heavy holes and spin-orbitally splitted band are
overlooked. In comparison with the quadratic-law spectrum the Dirac model allows to take
into account non-parabolicity of the electron energy spectrum.

The Dirac equation for the spinor componentu andv has the form

(ε −mec2)u− c(kσ )v = 0, (ε +mec2)v − c(kσ )u = 0. (9)

Hereε is the energy of the electron, counted out from the center of the forbidden band with
the widthEg = 2mec2, σ is the Pauli spin matrix.

Each of the spinor component satisfy the Klein-Gordon equation

(ε2− (mec2)2)u− c2k2u = 0. (10)

The equation (10) transforms into the Schr¨odinger equation after substitution(ε2 −
(mec

2)2)→ 2mec2E. If we suppose zero boundary conditions for the large components
of the wave functionu = 0, the agreement with the Schr¨odinger equation becomes full.
Hence, the previous formulae prove correct if we changeµ = k2

F /2me → µ
µ+Eg
Eg

referring
µ to the conduction band bottom.

Spin-orbit induced surface corrections

The spin-orbit interaction is relativistic and usually small effect. Nevertheless, spin-orbit
interaction is known [4-5] to be amplified due to confinement by quantum wells. If the
width of a well tends to infinity, while the Fermi energy keeps constant, the corrections to
the electron spectrum go down inversely as the size. This give rise a new mechanism of
the surface corrections to the thermodynamic functions.
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Let us consider a planar sample with the widthL and the normalz. The spin-orbital
correction to the Hamiltonian yields

HSO = λ
k2
z

meL
(σxky − σykx) λ = χ 1

4m2
ec

2 . (11)

whereχ is some constant of order of unit, depending on the specific surfaces. If the surfaces
are equivalentχ vanishes, but in the general caseχ is finite.

The Hamiltonian (11) has the energy spectrumε(k) = k2/2me ± λ k2
z

meL

√
k2
x + k2

y .

Substituting this spectrum to potential we find the correction to the number of electrons
in the crystal�NSO = V λ2L−2k5

F /5π
2. The found correction has, evidently, surface

origin. So the order of such correction will be the same in a nanocrystal of any shape with
the characteristic sizeL. This correction turns out to be weaker than the surface correction,
proportional toL−1, but may be comparable with the edge corrections.

The numerical calculations of the energy states in many-electron quantum dots are
complicated enough problem because of the exponential increasing of the number of energy
states, included in the Hamiltonian matrix, with the growing number of electrons. At the
same time the considered approach, based on the expanding of thermodynamic quantities
in powers of size, allows to get simple estimations without complex calculations.
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Ballistic conductance of a quantum sphere
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Abstract. The conductance of a quantum sphere with two one-dimensional wires attached to
it is investigated. An explicit form for the conductance as a function of the chemical potential is
found from the first principles. The form and positions of the resonance maxima on the plot of the
conductance are studied.

Introduction

The aim of this paper is the theoretical study of the ballistic electron transport of a nanode-
vice consisting of a sphere and two wires attached to the sphere. We consider an idealized
model in which the wires are taken to be one-dimensional. This crucial simplification is
based on the possibility to describe the electron motion in nanowires only by means of lon-
gitudinal part of wave functions. To join the wave functions in the wires with those in the
sphere we use boundary conditions at points of gluing the wires to the sphere. These bound-
ary conditions are similar to those in the zero-range potential theory and lead to appearance
of phenomenological parameters like the scattering length for a zero-range potential [1]. A
useful mathematical formalization of the approach considered here is founded on the Krein
resolvent formula from the self-adjoint operator theory and gives the scattering matrix in
terms of the renormalized Green functions for the free Hamiltonians on the sphere and in
the wires.

1. Boundary conditions and scattering matrix

We consider a wireR+j (j = 1,2) as the semi-axisx ≥ 0. The wireR+j is attached to

the sphereS (S has the radiusR) by gluing the point 0 fromR+j to a pointqj from S.

Denote byH0 the electron Hamiltonian onS, which coincides with(2m∗R2)−1L2, where
L is the angular momentum operator andm∗ is the effective mass. A wave functionf of
the device consists of three parts:f0, f1, f2, wheref0 is a function onS, andfj (j = 1,2)
is a function onR+j . Let r(q, q ′) be the geodesic distance between pointsq andq ′ on the
sphereS. Since we are going to use boundary conditions of the zero-range potential theory,
we must consider the functionf0 having the following asymptotics near the pointsqj [1]:

f0(x) = aj (f0) ln r(x, qj )+ bj (f0)+ o(1), (1)

whereaj (f0) andbj (f0) are complex numbers; they play the role of the boundary values
for the functionf0. As to the functionsfj , the role of their boundary values are played, as
usual, byfj (0) andf ′j (0). For reasons of space we shall consider here only the boundary
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conditions of the Neumann type; the most general form of these conditions is given by the
expressions 

bj (f0) =
2∑
k=1

[
βjkak(f0)+ αjkfk(0)

]
,

f ′j (0) =
2∑
k=1

[
ᾱjkak(f0)+ γjkfk(0)

]
.

(2)

Here the parametersαjk, βjk andγjk forms 2×2-matricesA,B, andC, respectively, such
that the 4× 4-matrix

P =
[
B A

A∗ C

]
is Hermitian. Let̃G0(q, q

′;E) be the renormalized Green function ofH0, i.e., the function
obtained from the Green functionG0(q, q

′;E) by extracting the singular term
(m∗R2/π�

2) ln r(q, q ′, ). Denote byQ0(E) the KreinQ-matrix [1]; this is a matrix with
the elementsQjk0 (E) = G0(qj , qk;E), if j �= k, andQjk0 (E) = G̃0(qj , qk;E), if j = k.
Using the explicit form ofG0 we can show that

Q11
0 (E) = Q22

0 (E) = −
m∗

π�2

[
ψ

(
1

2
+ t (E)

)
− π

2
tg(πt (E))− ln(2R)+ CE

]
, (3)

whereψ(x) is the logarithmic derivative of the�-function,CE is the Euler constant, and
t (E) = (2�)−1

√
�2+ 2m∗R2E. The non-diagonal elements ofQ0(E) have the form

Q12
0 (E) = Q21

0 (E) = −
m∗

2�2

1

cos(πt (E))
P− 1

2+t (E) (− cos(r12/R)) , (4)

wherePν(x) is the Legendre function andr12 = r(q1, q2). The transition amplitudes
Sjk(E) from the channelR+j toR+k at the energy levelE and reflection amplitudesSjj (E)

in the channelR+j forms the scattering matrix on the sphereS(E). Using the Krein resolvent
formula we can find asS(E):

S =
[
i�2

m∗
k + C + A∗ (Q0(E)− B)−1A

] [
i�2

m∗
k − C − A∗ (Q0(E)− B)−1A

]−1

(5)

(herek = √2m∗E/� is the electron wave vector). Eq. (5) shows that the matrixB is just
a matrix of parameters for a zero-range perturbation ofH0 at the pointsqj ; therefore, to
avoid effects of non-locality we must chooseB in a diagonal form:βjk = δjkβj . It is

known that the diagonal elementβj is expressed in terms of the scattering lengthλ
(0)
j on the

zero-range potential at the pointqj as follows:βj = −m∗ ln(λ(0)j )/π�
2. The matrixC has

a similar meaning, namely,C is a matrix of parameters for a zero-range perturbation of the
free Hamiltonians in the wires. Thus, we must supposeC to be diagonal with the diagonal
elementsγj = −m∗λ(1)j /�2 whereλ(1)j is the scattering length for the zero-range potential

at the point 0 in the wireR+j . As to the matrixA, it is responsible for the transmission from

the wires to the sphere. Indeed, ifA = 0, then the transition coefficient|S12|2 = |S21|2 = 0.
Eqs. (2) show that in the case ofαjk �= 0 forj �= k there are non-trivial boundary conditions
which connect the wireR+j with the pointqk; therefore, we must supposeA to be diagonal,
too. Moreover, the matrixS(E) is symmetric only in the case of real elementsαjj ≡ αj .
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It is convenient to express these elements in terms of parametersλj having the dimension
of length:α2

j = (m∗)2λj/�2. Thus, in our model the scattering on the sphere is described
by means of the six real parametersαj , βj , γj . Note, that in the case of a two-dimensional
system, the zero-range perturbation vanishes in the limitβj → ∞; Eq. (5) shows that
in this limit S12(E) → 0, as might be expected. We stress that the idealization of the
one-dimensional wire is possible only in the case that the cross-section of the real wire is
much less than the typical sizes of the system. In particular, our model works only in the
case of relatively large distancer12; namely, we shall supposer12 is vastly larger than the
Fermi wave length of an electron in the wire. Nevertheless, we can get the proper limit
(|S12(E)| → 1 asr12 → 0) using more general boundary conditions than those in (2).

2. Results and discussion

For reasons of symmetry we shall supposeγ1 = γ2 ≡ γ and denoteλ(1)j simply byλ. In

this case Eq. (5) gives the transition coefficientT12(E) = |S12(E)|2 in the following form:

T12(E) =
(16k)2λ1λ2 |Q̃12

0 |2∣∣4λ1λ2k2− 2ik(4− ikλ)(λ2Q̃
11
0 + λ1Q̃

22
0 )− (4− ikλ)2detQ̃

∣∣2 , (6)

whereQ̃(E) is the dimensionlessQ-matrix: Q̃(E) = (�2/m∗)(Q(E)−B). Using Eq. (6)
we can find the conductanceG as a function of the chemical potentialµ at temperatureT .
Namely, according to the Landauer–B¨uttiker formula

G(µ, T ) = 2e2

�2

∞∫
0

T12(E)

(
−∂f0

∂E

)
dE, (7)

wheref0 is the Fermi distribution function.
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Fig. 1. Transition coefficientT12 as a function ofkλ (k = √2m∗E/�): (a) case of a generic position
for wires (r12 = √πR); (b) case of an antipodal position for wires (r12 = πR).



370 General Properties of Low Dimensional Structures

In the discussion, we restrict ourselves to the case ofλj = λ(0)j = λ. The quantityT12
as a function ofE has a series of sharp splash-like maxima, their positions are determined
by the zeroes of det̃Q(E), i.e., by the levels of the zero-range perturbation ofH0 with
parametersβj . On the other hand, ifr12 �= πR, then det̃Q(E) has poles of the second
order at the points of the spectrum ofH0, i.e., at the energy levelsEl = �

2l(l+ 1)/2m∗R2

of an electron on the sphereS, and Eq. (7) shows thatT12(El) = 0 (see Figure 1(a)). It
follows from the numerical analysis thatT12 depends only slightly on the parametersβ
andγ .

If the pointsq1 andq2 are antipodal (r12 = πR), then the behavior ofT12 at pointsEl
changes drastically. Indeed, atE = El the numerator and the denominator in Eq. (7) have
a pole of the same order, hence,T12(El) does not vanish. Therefore, the oscillation minima
are not positioned on abscissa but they lay on a curve of the formT12 = k(ak2+bk+ c)−1

(Figure 1(b)). In the regionl � 1 the oscillation period�k is practically constant:�k =
R−1. A numerical analysis of the conductivity at finite temperature shows that with a rise
of temperature the peaks are smoothed and their amplitudes are lowered.
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Abstract. We have studied the spin dynamics in self-organized InAs/GaAs quantum dots (QD) by
time-resolved photoluminescence performed under strictly resonant excitation. We demonstrate
that the carrier spins in these nanostructures are totally frozen on the exciton lifetime scale.

Introduction

A recent challenge in solid state physics is based on the manipulation of the electronic spin in
order to build elementary quantum gates. The most important requirement for the operation
of such future devices is a very long spin coherence time. Semiconductor QD appear as
good candidates from this point of view. The discrete energy levels in artificial atoms like
semiconductor quantum dots and the corresponding lack of energy dispersion lead indeed
to a predicted modification of the spin relaxation dynamics compared to bulk or two-
dimensional structures. Extensive experimental and theoretical works in the latter systems
have identified the main carrier spin-flip mechanisms, which rely on exchange interaction,
mixing between conduction and valence band states through spin-orbit coupling leading to
motional narrowing effects in materials without inversion symmetry [1, 2]. In QD, all these
processes have to be reconsidered since the wavevectork is no more a good quantum number
[3, 4]. The absolute lack of energy states between QD energy levels is expected to suppress
not only the elastic processes of spin relaxation but also the inelastic ones such as phonon
scattering. The expected long spin relaxation time makes thus QD structures promising
candidate for the implementation of spintronic and quantum information processing devices
[5, 6]. Recent optical pumping experiments have indeed given good indications of a slowing
down of the carrier spin relaxation processes in QD compared to bulk or quantum wells
(QW) structures. The spin orientation in Wurtzite-type nanocrystals has been studied both
in continuous wave (cw) and in time-resolved experiments [3, 7]. These investigations have
revealed the QD size dependence of the spin polarization decay time. In naturally formed
GaAs single QD, Gammonet al. deduced from cw photoluminescence (PL) experiments
that the spin-flip scattering rate was lower than the radiative recombination rate of the
ground state [8]. Similar experiments performed in self-organized InAs/GaAs QD lead
to the same qualitative conclusion [9]. Recently, Gotohet al. reported on an exciton
spin relaxation time of about 900 ps in zero-dimensional InGaAs quantum disks, which is
almost twice as long as the radiative recombination lifetime [10]. However most of these
studies have been performed in non-resonant excitation conditions i.e. the QD polarization
dynamics is studied when the spin-polarized carriers are photogenerated in the barrier. The
observed spin polarization dynamics of the QD ground state is then the result of all the
spin relaxation mechanisms which have occurred in the bulk barrier, in the QD excited
state and finally in the QD ground state, including any spin flip scattering due to the energy
relaxation process itself. In order to study the intrinsic spin dynamics, a time-resolved
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strictly resonant excitation of the QD ground state is highly desirable [11]. Note that
the free exciton radiative and the spin relaxation times in semiconductor QW have only
been identified in such clear resonant excitation conditions [2, 12, 13]. We present here
a detailed time-resolved investigation of the exciton optical alignment dynamics in self-
organized InAs/GaAs QD performed under strictly resonant excitation. These experiments
evidence a spin relaxation quenching at low temperature.

1. Samples and experimental setup

The investigated structure, grown by molecular beam epitaxy on a (001) GaAs substrate,
consists of 5 InAs QD planes embedded in a GaAsλ planar cavity, inserted between
two GaAs/AlAs Bragg mirror [14]. The QD layers are localized in the vicinity of the
electromagnetic field antinodes into the microcavity which operates in the weak coupling
regime. The QDs are obtained after a nominal deposition of 2.2 InAs monolayers and a 21 s
growth interruption. These growth conditions lead to a QD density of∼4×1010 cm−2 per
array, and to a QD emission centered around 1.15 eV with a Full Width at Half Maximum
(FWHM) of ∼60 meV. A variation of the cavity thickness along the radial direction of
the wafer allows us to tune the cavity resonance by moving the laser beam across the
sample surface. The microcavity is designed so that the cavity mode (FWHM∼3 meV)
can be tuned in the energy range of the QD ground state emission. Inserting the QD in
a microcavity brings two major improvements with respect to bare QD: (i) the filtering
operated by the optical mode results in a reduction of the energetic inhomogeneity of the
studied QD (ii) the narrowing of the radiation pattern emitted by the microcavity allows
us to collect the QD emission efficiently in spite of the very small acceptance solid angle
(∼10−3 steradians) of the up-conversion detection set-up we have used [15].

The sample is excited by 1.5 ps pulses generated by an Optical Parametric Oscillator,
synchronously pumped by a mode-locked Ti-doped sapphire laser. The time-resolved PL
is then recorded by up-converting the luminescence signal in a LiIO3 non-linear crystal
with the picosecond pulses generated by the Ti:Sa laser [11, 15]. The time-resolution is
limited by the laser pulse-width (∼1.5 ps) and the spectral resolution is about 3 meV.

The linear and the circular polarization degrees of the luminescence are defined as
PLin = (IX − IY )/(IX + IY ) andPC = (I+ − I−)/(I+ + I−) respectively. Here
IX (IY ) andI+ (I−) denote respectively theX(Y) linearly polarized and the right (left)
circularly polarized luminescence components (X andY are chosen parallel to the [110]
and [1̄10] sample directions). The experiments in section 2 and 3 have been performed at
low excitation power (∼7 Wcm−2) which corresponds to an average estimated density of
photoexcited carriers less than one electron-hole pair per QD. In the following, the laser
excitation energy is set to 1.137 eV; it coincides with both the cavity mode and a given QD
family ground state energies. The detection energy is strictly the same as the excitation
one [16].

Let us recall that in a (001)-grown type I quantum well, the relevant symmetry is D2d .
If the growth direction Oz is chosen as the quantization axis for the angular momentum, the
conduction band iss-like, with two spin statesse,z = ±1/2; the upper valence band is split
into a heavy-hole band with the angular momentum projectionjhh,z = ±3/2 and a light-
hole band withjlh,z = ±1/2 at the center of the Brillouin zone. The heavy-hole exciton
states can be described using the basis set|Jz〉 =

∣∣jhh,z, se,z〉, i.e.|Jz = 1〉 ≡ |3/2,−1/2〉,
|Jz = −1〉 ≡ |−3/2,1/2〉, |Jz = 2〉 ≡ |3/2,1/2〉, |Jz = −2〉 ≡ |−3/2,−1/2〉 (Jz rep-
resents the total angular momentum projection of the exciton state on the quantization
axis). This basis set is diagonal with respect to the exciton exchange interaction and the
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twofold degenerate optically-activeJz = |±1〉 states are split from the non-optically-active
Jz = |±2〉 states by the electron-hole exchange interaction energy [17].

In QD structures, the symmetry of the system is lowered and the exchange interaction
is thus no longer isotropic [18]. The anisotropic exchange interaction splits the|±1〉
radiative doublets into two eigenstates labeled|X〉 = (|1〉 + |−1〉)/√2 and|Y 〉 = (|1〉 −
|−1〉)/(i√2), linearly polarized along the [110] and [11̄0] directions respectively. Cw
single dot spectroscopy experiments have clearly evidenced these two linearly polarized
lines in self-organized InGaAs QD with an exchange splitting of�ω ∼ 150 meV [9].
This anisotropic exchange splitting may originate from QD elongation [8] and/or interface
optical anisotropy [18, 20].

2. Linear polarization dynamics at low temperature

Figure 1(a) displays the time-resolved PL intensity with polarization parallel (IX) and
perpendicular (IY ) to the linearly polarizedσX excitation laser (T = 10 K) (the initial peak
on theIX luminescence components intensity close tot = 0 corresponds to backscattered
laser light from the sample surface). The corresponding linear polarization (PLin) kinetics
is also plotted. The PL intensity decays with a characteristic timeτrad ∼ 800 ps. After the
pulsed excitation, the QD emission exhibits a strong linear polarization (PLin ∼ 0.75) which
remains strictly constant within the experimental accuracy during the exciton emission (i.e.
over∼2.5 ns). This behavior differs strongly from the exciton linear polarization dynamics
in bulk or type I QW structures, characterized by a linear polarization decay time of a
few tens of picoseconds [1, 15]. In the latter structures, it has been demonstrated that any
scattering mechanism (phonon, exchange interaction, electron and/or hole single particle
spin relaxation) results in the destruction of the coherent superposition between the|1〉 and
|−1〉 components of the linear exciton [15]. The experimental observation of a QD exciton
linear polarization which does not decay with time is the proof that neither the electron
nor the hole spin relax on the exciton lifetime scale. It shows also that the exciton spin
coherence between|1〉 and |−1〉 states is maintained during the whole exciton lifetime.
From our observation, we can infer that the exciton spin relaxation time is longer than
20 ns, i.e. at least 25 times larger than the radiative lifetime.
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Fig. 1. (a) Time resolved PL intensity with polarization parallelIX (�) and perpendicularIY (∇)
to the linearly polarized (σX) excitation laser (T = 10 K); the time evolution of the corresponding
linear polarizationPLin is also displayed. (b) Dependence of the luminescence linear polarization
on the angle of the excitation laser field with respect to the [110] direction (see text).
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Fig. 2. Temperature dependence of the linear polarization dynamics (the excitation laser isσX

polarized). Inset:PLin decay time as a function of 1/(KBT ).

Figure 2(b) displays the dependence of the luminescence linear polarization on the angle
of the excitation laser field with respect to the [110] direction (see the inset).

The linearly polarized luminescence components are still detected along the [110](X)

and [1̄10] (Y ) directions. As expected for exciton eigenstates polarized along the [110] and
[11̄0] directions, the linear polarization follows a simple law with the angleθ given by:

PLin(θ) = IX − IY
IX + IY =

cos2 θ − sin2 θ

cos2 θ + sin2 θ
= cos 2θ.

A circularly polarized excitation should lead to the observation ofPLin beats at the
pulsation corresponding to the exchange splitting. After about 15 ps, the time required for
the QD PL signal to overcome the backscattered laser light, we do not observe any linear
or circular polarization and as a consequence any beat in this excitation configuration. This
absence of polarization is interpreted as a consequence of the exchange splitting energy
statistical fluctuations among the QD family selected by the cavity mode.

3. Temperature dependence of the linear polarization dynamics

Figure 2 presents the dependence of the exciton PL linear polarization dynamics as a
function of the lattice temperature. A clear temporal decay ofPLin is observed above 30 K:
the linear polarization decay time drops from∼3500 ps at 40 K down to 50 ps at 80 K
with an activation energyEa = 30± 1 meV (see the inset in Fig. 2). This very strongPLin
temperature dependence can be due either to any electron, hole, exciton spin-flip scattering
or any spin-conserving scattering processes which break the coherent superposition of the
linearly photogenerated excitons|X〉 = (|1〉+|−1〉)/√2 [21]. To the best of our knowledge
there is no available theory on the exciton spin-flip and its temperature dependence in QD.
However one can speculate that the depolarization mechanism is due to hole scattering
to higher QD excited states since the measured activation energy is close to the energy
splitting between the ground and first excited heavy-hole state and to the InAs LO phonon
energy [22].

4. Excitation intensity dependence of the linear polarization dynamics

All the results presented up to now have been obtained at low excitation intensity (i.e.
when the number of photo-generated electron-hole pairs is small compared to the num-
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ber of QDs). Figure 3(a) displays the linear polarization dynamics under resonant linear
polarization excitation for three excitation intensities. We note that the linear polarization
never decays with time but the amplitude of this polarization decreases when the excitation
intensity increases. This effect is due to the photo-generation of biexciton states. Under
linearly polarized excitation, a quantum dot in which the ground state is already occupied
by an exciton|X〉 = (|1〉 + |−1〉)/√2 can absorb another photon, which yields the pho-
togeneration of a biexciton state labeled (|XX + YY 〉)/√2. This biexciton state can emit
σX orσY photons with the same probability (the QDs occupied only by an exciton will still
emit fully polarizedσX luminescence). As a consequence, the amplitude of the measured
linear polarization decays when the number of photogenerated biexciton states increases.
We emphasize that the spectral resolution of our setup (∼3 meV) does not allow to resolve
separately the exciton and the biexciton emission lines.

This interpretation in terms of biexciton photogeneration is confirmed by the observed
dependence of the total luminescence intensity on the excitation intensity displayed in
Fig. 3(b). We observe that the luminescence intensity increases linearly with the excitation
intensity at low excitation (P < 10 Wcm−2). In this regime when the number of photogen-
erated electron-hole pairs is small compared to the number of QDs, the photogeneration of
biexciton states is negligible and the linear polarization does not depend on the excitation
intensity. At higher excitation intensities (P > 10 Wcm−2), we note in Fig. 3(b) a clear
saturation of the luminescence intensity and a simultaneous drop of the measured linear
polarization value. The non-linear dependence of the luminescence intensity comes from
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the saturation of the ground state absorption due to the photogeneration of biexciton states
in most of the analysed QDs.

5. Conclusion

We have studied the linear PL polarization dynamics in self-organized QD under strictly
resonant excitation. We never observe at low temperature any measurable temporal decay
of the linear luminescence polarization regardless of the excitation intensity. This evidences
a complete spin relaxation quenching in these zero-dimensional structures. This contrasts
with the clear spin relaxation previously observed in non-resonant excitation conditions
[10, 23]. The main difference between these two kinds of experiments relies on the higher
energy carrier state occupation, including barrier, wetting layer and QD excited states which
may induce the spin flip of the QD ground state by Coulomb exchange. The role of the
carrier-carrier interaction in zero dimensional systems should be investigated theoretically
to fully understand this difference.

The long spin coherence make these nanostructures an ideal candidate for the imple-
mentation of an elementary quantum gate in a solid state system.
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The spin of a single electron localized on monolayer-high fluctuation of quantum well
width (quantum dot) interacts with macroscopic number (∼105) of nuclear spins. As a
result the tight-binding electron-nuclear spin system (ENSS) develops in nanostructures
[1, 2]. Due to rather long spin relaxation time the nuclear spin could be used (at least
in principle) for information storage and to control the electron spin. For example, the
hysteresis phenomena have been found in ENSS of quantum wells [3].

Here we show that the presence of a hole in the quantum dot (i.e. exciton instead of a
single electron) strongly affects the magnetic properties of the unified exciton-nuclear spin
system (ExNSS). In spite of the absence of contact interaction between hole and nuclei the
hole affects the ExNSS properties via the exchange coupling with electron. The interaction
splits the quartet of exciton spin levels into pair of optically allowed states (bright excitons:
electron and hole spins are antiparallel) and pair of optically forbidden states (dark excitons:
electron and hole spins are parallel) [4]. This splitting (δ0) suppresses the Overhauser effect.
Indeed, an amount of energyδ0 should be compensated to satisfy the energy conservation
law under mutual electron-nuclear spin flip transitions. Under these conditions the role
of dipole–dipole interactions between nuclei becomes anomalously large in comparison
with bulk GaAs. This interaction destroys the nuclear polarization and acts as a leakage
of nuclear spin. The external magnetic field eliminates the leakage. However, as a result
of suppression of Overhauser effect the characteristic field value restoring the nuclear
polarization is two orders in magnitude larger than that for the bulk GaAs.

Near-field magneto-photoluminescence spectroscopy [5, 6] has been used to study the
ExNSS in single GaAs quantum dot. This method allows one to measure the splitting of
exciton radiative levels and its magnetic field dependence under circularly polarized exci-
tation directly. It is found that the splitting is minimal when external field compensates the
internal nuclear magnetic fieldBN = 1.3 T which is proportional to the nuclear polariza-
tion (∼65%). This shifts the magnetic field dependence as a whole by theBN value. The
exception takes place in low magnetic fieldsB < 1 kG where the nuclear polarization is
strongly reduced (the splitting is minimal forB = 0, too). The field range of the reduction
is 300 times larger than that for bulk GaAs (∼3 G [7]).

To explain the unexpected behavior of ExNSS we have deduced the average nuclear
spin polarization determined by the balance between dynamical nuclear polarization (Over-
hauser effect) and depolarization (leakage). These processes are governed by fluctuations
of the electron and nuclear polarization from their average values.

Polarization of the nuclear spins by optically oriented excitons arises from the “flip/flop”
processes involving the simultaneous spin flip of a nucleus and electron. The electronic spin
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flip causes the exciton to transform between bright and dark states and requires emission
or absorption of energy (δ0 ≈ 100µeV) because of the large mismatch in electronic
and nuclear Zeeman energies. Therefore some additional “assisting” process is necessary
to satisfy energy conservation (e.g. emission or absorption of a photon or a phonon).
Transition rates for flip/flop transitions calculated in second order perturbation theory are
(δ2

s/δ
2
0) smaller than those for the assisting processes with no spin flips, whereδs ∝ A/

√
N

(A is hyperfine constant,N number of nuclei in the dot) is the splitting of electron spin
states in a random nuclear magnetic field. If the dark exciton lifetime (τd) is much longer
than the bright exciton lifetime (τb), nuclear polarization is determined by spin–flip assisted
radiative recombination of the dark excitons [8]. We calculate the nuclear spin polarization
rate to beT −1

e = (δ2
s/15Nδ2

0)τ
−1
b ≈ 2.5 s−1 for N ∼ 105 nuclei in the quantum dot [5]

andτb ∼ 0.1 ns [9]. The estimation is in agreement with experiment (Texp≈ 3 s).
Coupling of neighboring nuclear spins through the dipole–dipole interaction leads to

the leakage of nuclear polarization. In a magnetic fieldB larger than the dipole field,
BL ∼ 1.5 G, the energy of the nuclear dipole–dipole interaction is not enough to drive the
transition between two nuclear spin sublevels split by the Zeeman energy. However, fluctua-
tions of thez-component of the hyperfine magnetic field of the electrons acting on the nuclei
(the mean value of the electron field determines the Knight shift in NMR [10]) can provide
the necessary energy, leading to depolarization of the total nuclear spin, even in a rela-
tively strong magnetic field. Calculations show that the nuclear dipole-dipole interaction
weakly mixes the wave functions of different nuclear spin projection states, of orderBL/B.
Transitions between these mixed states are induced by the hyperfine magnetic field of the
electrons acting on the nucleus during the exciton lifetime. The dark exciton plays the main
role in this process becauseτd � τb. This leads to a nuclear spin depolarization with a rate
calculated in second order perturbation theory to beT −1

e−dip = 0.06τd(δs/�)2(BL/B)
2N−1.

Increasing of external field eliminates the role of leakage of nuclear spin. The polarization
rate (Overhauser effect) and leakage rate becomes comparable whenTe = Te−dip, i.e. at

B =
√
ξ̃BL. Parameter

√
ξ̃ ≈ (δ0

√
τdτb/�) is much greater than 1 in the experimental

conditions. The steady state value of a mean nuclear spin

〈Iz〉 = I (I + 1)

S(S + 1)
〈Sdz 〉

B2

B2+ ξ̃B2
L

.

HereI , S are the nuclear and electron spins. A good agreement with experiment takes
place when polarization of dark excitons〈Sdz 〉 = 0.2 and

√
τdτb = 3.5 ns.

Thus, the nuclear spin polarization tracking the electron spin polarization of the dark
exciton does not depend on external magnetic field except in the strongly depolarized
region around zero applied field with a Lorentzian lineshape with width that is two orders
of magnitude greater than in bulk GaAs.
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S-581 83 Linköping, Sweden

Abstract. We report on magneto-optical studies of spin injection from a ZnMnSe/CdSe semimag-
netic short-period superlattice (SL) to a non-magnetic ZnCdSe quantum well (QW). The carriers
are photo-generated in the semimagnetic SL, spin polarized via the effect of giant Zeeman splitting
and then injected into the non-magnetic QW through a tunneling mechanism. Near 25% injection
efficiency has been demonstrated at the magnetic field of 0.8 T and low temperature (1.8 K).

Recently there has been a growing interest in semiconductor devices based on precise ma-
nipulation of an electron spin rather than on controlling an electron charge [1]. Among the
proposed device ideas are spin memory devices, spin transistors and spin quantum comput-
ers. For all such devices spin-polarized electron injection in semiconductor heterostructures
is a necessary requirement. Until recently, the most successful realizations of the injec-
tion of spin-polarized electrons have implied the use of diluted magnetic semiconductors
(DMS) [2–4]. Both II–VI semimagnetic semiconductors [2, 3] and III–V ferromagnetic
semiconductors [4] were used to demonstrate efficient spin injection into a non-magnetic
III–V semiconductor structure.

In this work we study the injection process of spin-polarized carriers from a Zn-
MnSe/CdSe semimagnetic short-period superlattice (SL) to a ZnCdSe/ZnSe non-magnetic
quantum well (QW). The samples studied here are a modification of the structures contain-
ing a ZnSe/CdSe SL (with sub-monolayer (ML) CdSe insertions) and an attached ZnCdSe
QW, whose transport and optical properties are known in detail [5]. Incorporation of a
small amount of Mn in the SL barriers makes possible almost complete spin polarization
of the miniband electrons and holes by an external magnetic field via the effect of giant
Zeeman splitting [6] and allows magneto-optical investigations of the spin-polarized carrier
injection into the non-magnetic QW.

Two samples studied in this work were grown by molecular beam epitaxy pseudomorphi-
cally on (001) GaAs substrates. They consist of a ten-period Zn0.96Mn0.04Se (4nm)/CdSe
(0.8 ML) DMS superlattice and an attached 7 nm thick Zn0.75Cd0.25Se single QW (SQW)
(the schematic drawing of the essential sample region is shown in Fig. 1). The first SL
barrier adjoining the SQW is free of Mn, to avoid overlapping of the electron and hole wave
functions in the non-magnetic QW with the DMS regions. The two samples differ in the
thickness of the first ZnSe barrier. In sample A its thickness is enhanced a factor two as
compared with other SL barriers (up to 8 nm). In sample B all SL barriers are 4 nm thick.
The “SL+SQW” region is surrounded by thick Zn0.93S0.07Se claddings lattice-matched to
GaAs. Photoluminescence (PL) of the samples was measured in an external magnetic field
up to 5 T in Faraday geometry at 1.8 K. Different linearly polarized lines of a cw Ar+ laser
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Fig. 1. Schematic drawing of the intrinsic region of the sample and a scheme of SQW and SL
excitonic levels in a magnetic field.
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Fig. 2. (a)σ+ andσ− PL spectra measured in sample A at 5 T under 458 nm excitation. (b) Energy
of the SL PL peak versus magnetic field for samples A (dashed curve) and B (solid curve).

were used for the PL excitation. The PL circular polarization was analyzed using a 1/4
plate followed by a linear polarizer.

Figure 2(a) shows the spectra ofσ+ andσ− circular polarized PL measured at 5 T in
sample A excited by a 458 nm laser line, i.e. above the fundamental band edge of the SL.
There are two emission bands visible, attributed to the emission of localized heavy-hole
excitons in the SL (2.685 eV) and the SQW (2.534 eV). The SL peak is almost completely
σ+ polarized, starting from small magnetic fields less than 1 T. Figure 2(b) demonstrates
the SL PL peak energy versus magnetic field for both samples. The curves are identical,
besides a small energy offset (∼ 15 meV) which is due to a small difference in the nominal
thickness of the CdSe layers between the samples. Both the PL shift and polarization
are typical for the effect of giant Zeeman splitting of excitons, conventionally observed in
Zn(Cd)MnSe based heterostructures [6].

For the SQW emission band, the magnetic-field-induced shift is negligibly small, which
is expected for the non-magnetic QW. The dominant effect of the magnetic field is an in-
crease in the PL circular polarization, the sign and the degree of polarization both depending
on the wavelength of the exciting light. The polarization degree at the peak maximum ver-
sus magnetic field is plotted in Figs. 3(a) and (b) for samples A and B, respectively. The
different curves correspond to excitation at 351 nm, 458 nm or 474 nm.

The excitation wavelength 474 nm corresponds to a selective excitation of the SQW,
because the photon energy is below the SL band edge. The respective curves (dotted ones
in the Figs. 3(a) and (b)) are practically the same for the two samples. The SQW PL
in this case is weaklyσ− polarized (less than 10% at 5 T), with the polarization degree
depending linearly on the magnetic field. This behavior is in good agreement with recent
magneto-absorption measurements of ZnCdSe/ZnSe QWs [7], indicating a positive sign of
the excitonicg-factorgex = gh − ge, wheregh andge are electron and holeg-factors. In
this case, the lowest excitonic state in a magnetic field is| + 1/2,−3/2〉, which is active
in σ− polarization. In|s,m〉 the notations(m) denotes the projection of the electron spin



382 Spin Related Phenomena in Nanostructures

0 1 2 3 4 5
−0.1

0.0

0.1

0.2

0.3
(a)

351 nm
458 nm
474 nm

sample A

Magnetic field (T)
0 1 2 3 4 5

351 nm
458 nm
474 nm

(b)sample B

Magnetic field (T)

P
ol

ar
iz

at
io

n 
deg

re
e

(σ
+

σ
)

(σ
+σ

)
−

−
+

−
/

Fig. 3. Degree of circular polarization at the maximum of the SQW PL peak versus magnetic field
for samples A (a) and B (b). Different curves correspond to various excitation wavelengths as
indicated on the plot.

(hole angular momentum) on thez axis. The scheme of the spin structure of optically active
SQW excitons in a magnetic field is shown in Fig. 1.

For the excitation above the SL band edge (351 nm and 458 nm) the SQW PL polarization
changes its sign toσ+. Also the circular polarization degree is noticeably larger in this
case, reaching 40% (dashed curve in Fig. 3(a) near 0.8 T). This observation is indicative
of efficient injection of spin-polarized electrons and holes from the DMS SL into the non-
magnetic QW. Indeed, the lowest exciton in the DMS SL in a magnetic field is|−1/2,+3/2〉
(see the schematic drawing in Fig. 1). Being injected in the SQW, the| − 1/2〉 electrons
and | + 3/2〉 holes contribute to population of the| − 1/2,+3/2〉 excitons in the SQW,
which results in the inverted population of the QW excitons and in enhancement of the
σ+ polarized PL. Therefore, the degree ofσ+ polarization of the SQW PL can serve as a
measure of the spin injection efficiency.

For the non-resonant excitation (351 nm) the dependence of the polarization degree on
magnetic field (solid curves in Figs. 3(a) and (b)) is mainly determined by two competitive
factors. Firstly, at relatively small magnetic fields theσ+ polarization increases due to the
increase in the population of the| − 1/2,+3/2〉 excitons in the DMS SL. At larger fields,
the increase in theσ+ polarization saturates due to the saturation behavior of the Brillouin
function describing magnetization in DMS [6]. In this region, the dominant factor is an
increase in the intrinsicσ− polarization natural for a non-magnetic ZnCdSe/ZnSe QW. For
the resonant excitation close to the SL exciton (458 nm), the degree of circular polarization
of the SQW PL peak depends on magnetic field in a more complicated manner. As shown in
Fig. 2(b), the SL exciton crosses the excitation energy at magnetic fields near 1 T for sample
A and 3 T for sample B. The crossings manifest themselves in a resonant enhancement of
the degree of circular polarization of the SQW PL in the vicinity of these fields (see dashed
curves in Figs 3(a) and (b)). Note that for sample A the resonance is narrower and better
pronounced than that for sample B, which results from larger steepness of the curves in
Fig. 2(b) at 1 T and smaller contribution from the intrinsicσ− polarization of QW excitons
at this small magnetic field.

In conclusion, we have reported on a realization of efficient injection of photo-excited
carriers, spin-polarized by an external magnetic field, from a DMS ZnMnSe/CdSe SL into a
non-magnetic ZnCdSe SQW. A spin injection efficiency of at least 25% has been estimated
by monitoring the degree of circular polarization of the QW excitonic PL.
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Abstract. Kinetics of resonance luminescence of GaAs/AlGaAs-superlattices in circular and linear
polarizations is studied in a magnetic field of up to 5 T. Quantum beats of the luminescence are
detected and their nature is identified. The energy and phase relaxation rates of excitonic spins are
determined from the experimental data.

The spin relaxation times of electrons and holes in the GaAs-based high-quality heterostruc-
tures may amount to as much as hundreds of picosecond or even units of nanosecond [1–3].
At the same time, the spin relaxation rate of electron-hole pairs (excitons) couples by the
Coulomb interaction appear to be essentially higher. Even under favorable conditions (low
temperatures and low excitation power densities), the appropriate relaxation times do not
exceed several tens of picoseconds. In the literature, several relaxation channels were
discussed: independent electron or hole spin flips [4], relaxation of the electron magnetic
moment as a whole [5], and reversible dephasing associated with inhomogeneous broad-
ening of the excitonic fine structure [6]. Still, the predominant mechanism of the excitonic
spin relaxation remains so far obscure.

In this note, we present results of experiments on dynamics of polarized resonance
luminescence of HH-excitons in the GaAs/AlGaAs superlattices. The measurements were
made both in linear and circular polarizations in an external magnetic field parallel to the
structure growth axis. A joint analysis of the data thus obtained has allowed us to identify
mechanisms of the energy and phase relaxation of magnetic moments and to evaluate role
of each of them in dynamics of the polarized luminescence.

1. Experimental data

We studied a heterostructure with 50 periods of the superlattice with the GaAs and
Ga0.56Al0.44As layers 30 and 38 Å thick, respectively. The exciton linewidth in the steady-
state luminescence spectrum at 4.2 K was 6 meV, with the Stokes shift between maxima of
the luminescence and absorption lines being around 5 meV. The luminescence was excited
by a tunable Ti-sapphire laser with the pulsewidth 3÷5 ps. The luminescence kinetics was
detected in real time using a Sinchroscan streak-camera. Spectral and time resolution of the
detection system was 0.5 meV and 5 ps, respectively. The measurements were performed
in conditions when spectra and kinetics of the photoluminescence did not depend on the
pump power density. The magnetic field up to 5 T was produced by a superconducting
solenoid immersed in liquid helium.

The luminescence was excited near the peak of the exciton absorption line. The lumi-
nescence was detected at the wavelength slightly shifted (by around 2 meV) toward long
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wavelengths with respect to the excitation wavelength. Such a detuning, as has been es-
tablished previously [7], does not noticeably change the luminescence polarization degree
and, at the same time, allows one to completely eliminate the stray laser light.

The experiments have shown that, in the magnetic field parallel to the structure growth
axisz (longitudinal field), the luminescence pulses detected in two orthogonal linear po-
larizations show well pronounced oscillations. Figure 1 shows dynamics of the degree of
polarization measured in these conditions. Degree of polarization was defined in a conven-
tional way by the formulaep = (I1−I2)/(I1+I2), whereI1 andI2 are the PL intensities in
two orthogonal polarizations. The degree of polarization is seen to oscillate symmetrically
with respect to horizontal axis, with the oscillation amplitude decaying in time. Fitting the
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experimental curve by the function:p(t) = p0 exp(−t/τπ × cos(ωπ t + ϕ) allowed us to
determine, from the experimental data, the oscillation frequencyωπ and the decay timeτπ .
The measurements made at different values of the magnetic field strengthB have shown
that the oscillation frequencyωπ in magnetic fields up to 5 T is a linear function ofB. It
has been found also that the decay rateτ−1

π increases with the field strength (curvea in
Fig. 2).

Dynamics of the circularly polarized luminescence in longitudinal magnetic field ap-
pears to be essentially different. The degree of circular polarizationpσ does not show
oscillations and decays monotonically in time. A considerable portion of the decay curve
pσ (t) can be approximated by an exponential function with the decay timeτσ . It is impor-
tant that the relaxation rate of the degree of circular polarizationτ−1

σ in the fieldB = 5 T
appears to be smaller by a factor of 5 than the relaxation rate of the beats in linear po-
larizationτ−1

π . Moreover, as seen from Fig. 2, these quantities depend differently on the
magnetic field strength.

2. Analysis of the results

The oscillations detected experimentally are related to quantum beats between Zeeman
sublevels of the excitonic fine structure. As is known [8], the HH-exciton states in the
GaAs-based structures are four-fold degenerate in total angular momentum. Exchange
interaction between the electron and hole splits this quartet into two doublets – optically
active (Jz = 1) and optically inactive (Jz = 2). The magnetic field, directed along the
growth axis, splits the optically active doublet into the componentsJz = +1 andJz = −1,
with transitions to these component corresponding to the right- and left-hand oscillators.
Circularly polarized light excites only one component, and observation of the luminescence
in orthogonal polarization becomes possible only after energy relaxation of the excitonic
angular moment, characterized by the time constantT1. It is this time that determines the
decay rate of the degree of circular polarization of the luminescence, i.e.,τ−1

σ = T −1
1 .

The linearly polarized excitation creates coherent superposition of the statesJz = +1 and
Jz = −1, which gives rise to beats in the degree of linear polarization of the emission
(Fig. 1). The oscillation frequency is determined by the magnitude of the splitting, while
the decay of the beats is related to decay of the coherence. The decay constant, in this case,
is given by the relationship [4]:τ−1

π = (2T1)
−1 + T −1

2 , whereT2 is the dephasing time
of the excitonic fine structure states. Comparison of the quantitiesτ−1

σ andτ−1
π makes it

possible to determine independently the values of the energy and phase relaxation rates in
the system under study. As is seen from Fig. 2 (curveb), the relaxation rate of the circular
polarization in the fields aboveB = 1 T practically does not depend on the field strength
and makes up 1× 1010 s−1. It is this value that should be ascribed to the energy relaxation
rate between sublevels of the optically active excitonic state, split by the magnetic field.
Behavior of the coherence decay rates (curvea in Fig. 2) appears to be essentially different,
i. e. the quantityτ−1

π increases with the field, reaching 5.4×1010 s−1 atB = 5 T. It follows
from the difference between behavior of the quantitiesτ−1

π andτ−1
σ that the main reason

for decay of the beats in linear polarization is the phase (rather than the energy) relaxation,
characterized by the timeT2. The linear dependence ofτ−1

π on the field strength indicates
that decay of the beats is associated with inhomogeneous spread of the excitonicg-factor,
giving rise to corresponding spread of the splittings and, as a result, to spreading the phases
of elementary emitters (the so-called reversible phase relaxation [9]).

A significant increase ofτ−1
σ in the fields belowB = 1 T is likely to be caused by local

anisotropy of the structures under study in the planes of heterolayers. This anisotropy arises
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due to inhomogeneities in interfaces [3] and, for this reason, the value of the splitting and
orientation of the oscillators in the layer plane can be random. In this case, any polarized
excitation will create a coherent superposition of the split states, which will decay due to
the reversible phase relaxation related to variations of the splitting. It is believed that this
process is responsible for depolarization of the luminescence in the absence of magnetic
field. The external magnetic field, parallel to the growth axis, suppresses the splitting
caused by the in-plane anisotropy. This eliminates conditions needed for the reversible
phase relaxation and, as a result, the quantityτ−1

σ decreases.

3. Conclusion

In summary, the studies of kinetics of resonance photoluminescence of the GaAs/
AlGaAs superlattice in external magnetic field has allowed us to obtain fundamentally
new information about intrinsic dynamics of the exciton angular moment. We have deter-
mined separately the energy and phase relaxation rates between components of the optically
active doublet. The energy relaxation rate is established to be independent of the external
magnetic field strength within the range 1÷5 T. It is concluded, from dependence of the
phase relaxation rate on the magnetic field strength, that the relaxation is reversible and is
therefore related to inhomogeneous spread of the excitonicg-factor. It is suggested that
the main reason for depolarization of the resonance excitonic luminescence, in the absence
of magnetic field, is also the reversible phase relaxation of excitonic fine structure states.
Mechanism of the relaxation is related to statistical spread of local splittings of the optically
active doublet, caused by inhomogeneous strains in the plane of the heterostructure.
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Abstract. In this paper, we studied quantum beats observed in kinetics of photoluminescence of a
single layer of InP self-assembled quantum dots in a magnetic field. The reason for the quantum
beats is shown to be Zeeman splitting of the exciton radiative level. Studies of behavior of the
quantum beats versus the magnetic field magnitude and orientation and versus polarization of
the exciting and detected light, have allowed us to identify fine structure of radiative level of the
electron-hole pairs and to evaluateg-factors of electrons and holes.

Spin quantum beats is a phenomenon intensively studied in structures with quantum wells,
whereas just a few observations of the spin quantum beats in quantum-dot structures is
now available in the literature [1, 2]. The reason why the beats are absent in quantum
dots, at present, becomes evident. The point is that quantum dots, as a rule, contain
excess charge carriers (are charged), and, as a result, fine structure of the energy levels
becomes much more complicated [2, 3, 4]. In this paper, we show that discharging quantum
dots by means of external electric field gives rise to intense quantum beats in kinetics of
photoluminescence (PL) of quantum dots in a magnetic field. Studies of behavior of the
beats versus the magnetic field magnitude and orientation and versus polarization of the
exciting and detected light have allowed us to identify fine structure of radiative level of
electron-hole pairs and to evaluate g-factors of electrons and holes.

We studied a structure with a single layer of the InP quantum dots. A detailed description
of the structure is given in [5]. The luminescence was excited by 3 ps pulses of a Ti:sapphire
laser, 40 meV above the PL band maximum. The PL kinetics was measured with a time
resolution of 6 ps using a 0.25 m subtractive-dispersion double monochromator and a streak-
camera. The measurements were made in a cryostat with a superconducting solenoid, in
magnetic fields from 1 to 7 T. The design of the cryostat allowed us to excite the sample
and to detect its emission only along and across the magnetic field direction (the Faraday
and Voigt configurations, respectively). To change the angleϑ between the growth axis of
the samplez and direction of the magnetic fieldB, we rotated the sample around vertical
axis.

It has been established that the quantum beats can be observed only in the presence
of electric biasUbias < −0.3 V applied to the sample. Mote that the frequency of the
beats proved to be independent of the voltageUbias . The beats could be observed at Stokes
shifts from 5 to 50 meV, with the form of the beats being virtually independent of the shift
value. This is the main difference between these quantum beats and those observed in
two-dimensional structures [6].
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We have studied PL kinetics at linear and circular polarization of excitation, with co-
and cross-polarizations of the detected PL. It was found that the amplitude of the beats is the
greatest in circular co-polarization of the PL. It is noteworthy that in none of the experiments
have been observed antiphase oscillations in the co- and cross-polarized luminescence,
which are typical for quantum beats on Zeeman sublevels [7].
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Fig. 1. PL kinetics in the magnetic fieldB = 2 T
at different anglesϑ between the magnetic field and
growth axis of the structure (solid lines). The dashed
line shows fitting the oscillations in one kinetics by
formula (1). Polarizations of the PL excitation and de-
tection areσ+. The PL Stokes shift —�E = 45 meV,
electric bias —Ubias = −0.75 V.
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Fig. 2. Dependence of the beat fre-
quency (in energy units) on the mag-
netic field at differentϑ . Solid lines —
calculations by formulas (2) and (3).

Figure 1 shows kinetics of circularly polarized luminescence in the fieldB = 2 T at
differentϑ . Intense beats are seen to be observed within the range of anglesϑ = 20−70◦,
the frequency of the beats being decreased with decreasingϑ . These beats can be well
described by the function

y = C · exp(−t/τ ) cos(ωt), (1)

where the decay timeτ and the beat frequencyω are the fitting parameters.
For the angleϑ = 0◦ no oscillations are observed at any magnetic field and any light

polarization. Dependence of the oscillation frequencyω on magnetic field, measured at
two values of the angleϑ is shown in Fig. 2. As is seen from the figure, the experimental
points well fit straight lines coming out of the coordinate origin.

We suggest that the oscillations observed are related to quantum beats between the
fine-structure states of electron-hole pairs coherently excited by laser pulses via higher-
energy states. To quantitatively describe the fine splitting, we used the spin-Hamiltonian
of electron-hole pair in a magnetic field similar to that given in [8]. This Hamiltonian
contains 6 free parameters - 2 components of the exchange splitting, two components of the
electronic g-factor, and two components of the hole g-factor (assuming axial symmetry of a
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quantum dot). Analysis of the above experimental data allowed us to significantly simplify
the Hamiltonian. Since, as follows from Fig. 3, no deviation from linear dependence of
the splitting is observed in the fieldsB > 1 T, the exchange splitting can be neglected.
The magnetic fieldB ‖ z splits the state of the electron-hole pair into 4 components, two
of them being optically active. This splitting is proportional to the difference between
z-components of the electron and hole g-factors:δE ∼ (ge,z − gh,z). It follows from the
aforementioned absence of antiphase oscillations at the angleϑ = 0◦ in any magnetic field
that splitting of the radiative doublet, in such a field, is small, i.e.,ge,z ≈ gh,z. In addition,
we suppose, for simplicity, that the electron g-factor tensor is spherical, i.e.,ge,x = ge,x .
In the framework of the these approximations, the spin-Hamiltonian depends on two free
parameters only (ge,z andgh,x), and the values of the fine-structure state energies can be
calculated analytically:

E1,2,3,4 = ± 1√
2
µBge,z

{
cos2(ϑ)+ 1

2
(g2
e,z + g2

h,x) sin2(ϑ) (2)

±
[
(cos2(ϑ)+ g2

e,z sin2(ϑ)) · (cos2(ϑ)+ g2
h,x sin2(ϑ))

]1/2}1/2
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Fig. 3. Splitting of the electron-hole pair fine
structure in a magnetic field at differentϑ . The
states mixed by the magnetic field responsible
for quantum beats in circular co-polarizations
are bridged by arrows.
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Figure 3 shows variation of the energy levels with the angleϑ for the magnetic field
B = 2 T, plotted using experimental values of the parameters (see below). At the angle
ϑ = 0◦, the optically active state is not split, and transitions into the split states are forbidden
by the selection rules. Thus, no quantum beats can be observed in these conditions. At
finite anglesϑ , the magnetic field mixes all the split states, and possibility to observe the
beats is determined by the degree of their mixing. In the conditions of the experiment,
the beats were mainly observed at a single frequency. A satisfactory agreements between
calculated curves and experimental data proved to be possible under assumption that the
mixed states are those bridged by arrows in Fig. 3.
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Figure 4 shows dependence of the beat frequency (in energy units) on the angleϑ in
different magnetic fields. As is seen, the experimental dependences well agree with the
calculated curves

�E = E1− E3, (3)

whereEi are calculated by formula (2). The theoretical curves are plotted for the fitting
parametersge,z = ge,x = gh,z = 0.6 andgh,x = 1.5. The same parameters were used to
calculate dependences of the beat frequencies on magnetic field (solid curves in Fig. 3).

In summary, the proposed model can describe fairly well behavior of the quantum beat
frequencies in a magnetic field. To describe amplitudes of the quantum beats, a more
detailed analysis is needed, which will make it possible to refine the model.
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Abstract. Spins of resident holes in charged quantum dots (QD’s) act as local magnets inducing
Zeeman splitting of excitons trapped into dots. This has been evidenced by observation of quantum
beats in linearly polarized time-resolved photoluminescence of a biased array of self-assembled InP
QD’s. A theory is developed that considers the exchange interaction within the positively charged
exciton (trion) states formed in the QD.

Electronic and optical properties of zero-dimensional quantum objects are extremely sen-
sitive to the presence of single charge carriers in the system [1–3]. If a neutral quantum dot
(QD) is an analog of an atom, a charged quantum dot is an analog of an ion. Peculiarities
of singly charged QD’s have become a subject of particular attention during recent couple
of years, in connection with the problem of quantum computing [4].

Here we report a new spin-related effect in a charged QD. We have observed spin
quantum beats (QB’s) in linearly polarized photoluminescence (PL) of an array of InP
QD’s under linearly polarized excitation, while circular polarization of PL under circular-
polarized excitation has shown almost no modulation. Such kind of beats is a signature of
splitting between exciton resonance energies inσ+ andσ− polarizations. In neutral dots,
this would have been possible only in a magnetic fields (Zeeman splitting). In our case,
such a Zeeman-like splitting is observed in the absence of the external magnetic field. We
attribute this unexpected behavior to a peculiar spin structure of the three-particle complex,
or trion, formed in the positively charged QD on the exciton creation.

We have studied heterostructures with a single layer of InP self-assembled QD’s embed-
ded between Ga0.5In0.5P barrier layers grown by the gas source molecular beam epitaxy.
The average base diameter of the QD’s was about 40 nm with a height of about 5 nm. The
samples were provided with a semi-transparent Shottky contact on the top surface and with
an ohmic contact on the back one. The total thickness of undoped layers was about 0.5µm.
The sample has been illuminated at normal incidence. The PL was excited quasiresonantly,
i.e., within the PL band of the QD’s, by 3 ps pulses of a mode-locked Ti:sapphire laser.
The PL kinetics was measured with a time resolution of 6 ps using a 0.25 m subtractive
dispersion double monochromator and a streak-camera. The measurements were done
at 5 K.

We can summarize our experimental results as follows. Under certain conditions,
namely, at applied bias around some valueUopt and under linearly polarized excitation, PL
kinetics of the QD’s exhibits pronounced oscillations both inco- andcross-polarizations
(i.e., in polarizations which are identical or orthogonal to that of the incident light, re-
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Fig. 1. (a) PL kinetics in the circular co-
(σ+σ+) and cross- (σ+σ−) polarizations,
and also in the linear co- (‖) and cross-
(⊥) polarizations (indicated against each
curve). (b) Degree of linear polarizationρl
(noisy curve) and the fit (thick gray curve)
by equation described in the text.
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Fig. 2. Energy structure of the hot trion. Small ar-
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respectively. See further details in the text.

spectively). These oscillations have opposite phases in co- and cross-polarizations thus
giving a clear picture of the QB’s. When exciting with a circularly polarized light (σ+)
and detecting either inσ+ or σ− circular polarizations, we do not observe any beats. The
examples of the PL kinetics are shown in Fig. 1. The degree of linear polarization of the PL,
ρl = (I‖ − I⊥)/(I‖ + I⊥), whereI‖ andI⊥ are, respectively, the PL intensities in the co-
and cross-polarizations, can be well fitted by the equationρl(t) = ρ0 cos(ωt)exp(−t/τ ) as
shown in Fig. 1(b). The period of the QB’sT = 2π/ω is of 30–35 ps, which corresponds
to a Zeeman splitting of about 120µeV. The decay time of the QB’sτ ≈ 30 ps which
coincides, within the experimental error, with the PL rise time at negative biasU < Uopt.

The quantum beats are observed at a Stokes shift�E < 30 meV. The beat amplitude
is the greatest at�E = 15 meV, being strongly dependent on the applied voltageU . For
instance, at a small deviation ofU −Uopt = ±0.15 V, the beat amplitude drops by a factor
of 2. A shift of the excitation energy from short-wavelength to long-wavelength edge of
the PL band of the QD’s gives rise to insignificant increase of the beat amplitude and to
moderate increase of the beat period (from 30 to 50 ps).

To describe the quantum beats, we will consider the following model. Quantum dots
contain excess (resident) holes. Their number is controlled by the applied voltage. At
U = Uopt, one quantum dot contains, in average, exactly one resident hole in its ground
state|0h〉, see Fig. 2(a). Optical excitation created an electron-hole pair in the quantum
dot. Note that the electron, in this case, is created in its ground state|0e〉, and the hole in
the excited state|1h〉. As a result, the quantum dot passes into the state|0e1h0h〉, which
is a hot trion state. The luminescence is caused by recombination of the electron with the
resident hole, until the hot hole relaxes into the ground state.
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Until the holes are on different energy levels, they may have parallel or antiparallel
spins. The spin structure of the hot trion is governed by exchange interactions of the three
particles. The holes, being identical particles, interact with each other much stronger than
each of them with the electron. The exchange interaction of holes can be recast in the form
similar to that of electrons by adopting the pseudospin formalism [5]:

Ĥ exhh = �hh
(
%j1 · %j2

)
, (1)

where the pseudospinj = 1/2 has the basic states〈1/2,−1/2| and 〈1/2,+1/2|. This
interaction gives rise to the singlet-triplet splitting in two levels with the valuesf = 0 and
f = 1 of the total pseudospin of the two holes (%f = %j1 + %j2) as shown in Fig. 2(b). The
value of the singlet-triplet splitting�hh has been estimated as 3.5 meV for similar QD’s
by a comparison of model calculations with the experimental single-QD PL spectra [3].

The exchange interaction between an electron and a hole is known to form two spin
doublets. The splitting between these doublets,�0, is of the order of 0.1 meV [6, 7]. Since
�hh � �0, one can consider the exchange interaction of two holes and one electron as
interaction of the electron spin%s with total pseudospin of the two holes%f :

Ĥ exehh = 2�̃0fzsz + �̃1(fxsx − fysy)+ �̃2(fxsx + fysy). (2)

In what follows, we neglect the two last terms in Eq. (2), since they are insignificant for QB’s
in linear polarizations. The corresponding energy spectrum of the hot trion comprises four
Kramers doublets as shown in Fig. 2(c). Since the energy separation between thef = 0
andf = 1 level groups is greater than the exciting pulse bandwidth, we can consider
them separately. Thef = 0 doublet can evidently yield no beats. For this reason, the
analysis below will be concentrated on thef = 1 group of levels. In this group, there are
the following doublets (in the|fz〉|sz〉 notation): | ± 1〉| ± 1/2〉 (radiative),|0〉| ± 1/2〉
(radiative), and| ± 1〉| ∓ 1/2〉 (non-radiative), see Fig. 2(d). The splitting between these
doublets is equal tõ�0.

Circularly polarized light creates, in the pseudospin notation|jz〉|sz〉, the following
electron-hole pairs:

σ− −→ | + 1/2〉| + 1/2〉 σ+ −→ | − 1/2〉| − 1/2〉 (3)

Depending on the initial spin state of the resident hole, this results in excitation of different
trion states. If the resident hole hasjz = +1/2,

σ− −→ | + 1〉| + 1/2〉exp(it�̃0/�) σ+ −→ |0〉| + 1/2〉 (4)

If jz = −1/2,

σ+ −→ | − 1〉| − 1/2〉exp(it�̃0/�) σ− −→ |0〉| − 1/2〉 (5)

Heret is the time interval after excitation; the energy level offz = 0 doublet is chosen for
zero energy. Radiative transitions from these states give rise to QB’s in the PL of QD’s if
both of these states are excited coherently by the linearly polarized light. Using Eqs. (4)
and (5), one can easily derive expressions for the degree of linear polarization of the PL
under excitation by linearly polarized light 1/

√
2
(
σ+ + σ− exp(2iϕ)

)
, where the angle

ϕ determines the polarization plane). To do this, one should average intensities of the
polarized light components over the spin states of the resident holes in the ensemble of
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QD’s. Assuming that spins of resident holes are not polarized, we come to the following
expression for the degree of linear polarization of PL under linearly polarized excitation:

ρl(t) ≈ 4/5 · cos
(
(�̃0/�) · t

)
. (6)

Note that Eq. (6) is obtained assuming resonant excitation of thef = 1 sextet. However,
due to inhomogeneous broadening in the QD ensemble, other levels (for instance, the
f = 0 doublet), bearing no memory of linear polarization, can also be excited in a fraction
of dots. This should result in lower value of the PL polarization than it is predicted by
Eq. (6). Actually, the beat amplitude of around 0.2 is observed.

The photogenerated hole relaxes to the ground state for around 30 ps. Spins of the two
holes, in this case, can be only antiparallel, with their total spin being equal to zero. This
is why the fine energy structure of the cold trion is trivial and consists of an electron spin
doublet. In this case, no beats can be observed in the absence of magnetic field. For this
reason, in the framework of the above model, the beat decay rate coincides with the rate of
the hot hole relaxation to its ground state. The luminescence decay time is evidently much
larger and lies in the range of several hundreds of ps.

In conclusion, QB’s in the PL kinetics of biased heterostructures with InP QD’s are
studied. The QB’s arise due to coherent excitation of spin components of the radiative
level. A Zeeman-like spin splitting is shown to be caused by presence of a resident hole
inside the QD. The applied electric field controls the charging/discharging of the QD’s. A
model of the energy structure of hot trion is developed, which explains the main features
of the observed QB’s.
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Quantum computation with FQHE quasiparticles
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Abstract. We propose an approach to implementing anyonic quantum computation in systems of
antidots in the two-dimensional electron liquid in the FQHE regime. The approach is based on the
adiabatic transfer of FQHE quasiparticles in the antidot systems, and uses their fractional statistics
to perform quantum logic. Advantages of our scheme over other semiconductor-based proposals of
quantum computation are the energy gap in the FQHE liquid that suppresses decoherence, and the
topological nature of quasiparticle statistics that makes it possible to entangle two quasiparticles
without their direct dynamic interaction.

Introduction

“Topological” quantum computation with anyons has been suggested as a way of imple-
menting intrinsically fault-tolerant quantum computation [1–4]. Intertwining of anyons,
quasiparticles of two-dimensional electron system (2DES) with non-trivial exchange statis-
tics, induces unitary transformations of the system wavefunction that depend only on the
topological order of the underlying 2DES. These transformations can be used to perform
quantum logic, the topological nature of which is expected to make it more robust against
environmental decoherence.

The aim of this work is to propose specific and experimentally feasible approach for
implementation of basic elements of the anyonic quantum computation. The approach is
based on adiabatic transport of the Fractional Quantum Hall Effect (FQHE) quasiparticles
in systems of quantum antidots. An antidot is a small hole in the 2DES produced by electron
depletion, which localizes FQHE quasiparticles at its boundary due to combined action of
the magnetic field and the electric field created in the depleted region. If the antidot is
sufficiently small, the energy spectrum of the antidot-bound quasiparticle states is discrete,
with finite excitation energy�. When� is larger than temperatureT , modulation of
external gate voltage can be used to attract quasiparticles one by one to the antidot [5, 6].
In this regime, adiabatic transport of individual quasiparticles in the multi-antidot systems
can be used to perform quantum logic, in close analogy to adiabatic transport of individual
Cooper pairs in systems of small superconducting islands in the Coulomb blockade regime
[7]. In what follows, we describe a specific design of such logic gates and discuss their
parameters.

1. FQHE qubit and logic gates

In analogy to Cooper-pair qubits [7–9], information in the FQHE qubits can be encoded
by the position of a quasiparticle in the system of two antidots. In this case, the FQHE
qubit (Fig. 1) is the double-antidot system gate-voltage tuned near the resonance, where
the energy differenceε between the quasiparticle states localized at the two antidots is
small, ε ! �. At energies smaller than�, dynamics of such double-antidot system is
equivalent to the dynamics of a common two-state system (qubit). The states localized at
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the two antidots are the|0〉 and|1〉 states of the computational basis of this qubit. The gate
electrodes of the structure can be designed to control separately the energy differenceε

and the tunnel coupling of the resonant quasiparticle states. In the existing experiments
[5, 6] demonstrating transport of individual quasiparticles, the gate voltages were applied
through a combination of a backgate and front gates etched into the 2DES. Both types of
gates are not optimal for the antidot operation as qubit. The global backgate can not address
selectively individual antidots, while the etched-in front gates create edges which support
low-energy excitations and thus introduce decoherence in the antidot dynamics. An antidot
structure optimized for qubit operation should use front gates that do not deplete 2DES,
and therefore do not create edges. With such gates, application of the time-dependent gate
voltages to individual antidots, and to the 2DES region between the antidots, should make
it possible to vary the qubit parametersε and in a wide range, and as a result, to perform
arbitrary single-qubit transformations.

(a) (b)

Fig. 1. Schematic structure (a) and energy profile (b) of the double-antidot FQHE qubit. Solid
(dashed) lines (in (b), horizontal lines) indicate the edges of the incompressible electron liquid
when the quasiparticle is localized at the right (left) antidot. Displacement of the electron liquid is
quantized due to quantization of the single-particle states circling the antidots.

The most natural approach to construction of two-qubit gates with the FQHE qubits
is to use fractional statistics [10, 11] of the FQHE quasiparticles. Due to this statistics,
intertwining of the two quasiparticle trajectories in the course of time-evolution of the two
qubits realizes controlled-phase transformation. Precise result of this operation depends on
the nature of the FQHE state. In this work, we discuss the most basic and robust Laughlin
state with the filling factorν = 1/3, when the quasiparticles have abelian statistics and
intertwining of trajectories leads to multiplication of the state wavefunction by the phase
factor e±2πi/3. The sign of the phase depends on the direction of magnetic field and
direction of rotation of one quasiparticle trajectory around another.

|0〉

|1〉

|0〉

|1〉

|0〉

|1〉

|0〉

|1〉

Fig. 2. Antidot implementation of the two-qubit controlled-phase gate. The states|0〉 and |1〉
are the computational basis states of the two qubits. The arrows show the quasiparticle transfer
processes during the gate operation.

Possible structure of the controlled-phase gate is shown in Fig. 2. The columns of
four antidots contains two qubits, and arrows denote trajectory of quasiparticle transfer
through the system. The transfer leads to transformation of the quantum state of two qubits
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and its shift from the gate input (left column in Fig. 2) to the output (right column). The
quasiparticle transfer can be achieved by the standard adiabatic level-crossing dynamics.
If a pair of antidots is coupled by the tunnel amplitude , gate-voltage induced variation
of the energy differenceε through the valueε = 0 (slow on the time scale −1) leads to
the transfer of a quasiparticle between these antidots. Correct operation of the controlled-
phase gate in Fig. 2 requires that the gate voltage pulses applied to the antidots are timed
so that the state of the upper qubit is propagated at first halfway through the gate, then the
state of the lower qubit is propagated through the whole gate, and finally the state of the
upper qubit is transferred to the output. In this case, if the quasiparticle of the upper qubit
is in the state|1〉, trajectories of the quasiparticle propagation in the lower qubit encircle
this quasiparticle, and the two states of the lower qubit acquire additional phase difference
±2π/3, conditioned on the state of the upper qubit. We take the direction of magnetic
field to be such that the state|1〉 of the lower qubit acquires a positive extra phase 2π/3.
Assuming that parameters of the driving pulses are adjusted in such a way that dynamic
phases accumulated by the qubit states are the multiple integers of 2π , the evolution matrix
P of the gate can be written as

P = diag [1,1,1, e2πi/3] (1)

in the basis of the four gate states|00〉, |01〉, |10〉, |11〉. Controlled-phase gate (1) com-
bined with the possibility of performing an arbitrary singe-qubit transformation is sufficient
for universal quantum computation [12]. For instance, a combination of the two gates (1)
with single-qubit gates can reproduce the usual controlled-NOT gate.

2. Estimates and discussion

The basic set of conditions necessary for correct operation of the FQHE qubits and gates
described above can be summarized asT ! ε,  ! �. The antidot excitation energy�
is estimated as� � �v/r, wherer is the antidot radius andv � 104 ÷ 105 m/s [13] is
the velocity of quasiparticle motion around the antidot. This means that at temperatures
T � 0.1 K the radiusr should be smaller than 100 nm. Since the tunnel coupling 

decreases rapidly with the distanced between the antidots, ∝ exp{−eBd2/12�} [14],
the fact that it should remain at least larger thanT means that the distance between the
tunnel-coupled antidots should not exceed few magnetic lengthsl = (eB/�)1/2, where
l � 10 nm for typical values of the magnetic fieldB. Although these requirements on the
radiusr and antidot spacingd can in principle be satisfied with the present-day fabrication
technology, they present a formidable challenge. It should be noted that these requirements
are not specific to our FQHE scheme, but characterize all semiconductor solid-state qubits
based directly on the quantum dynamics of individual quasiparticles, and not collective
degrees of freedom (as in the case of superconductors). On the other hand, there are
two advantages of the FQHE approach. First is the energy gap of the FQHE liquid that
suppresses quasiparticle excitations and associated qubit decoherence in the bulk of the
2DES. The decoherence mechanisms for the FQHE qubits are localized at the 2DES edges
and in the gate electrodes, and to a large extent can be controlled through the system layout.
The second advantage is the topological nature of statistical phase that allows to entangle
qubits without their direct dynamic interaction. This should lead to a much simpler design
of the FQHE quantum logic circuit in comparison, e.g., to the superconducting qubits,
where control of the qubit-qubit interaction presents a difficult problem.
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Silicon-based NMR quantum computer using single electron
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34, Nakhimovsky pr., Moscow, 117218, Russia

Abstract. A new NMR quantum computer scheme based on semiconductor nanostructure is
proposed. Energy spectrum of the spin-qubit system was obtained. Methods of single- and two-
qubit gates realization are discussed. This variant of quantum computer is more simple to control
and more coherent.

One of the most promising ideas for the real quantum computer construction is creating
artificial multispin systems in semiconductor nanostructures with the help of individual
addressing to any qubit. For the last time a lot of theoretical suggestions, i.e. [1, 2] of such
idea were discussed. Unfortunately, there are many experimental difficulties for modern
nanotechnology to create even quantum computer prototype. We are speculating a new
semiconductor quantum computer variant, which looks more realistic to construct.

In the considering approach it is suggested to use silicon-based structure, where donor
atoms of stable phosphorus isotope31P are implanted into the spinfree silicon isotope28Si.
Donor atoms replace silicon ones in knots of crystal lattice. Every donor atom with nuclear
spin in semiconductor structure is supposed to be placed regularly with adequate accuracy,
when metallic gates must control the number of electrons in such quantum dots and their
interaction with the nucleus of the donor atom. Consider the cell of this quantum computer
consisting of two qubits. With the help of changing of the electric potential on the metallic
gates one can control the electron density near the nucleus. It is possible to leave only one
valent electron in the considering cell, when other electrons must be displaced from this
area. This electron will interact with its “own” nucleus, as well as with the other. That is
why the Hamiltonian of the system is:

Ĥ = −2µB %B %̂S − gNµN %B
(
%̂Ia + %̂Ib

)
+ Aa

(
%̂Ia %̂S
)
+ Ab

(
%̂Ib %̂S
)

(1)

whenµB = 9.27 · 10−24 J/T — Bohr magneton,µN = 5.05 · 10−27 J/T — nuclear

magneton,gN = 2.26 — Lande’s factor for31P, %B — the magnetic field,̂%S— electron spin

operator,%̂Ia and %̂Ib — spin operators for nucleia andb,Aa andAb — hyperfine interaction
constants, depending on gate potentials. We choose eigen states of the Hamiltonian (1)
in the strong magnetic field to be the basis states. Designating spin projections of the
electron and the nuclei by arrows up(↑) and down(↓), we have (the first arrow concerns
the electron, the second — nucleusa, the third - nucleusb):

|1〉 = |↑↑↑〉 |5〉 = |↓↑↑〉
|2〉 = |↑↑↓〉 |6〉 = |↓↑↓〉
|3〉 = |↑↓↑〉 |7〉 = |↓↓↑〉
|4〉 = |↑↓↓〉 |8〉 = |↓↓↓〉

(2)
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Table 1. CNOT gate scheme realization.

Operation The state of The state of The electron
the qubit A the qubit B state

— HA HB |0〉
SWAP operation |0〉 HB HA
between A qubit
and the electron

Adiabatic transfer — — —
of the electron from

nucleus A to nucleus B
CNOT operation |0〉 HB CNOT|HA,HB〉

between the
electron and qubit B

Adiabatic transfer — — —
of the electron from

nucleus B to nucleus A
SWAP operation CNOT|HA,HB〉 HB |0〉

between the
electron and A qubit

Symmetric matrix 8× 8, corresponding to the matrix of eigen states of Hamiltonian
(1), in the considered basis, is

µBB− 0 0 0 0 0 0 0

gNµNB

+Aa+Ab4

0 −µBB+ 0 0 Ab/2 0 0 0
Aa−Ab

4

0 0 −µBB+ 0 Aa/2 0 0 0
−Aa+Ab

4

0 0 0 −µBB+ 0 Aa/2 Ab/2 0

gNµNB−
Aa+Ab

4

0 Ab/2 Aa/2 0 µBB− 0 0 0

gNµNB+
Aa+Ab

4

0 0 0 Aa/2 0 µBB+ 0 0
Aa−Ab

4

0 0 0 Ab/2 0 0 µBB+ 0
−Aa+Ab

4

0 0 0 0 0 0 0 µBB+
gNµNB−
Aa+Ab

4



.

It is worth of noting that using only one electron to be the connection between two
nuclei significantly decreases decoherence processes in quantum computer due to electron-
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Fig. 1. Energy spectrum of the system, described by the Hamiltonian (1).

phonon interaction. Also, owing to other valent electrons absence metallic gates do not
influence them (including other donors’ electrons), that is why considered scheme is more
simple to control. Quantum single-qubit operations (for example, NOT) are made with the
help of radio-frequency pulses with resonant frequency. As concerns two-qubit operations
(for example, CNOT), their realization is shown in Table 1.

One of the most important problems in quantum computing is the problem of the final
state measurement. Unfortunately, the absence of the energy level anticrossing effect
(Fig. 1) prevent using it to measure the final state, as it was made in [3, 4]. We suppose
recent suggestion [5] to be the promising to solve this problem. A “turnstyle” can detect
a current of electrons with definite polarization. This scheme can be used not only for
single spin state measurements, but for spin system state measurement as well. When one
wants to measure any qubit’s state, SWAP operation between that nucleus spin-qubit and
the electron must be made. After that electron spin state measurement (measurement of the
spin polarization) completes the measurement process. Finally, we propose a novel qubit
based on NMR of donor nuclei in semiconductor nanostructures. It is more coherent and
more simple to control compared to proposal of Kane [1].
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Abstract. We propose a solid-state experiment to study the process of continuous quantum mea-
surement of a qubit state. The experiment would verify that the evolution of a qubit during the
measurement is governed by the information obtained from the detector (Quantum Bayes Theo-
rem). In particular, it can show that an individual qubit remains coherent during the measurement,
in contrast to decoherence for the ensemble of qubits. The experiment can be carried out using
quantum dots, single-electron transistors, or SQUIDs.

The problem of quantum measurement (wavefunction collapse) remains controversial
for over seventy years. The interest to the problem is renewed nowadays because of its
direct relation to quantum computing [1] and also because the progress in experimental
techniques makes it now possible to resolve some of the controversial issues, which were
discussed earlier only from the philosophical or mathematical points of view. One of such
issues is the continuous measurement of a quantum system.

The success of the theory describing interaction of a quantum object with environment
[2] has lead to an opinion common nowadays that the collapse postulate is a needless part
of the quantum mechanics and can be derived from the Schr¨odinger equation tracing out
the detector degrees of freedom. Then the measurement process is described by gradual
decoherence of the measured object. Since the procedure requires ensemble averaging,
the “modern philosophy” of quantum mechanics says that only ensemble-averaged quan-
tities make sense while the discussion of the evolution of an individual quantum system
is meaningless. This claim sharply contradicts, however, the point of view of “old” text-
books. Moreover, the modern approach cannot actually reproduce the “orthodox” collapse
postulate, but only its ensemble-averaged version. The controversy has acquired a practi-
cal aspect since in the proposed solid-state quantum computers the qubit measurement is
necessarily continuous (not instantaneous).

Recently developed Bayesian formalism [3] (for earlier somewhat similar theories see,
e.g. [4]) reconciles the modern and orthodox approaches and allows us to describe the
continuous measurement of anindividualqubit. It shows that if the detector is good enough
(basically, its sensitivity should be quantum-limited), then the qubit remains coherent (in a
pure state) during the process of measurement, while the gradual decoherence claimed by
the modern approach is just a result of averaging over the ensemble of measurement results.
The Bayesian formalism can be applied for the realization of continuous quantum feedback
control of a qubit and qubit purification, that is impossible using the ensemble-averaged
formalism.

Since the issue remains controversial, it is important to show experimentally that the
individual qubit stays coherent during measurement, in contrast to the claim of the modern
approach. This paper describes such an experiment which can be realized at the present-
day level of technology (for discussion of more direct experiments which, however, are too
difficult for realization, see Ref. [3]).
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Fig. 1. Schematic of two-detector correlation experiment using Cooper-pair box and two single-
electron transistors.

Within the Bayesian formalism the evolution of the density matrixρ of the measured
qubit (two-level system with the tunneling strengthH and energy asymmetryε) is described
by equations

ρ̇11 = −2H Imρ12+ (2�I/S) ρ11ρ22[I (t)− I0], (1)

ρ̇12 = ıερ12+ ıH(ρ11− ρ22)− (�I/S) (ρ11− ρ22)[I (t)− I0] ρ12− γ ρ12, (2)

whereI (t) is the continuous detector output (we assume current),�I = I1 − I2 is the
difference between two average currents corresponding to qubit states|1〉 and |2〉, I0 ≡
(I1 + I2)/2 � |�I |, S is the output detector noise, andγ is the decoherence rate due to
detector nonideality (for example,γ = 0 for quantum point contact), while the ensemble-
averaged decoherence is� = γ + (�I)2/4S (the detector ideality can be characterized by
the parameterη ≡ 1− γ /�).

The idea of the experiment is to use two detectors (A andB) connected to the same
qubit (Fig. 1). The detectors are switched on for short periods of time by two shifted in time
voltage pulses (one for each detector) with durationsτA andτB , supplied from the outside.
The output signal from the detectorA is the total chargeQA =

∫ τA
0 IA(t) dt passed during

the measurement period. Similarly, the output from the detectorB isQB =
∫ τ+τB
τ

IB(t) dt ,
whereτ is the time shift between pulses. If the measurement by the detectorA changes the
qubit density matrix, it will affect the result of measurementB. Repeating the experiment
many times (with the same initial qubit state) we can obtain the probability distribution
P(QA,QB |τ) of different outcomes, which contains the information about the effect of
the quantum measurement on the qubit density matrix.

Figure 1 shows the realization of the experiment using single-electron transistors as
detectors. Qubit is realized by the Cooper-pair box so that the electric charge of the central
island can be in coherent combination of two discrete charge states. Another similar setup
is two quantum point contacts measuring the charge state of a double-quantum-dot qubit.
One more setup is the 3-SQUID experiment in which the qubit is realized by one SQUID
while two other SQUIDs are in the detecting regime.

The ensemble-averaged formalism implies the absence of correlations betweenρ(t) and
I (t), so the average result of the second measurementQB(QA,τ)≡

∫
QBP(QA,QB |τ) dQB

should not depend onQA. The Bayesian formalism (1)-(2) makes the different prediction:
QB does depend onQA.
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For simplicity let us assume symmetric qubit,ε = 0, which is initially in the ground
state,ρ11 = ρ22 = ρ12 = 0.5, and also assume relatively strong coupling between the qubit
and detectors,(�IA)2/HSA � 1, (�IB)2/HSB � 1 (subscriptsA andB correspond
to two detectors), so that we can neglect the qubit evolution due to finiteH during the
measurement periodsτA andτB , which are assumed to be on the order ofSA,B/(�IA,B)

2.
Then from Eqs. (1)-(2) it follows that the first measurement only “partially” localizes the
qubit state and after obtaining the resultQA from the first measurement the qubit density
matrix is

ρ11(τA)− ρ22(τA) = tanh
[[
(QA − τAI2A)2− (QA − τAI1A)2

]
/2SAτA

]
, (3)

ρ12(τA) = [ρ11(τA) ρ22(τA)]
1/2 exp(−γAτA) . (4)

Here Eq. (3) is the direct consequence of the Bayes formula, so this result can be called
“Quantum Bayes Theorem” [5]. The qubit performs the free evolution during the time
τ − τA between measurements (here we neglectτA ! τ ) and the average result of the
second measurementQB = τB(I2B + ρ11(τ )�IB) depends onQA in the following way
(Fig. 2a):

δB = (H/ ) tanh
[[
(QA − τAI2A)2− (QA − τAI1A)2

]
/2SAτA

]
× cos[ τ − arcsin(γf /4H)] exp(−γf τ/2) , (5)

whereδB ≡ (QB − τBI0B)/τB�IB , γf is the dephasing with both detectors switched
off, and = (4H 2 − γ 2

f /4)
1/2 is the frequency of quantum oscillations. Notice thatδB

changes sign together with the sign ofQA − τAI0A, while the phase of oscillations is a
piece-constant function ofQA.

The dependence becomes quite different if theπ/2 pulse is applied to the qubit im-
mediately after the first measurement, that multipliesρ12(τA) given by Eq. (4) by the
imaginary unit. In this case (Fig. 2b)δB = A sin( τ + arcsinz/A)exp(−γf τ/2), where
A = [(z2 + y2 − yzγf /2H)/(1 − γ 2

f /16H 2)]1/2, while z = ρ11(τA) − 1/2 andy =
Imρ12(τA + 0) = Reρ12(τA − 0) are given by Eqs. (3) and (4). This expression consider-
ably simplifies for weak dephasing,γAτA ! 1 andγf ! H , when

δB = 1

2
sin[ τ + arcsin(2ρ11(τA)− 1)] exp(−γf τ

2
). (6)

In contrast to Eq. (5), now the phase of oscillations ofδB(τ) depends on the resultQA
of the first measurement, while the amplitude is maximum possible and independent of
QA. This fact is very important since itprovesthat after the first measurement (by an ideal
detector) the qubit remains in the pure state foranyresultQA. This state depends onQA
and is not one of the localized states as somebody could naively expect.

In a realistic experimental situation the assumption of strong coupling with detectors
may be inapplicable. In this case the full probability distributionP(QA,QB |τ) as well
as the dependenceQB(QA, τ) should be calculated numerically using Eqs. (1)–(2). The
results of these calculations for(�IA)2/HSA = (�IB)2/HSB = 1 are shown in Figs. 2c
and 2d. Weak coupling as well as the nonideality of the detectors decrease the correlation
between the results of two measurements, however, for moderate values of the coupling
and nonideality the correlation is still significant.

Experimental demonstration of the correlation and agreement with the results of the
Bayesian formalism would prove the validity of this formalism and therefore confirm its
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Fig. 2. The normalized average resultδB of the second measurement for several selected results
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other predictions. In particular, it would open the way to the qubit purification using
continuous quantum feedback control.
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Effect of Coulomb interaction on GaAs quantum computer performance
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Abstract. Interaction between the quantum bits strongly limits quantum computer performance
while using large quantum registers. We investigated influence of such interaction for recently
proposed quantum computer based on GaAs quantum dots with built-in barrier. Our results show
that such interaction could greatly reduce computational fidelity.

Introduction

There has been a tremendous progress in quantum computation theory since the pioneering
work by R. Feynman [1]. One of the most important reasons why the experimental realiza-
tion of practically useful large scale quantum computer is not attained until now is attitude
of quantum computers (compared to classical ones) to various types of errors. Hopefully
there are known quantum error correction procedures, which help to correct errors which
occurred simultaneously in single quantum bit (qubit) or in few qubits due to interaction
with environment or imprecise implementation of local gates.

In 1998 J. Gea-Banacloche [2] revealed the significance of another source of errors:
internal interaction in quantum computer between neighbour qubits. The interaction serves
to entangle qubits if necessary, so it should be switched on every time while implementing
two-qubit gate and be switched off otherwise. But the accuracy of switcher amplitude
could not be generally higher than several orders of magnitude. We should also control
moments of switching off/on with such accuracy. Therefore there is weak unavoidable
interaction between qubits any time. J. Gea-Banacloche [2] noted that even such a weak
interaction leads to errors which could completely destroy quantum computer performance
in large scale quantum registers. These errors differ from common few-qubit errors since
they originate from internal qubit-qubit interaction rather than from influence of noisy
environment. They conserve coherence of quantum computer but spreads over whole
quantum register and make initially unentangled blocks of qubits to entangle each other. In
1999 it was pointed out by the same author [3] that common error correction methods do
not solve the problem since these procedures imply that the probability of whole quantum
register to be entangled due to errors during time of performing one of basic gates (we will
denote this time asτ ) is negligible.

1. Errors due to qubit-qubit interaction

As it was shown in [3] the interaction between neighbour qubitsi andj frequently leads to
Hamiltonian which in the basis{|00〉 , |01〉 , |10〉 , |11〉}will have a matrix like the following

Hij =

 a
2 0 0 0

0 ab 0 0
0 0 ab 0
0 0 0 b2

 . (1)
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The inequalitya �= b results in nonadditive interaction energy. It is convenient to split
interaction Hamiltonian into additiveHA and nonadditive partsHN , where

HA =


a2 0 0 0
0 a2+b2

2 0 0

0 0 a2+b2

2 0
0 0 0 b2

 , (2)

HN = �δω

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 , (3)

where

δω = (a − b)2
2�

. (4)

The dimensionless parameterδ (δ = τδω) can be used to evaluate entanglement during
one computing step. The action ofHA does not entangle qubits. Moreover, by going to
an interaction picture with state|0〉 having additional energya2/2 and state|1〉 having
additional energyb2/2 additive part can be effectively removed. The numerical value
of factor δω in HN depends on qubits being used. In some cases non-additive part can
contain also off-diagonal terms, whose influence on computation performance are similar
to diagonal terms.

Fidelity F of quantum computer is

F = |〈Hideal|Hout〉|2 , (5)

where|Hideal〉 is a result of ideal quantum computer,|Hout〉 is a result of quantum computer
being compared with the ideal one. For the calculation we use algorithm designed to add
two n-bit numbers [4]. The computer consists of three registers,a, b, andc, of n, n + 1,
andn bits, respectively; and ofP = 2(4n− 1) gates (CNOT and Toffoli gates). Computer
action is the transfer|a, b, c〉 → |a, a + b, c〉, where|c〉 is zero ancilla register. The fidelity
depends on the numbers being added. So we average the fidelity overb, usinga in the fully
entangled state:

Fav ≡ 1

2n

2n−1∑
b=0

F(b). (6)

Dependence of average fidelity versus scaled interaction strengthσ = 1
2Pδ

√
3n is shown

in Fig. 1.
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Fig. 1.Average fidelity versus scaled interac-
tion strength. Case of dipole-dipole interac-
tion. Solid curve,n = 2; short dashed curve,
n = 3; dashed curve,n = 4; long dashed
curve,n = 5.
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Fig. 2. GaAs quantum dot two-qubit
structure.
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Fig. 3.Average fidelity versus scaled interaction strength.
GaAs quantum dot quantum computer. Solid curve,n =
2; short dashed curve,n = 3; dashed curve,n = 4; long
dashed curve,n = 5.

We investigated influence of Coulomb qubit-qubit interaction on performance of GaAs
quantum dot quantum computer proposed in [5]. The geometry of the structure is shown
in Fig. 2.

Parameterδ of the structure for such interaction goes from depends on geometrical
parameters and the material (GaAs) of the structure. For calculation we used following
parameters:r = 10−14 nm (the distance between minima of the qubit-forming potential),
R = 20−50 nm (the distance between qubits),κ = 12.85 (dielectric permittivity in GaAs).
CNOT gate operation timeτ = 1−100 ns [5].

Dependence of average fidelity versus scaled interaction strength with such interaction
hamiltonian is shown in Fig. 3.

2. Conclusions

Operation of GaAs quantum computer performing adder algorithm was simulated in pres-
ence of Coulomb qubit-qubit interaction. Our simulation shows that in a large-scale quan-
tum register(n > 100) qubit-qubit interaction could completely destroy quantum computer
performance. Consequently use of multi-qubit error avoiding procedures in large-scale
quantum computers with interacting qubits like firstly proposed algorithm [6] is obligatory
to maintain steady operation.
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Birefringent nanostructured silicon: new promising material for linear
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Abstract. Porous Si layers produced by anisotropic electrochemical etching of bulk Si exhibit
strong in-plane birefringence which depends on the sizes of Si nanocrystals, spacing between them
and dielectric properties of their surrounding media. Second harmonic generation experiments
have revealed phase matching conditions for wave interaction in the layers. Furthermore, they
can serve as a phase-matching matrix for optically nonlinear substance incorporated in their pores.
This finding can significantly expand the choice of nonlinear optical media since their anomalous
dispersion is not strictly required for phase matching conditions.

Introduction

Crystalline silicon has indirect band gap and highly isotropic cubic lattice structure what
limits its optical applications. Most of research efforts to eliminate its properties were
devoted to porous modification of Si (PSi) produced by its electrochemical etching [1, 2].
The absence of a large volume fraction of Si results in a reduced value of the refractive index
(n) of PSi. PSi prepared on (100) Si substrates is demonstrated to be in-plane optically
isotropic due to the equivalence of [010] and [001]crystallographic directions [2].

To achieve in-plane uniaxial dielectric anisotropy we have employed the electrochemical
etching of(110) Si wafers. Because of the selective crystallographic pore propagation in
equivalent [010] and [100] directions tilted to the(110) surface [3] the projection of those
on the(110) plane ([110] direction) would result in an uniaxial surface symmetry with
a dielectric constantε[110] being different fromε[001]. Bulk Si is not anisotropic crystal
but its porous modification becomes intrinsically uniaxial for this plane due to anisotropic
dielectric nanostructuring. Since nanocrystals retain the diamond-like crystalline structure
and their sizes (1–50 nm, depending on wafer doping and etching parameters used) [4] are
much smaller than the wavelength of light, PSi still can be considered as a continuous optical
medium. Therefore the effective medium approximation[5] can be applied to analyze the
optical properties of PSi.

1. Experimental

PSi layers were prepared from(110) oriented, boron doped Si substrates with typical resis-
tivity of 0.001−4 · cm. The electrochemical etching was done in ethanoic hydrofluoric
solution. The porosities of the layers were in the range from 50 to 70%. Free-standing PSi
films were investigated by Fourier transform infrared (FTIR) spectroscopy. Optical trans-
mittance of linearly polarized light was also measured to evaluate birefringence values in
visible and near IR spectral regions.
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The experimental set-up for second harmonic generation (SHG) consists of a picosecond
Nd:YAG master oscillator with passive mode locking and amplification cascades. The
second-harmonic signal was detected with a photomultiplier. Theλ/2 plate was used to
rotate polarization of fundamental wave. For details see [6].

2. Results and discussions

The clear evidence of the birefringence in anisotropically etched PSi layers comes from
FTIR spectra measured for unpolarized light. Inset in Fig. 1 shows a typical reflectance
spectrum at normal incidence. The spectrum exhibits interference fringes modulated by
beats. The beats arise from the existence of two principal in-plane directions with different
refractive indices and their difference (the birefringence)�n is estimated to be about 0.18
while the mean refractive indexnm is 1.65 in the spectral range of 2–20µm. We found
that the birefringence level of PSi is mostly sensitive to the doping level of Si substrate and
dielectric surrounding of Si nanocrystals. Figure 1 gives the values of�n for three sets of
the samples prepared on Si substrates having different doping levels and, therefore, different
mean sizes of Si nanostructures (measured by TEM). Solid lines in Fig. 1 are fits according
to the effective media approximation [5] for anisotropically spaced Si nanocrystals. A good
agreement between the measurements and calculations shows that an increase of�n for
short wavelength arises mainly from the dielectric function dispersion of bulk Si.

The large birefringence of anisotropically etched PSi allows us to reach the phase
matching conditions for nonlinear optical wave interaction. We consider both types of
SHG in negative crystal (ooe andoee) with synchronism conditionsn1o = n2e and(n1o +
n1e)/2= n2e, correspondingly. For normal incidence of the fundamental radiation at 1.06
µm phase mismatch is less for the second type of interaction (oee). For the first-type
synchronism the angle is of 54% with the optical axis. However, in this case the angle
inside the material between the normal and synchronism direction is 36◦, what is higher
than the angle of the internal reflection. Thus, in air synchronism is not achieved in PSi film
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Fig. 1. Spectral dependence of the birefringence of PSi prepared on the substrates of p-Si (2–
3 nm size of nanostructures), p+-Si (6–8 nm size of nanostructures) and p++-Si (10–50 nm size
of nanostructures). Solid lines are fits according to the effective medium approximation. Inset: an
example of the FTIR reflectance spectrum of PSi prepared on p++-Si substrate.



412 Ordered Arrays and Nanoparticles

S
H

 In
te

ns
ity

 (
ar

b. u
ni

ts
)

150

120
90

60

30

0

330

300
270

240

210

180

150

120
90

60

30

0

330

300
270

240

210

180

3

2

1

0

1

2

3

1.2

0.8

0.4

0.4

0.8

1.2

optical axis

Fig. 2. Polarization dependences of the SH in PSi prepared on the p++-Si substrate. The SHG
experiments are performed in air at normal incidence of the fundamental radiation (a) and for
incidence at 60◦ (b). Solid lines are theoretical fits.

S
H

 in
te

ns
ity

 (
ar

b. u
ni

ts
)

−20 −10 0 10 20 30 40 50 60

1

0

Angle of incidence (degree)

1.0

0.5

0.0

0.5

1.0

150

120 90
60

30

0

330

300
270

240

210

180

Fig. 3. Dependence of the SH in PSi (20µm thick) on the angle of incidence. The pores of PSi
are filled with glycerol. Inset: polarization dependence of the SH for normal incidence.

because its birefringence is too strong. The situation is changed when pores are filled with
a dielectric media having a certain dielectric constant what reduces optical anisotropy. For
example, according the effective media approximation the filling of the layer with glycerol
(ng = 1.45) gives the phase matching forooe interaction at the angle of incidence of 31◦.

Figure 2 shows dependences of the SH intensity for PSi on polarization of the pumping
radiation. The SH is polarized along the optical axis of the PSi layer. If the pumping radia-
tion falls normally to the surface the polarization dependence is two-fold (oee interaction),
whereas for incidence at 60◦ it is one-fold (ooe interaction). The SH in the PSi layers filled
with glycerol exhibits one-fold polarization dependence (inset in Fig. 3) independently on
the angle of incidence. In fact, the filling of the pores with glycerol decreases anisotropy
and, as a result, makesooe interaction more effective even at normal incidence. The SHG
in the layer filled with glycerol reaches the maximum for incidence at 30◦ (Fig. 3) what
is in excellent agreement with our calculation for the phase matching condition. SHG in
PSi is likely to be caused by bulk quadrupole nonlinearity because the elementary cells of
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Si nanocrystals are rather centrosymmetrical [7]. The birefringence of PSi does not result
in occurrence of effective dipole second-order susceptibility. The fact that maximal SHG
efficiency in PSi with glycerol is observed at the expected angle of synchronism indicates
that the phase matching can be achieved. This seems to be very promising for nonlinear
optical applications since porous Si layers can play a role of a phase matching matrix for
nonlinear media incorporated into its pores.
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Abstract. We report on a new phenomenon specific for a system of spatially interconnected
nanocrystal assemblies: efficient low temperature photoluminescence (PL) upconversion at res-
onant optical excitation of porous Si. The upconverted photoluminescence (anti-Stokes PL) is
observed at intensities as low as 0.1 W/cm2 and its intensity is as large as that of the Stokes PL
band. The confirmation of the essence of connectivity between nanocrystals comes from the same
type of studies performed on systems containing Si nanocrystals surrounded by a thick SiO2 shell
where the anti-Stokes PL is completely absent for any excitation energy and intensity used while
the properties of the Stokes PL are very similar to those of porous Si.

The nonlinear optical response of nanocrystal assemblies has been clearly observed in single
CdSe and InAs nanocrystals [1, 2]. The occupation of one nanocrystal with two electron-
hole (e-h) pairs leads to Auger photo-luminescence damping, Auger autoionization and
Auger quenching of the PL in the ionized crystal. In porous silicon, an assembly of silicon
nanocrystals, the lifetime of e-h pairs is on the order of microseconds to milliseconds and
therefore a double occupation of one nanocrystal with e-h pairs leading to strong nonlinear
effects can be achieved at very low excitation intensity [3].

We observed efficient low temperature anti-Stokes PL at resonant excitation of a broad
porous Si PL band. Figure 1 shows typical low temperature resonant PL spectra for a
naturally oxidized and a hydrogen passivated porous Si sample, excited on the low energy
side of the nonresonant emission band.

The samples were prepared from (100)-oriented p-type c-Si with resistivities 4−6 cm
by anodic etching in a HF solution in the dark. The strongly oxidized Si nanocrystals were
prepared either by oxidation of macroporous Si at 1000◦C or by Si ion implantation in a
SiO2 layer and subsequent annealing. For the excitation of the resonant and nonresonant
PL a He-Cd and Ti:Sapphire laser were used. The PL was detected with a Si charge-coupled
device or a fast photomultiplier. In order to suppress stray light from the exciting chopped
CW laser the entrance slit of the monochromator was blocked by a mechanical shutter when
the laser beam illuminated the sample. The Stokes PL consists of a set of peaks assigned
to transisions involving no phonon, 1TA-, 2TA-, 1TO-, TO+TA- and 2TO-momentum-
conserving phonons in the absorption-emission cycle [4]. The intense upconverted emission
grows progressively relative to the Stokes PL with decreasing excitation energy and the
efficiency of the anti-Stokes PL reaches that of the Stokes PL at the lowest excitation
energy used. Different mechanisms are possible to provide the additional energy for the
anti-Stokes PL. The energy gain from a phonon bath can be excluded since in this case
the intensity of the anti-Stokes PL grows with increasing temperature in contrast to the
observed temperature dependence. Also the thermal energy available from the phonon
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Fig. 1. Resonantly excited PL spectra of two porous silicon samples having different average
nanocrystal sizes. (a) Naturally oxidized. (b) Hydrogen passivated. Excitation energies are indi-
cated by arrows,T = 4.2 K, Iexc= 1 W/cm2.

bath at experimental temperatures∼4 K is much too small to explain the spectral extension
of the anti-Stokes spectra of up to a few hundreds of meV (see Fig. 1). Therefore the
additional energy can only come from the absorption of a second photon or from the
nonradiative Auger recombination of a second e-h pair. A simultaneous absorption of
two exciting photons involving extremely short-lived virtual states is impossible because
it would require much higher excitation intensities on the order of MW/cm2−GW/cm2

than those used in the experiments (down to 0.1 W/cm2).
The source of the anti-Stokes PL can be identified by comparing the lifetimes of the

Stokes and anti-Stokes PL. The conventional Stokes PL lifetime of porous Si in thermal
equilibrium depends on the temperature and is determined by the short-lived spin-singlet
and the long-lived spin-triplet luminescing exciton state [5]. The lifetime of the anti-Stokes
luminescence exactly follows the behavior of the Stokes PL lifetimes (Fig. 2) suggesting
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that the excitons confined in Si nanocrystals are the source of both Stokes and anti-Stokes
PL.

As can be seen in Fig. 3 the experiments show a linear dependence of the anti-Stokes PL
on the excitation intensity (below the Auger PL quenching limit) and can be explained by a
two-step absorption process with a saturation of a long-lived intermediate state giving rise
to the anti-Stokes PL. The long decay time of these states allows them to be occupied even
at very low excitation intensities. This long-lived state behaves like a spatially separated e-h
pair state with the electron and the hole existing in neighboring nanocrystals. The overlap of
wavefunctions of electron and hole localised in neighboring nanocrystals is weak and thus
results in an enhanced decay time for the spatially separated state. The optical excitation
of a second e-h pair in the larger of these nanocrystals occupied by an electron or hole,
having the smaller bandgap leads to a nonradiative Auger process followed by the injection
of a carrier into the smaller nanocrystal having larger bandgap with subsequent emission
of anti-Stokes PL. The role of the charge separation can be studied by using nanocrystals
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Fig. 3. Excitation intensity dependence of the PL measured at the 2TO peak energy position
(circles) and anti-Stokes PL (Edet= 1.5 eV, squares).T = 4.2 K, Eexc= 1.483 eV.
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isolated by high potential barriers. For Si nanocrystals surrounded by a thick SiO2 shell
which prevents any carrier transfer between the crystallites the anti-Stokes PL is completely
absent for all excitation energies used (Fig. 4).

This implies that the carrier transfer between nanocrystals plays an important role for
the anti-Stokes PL. The existence of long-lived spatially separated charges is crucial for the
model of the anti-Stokes PL. One has to assume lifetimes of the intermediate long-lived
state to be on the order of seconds. Experimental evidence for such states comes from
the observation of an extremely long-lived component of the PL after CW illumination of
a porous Si sample immersed in superfluid He by a high energy Ar+ laser beam. This
illumination creates spatially separated e-h pairs which recombine slowly after switching
off the excitation source (in a seconds time domain).
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Abstract. Extraordinary mechanical and electronic properties of carbon nanotubes have attracted
great interest. In this talk we describe electrical and noise properties of iron-filled multi-walled
nanotubes. Our results show that these nanotubes have unusual current dependence of noise and
exhibit a much smaller noise than single-walled nanotubes.

Introduction

Carbon nanotubes have many unique properties that attracted the attention of microelectron-
ics and nanotechnology communities. For example, the mechanical strength and thermal
conductivity are higher than these values for diamond and boron nitride [1, 2]. Also, dif-
ferent types of nanotubes (single-walled tubes with varied chirality, multi-walled tubes)
have different properties ranging from metallic to semiconducting behavior [1], and ex-
hibiting different effects, such as ballistic electron transport [3] and Aharonov–Bohm os-
cillations [4].

Filling nanotubes with metals and semiconductors[5], inducing defects in their structure
[6], producing “Y” shape tubes [7] or “decorating” them with functional groups covalently
attached to their walls cause further variations of their widely varied electronic properties.
These modified tubes might be used for building simple devices in individual nanotubes [8].

Low frequency noise analysis is an effective tool for device and material characteri-
zation. In many cases, noise is more sensitive to existing disorder, nonlinear behavior or
contact problems in the device than dc measurements. Moreover, 1/f noise can be used as
a diagnostic tool for quality and reliability assessment of electronic devices [9, 10].

On the other hand, the level of the low frequency noise is one of the most important
characteristics of electronic devices, which determines whether the devices are suitable for
practical microwave and optical systems [11]. So far, the results of the noise measurements
on nanotubes are only available for single-walled nanotubes [12]. In this paper, we will
present the results of the 1/f noise measurements for multi-walled, partially iron-filled
nanotubes and demonstrate that these nanotubes have unusual current dependence of noise
and exhibit a much smaller noise than single-walled nanotubes.

1. Experimental details

Carbon nanotubes used in our measurements were produced by chemical vapor deposition
from xylene and ferrocene [13]. We applied a mixture of the two precursors resulting
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AuCr nanotube

100 nm 10 µm(a) (b) FIB Pt

Fig. 1. (a) FE-SEM micrograph of a multi-walled nanotube filled partially with iron, (b) FE-SEM
micrograph of the nanotube with FIB interconnects.

1:10 Fe/C atomic ratio in the reaction zone and near entire iron cores in growth nanotubes.
As can be seen from Fig. 1(a), the nanotubes were only partially filled with iron. In order
to perform dc and noise measurements on individual tubes, the samples were prepared as
follows. First, the silicon wafer was thermally oxidized (resulting in 300 nm thick SiO2
layer) and a metal (Au/Cr) electrode pattern was prepared using conventional lithography
technique. In the next step the nanotubes were sprayed onto the SiO2 surface as a low-
density nanotube film, in which most of the tubes were separated from each other. Individual
tubes with optimal location and shape were selected by FE-SEM microscopy. Focused Ion
Beam (FIB) technique was used in order to deposit platinum interconnections and make
contacts to the nanotubes (see Fig. 1(b)). The time and current of FIB preparation was
minimized to avoid excessive ion irradiation of nanotubes and substrate.

The low frequency noise was measured in two contacts configuration in the frequency
range from 1 Hz to 3 kHz at room temperature. The voltage fluctuations SV from 2 k 
resistor connected in series with the structures under test were measured by SR 770 Network
Analyzer.

2. Results and discussion

Current voltage measurements showed that nanotubes had ohmic behavior under the dc
bias from−4 to 4 V with resistance of∼20 to 60 k .

The noise spectra of the short circuit current fluctuations had the formSI ∼ 1/f β

whereβ is close to unity. This 1/f -like spectrum is very common for many semiconductor
devices and materials and was also recently observed in single-walled nanotubes [12].

However, the current dependence of noise was quite different from that reported in [12]
and from what is typical for linear metal and semiconductor resistors. In contrast to typical
dependence of the spectral noise densitySI ∼ I2 (I is the current), we foundSI ∼ Iα with
α < 2 (from 1 to 1.5 for different samples). This behavior indicates a current dependence
in the number, amplitude or rate of elementary fluctuators or in the coupling strength if
the effect is a cooperative (nonlinear) one. This unusual (for a linear region of the I–V
characteristic) dependence might indicate that the noise could be generated by a small non-
linear contact resistance at the points of the contacts of FIB metal to the nanotube. If in the
contact resistor, the number of elementary fluctuators is proportional to the current (like in
silicon diodes), a similarSI ∼ I dependence can be expected [14].

In order to estimate role of the interconnects we also measured the noise of the test
structure consisted from a simple FIB stripe. We found the conventionalSI ∼ I2 behavior
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for the test structure.
At currentI = 10−5−10−4 A the relative spectral noise density of current fluctuations

in iron-filled multi-walled nanotubes was much smaller than that reported in Ref. [12].
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Suppression of the Jahn–Teller effect in nanoparticles: AgCl
nanocrystals embedded in KCl matrix

P. G. Baranov,N. G. Romanov, V. S. Vikhnin and V. A. Khramtsov
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. A strong decrease in the g-factor anisotropy was revealed by optically detected magnetic
resonance for self-trapped Jahn–Teller holes (both isolated and forming self-trapped excitons) in
AgCl nanocrystals embedded into the KCl crystal lattice. This implies a considerable suppression
of the Jahn–Teller (J–T) effect in nanoparticles. A rather general mechanism of the suppression of
the Jahn–Teller effect in nanocrystals is developed, taking into account the additional deformation
field appearing because of the strong vibronic interaction at the interface.

Introduction

In the last decade, nanostructures have been successfully fabricated using self-organization
effects common to strained heterosystems [1]. Fabrication of new structures and devices
based on anisotropic nanoparticles is of great interest since anisotropic particles can ex-
hibit novel and enhanced properties, compared with those of isotropic spherical particles.
Semiconductor nanocrystals have been mainly studied for II–VI semiconductors dispersed
in a vitreous matrix [2]. However, nanocrystals can show a common orientation only in a
crystalline matrix, as recently demonstrated for CuCl and AgCl nanocrystals embedded in
an alkali halide matrix [3–7].

It is well known that the electronic, as well as atomic, structure is considerably changed
as the size increases from clusters to small particles and, finally, to a bulk material, through
which manifold interesting properties are developed. In this respect, KCl:AgCl seems to
be a very promising system for studying these effects. It has long been known that silver
ions Ag+ substitute for alkali ions in silver doped alkali halide crystals. Ultra-violet (UV)
light or x-ray irradiation can produce a number of different silver-related point defects. On
the other hand, silver halide nanometre- and micrometre-size crystals, i.e. nanocrystals and
microcrystals, can be formed in growth of KCl single crystals heavily doped with AgCl, as
recently reported in [5–7]. KCl and AgCl have the same face-centred cubic lattice with the
lattice constants 0.629 nm and 0.555 nm, respectively. The energy gap are 8.7 eV for KCl
and 3.26 eV for AgCl. Thus, AgCl crystals embedded in KCl can be considered as an array
of self-organized microcrystals and nanocrystals (quantum dots) in a strained KCl:AgCl
heterosystem.

The effects of confinement on shallow centres with Bohr radius comparable with the
particle size are well known (see [1–2] for references). The influence of the nanoparticle
size on deep level centres and local effects in solids is of fundamental importance, being,
however, much less studied to our knowledge. The Jahn–Teller (J–T) effect is one of
the basic local effects in solids, rather sensitive to internal fields and variations of the
electron–phonon interaction. STH and STE in bulk AgCl are classical J–T systems well
studied in bulk AgCl by various radiospectroscopic techniques. Therefore, investigation of
AgCl nano- and microcrystal systems embedded in a crystalline matrix seems to be very
interesting.
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1. Results and discussion

The KCl:AgCl crystals were grown by the Stockbarger method. The silver concentration in
the melt was 2%. ODMR at a frequency of 35 GHz and temperature of 1.6 K was detected
from the luminescence excited by the UV light of an arc deuterium lamp with appropriate
light filters. The microwave power in the cavity of an ODMR spectrometer was modulated
at a sound frequency, and the microwave-induced changes in the luminescence intensity
were detected using a lock-in detector. The samples (#1, #2 and #3) were cleaved from
different parts of the grown crystal and represented transparent single crystals without
visible inclusions.

In the present study two types of ODMR spectra have been observed in heavily doped
KCl:AgCl which belong the following centres, presented in Table 1:

(i) The STH, STE and SEC in oriented AgCl microcrystals which have the parameters
close to those for the bulk AgCl .

(ii) The anisotropic centres withS = 1/2 andS = 1 ascribed to STH and STE in
AgCl nanocrystals and having the parameters which are essentially different from those of
bulk AgCl. SimilarS = 1 centres were ascribed in [6] to STE in AgCl nanocrystals with
L < 10 nm.

In the 35 GHz ODMR spectra of sample #1 and bulk AgCl the lines of STH, STE and
SEC are well resolved due to strong anisotropy ofg-factors and relatively large fine structure
splitting D. For the ODMR ofS = 1/2 andS = 1 centres in samples #2 and #3 both the
anisotropy ofg-factors and the parameterD are considerably reduced. Nevertheless we
were able to discriminate between the signals of theS = 1 andS = 1/2 centres since the
relative intensities of the ODMR spectra depend on the microwave power and the chopping
frequency. The angular variations of ODMR in sample #2 for the rotation in the (110)
plane are shown in Fig. 1. Full and dashed lines show the ODMR spectra recorded with
the chopping frequencies 80 Hz and 800 Hz, respectively. At higher chopping frequency
the signals of the doublet spectrum are more pronounced. TheS = 1/2 centres dominated
in the ODMR spectrum of sample #3.

Observation of bulk-like ODMR in KCl:AgCl can be considered as the direct confir-
mation of the formation of AgCl microcrystals (apparently of micron size) in KCl matrix.
These microcrystals have practically the same properties as bulk AgCl and maintain the
orientation of the host KCl lattice. The misorientation of the AgCl microcrystals as esti-
mated from the ODMR spectra is below 5◦. Thus ODMR was used as a fingerprint of the
embedded AgCl crystals and a confirmation of their high crystallographic quality.

Table 1.Parameters of STH, STE and SEC in bulkAgCl crystals andAgCl micro- and nanocrystals
embedded in KCl matrix

Centre

STH STE SEC

Crystal g‖ g⊥ g‖ g⊥ D (MHz) g Refs.
Bulk
AgCl 2.147 2.040 2.0216 1.968−710 1.881 [8]

micro-
AgCl crystals 2.147 2.040 2.020 1.966−710 1.88–1.90 this work
embedded nano- — — 1.992 1.964−335 — [6]
in KCl crystals 2.016 1.974 1.992 1.965−335 ∼1.96 this work
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Fig. 1. ODMR in KCl:AgCl sample #2 recorded with microwave chopping frequencyfchop =
80 Hz (full curves) andfchop = 800 Hz (broken curves) for the three principal orientations in
the (110) plane. The position of the ODMR lines for self-trapped excitons and self-trapped holes
in AgCl nanocrystals are marked by STE* and STH*. Symbols‖ and⊥ denote the centres with
the Jahn–Teller axis parallel and perpendicular to the magnetic field, respectively.T = 1.6 K;
ν = 35.2 GHz;Pmicrowaves= 300 mW.

Although the arguments in favour of the assignment of the ODMR spectra in samples
#2 and #3 to AgCl nanocrystals seems to be rather convincing one can not totally exclude
that they may be connected to point defects in KCl. Our analysis of the EPR and ODMR
spectra showed that the obtained ODMR spectra do not correspond to EPR of any known
point defect or STE in KCl.

There exist a direct link between the g-factors of STE and those of STH and SEC.
↔
gSTE= (

↔
gSTH +

↔
ge)/2. This strictly holds for bulk AgCl crystals and AgCl microcrystals

(see Table 1). It is natural to suppose that the same is valid for the AgCl nanocrystals. It is
seen from Table 1 thatg-factors for STH and STE inAgCl nanocrystals satisfy this equation
within the experimental error if we suppose thatg-factor of SEC remains isotropic in the
nanocrystals. In addition, this allows to estimate theg-factor of SEC in AgCl nanocrystals
as ca. 1.96 which is much larger than in bulk AgCl. We emphasise that the existence of
correlation between g-factors of theS = 1/2 andS = 1 centres strongly supports their
identification as STH and STE in AgCl nanocrystals.

Thus, in AgCl nanocrystals with the size down to 10 nm both the doublet and the triplet
ODMR spectra ascribed to STH and STE in nanocrystals were found with the parameters
essentially different from STH and STE in bulk AgCl (see Table 1). In bulk AgCl crystals
the differenceg‖ − g⊥ is 0.107 for STH and 0.054 for STE. In AgCl nanocrystals the
respective values are 0.042 and 0.027, i.e. about two times smaller.

The anisotropy ofg-factor of the2E J–T state of STH in the cubic environment is deter-
mined by the effective Zeeman interaction and is described by introducing the appropriate
electron operatorŝUθ andÛϕ in the basis of the2E state [9].

The average value of the g-factor tends to the isotropic contributiong1 with a decrease
of the strength of the J–T effect because〈Ûθ 〉 → 0 and〈Ûϕ〉 → 0. Thus the observed
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pronounced decrease of theg-factor anisotropy of STH in AgCl nanocrystals implies a
considerable suppression of the J–T effect.

We consider a change in the energies of electron and hole states at the nanocrystal
interface as a main mechanism governing the JTE in nanocrystals. It should be noted that
the energy gap jump of∼ 5 eV from KCl to AgCl occurs at a distance of about 3 Å.
This results in a large vibronic coupling constant at the interface. The vibronic coupling
at the interface brings about weakening or suppression of the pseudo Jahn–Teller effect
in sufficiently small-sized nanocrystals. This results in a decrease or suppression of the
anisotropy in the EPR (ODMR) spectra of STH; i.e., the differenceg‖−g⊥ decreases. Since
the STE is formed through electron capture by the STH, the anisotropy of the STEg tensor
should also decrease or be suppressed. Estimates show that the considered mechanism
can account for the reduction of the J–T effect of STH forL < 10 nm, which seems to
be reasonable for the system under study. The details of the proposed mechanism can be
found in [10, 11].

It should be noted that the proposed mechanism of the formation of the internal nanos-
tructure strain field due to the interface vibronic effect is rather general and can be actual
for a set of nanostructures and thin films.
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[3] D. Fröhlich, M. Haselhoff, K. Reimann and T. Itoh,Solid State Commun.94, 189 (1995).
[4] M. Haselhoff and H.-J. Weber,Phys. Rev.B 58, 5052 (1998).
[5] H. Stolz, H. Vogelsang and W. von der Osten,Handbook of Optical Properties: Optics of

Small Particles, Interfaces, and Surfacesvol. II (Boca Raton, FL: CRC Press, 1997) p. 31.
[6] H. Vogelsang, O. Husberg, U. Khler, W. von der Osten and A. P. Marchetti,Phys. Rev.B 61,

1847 (2000).
[7] N. G. Romanov, R. A. Babunts, A. G. Badalyan, V. A. Khramtsov and P. G. Baranov,Proc.

8th Int. Symp. Nanostructures: Physics and Technology, St Petersburg 2000, p. 308.
[8] W. Hayes, I. B. Owen and P. J. Walker,J. Phys. C: Solid State Phys.10, 1751 (1977);

A. P. Marchetti and D. S. Tinti,Phys. Rev. B24, 7361 (1981).
[9] A.Abraham and B. Bleaney,Electron Paramagnetic Resonance ofTransition Ions(Clarendon,

Oxford, 1970; Mir, Moscow, 1973), Vol. 2, p. 249.
[10] P. G. Baranov, V. S.Vikhnin, N. G. Romanov andV.A. Khramtsov,JETP Lett.72, 329 (2000).
[11] P. G. Baranov, N. G. Romanov, V.A. Khramtsov and V. S. Vikhnin,Phys.-Cond. Matter 2001,

in press.



9th Int. Symp. “Nanostructures: Physics and Technology” OAN.05p
St Petersburg, Russia, June 18–22, 2001
© 2001 Ioffe Institute

Silicon nanoclusters embedded in SiO2 studied by Raman scattering

F. J. Espinoza-Beltr´an†, L. L. Dı́az-Flores†, J. Morales-Hern´andez‡,
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Abstract. Low concentration of nanometric sized particles produced by a ball milling procedure
were introduced into SiO2 matrix by the sol-gel method. SiO2 sol-gel formulations with high
water-TEOS ratios were prepared. Samples with high silanol concentration was obtained for high
temperatures as was proven by FTIR spectroscopy measurements. Raman scattering measurements
showed evidence of a photo-oxidation effect of Si nanoparticles embedded into a SiO2 matrix. Si
particle sizes measured by Raman scattering were in the range from 7 to 14 nm.

1. Introduction

Si nanoparticles embedded into a SiO2 matrix has been a goal for several researchers in
the last years. The main interest to obtain these systems is the study of the light emission
properties of Si when it is in a nano-sized structure. Among the different procedures used to
obtain these systems are implanting Si atoms into SiO2 matrix [1], reactive RF magnetron
sputtering [2], Low Pressure Chemical Vapor Deposition (LPCVD) [3]. L. Zhanget al
reported an interesting procedure to obtain Si nanoparticles into a sol-gel SiO2 matrix,
introducing Si particles from porous Si [4]. However, the materials obtained are instable,
so that the initial light emission decreases with time and disappears. In this work we are
introducing Si particles into SiO2 by using a sol-gel solution with high water-TEOS ratio.
It was introduced a milling process [5] by using a low energy ball mill, with the goal of
study the effect of dispersion on the retention of water into the SiO2 matrix. During the
gelation process, the partially oxidized Si particles are covered by the SiO2 material. The
samples were studied by infrared and Raman scattering measurements.

2. Experimental

Preparation of small particles of Si: By using a high energy ball mill, granular silicon was
milled to reduce its grain size. The weight ratio balls/silicon was of 2:1. The milling process
was achieved in typical time of 30 min. 1.0 g of this milled powder was incorporated into
an acidified solution of ethanol, HNO3 and water, and reposed by 24 hours. The precipi-
tated powder was separated from the mixture by a decanting process. This suspension was
used to prepared the precursor formulations of SiO2 with Si. Preparation of suspensions
for SiO2 matrix with Si particles the sol-gel solution precursor of the SiO2 was prepared
mixing during 15 minutes, by using a magnetic stirrer, the suspension with silicon particles
and TEOS (tetraethyl-orthosilicate) in a molar ratio of 4:1. After this process, it was added
water in a molar ration respect to TEOS of 17:1. The suspension was milled in a low
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Fig. 1. IR spectrum for the SiO2:Si sample, for the range from 750 to 1300 cm−1, for a SiO2-Si
milled suspension after a thermal annealing at 500◦C by 1.0 h.

energy ball mill. Dried samples were thermal annealed at 500◦C of temperature. The ex-
perimental techniques used to analyze the samples were infrared spectroscopy (NICOLET
mod. AVATAR 360-FTIR) in the diffuse reflectance mode and Micro-Raman (DILOR).
For micro-Raman measurements the samples were exposed to two light intensities (20 and
5 mW by using a filter), and sequential periods of time. The laser light was focused to
1.0µm2 of area.

In Figure 1 there is shown an IR spectrum, in the range from 750 to 1300 cm−1, of the
SiO2:Si sample. Five broad bands can be observed from this figure. These bands can be
identified as vibrational modes of SiO2 [6] and Si-OH (silanol) [7]: bending mode O-Si-O
∼819 cm−1 (δ), stretching mode Si-O∼1070 cm−1, stretching Si-OH∼930 cm−1, and
TO and LO modes of O-Si-O∼1100−1250 cm−1 [8, 9]. An additional band is observed
for about 1030 cm−1, this band has been attributed for structural order in the amorphous
SiO2 [10]. The position of these modes are signed in the figure by vertical arrows.

Powder samples were exposed to light bath for several periods of time, by using a
632 nm He-Ne laser (5–20 mW output power focused on 1.0µm2 of area) during the
Raman Measurements. Figure 2 shows the Raman spectra for the sample for two case:
(a) changing the focus distance from 0 to 10µm in steps of 2.5µm and, (b) measuring after
exposition to variable laser light intensity and exposition time. Curves signed as A, B, C,
and D, respectively, correspond to sample exposition of 6 (A), 9 (B), 12 (C) and 15(D) min
with light intensity of 5 (A), 5 (B), 20 (C) and 20 (D) mW, respectively. The continuous
line corresponds to the best fitting of the experimental data to a model [11] that considers
spherical Si grains (see in figure). After 6 min of light exposition there is a shift of the peak
for about 3 cm−1 that can be attributed to an temperature increase of the Si grains.

3. Discussion and Conclusions

Raman spectra for several light exposition times and variable effective power, of the SiO2:Si
sample showed an interesting effect of reduction of effective Si grain size. This sample has
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Fig. 2. Raman scattering spectra for the sample thermally annealed at 500◦C: (a) changing laser
focus distance (i.e. effective power) and, (b) measured after exposition to sample exposed during
6, 9, 12 and 15 min to a light intensity of 5 (A), 5 (B), 20 (C) and 20 (D) mW, respectively.

a high concentration of silanol bonds, even around the Si grains. So that the light bath can
produce a chemical reaction that reduces the Si grain size. Also, the heating due light bath
can produce intensive mechanical stresses on the silicon grains, so that the Raman peak
shifts to lower values with the power intensity. The grain size reduction could be produced
by a photo-chemical process like photo-oxidation of Si-Si bonds by the presence of Si-OH
bonds. The small Si grains with sizes about 10 nm are irregular shapes with a great quantity
of (-OH) ions linked to their surface. The weaker Si-Si bonds on the grain surface could
easily be oxidized as effect of the light bath producing an effective reduction of the Si grain
size. This mechanism is limited by the concentration of weak surface Si-Si bonds.

Nanometric sized particles produced by ball milling were introduced into SiO2 matrix
by the sol-gel method. SiO2 matrix with high silanol concentration can be produced by a
ball milling procedure of the sol-gel solution. The Si-OH concentration in this matrix can
be kept for high temperatures as was proven by FT-IR spectroscopy measurements. Raman
scattering measurements showed a reduction of Si grain size due light exposition which can
be an evidence of a photo-chemistry process, or also to the presence of intensive stresses
on the Si nanoparticles embedded into a SiO2 matrix with high silanol concentration.
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Introduction

Studies of superconductors in confined geometries of various types are known since mid
60s [1] when the free space in a porous glass was used to restrain the size of metal grains.
In contrast with granular superconductors prepared by e.g. co-evaporation with dielectric,
where at least 60% filling fraction is mandatory to complete the percolation path, in porous
dielectrics the volume fraction of metal can be made less than 10% with a dc conductivity
of a metal type.

Opal is one example of a crystalline porous template — a facecentred cubic (FCC)
package of identical silica spheres [2] with empty interstitials, which are available for in-
filling with a superconductor. The important feature of thus formed ensemble of nanograins
is the replacement of unstable intergrain point contacts of granular superconductors with
continuous bridges connecting adjacent nanoparticles. In the opal-based nanocomposites
the size and spacing of nanostructures are identical throughout the array within 5–10%
deviation.

Early experiments made on In nanograins embedded in opal have shown the very unusual
behaviour of the critical current and magnetoresistance [3, 4]. Here we discuss the alteration
of critical parameters of the In-opal nanocomposite with the progressively reduced filling
fraction of In from 26% to 8%.

1. Experimental results and discussion

Opals in use consist of silica spheres with diameterD = 234 nm. In accord with the void
geometry there are alternated O-grains with characteristic sizedO = 0.41D connected
each with T-grains ofdT = 0.23D via bridges of minimum diameterdb = 0.15D. The
upper limit of the grain volume fraction in the FCC lattice of hard spheres is 26%. An
amorphous silica was deposited on the inner surface of opal voids thus reducing the free
volume down to 13%. Further reduction of porosity was achieved by coating opal voids with
34 monolayers of TiO2 (O34-sample). The set of O47-samples was prepared by coating
the opal with TiO2 — from 0 (O47.1) to 27 monolayers (O47.2) and to 54 monolayers
(O47.3). Effectively, diameters of voids were, approximately, asdO = 95 (90; 80; 60) nm,
dT = 55 (50; 40; 30) nm anddb = 35 (30; 25; 20) nm for the O47.1, O47.2, O47.3 and
O34 samples, respectively, as defined from the optical Bragg diffraction.

In Fig. 1 theR(T ) curves for investigated samples are shown in the vicinity of the
superconducting transition. The critical temperatures of superconducting (SC) transitionTc
exceed sufficientlyTc = 3.41 K of the bulk indium. The increase of the above the bulk value
correlates with the reduction of the volume fraction occupied by the In network in the opal.
Assuming that the superconductivity nucleates at the narrowest part of the superconductor,
the onsets of the resistance drop correspond the SC fluctuations in intergrain bridges. The
“average” diameter of the In wireframe can be figured out with the empirical expression
Tc = 3.41+ 5.1/d [d in nm] [4]. The valued = 18 nm for O34 gives the estimate of
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the cross-size of the metal inclusion at the point where the SC spreads throughout the In
wireframe as a whole, moreover this result is consistent with SEM data.

Resistivity curves in the temperature range from 300 K to Helium 4 temperatures are
shown in Fig. 2 for all studied samples. The overall tendency is the decrease of the
temperature-related change in the resistance with the decrease of the wireframe volume
fraction, that is likely due to limiting the mean free path of electrons by scattering on grain
boundaries rather than on phonons.H0(T ) dependences were extracted from magnetore-
sistance curves, which are shown in the Fig. 3. The critical magnetic fieldH0 is defined as
the transition from the SC to the resistive state. Note that theH0 = 10 kOe atT = 1.57 K
exceeds by 35 times the critical field for the bulk In (280 Oe atT = 0 K). The SC transi-
tion for O34 sample is spread broadly over a field and shows a kink at approximately the
midpoint of the transition. Accordingly, critical magnetic fields indicated asH1 andH2
(characteristic fields for derivative dR/dH maxima) are shown in Fig. 3 for O34-sample.
H0(T ) curves follow the quadratic law, which is typical for type II superconductors. In par-
ticular, the expressionHc(T ) = Hc(0)(1− (T /Tc)2) for interconnected superconducting
grains, whose size is less than the coherence length and/or the penetration depth, describes
well the observed behaviour. FromR(T ) curves the mean free path and then the coher-
ence length were determined, which values show that the magnetic field penetrates freely
through the In-opal nanocomposite. In this case magnetic vortices in the In grain network
are effectively circulating supercurrents, which maintain the integrity of the flux quanta in
encircled loops. Moreover, the effective diameter of these loops can exceed considerably
the size of the minimum lattice-defined loop ofdmin = 98 nm. With the increase of the
external field the effective loop area decreases and approachesdmin. Apparently, this field
defines the onset of the resistive stateH0. Because the FCC lattice contains loops, which
are differently oriented with regard to the external magnetic field, the loops of smaller
projected areas withstand the larger fields without switching to the normal state. Due to
this effect the spread of the resistive state inR(H) curves is very large. The fine structure
ofR(H) curves observed in well-ordered samples can be due to the preferential orientation
of the loops in the lattice, which refer to the projection of certain lattice planes on the field
direction.
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2) approximations.

2. Conclusions

The type II like superconducting transition has been observed in the in the regular lattice
of interconnected In grains in the opal template. Effectively, this material is nanosize
wire mesh made from type I superconductor. With the decrease of the cross-section of In
component in the metal-dielectric nanocomposite the increase of the critical magnetic field
was observed. The observed relation between the critical field and the effective thickness
of In nanostructures correlates with the observed flattening of theR(T ) dependence.
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Abstract. Macroporous silicon, possessing a regular triangular pattern of air or liquid crystal (LC)
encapsulated pores, was studied by FTIR spectroscopy. It was found that rod-like ferroelectric
LC molecules are oriented along the pore axis and discotic LC columns are perpendicular to it.
Strong intensity enhancement of the low-frequency vibrational bands was detected for both LC’s
infiltrated in the matrix of porous silicon and were assigned to the photonic confinement effects.

1. Introduction

Porous systems such as artificial opals, porous semiconductors, etc. have recently attracted
a great attention. Of a special interest are regular porous structures, which can form photonic
band gap of different dimensions. The idea to infiltrate porous systems with liquid crystals
(LC) in order to control the position of their photonic band gap due to the change of the LC
refractive index was suggested in [1, 2]. Today only first steps in the study of infiltration
process and LC behavior in confined geometry of macroporous silicon have been done in
[3]. In this paper we applied infrared spectroscopy to investigate the alignment of liquid
crystal molecules of different shape in the macroporous silicon matrix.

2. Experimental

Macroporous silicon (ma-PS) under this study (Fig. 1(a)) is a material with a system of
a regular cylindrical pores of 3–4.5µm diameter and 200–250µm depth, arranged in
triangular lattice of 12µm period. The pores were etched in HF solution under the back
side illumination [4]. Two different types of liquid crystal materials were used in this
study (see Fig. 1(b)): the commercial ferroelectric liquid crystal (FLC) mixture SCE-8
and the triphenylene based discotic liquid crystal (DLC) H7T-NO2. The liquid crystals
were infiltrated by capillary effect at temperature approximately 10◦C above the transition
temperature to the isotropic phase.

Fourier transform infrared (FTIR) measurements were performed with the help of Dig-
ilab FTS60A spectrometer in the wavenumber range of 450–4000 cm−1. The alignment of
LCs in porous silicon matrix was deduced from the comparison of the relative intensities
and the position of different vibrational bands for the bulk liquid crystals and for that in-
filtrated into the pores. For this purpose a number of liquid crystalline cells with different
type of alignment (homeotropic and planar) have been prepared. The relative intensities
were compared for a number of vibrational bands with transition dipole moment oriented
(i) along or perpendicular to the long molecular axis for rod-like molecules of the ferro-
electric LC and (ii) parallel or perpendicular to the core for disk-shaped molecules in the
case of the discotic LC. Porous matrix filled with LC had a fixed position with the respect
to the incident light: normal to the wafer surface, i.e. along the pore axis.
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Fig. 1. Materials properties. (A) SEM image of macroporous silicon matrix (side view (a) and top
view (b)), used to infiltrate with the liquid crystals; (B) Structure formulas and the phase sequences
of ferroelectric liquid crystalline mixture SCE8 and the tryphenylene based discotic liquid crystal
H7T-NO2 (R = OC5H11).

3. Results and discussion

Figures 2(a,b) show the vibrational bands of discotic liquid crystal for homeotropic and
planar alignment of molecules in liquid crystalline cell and in the porous matrix. It should
be noted that the alignment of discotic liquid crystals is usually considered with the respect
to the column axis, which is in general perpendicular to the core plane. The alignment
of DLC is planar with respect to the substrate plane (or homeotropic with respect to the
pore surface) (see Fig. 3). The most convincing result of this comparison is shown by
behavior of the alkyl chain vibrations. In particular, as one can see from Fig. 2(a), the
relative intensities of CH3 symmetric (at∼2871 cm−1) and asymmetric (at∼2959 cm−1)
stretching vibrations are different from the corresponding CH2 stretching vibrations (at
2861 and 2934 cm−1) for planar and homeotropic alignment of DLC cells. The spectrum
of H7T-NO2 in ma-PS is similar to that for the planar alignment of DLC cell in the same
frequency range. Another argument is given in Fig. 2(b), where range the frequency 650–
800 cm−1 is shown. Here the CH2 rocking vibration shows up at 724 cm−1 for H7T-NO2 in
porous matrix and in ZnSe cell with planar alignment while for ZnSe cell with homeotropic
alignment the position of this band is at∼733 cm−1. This shows that the alkyl chain is
in all trans configurations for the planar alignment of DLC molecules [5]. The intensities
ratio (R= A‖/A⊥) obtained for C–C aromatic stretching vibration at 1510 cm−1 (parallel
to the core) and C-H aromatic out of plane vibrations at 824 cm−1 equal 16 for the planar
cell, 8 for the homeotropic cell and 1.2 for ma-PS. Finally from all aforementioned data
it is obvious that the behavior of H7T-NO2 in ma-PS is exactly coincide with that for the
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Fig. 2. FTIR spectra of H7T-NO2 discotic liquid crystal infiltrated into porous silicon (heavy
solid line) and contained in ZnSe cells with planar (thin solid line) and homeotropic (dashed line)
alignment. (Note the different scale for the heavy line at plot (b) and that the absorbance for DLC
cells reduced for planar cell by factor 50 and for homeotropic cell by factor 45 for convenience of
presentation).

Substrate plane

Fig. 3. Orientation of discotic (a) and ferroelectric (b) liquid crystal molecules in macroporous
silicon matrix.

planar alignment of DLC cell. This is in accordance with the conclusions on the higher
stability of homeotropic alignment for discotic liquid crystals [5].

IR spectra of SCE-8 infiltrated into porous silicon matrix show that the relative intensities
of parallel and perpendicular bands in this case are close to that observed for the bulk LC cell
with homeotropic alignment. This mean that the alignment of ferroelectric liquid crystal
in confined porous silicon matrix is homeotropic with respect to the substrate’s plane. This
result coincides with the alignment obtained for nematic LC in macro and microporous
silicon [6]. One could predict this kind of orientation if consider the alignment of rod-
like molecules with respect to the surface of the pores. The alignment is planar with
the respect to the pore surface. This type of alignment is typically observed for rod-like
molecules on different untreated surfaces, including crystalline silicon substrate [7]. Only
a special surface treatment or coating of the substrate surface by a surfactant may provide
a homeotropic alignment of LC’s formed of rod-like molecules.

In course of these investigation we found strong intensity enhancement of the low-
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frequency vibrational bands (in 600–900 cm−1 region) for both types of liquid crystals (note
the different scale for this region shown in Fig. 2(b)). This becomes in particular noticeable
from a comparison of the intensities ratio shown above for parallel and perpendicular bands.
As was already mentioned these intensities ratio appears much smaller than even obtained
for both LC cells with homeotropic alignment. Moreover this enhancement is observed
for all vibrational bands (parallel and perpendicular ones) show up for the wave lengths
comparable with the lattice constant of the photonic crystal (12µm). This enables us to
consider the effect as being due to the light localization in the hole core of the structure as it
takes place in the fibers with photonic band gap cladding [8]. Similar effects of absorbtion
enhancement has been observed by Alieva et al. [9] for the species in the microcavity of
1D photonic structure.

4. Conclusion

We found that channel walls affect the orientation of LC molecules so that the column
axis of discotic LC is perpendicular to them, and the long side of the rod-like moleculas
of feroelectric LC is aligned along the channel walls. We observed the effect of photonic
medium influence on the vibration properties of the LC molecules inside the matrix of
macroporous silicon and suppose it to be related to Purcel type confinement effect.
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Abstract. We have succeeded to grow nano-crystalline Zn2SiO4 : Mn2+ particles by chemical
impregnation of porous silicon layers and heat treatment. Two different classes of samples have been
obtained: green luminescent samples at 525 nm and yellow luminescent ones at 575 nm. We identify
the green luminescence as the conventional luminescence of the alpha phase of Zn2SiO4 : Mn2+ ,
however the yellow luminescence comes from the beta phase of Zn2SiO4 : Mn2+. XRD peaks of the
yellow luminescent samples show wide and weak peaks, indicating smaller particles, compared to
green luminescent particles. We discuss about the conditions which result in either green or yellow
luminescent samples.

Introduction

Porous materials have been frequently used as a host to grow nano-structures. Porous
silicon, having nanometer sized holes and with the ease of its formation is a good choice
in this respect. The holes in the porous silicon layers allow impregnation of the layer
with chemicals to grow other phases inside the layer or modify the properties of the layer.
Impregnation of porous silicon with various dyes [1] is an example. On the other hand,
Zn2SiO4 : Mn2+ is an important phosphor which is particularly used in plasma displays.
Its powder form is usually synthesized by solid state reaction of the starting powders. It
luminesces at green peaking at about 525 nm.

Here we report a new method to grow Zn2SiO4 : Mn2+ nano-particles into an oxidized
porous silicon layer. This is a new concept in the impregnation of porous silicon, i.e. the
growth of highly luminescent phosphor particles inside the porous layer. This involves the
reaction of silicon walls with the impregnating chemicals, leading to a new phase inside the
pores. This is also a new concept in phosphor applications, i.e. phsophor nano-particles
embedded into a porous layer. In the following sections we report the details of experiment
and results.

1. Experimental

Porous silicon layers were formed by the conventional electrochemical method. For most
of the experiments,p+ type wafers were processed using 17.5 percent HF solution and
80 mA/cm2 current density. This leads to meso-porous layers with 70 percent porosity and
almost 10 nm pore size. The typical thickness of layers is 15 nm. Porous silicon samples
were impregnated by immersing them into Zn(NO3)2 + x Mn(NO3)2 solution for almost
one hour. x is in the range of a few percent. Samples were then dried and put into the
furnace for slow ramp heating up to 400◦C followed by high temperature firing at 1050◦C.
This leads to the formation of Mn doped zinc silicate crystallites in a transparent matrix of
oxidized porous silicon.
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2. Results and discussion

With some variation in the details of the above conditions, both green and yellow lumines-
cent samples can be obtained. These conditions are discussed later. Figure 1 shows the PL
spectra for green and yellow luminescence at room temperature. The green luminescence
is the conventional green of Zn2SiO4 : Mn2+ phosphor, occurring at about 525 nm. The
yellow luminescence peaks at 575 nm, with a peak width of 54 nm compared to 38 nm in
case of the green peak. The peaks are featureless, even at low temperature. Decreasing the
temperature down to 10 K makes the peaks narrower, but the intensity does not increase
more than 20 percent in both cases. For green samples, the peak intensity is up to 40
percent of the commercial Zn2SiO4 : Mn2+ phosphor, while this ratio is about 15 percent
for yellow luminescence (by comparing the peak heights without instrument sensitivity
correction).

The PLE of both green and yellow are quite similar, with some blue shift in case of
yellow one. This demonstrates that the origin of both luminescence is the Mn activator.
More insight about the difference between green and yellow luminescent samples can be
obtained by the XRD data. Figure 2 shows the XRD patterns for both kinds of samples. The
pattern for the green sample corresponds exactly to the rhombohedral phase of Zn2SiO4,
also known asα − Zn2SiO4. There is no additional peak, indicating that no ZnO, MnOx

or crystalline SiO2 is present. The relatively large size of particles explains the almost
sharp diffraction peaks. From the peak width the size estimated to be about 200 nm. The
XRD pattern for the yellow sample consists of weak and broad peaks, at positions different
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Fig. 3. Intensity of PL peaks of green and yellow luminescence for different annealing time at
1050◦C.

from the rhombohedral Zn2SiO4. The pattern resembles that ofβ − Zn2SiO4, as reported
by Taylor [2]. Like in case of the green sample, the pattern represents only one phase,
demonstrating that the layer comprisesβ − Zn2SiO4 particles embedded in an amorphous
oxidized porous body. The size of the particles, calculated from the width of the diffraction
peaks is typically 30 nm.

We found various conditions in which the yellow luminescence appears. An important
factor is the period and temperature of annealing. Basically, shorter annealing time and
lower temperature leads to yellow luminescence. Figure 3 shows the PL intensity of green
and yellow peaks as the annealing time is increased. The annealing temperature is 1050◦C.
After 30 min annealing, the sample emits both yellow and green, with yellow peak being
almost four times stronger than green. With increasing the annealing time, green/yellow
ratio increases and after 15 h green is more intense than yellow. This effect suggests that
the yellow emission comes from smaller particles and as the particle size increases with
annealing time, more particles transform to green emission phase. XRD results also confirm
that the size of yellow luminescent particles are smaller than green luminescent particles.
This is supported by the fact that if we start with nano-porous silicon, instead of meso-
porous one, with the same growth conditions, it usually leads to yellow luminescence. In
nano-porous silicon the size of pores are about 3–4 nm and that makes the diffusion process
and subsequently particle growth slower, leaving more of small yellow emitting particles.
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Abstract. In this work we analyze the field effect in granulated metal films and propose the current-
switching device utilizing this effect. It is shown as a result of numerical modeling that efficient
current modulation can be achieved in thin granulated films if the charging energy of metallic
granules is at least several times higher than the thermal energykT .

1. Introduction

Last time considerable effort has been made to develop single-electron transistor (SET)
in which the current path between source and drain is controlled by the charge state of
the central metallic island having extremely low capacity. Due to Coulomb blockade the
current through SET can be modulated by the gate electrode potential. Successful operation
of SET made by conventional technique is possible at temperatures below 1 K because of
limitations of lithography resolution [1]. The extension of operating temperature range
requires the implementation of sophisticated technologies [2] based on manipulation with
ultra-small metallic granules. These particles are fabricated by nanoparticle source, selected
and then placed precisely in the source-drain gap. However in this approach the parameters
of SET are critically dependent on island size and position which can hardly be controlled
with desired accuracy.

The proposed way to avoid this critical dependence is to use the structures containing
large number of metallic granules statistically distributed in the gap. In this case the
characteristics of inter-granular tunnel junctions are averaged over the volume and, under
certain conditions, the performance of the whole system is independent on individual grain
positions. The current in such granulated film can still be controlled by external electric
field due to modulation of charge distribution. In this work we consider the possibility
of efficient current modulation in thin granulated films incorporated in the gap of current
switch device shown schematically in Fig. 1. This consideration is based on the newly
developed Monte-Carlo model of granulated film conductivity.

Drain

Ug

Us

SiO 2

Gate

Granular film

Source

z

x

Fig. 1. Schematic diagram of current switching device.

2. Monte-Carlo model

In the model the granulated film is represented by the set of metallic balls randomly dis-
tributed in the given volume. At each step the system state is characterized by the electric
charge of each ball expressed in terms of unit charge. For a given state the probabilities of
electron tunneling from one ball to another are calculated taking into account the Coulomb
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interaction of charged balls and the presence of the external electric field. One tunneling
event is realized according to its relative probability by means of Monte-Carlo technique
and this procedure is repeated many times. The macroscopic electric current could be cal-
culated as time averaged number of electron hops across the selected cross-section. Since
the number of granules involved in calculations was limited (to about 250 balls), the results
were also averaged over different realizations to avoid the mesoscopic current fluctuations
originating from the randomness of granules distribution.

This model has been tested by calculating the I–V curves and temperature dependencies
of granular films conductivity and comparing the results with experimental data obtained
on composite Cu:SiO2 films [3].

3. Discussion

Simulating the behavior of the structure shown in Fig. 1 the potential distribution was
first calculated by solving the 2-dimensional Poisson equation with given potentials at the
electrodes. Then the obtained solution was used as an external potential in calculation
of source-drain current according to the procedure described above. In calculations the
parameters of granulated film were taken similar to those of composite Cu:SiO2 films
studied in our previous works [4]: granules diameter is 3 nm, the volume fraction of metal
is 25% and the dielectric constant of the media is equal to 4. The thickness of SiO2 layer
isolating the gate from the film was taken to be 5 nm and the distance between source and
drain — 30 nm.

It was found that the main effect of the gate is the generation of the excess charges at
the granules adjacent to the gate if the gate potential is about or higher than the single-
electron charging energy of granules (which is about 50 meV with regard to screening
effects). Figure 2 shows the average charge distribution in 12 nm thick film simulated at
gate voltage+1 V. As it seen from the figure, the field penetration depth, i.e. the area
where the averaged charge density deviates from zero, is rather small (about 2–3 nm). In
the rest part of the film the concentrations of negative and positive charges are controlled
by the temperature and are equal to each other. This is the layer carrying excess charge
which is responsible for the conductivity modulation, while the conductivity of the rest
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part is unaffected by gate potential. This means that the efficiency of current modulation is
highest in case of extremely thin films. This is illustrated in Fig. 3, where the modulation
characteristics are shown for films having different thickness.

The other important parameter influencing the efficiency of current modulation is the
temperature. The higher the temperature is, the more charges exist in the film in the absence
of gate potential and the higher is initial conductivity. At the same time the upper limit of
conductivity (reached at high gate voltage) is roughly defined by the granules concentration
and does not depend on temperature. The dependence of modulation characteristics on
temperature is shown in Fig. 4. This dependence manifests that the efficient modulation
can be achieved if the charging energy of granules is at least several times higher than the
thermal energykT .

4. Summary

We have proposed the field-effect current switching device based on granulated metal
film. The origin of current modulation is shown to be the charge generation in thin layer
adjacent to the gate. The dependencies of the current modulation depth on film thickness
and temperature were analyzed. The current modulation depth may amount to as much as
four orders of magnitude at 77 K in the 5 nm thick films with charging energy of granules
about 50 meV. The route to increase the operation temperature is to find the granulated
structures in which the charging energy is higher. One of the promising candidates could
be the structures recently fabricated by laser ablation technique [5].
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Abstract. In this article we present a summary of the most important critical issues in nano-scaled
field-effect transistors. The controversial issue of alloy scattering and the phenomenon of velocity
overshoot which are important in the nano-scale regime are reviewed and discussed. The emerging
Si1−xGex technology contribution to improve scaled Si MOSFETs is presented. Achievements and
problems associated with channel engineering and alternative gate electrodes and high-κ dielectric
materials are also addressed. Finally, during the presentation we will discuss our results on filtering
out hot carriers using channel engineering. We will also discuss our results on scaling down the
MOS transistor to a single electron tunneling MOS transistor made in Si and with properties like
room temperature Coloumb oscillations.

1. Introduction

The relentless scaling of Si MOSFET devices, which has offered outstanding improvement
in performance seems to have reached an end. The gate oxide thickness is now in the direct
tunneling regime<3 nm, which calls for other materials with higher dielectric constant to
replace SiO2, the substrate doping concentration∼1× 1018 cm−3 is also in the limit of
source/drain-substrate p-n junction leakage current. Control of doping concentration and
doping profile for source/drain still poses a challenge. Shallow S/D extensions alone is
not enough; the surface impurity concentration should be as high as to achieve the desired
improvement in the overall device characteristics. When low doping concentration is used,
ultra shallow junctions can be achieved but this degrades the current drivability. In the
nanometer regime, special techniques have been adopted to fabricate 40-nm gate length
n-MOSFET with 10 nm depth source/drain junctions [1].

For a 14-nm gate length transistor, two gates separated by thick SiO2 were used with
the upper gate requiring 7 V to form the channel [2]. It is well known that, in such a
regime, MOSFET devices suffer from significant fluctuations in the threshold voltage and
in the output characteristics together with other various issues [3]. In order to suppress such
effects and to explore the ultimate CMOS limit of about 25-nm gate length, a double-gate
MOSFET device structure, is proposed and demonstrated experimentally [4]. However,
the fabrication of such devices is by no means simple and requires more stringent methods;
both gates have to be self-aligned to the source and drain. On the other hand, though it
appears now that conventional Si technology is hard to beat, the emerging SiGe technology
is expected to boost the performance of Si-based devices beyond that of Si. At least the Ge
material, due to its favorable electrical properties, would probably be in every Si chip in
future generations [5–9]. The Si1−xGex alloys started to attract researchers’attention since
more than sixty years ago [10]. Numerous scientific research papers are published where
different Si1−xGex alloy based devices were demonstrated and studied, see e.g. [11–21]
and references there in.
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2. Transport issues

2.1. Velocity overshoot

When the channel length of the MOSFET device is scaled down to 100 nm and below,
the carrier transport along the channel can be considered as quasi-ballistic transport and,
depending on the scattering events in the channel, the effect of velocity overshoot can be
observed. For conventional Si MOSFETs, the overshoot phenomenon has been predicted
theoretically in the 70s [22, 23] and observed experimentally in the mid 80s at different
temperatures, namely 300 K, 77 K and 4.2 K [24, 25]. Velocity overshoot is important for
increasing the transconductance and thus the speed of the device.

For strained Si or strained SiGe MOSFET devices, investigation of velocity overshoot
has so far been mostly theoretical calculations and computer simulations. These simu-
lations, though some of them approximate, provide useful information and predict the
anticipated trend of carrier transport in the velocity overshoot regime [26–28]. Velocity
overshoot has been predicted to occur closer to the source end and more pronounced in
strained Si and strained SiGe channel MOSFETs than in conventional Si devices [26].

2.2. Alloy scattering

The significance of alloy scattering in the Si1−xGex material system still remains a subject
of debate. This controversy has both experimental and theoretical grounds. First of all it
is important to have a well-defined theoretical formulation to evaluate the alloy scattering
potentialUal because being a fitting parameter appears to be the origin of the debate.
Different researchers chose different values and the spread of these values is large, e.g.,
Ual = 0.2 eV [29], 0.27 eV [30], 0.3 eV [31], 0.6 eV [32–34], 0.9 eV [35], and 2.0 eV
[36]. It is worth mentioning that the value of 0.3 eV used in [31] is equivalent to that of
0.6 eV quoted in [32] and [33] and the factor of 2 is due to a difference in the volume of
the primitive cell. The alloy scattering rate is known to be proportional tox(1− x)(Ual)

2,
wherex is an alloy concentration. Therefore, one would expect that the contribution of
alloy scattering is maximum atx = 0.5 and could be underestimated for small values of
Ual or overestimated for larger values.

If we assume that alloy scattering is the only dominant mechanism at low temperatures
then it would be easy to obtain a good estimate for the alloy potential and the case is
reversed if any other scattering mechanism such as interface roughness and/or interface
impurities is present. Recalling the dependence of the alloy scattering rate on the alloy
concentration given above, it is experimentally observed that a strained Si0.7Ge0.3 grown
on Si at 500◦C showed a significantly lower mobility due to interface roughness compared
to the case when grown at 450◦C [37]. Also they obtained a higher mobility in Si0.5Ge0.5
strained layers on Si, which may rule out the significance of alloy scattering, in contrast to
recent claims.

Beside the difficulty in extracting the alloy potential, in the presence of other scattering
mechanisms, by fitting theoretical calculations to experimental data, experiment is normally
for Hall mobility µH, which is related to the drift mobilityµd via the relationµd =
µH/rH. The Hall factorrH is a complicated function of the magnetic field and the scattering
mechanism in the structures. Note that in thin quantum wells or inversion layers, typically
less than 10 nm thick, the carriers can be considered as a two-dimensional hole/electron gas
and quantum Hall effects can be observed [38]. Although the Hall factorrH can, generally,
have values between 1–2, it has also been observed experimentally to have values much
lower than 1, depending on the Ge content and the doping concentration [39].
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3. Channel engineering issues

The low mobility results in a low transconductance and hence the need for a wider PMOS-
FET transistor. Early suggestion of using Si1−xGex technology in field effect devices was
implemented during the 80s [40]. This pioneering work where a silicide Schottky gate was
used in a MODFET structure was not successful due to the large leakage current at temper-
atures higher than liquid nitrogen. The use of buried strained- Si1−xGex in a MOS structure
as the main conducting channel was then left as the best alternative provided that strong
inversion in the buried channel occurs before that in the surface low mobility Si channel
[41, 42]. Beside being a solution to overcome the low hole mobility, the valence band
alignment in the Si/Si1−xGex heterojunction creates a quantum well (QW) channel that
offers confinement away from the Si/SiO2 interface [43]. The use of a single Si/Si1−xGex
QW for the PMOS transistors, although resulted in performance improvement, has still not
offered the expected gain.

Improvement of the single QW PMOSFET performance can be achieved by using a
modulation doped heterostructure. Here a single or double delta-doped layer is inserted
either above and/or below the QW channel. Very high record hole mobility in excess of
19.000cm2/Vs at 7 K was reported for a single modulation doped QW structure [44]. A
similar study intended to compare normal and inverted modulation doped QW structures
showed that the mobility is higher for a normal modulation doped QW when compared to
an inverted structure having the same inner physical parameters [45]. On the other hand,
double modulation doped QW structure is expected to be advantageous for conductivity
due to the confinement at both edges of the QW however, the result of Hall mobilities
indicates a reduced mobility when compared to single modulation-doped structures [46].
The preceding discussion indicates that the design of the QW plays an important role in the
performance of the PMOS QW based transistor. Theoretical investigation of the confined
carrier concentrations in single QW Si/Si1−xGex PMOSFET has indicated that at strong
inversion most of the carriers accumulate at the heterointerface [47]. This accumulation
is expected to be one of the most limiting factors in degrading the mobility. There have
been many reports that dealt with different Ge profile in the QW, these include trapezoidal
[48], and different triangular Ge profiles [49, 50]. Here, grading the Ge profile is advanta-
geous in creating a wide QW. Carrier concentration investigation indicates that the carrier
concentration is following the high Ge grading profile. Most recently, adding to the exist-
ing different QW based PMOSFET, we have proposed and investigated the feasibility of
different designs of a double retrograde Si/Si1−xGex QW structures [51–53].

Figure 1 shows the calculated valence band profile and the hole distribution. As it is
clear, and in contrast to other single QW profiles, the peak of the carriers lies at the center
of the main conducting channel. It is important to mention that recent studies indicates
that interface roughness might be more dominating than other scattering mechanisms that
contributes to mobility degradation [33]. Note that high quality interface will reduce the
low-frequency noise and this is particularly important for microwave applications [54].
The retrograde structure also offers more engineering possibilities for further performance
improvement. For example, the cap layer can be made ultrathin (1 nm or less) to suppress
its inversion and keep the rather good quality of SiO2/Si interface.

Figure 2 shows the reduction trends in the threshold voltage as the channel length is
reduced. The drain-induced barrier lowering (DIBL) at a channel length of about 0.217µm
is only 77 mV/V for 2.5 V operation, indicating a potentially acceptable short-channel
behavior for this retrograde DQW device. In addition, for this structure, it should come as
no surprise that hot-carrier degradation and loss of the inversion charge in the nanometer-
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Fig. 1. Calculated valence band profile (dotted lines) and the 2D hole distribution profile (solid
lines) along the sample growth direction as a function of gate voltage for the retrograde DQW
structure.

scale devices will be improved because carriers have to travel longer distances to reach
oxide interface.
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Fig. 2. The threshold voltage dependence on the channel length and drain voltage for the SiGe
retrograde DQW shown in Fig. 2, but with a cap of 2 nm.

For engineering the channel for better electron confinement, a tensile strained Si is used
as the main conducting channel. This is beneficial over the QW PMOS in the fact that alloy
scattering effect is minimal. However, the growth of tensile strained Si is technologically not
easy. The growth of relaxed Si1−xGex virtual substrates for the growth of tensile strained
Si is of global interest nowadays. These virtual substrates must contain low density of
threading dislocations to be accepted electrically. There has been mainly three contending
routes to engineer the growth of relaxed Si1−xGex or relaxed pure Ge virtual substrates;
(i) post processing of strained Si1−xGex [55], (ii) use of an intermediate strain relieving
compositionally linear and/or stepwise Si1−xGex graded buffer layer [56, 57] and (iii) direct
Ge epitaxy or surface mediated growth [58, 59]. Both Molecular Beam Epitaxy (MBE) and
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different Chemical Vapor Expitaxial reactors have been used for the hetero-epitaxy of these
virtual substrates. Recently, chemical mechanical polishing at intermediate growth levels
is introduced to achieve higher surface quality and has shown remarkable improvement
of the final relaxed Ge virtual substrate layer [60]. Although with today’s technology,
relatively thin very high quality 100% relaxed Ge buffer layers containing low threading
dislocation densities have been achieved, still more research needs to be carried out in
order to improve the surface morphology, which suffers roughness and undulations [61].
Finally, we will present new results from extraction of hot carriers in the channel. The
hot carriers are filtered drown to the substrate by different engineering techniques [82, 83].
The goal of this technique is to reduce power consumption in CMOS circuits by using the
heat generated from the carrier relaxation, to charge up the battery. The influence of this
technique on circuit properties will also be discussed [84].

Examples of alternative metal gate electrodes are: damascene metals W/TiN or Al/TiN,
Copper, Cu [67] and Tantalum, Ta [68]. Such metal gates can indeed be used to eliminate
gate depletion. This, however, yields a buried-channel device, which suffers from more
short-channel effects than the surface-channel device, but with better channel mobility [69].

One of the promising candidates among gate materials that is completely compatible
with standard CMOS processing and suitable in dual N+/P+ gate technology is the p-type
poly-Si1−xGex gate [70–72]. This material has been shown to benefit from improved resis-
tivity, tunable work function, and reduced gate depletion and boron penetration, compared
to P+ poly-Si [73–75]. The tunable work function of the poly-SiGe gate can be used to
adjust the threshold voltage, while engineering the channel profile can be used to control
short channel effects [76]. Figure 3 shows the dependence of the gate work function on
the Ge content. It is worth mentioning here that the feasibility of a pure Ge (x = 1) gate
has also been studied within an industrial 0.18-µm CMOS process with well controlled
short-channel effects and reduced gate depletion [77].
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Fig. 3. The work function of B-doped P+ poly-SiGe gate material as a function of Ge content.

4. New concept: The single electron transistor

The physical scaling consequences mentioned above, in addition to the power dissipation
problem in a giga bite scale integrated Si chip have lead to the need of new engineered
devices. The single electron transistor (SET) which uses the Coulomb blockade oscillation
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was suggested as a possible candidate [81]. Randomly arranged metal islands were used
when single electron transistor phenomena was first discovered in 1951 [85]. The first SET,
where the number of electrons could be controlled by an external gate was demonstrated in
1987 [86]. However an isolated metal island has to be less than 5 nm in size to output a room
to temperature Coulomb blockade oscillations. Silicon nano-crystals have shown to provide
room temperature operation of the SET. Semiconductor SETs were first demonstrated in
1989 [87, 88]. During the talk we will present our results on e.g. room temperature
Coloumb oscillations in Si based SETs [89, 90].

5. Conclusions and future perspectives

The general trend in most of today’s Si-based MOSFETs research is to introduce new exotic
methods to suit, in part, metal and/or mid-gap gate materials, high-κ dielectrics, and double
gate technology, in order to explore the ultimate limit of these devices. Although this may
offer an improved performance for some time, it also poses more processing complications.
Without such complexities, the chance for the emerging SiGe technology to be in the main
stream and to boost Si-based devices would be greater than ever in the very near future.
Even, if we are to resort to low-temperature CMOS technology, where the performance is
better by a factor of about two, the chance would still be bigger for SiGe. However, some
more research is to be carried out for both n- and p-channel SiGe based MOSFETs. For
the p-channel devices, more experimental work in the appealing issue of optimized carrier
confinement is needed and a more accurate systematic study for the parameters of alloy
and deformation potentials is indispensable. In addition, virtual substrate morphology and
surface properties for the n-channel devices need to be improved.
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Room-temperature operation of GaInAs/InP based ballistic rectifiers at
frequencies up to 50 GHz
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Abstract. Ballistic rectifiers are realized in high-mobility GaInAs/InP quantum well materials
using electron beam lithography and wet chemical etching. The devices are made small enough
to function even at room temperature. Furthermore, we demonstrate that the devices operate at
frequencies at least up to 50 GHz.

Introduction

Recently, a novel semiconductor ballistic rectifier fabricated from a GaAs/AlGaAs het-
erostructure was demonstrated [1]. In contrast to conventional semiconductor rectifiers,
such as diodes, the ballistic rectifier consists of neither a p-n junction nor a barrier structure.
The idea behind this ballistic rectifier is the guidance of electrons by a symmetry-breaking
scatterer in the ballistic electron transport regime, where electrons are only scattered from
designed geometrical boundaries and not from defects. This new working principle al-
lows for very high working speed and also does not give any voltage or current threshold.
Recently, it has been shown that the ballistic rectifiers can be realized in high-mobility
GaInAs/InP quantum well materials [2], which gives higher efficiency and higher opera-
tion temperature of the devices. In this work, we demonstrate that the devices not only
function at room temperature, but also operate up to at least 50 GHz.

1. Fabrication

The material used in this work is a modulation-doped Ga0.25In0.75As/InP heterostructure
(details in ref. [3]) in which electrons are confined into a two-dimensional electron gas
(2DEG) in a 9 nmthick quantum well, located 40 nm below the surface. The GaInAs/InP
system is used because it has been proved to have less surface damage after etching,
and therefore weaker electrical depletion around structures and higher room-temperature
electron mobility than a GaAs/AlGaAs heterostructure. The 2DEG has the following
parameters extracted from the Hall measurements at room temperature: carrier density
4.5×1011 cm−2 and mobility 12000 cm2/Vs. Thus, the elastic mean-free-path of the elec-
trons is 130 nm at room temperature. Using electron beam lithography and wet chemical
etching (details in ref. [4]), a triangular area is etched away in a cross junction on conven-
tional Hall-bars and also on specially designed layouts for high-frequency measurements.
The scanning electron micrograph of the central part of the device is shown in Fig. 1. The
antidot has an upper sidelength of 250 nm and height 230 nm. The lithographical width of
the source (S) and drain (D) channels is 100 nm, and the upper (U) and lower (L) channels
500 nm.
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U

L

S D

e− e−
ac V

Fig. 1. Scanning electron micrograph of the middle part of the device. The etched triangular
antidot scatters most of the electrons out of S and D downwards, independent of the direction of
the applied SD voltage, as illustrated by the arrows

2. Results and discussion

Since the elastic mean-free-path of the electrons in our sample is comparable to the size
of the central part of the device at room temperature, we expect that the electron transport
will be, at least partially, ballistic in the device. Thus, the electron scattering from the
triangular boundaries, as shown by the physical picture in Fig. 1, will largely determine the
transport properties. If a finite voltage is applied to S and D, the applied field will enhance
the electron transmission along the arrows shown in Fig.1 while the electron transmission
along the reverse direction is less affected. This results in an accumulation of electrons
in the L channel and therefore a negative potential at L. Indeed, our devices show this
behavior. The average (dc) voltage between L and U as a function of applied (ac) SD
voltage is measured at different temperatures, and the result is presented in the inset of
Fig. 2. Smaller output at higher temperatures is expected since the elastic mean-free-path
decreases when the temperature increases. Even there is no pronounced output from the
device at low SD voltages at room temperature in inset of Fig. 2, the main curve in Fig. 2
plotted in a large SD voltage range shows that the device indeed works at room temperature.
This proves that the transport of at least some electrons is still ballistic in the device. The
quadratic dependency of the LU voltage, shown by the quadratic fit (solid line) on the SD
voltage is expected from ref. [5].

The parasitic capacitance between electrical contacts is very low for this type of devices
(the contacts are located on the sides instead of the surface and substrate, as for vertical
devices). Also the working principle of this device does not rely on any minority carrier
diffusion and no barrier structure is used along the current direction at all. Therefore we
can expect that the ballistic rectifier should function at very high frequencies. Room-
temperature operation of the ballistic rectifiers makes it much easier to perform high-
frequency experiments than measurements in a cryostat. Figure 3 shows the average device
output (measured by a DC multimeter) versus the power of the high-frequency SD signal
(reading from the signal source) of another device at room temperature. The frequency of
the SD signal is fixed at 50 GHz. As we can see, the output of the device is approximately
linearly dependent on the 50 GHz signal power, which agrees with the quadratic dependency
on applied voltage shown in Fig. 2. Also, we should point out that due to impedance
mismatch between the signal source and the device, only a small fraction of the power
from the signal source is actually absorbed by the device at 50 GHz. Therefore, the real
sensitivity of the device is higher than that shown in Fig. 3. Although it is not possible for
us to test the devices at frequencies higher than 50 GHz, from the working principle we
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the result at lower temperatures.

−0.25

−0.20

−0.15

−0.10

−0.05

0

0 0.05 0.1 0.15 0.2 0.25 0.3
Power (mW)

50 GHz

Room temperature

A
ve

ra
ge

 o
f

(m
V

)
V

LU
Fig. 3. DC output versus the power of the 50
GHz signal, which is applied to the devices
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can expect them to work at much higher frequencies, possibly up to THz regime.

3. Conclusions

In this work we have shown that the ballistic rectification effect can be realized at room
temperature in high-mobility InGaAs/InP quantum well materials. This is one of the very
few types of electronic nano-devices which have been shown to have room-temperature
operations so far. We have also demonstrated operations of the ballistic rectifiers at 50 GHz,
which makes them very promising for practical applications.
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Abstract. Modulation doped N-AlGaAs/GaAs/InAs/GaAs/InAs/GaAs-heterostructures with
InAs-quantum dots in device channel have been grown and investigated. Their photolumines-
cence spectra and electrical transport properties both in low and high electric fields were studied.
Using these structures, modulation doped FET’s have been fabricated and analyzed. It was demon-
strated that the quantum dot FET’s present the new type of the hot electron devices, promising for
high speed applications.

Introduction

Recently it has become possible to fabricate laterally defined nanostructures, such as quan-
tum dots (QD’s). Properties of zero-dimensional electrons confined in such structures at-
tract a great interest both in physics and device applications. The most promising nanometer
(nm)-scale QD-structures are formed by the Stranski–Krastanow mode of the heteroepi-
taxial growth in which a material is deposited on a lattice mismatched substrate beyond
some critical thickness to form very small dot structures (∼20 nm) [1–3]. Although much
work has been done on the structural and optical properties of QD’s, relatively little is
known on the influence of the dot-induced potentials on transport of electrons flowing in
the neighborhood of dots, particularly, in very high electric field, and on the operation of
the real QD-modulation doped field effect transistors (QD-MODFET’s). In this work, we
study the optical and electrical transport properties of the two dimensional (2D) electrons
in the modulation doped N-AlGaAs/GaAs-heterostructures with the InAs-dots embedded
in the GaAs-channel, and analyze the characteristics of QD-MODFET’s fabricated on their
basis. It was shown that mobilityµ2D and concentrationn2D of electrons are strongly
influenced by the presence of QD’s. The high field I–V-characteristics (I–V–C’s) of MOD-
FET’s exhibit the contributions both from mobile 2D-electrons and the electrons localized
in QD’s. QD-devices demonstrate the new type of the hot electron transistors which can
be promising for high speed applications.

1. MBE growth of QD MODFET-structures

The of QD-MODFET-structures (S1) studied here have been grown by molecular beam
epitaxy (MBE) on (100)-semi insulating GaAs-substrates. Figure 1 shows schematically
their cross sections. First we grew a 0.5-µm-thick undoped GaAs-buffer layer and two
very thin InAs-layers, separated by the undoped GaAs spacer layer. Thickness of each
InAs layer was 1.07 nm and thickness of the GaAs spacer layer was 5.6 nm. Two layers of
QD’s with respective size and density were formed. Then, after growth of the second GaAs-
spacer layer with thickness of 5.6 nm, the 10 nm-thick undoped Al0.2Ga0.8As spacer layer,
a 2.5× 1012 cm−2 Si δ-doped layer and a 35 nm-thick undoped Al0.2Ga0.8As barrier layer
were grown. The QD-MODFET-structures were completed by the 6 nm-thick undoped
GaAs layer and the 40 nm-thick 3× 1018 cm−3 Si-doped GaAs contact layer. Figure 2
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Fig. 4. PL-spectra of samples S1, SR.

depicts the energy diagram of the above QD-MODFET-structures. As a reference sample
(SR), we also grew the pseudomorphic-MODFET-structure without QD’s with the same
average In0.17Ga0.83As composition of the 12 nm-thick channel layer.

2. Optical and low field electrical properties of QD-MODFET-structures

Figure 3 showsAFM-photograph of the sample S1, in a case of which the MBE-growth was
completed immediately after growing the second InAs layer. According to this figure, the
average size of QD’s and their areal density are∼40 nm and 3× 1010 cm−2, respectively.

In Fig. 4 PL-spectra of the different samples, measured at 77 K, are presented. Two PL
peaks in the sample RS, typical of the modulation doped quantum wells [4], correspond to
the optical transitions between the two populated electron subbands and the hole subbands.
On the other hand, the broad PL-bands in samples S1 correspond to the InAs-QD’s. In
Table 1 the results of the Hall effect measurements of electron mobilityµ2D and electron
concentrationn2D of samples S1 and SR are presented. As seen, the insertion of QD’s
into the device channel results in the reduction ofµe and the essential reduction ofn2D in
sample S1. In the latter case, obviously, the trap of majority of electrons by QD’s takes
place. The low values of electron mobilities in sample S1 as compared with sample SR, are
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Table 1. Results of the Hall effect measurements ofµ2D andn2D.

Samples µ2D (cm2/Vs) n2D (cm−2)

77 K 300 K 77 K 300 K

SR 10108 4500 8.2×1011 9×1011

S1 3000 2852 1×1011 6×1010

the direct indication, that insertion of InAs-QD’s gives rise the specific random potentials,
which scatter 2D-electrons very effectively. The charges of electrons trapped by QD’s and
the effects of strain around each QD can be responsible for these potentials.

3. High field electric transport in QD-MODFET-structures

Because the essential part of electrons in samples S1 are trapped by QD’s, they can not
participate in the low field electric transport. However, their contributions can be displayed
at high electric fields. For such experiments, special MODFET’s with a the 2µm-drain-
to-source spacing, without gate and with different widths of the ohmic contacts have been
fabricated. Their I–V–C’s are shown in Fig. 5. As seen from this figure, in contrast to
“standard” FET’s, they have the anomalous “two-step” shape (instead of the conventional
curve with “saturation”). When the distance between the sample surface and the chan-
nel is reduced by means of etching, the first current step is reduced or even completely
disappeared, and I–V–C becomes of the threshold type, due to presence of second step
only. The two current steps are explained by the contributions from two types of electron
states: the mobile 2D-electrons (as in “standard” FET) responsible for the first step, and
the electrons localized in QD’s. The second ones, responsible for the second step, give
the contribution only at the high electric fieldF , above some threshold value, as a result
of the field induced electron emission from QD’s. The reduction of the current at the first
step, after the additional surface etching (the surface field induced depletion) supports our
interpretation of this part of I–V–C.

(a)

(b) (c)I d
s
(µ

A
)

Vds (V)
0 2 4 6 8 10 12 14 16

600

400

200

0

Fig. 5. I–V-characteristics of QD-MODFET structures: (a)—before etching, (b) and (c)—after
additional surface etching.

4. QD-MODFET

Using the structures S1, MODFET’s with gate length of 0.4µm have been fabricated. The
I–V–C’s of these QD-MODFET’s are shown in Fig. 6. As seen from this figure applying
even the zero-bias to the gate leads to the essential shift of the second current step to the
lower voltages as compared with the “ungated” devices. This effect can be explained by
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Fig. 6. I–V-characteristics of QD-MODFET structures for different values ofVg (step is−0.5 V).

the redistribution and increasing the peak value of electric field in the device channel under
influence of gate voltageUG. As seen from Fig. 6, the saturation currentIdss for the second
step practically does not depend on the gate biasUG. However, its threshold voltageUth is
very effectively influenced by negative values ofUG. This result is principally different from
the behaviour of the “classical” FET, for which only the electron density and, respectively,
Idss are influenced byUG. These results show, that in a case of QD-MODFET’s, the
concentration of electrons participated in the current flow, becomes independent onUG,
but threshold voltageUth, for initiation of the electron emission from QD’s, is reduced, when
UG becomes more negative. This reduction ofUth is explained by increasing the effective
electric field in thedGD-spacing. The threshold field, which is determined by the energy
of electron states in QD’s, can be evaluated from the I–V–C’s of the “ungated” MODFET:
Eth = 4 Vµm−1. Proceeding from the effect of electron emission from QD’s, we have
evaluated the depth of the energy levels EQD in QD’s:EQD = eEthdQD = 160 meV,
wheredQD = 40 nm is the lateral size of QD’s. The important result of this study is the
finding of the sufficiently high value of the transconductancegm ∼= 500 mS/mm at the very
small expected effective device capacitance.

5. Conclusion

New QD-MODFET has been demonstrated. Operation of the QD-MODFET is principally
different from that of conventional (“classical”) FET, in whichUG carries out the function
of the modulation of the thickness of the conducting channel. On the other hand, in QD-
MODFET, at small electric fields, we have not free electrons in device channel, because they
are localized in QD’s. At high electric field FDS in QD-MODFET,UG-potential controls
the electron emission from QD’s, resulting in a new shape of I–V–C’s. The operation of
such a transistor reminds that of the vacuum triod, where, the gate electrod, similar to the
grid electrod in vacuum triod, controls the electron emission from their source-QD’s.
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Devices based on electron waveguide phenomena attracted considerable interest during the
last several years. Because of high velocity of electrons in the waveguides, these devices
seem to be very promising for high speed electronics. Besides, they potentally allow
extremely low power dissipation. The complicating factor, however, is a large impedance
(13 kOhm for a single mode operation) of the electron waveguide devices, thus restricting
their switching speed. Even though the potential for extreme speed (more than 100 GHz)
operation might be limited, there is a need for investigation of high frequency limitations
of such structures.

Here we present fabrication technology as well as DC and high-frequency (HF) charac-
terization of an electron waveguide based GaInAs/InP T-branch switch (TBS). The TBS-
device is formed by 3 reservoirs separated by three quantum point contacts (QPC); each of
the QPCs is connected to a three port terminal device, Fig. 1. The device is fabricated using
a high mobility 2DEG GaInAs/InP structure with a pseudomorphic Ga0.25In0.75As QW

Common
ground

Port 1 Port 2

Port 3 Left
branch

Stem
100 nm

Right
branch

Fig. 1. Microwave pad design with SEM image of T-branch structure. HF-pads are optimized to
have a parasitic signal crosstalk of less than−50 dB for frequency of up to 7 GHz.
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positioned 40 nm below the InP cap layer. The 2DEG mobility and electron concentration
in the GaInAs QW are 450000 cm2/Vs and 6-8×1011 cm−2 at 0.3 K, respectively. High-
resolution electron beam lithography operating at 35 kV was used to pattern ZEP520A7
positive tone resist to form a mask for wet etching. After a post development baking of the
resist [1], a non-selective HBr-based etchant was used to define the TBS-device. Etching
was performed down to InP substrate (about 80 nm in depth) in order to prevent parasitic
leakage current from the active device area. Geometrical width of the waveguides in the
device was about 150 nm, no epitaxial regrowth was applied.

The T-branch switch was fabricated on a coplanar microwave pad layout optimized for
HF-measurement, Fig. 1. Pad-to-pad capacitance is 0.4 and 0.7 fF from port 1 to 2 and
from port 1 to 3, respectively, which gives a required isolation of 50 dB (due to the high
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Fig. 2. Room temperature dependence of the stem current versus voltage difference between left
and right branch (Vl − Vr ). The stem is connected to ground (Vs = 0).
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impedance nature of EWG structures) up to approximately 7 GHz.
According to theory [2] and previously made measurements on Y-branch structure [3],

[4], the TBS-device can be used as a rectifier with voltagesVl andVr applied to the left
and the right branch in a push-pull mode (Vl = −Vr ). Under these conditions, the stem
voltageVs is always negative and depends approximately quadratic at smallVl andVr .
This non-linearity originates from the ballistic electron transport between the reservoirs.
Electron mean free path at 300 K is about 200 nm, which equals or slightly larger than the
distance between the QPCs. Figure 2 shows the room temperature measurements of the
stem current as a function of voltage difference on branchesVl − Vr . We demonstrated
that this non-linearity effect could be used as a frequency mixer. The measured signal
power spectrum of the TBS-device corresponds well to the expected quasi-DC response
with an applied signal frequency of up to 300 MHz and second harmonic of 600 MHz.
Signal transmission from the right branch to the left branch (parameter S12) was measured
as a function of DC bias of ports 1 and 2 for different frequencies. The stem electrode
was connected to ground via a 50-Ohm resistor. The S12 scattering parameter indicates
a clear non-linear (DC dependent) behavior up to about 3 GHz, above this frequency the
signal is limited by a parasitic capacitance leakage between the ports, see Fig. 3. Prior
to HF-measurement of the TBS-device, both “open pad” and “through” structures without
the device were characterized for calibration purposes. All the HF-measurements were
performed at room temperature using 50-Ohm loads.
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New quantum wire field effect transistor

V. Larkin†, P. A. Houston†, G. Hill†,S. Morozov‡, D. Ivanov‡,
I. Larkin†, J. J. Jefferson† and Yu. Dubrovskii‡
† Dept. of Electronic and Electrical Engineering, University of Sheffield, UK
‡ Institute of Microelectronics Technology RAS, Chernogolovka, Russia

Abstract. We present field effect transistor with stand-alone quantum wire channel based on
V-groove GaAs/AlGaAs heterostructure grown metal organic chemical-vapour-deposition.

Electron transport in one-dimensional (1D) systems has been extensively studied both
experimentally and theoretically. The most striking feature of 1D transport is revealed
in the ballistic limit, where the conductance is quantized in units ofG0 = 2e2/h. This
quantization has been observed in two-dimensional electron gas (2DEG) systems further
confined to 1D by means of an electrostatic potential in a point contact geometry. In
these structures, the 1D electron channels are adiabatically connected to the 2D electron
reservoirs. However, other structures, which use “rigid” confinement potential (e.g., etched
stripe structures [1], over-grown constrictions [2], and T-shaped cleaved-edge overgrown
wires [3]), all show ballistic quantized conductance that significantly deviates from theG0
values.

In this work we demonstrate field effect transistor fabricated on V-groove GaAs/
AlxGa1−xAs heterostructure produced by metal-organic-chemical-vapour-deposition
(MOCVD). This technique produces very long QWR’s in heterostructures with hard wall
confinement and large mini band separation. To provide electrons to sidewalls and QWR
selectively doped AlGaAs layers were grown on both sides of thin epi-layer of undoped
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Fig. 1. Schematic cross-sectional picture of a QWR heterostructure.
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Fig. 2. SEM image of the device. Fig. 3. Cross-sectional TEM images of a
QWR heterostructure.

GaAs separated by 20 nm spacers (Fig. 1). To ensure good leads to QWR we fabricated
AgGe ohmic contacts to 2DEG. 4µm top Schottky gate was placed across the channel to
control electron density (Fig. 2). The TEM image (Fig. 3) shows that for 8.5 nm GaAs
layer in planar part the size of the QW in the sidewalls is less than 4 nm at the top of the
V-groove. The transverse dimensions of the QWR are 18 nm by 75 nm.
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Fig. 4. Conductance vs gate voltage at 4.2 K.

The magneto-conductance measurements were performed on two different type of de-
vices: one with planar two-dimensional electron gas (2DEG) and another with etched
planar 2DEG. Both devices have cut-off gate voltage∼0.5 V. The typical conductance of
the second type device versus gate voltage at 4.2 K is shown in Fig. 4. By studies of the
conductance in magnetic field of different orientation it have been shown that above the cut-
off gate voltage the transport is determined by short one dimensional channels connected
by tunnel junctions.
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Dynamical nature of peculiarities of RTD static V–I characteristic

E. A. Poltoratskyand G. S. Rychkov
Scientific Researeh Institute of Physical Problems, 103460 Moscow, Russia

Significant achievements in the way of creating nanostructures and studying physical phe-
nomena in these ones are generally acknowledged by now. However the transition to
creating nanoelements with definite functional properties goes forward slowly. One of the
reason of such situation is the necessity to take into account the dynamic processes running
in nanoelements [1].

An example, when the static characteristics are a consequence of dynamic behaviour
nanoelements, is a bistable state of resonant tunneling diodes (RTD). This state shows that
in the field of negative differential resistance (NDR) at the same bias voltage through the
diode the current can have one value, or another [2]. And, as the function from a bias
voltage, this phenomenon carries the brightly expressed hysteresis character. Except for
hysteresis section there is also horizontal section in area NDR, which can be bent upwards
or fall downwards. Usually this section is called “plateau” and connects to a generation
of oscillations. Carried out by a number of the authors the numerical modeling of the
behaviour of resonant-tunneling structure has shown a presence of current oscillations
inside structure [2]. And the frequency of oscillations had very high values (∼2.4 THz).
The internal oscillations are connected with a presence of “plateau”. As to hysteresis loops,
the question remained open, as the authors of work [2] connected it to redistribution of a
charge between the emitter and quantum well only.

It is natural, that the oscillations are connected to presence of an inductive element
inside resonant-tunnel structure. Such element is the part of the emitter directly contiguous
to the barrier (see Fig. 1). In view of an inductive element the authors of the considered
works have given the equivalent circuit of RTD, submitted in Fig. 2(a). However, they
could not use it for an explanation of anomalies in I–V characteristic as such circuit can
not generate oscillation at all.

In [2] dynamic equations describing oscillation in resonant-tunneling structure are re-
ceived also. The equations describe occurrence of small fluctuations that correspond to
birth at dynamic system of a limiting cycle from the critical point in its some small area
determined by some small parameter. The offered dynamic model describes occurrence of
“soft” generation and by virtue of small amplitudes of oscillations explains the presence
of “plateau” in I–V characteristic of resonant-tunneling structures only qualitatively. We
offer the equivalent circuit of RTD, enabling to investigate dynamic processes more widely
and to give an interpretation of “plateau” and hysteresis loops from the uniform point of
view, namely from the point of view of oscillatory process, which in area “plateau” has the
character of a “soft” mode of oscillations, and in area hysteresis loops — “rigid” mode.

The equivalent circuit, considered by us, is submitted in a Fig. 2(b). As a matter of
fact it differs by one, but very important detail. A current sourcei0(v) is shunted by the
capacityC, which reflects a presence of a quantum well containing a charge. The addition
of this capacity, even as much as very small, causes the oscillations of high frequency in an
internal contour formed by elements L, C andi0(v), which are shunted by capacityC0.

For analysis of the limiting cycles the analytical and topological criteria allowing to
estimate the number of limit cycles, their characteristics and their uniqueness are developed.
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Fig. 1. Schematic band-edge diagram of
the RTD under bias with virtual inductive
element (VIE) marked by the frame.
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Fig. 2. (a) BJ model [2] of RTD equivalent-circuit;
(b) proposed equivalent-circuit.

Here we shall present the simplified criterion of existence of limit cycles for the certain
dynamic system, corresponding to the resonant-tunneling structure.

Let oscillatory system is described by the differential equations
di

dt
= a(E − v), di

dt
= i − i0(v),

wherea is constant,i0(v) is I–V static characteristic of oscillatory system, andE is bias
voltage. Leti∗0(v) = i0(2E − v). If the curvesi0(v) andi∗(v) are intersected inn points
(v1, il) . . . (vn, in) for v < E, then the system hasn limit cycles, and the voltage amplitude
of k limit cycle v0k satisfies to an inequality:

E − vk < v0k < E − vk+1, 1≤ k ≤ n, vn+1 = −∞.
If i′0(E) > 0, the odd limit cycles will be unstable, and even — steady.
If i′0(E) < 0, on the contrary.

More accurate formulation of criteria of limiting cycles presence and absence for con-
sidered and more complex dynamic systems can be found in [3].

Now on the basis of the presented criterion we shall carry out the analysis of resonant-
tunneling structure, with an equivalent circuit submitted in Fig. 2(b). For simplicity we
shall consider, thatR0 = 0. To give the problem a definite form, let us take thei(v) in
form represented in Fig. 3(a). Using criterion and assuming that “time-averaged” current
of stable limit cycle equal(Ip + Iv)/2, we receive “time-averaged” I–V characteristic
represented in Fig. 3(b).

We have I–V characteristic, which is obtained at external measurement. So the experi-
mentally measured static I–V characteristic, exhibiting a plateaulike behavior and double
hysteresis, have the dynamic nature:“soft” and “rigid” generation. Let’s consider more in
detail, that occurs at first at increasing of a bias voltage, and then at its decreasing. When the
voltage increases, the dynamic system has only one steady critical point. At achievement
of a pointa the steady critical point turns in unstable and system goes to the stable dynamic
state (to the stable limit cycleS1 (see Fig. 4(a)), where there are the oscillation (so-called
“soft” generation). Externally it corresponds to the transition from a pointa in a pointb
(see Fig. 3(b)). At the further increase of a voltage the mode of “soft” generation is kept,
until the pointgwill not be achieved. The further increase of a voltage results in birth from
the critical pointO unstable limit cycleS2 and transition the system from “soft” mode of
generation to “rigid” (see Fig. 4(b). The “rigid” mode is characterized by presence of two
steady condition: one static state is represented by a steady critical pointO, and second —
dynamic, represented by steady oscillation (steady limit cycleS1). As at increase of a bias
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Fig. 4. Phase portraits of dynamical system shown in fig.2(b) for the cases: (a) “plateau”; (b) large
“hysteresis” loop; c) small “hysteresis” loop.

voltage the system was in an oscillatory mode, it will continue to keep this state though the
system can be transferred in a steady static state. The system will be in “rigid” mode of
excitation of oscillations, while the pointcwill not be achieved. At this moment in phase
space of system a steady limiting cycleS1 is merged with unstableS2 and the system will
have only one steady critical pointO. The system passes in a steady static state, which is
represented by transition from a pointc in d (Fig. 3(b)). Now at decrease of a bias voltage
the system will be in a steady static stateO, though it has also steady dynamic stateS
(Fig. 4(b)). It will proceed, while bias voltage will not be lowered up to the pointe. Here
the unstable limit cycleS2 merges with the critical pointO, which turns to the unstable
critical point. The system passes in a “soft” mode of generation, which proceeds while the
pointewill not be achieved yet. At the further decrease of bias voltage the system will go
on a sectionbf, that corresponds to a presence of the system in an excitation state, though
it has also the steady static stateO. Excitation is represented by the steady limit cycleS1
(Fig. 4(c)). At last, at achievement of a pointf the system passes in a unique static steady
stateO.

This work was supported in part by the Russian–Ukraine programme “Nanophysics and
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Unmonotonous variation of oscillation threshold with in-plane magnetic
field in resonant-tunneling diode
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Abstract. Current oscillations in the negative differential conductance region of resonant tun-
neling diodes with different lateral pattern and size versus perpendicular to the tunneling current
magnetic field have been studied. It is revealed that the value of the critical negative differential
conductance or oscillations threshold, that is the value of conductance when the oscillations in
measurement circuit are arisen, unmonotonically depends on magnetic field. The relation of the
observed dependence with inhomogeneous distribution of the tunneling current is discussed.

Current instabilities have been investigated in semiconductor devices for over 50 years [1].
Inhomogeneous instabilities such as domains and filaments have attracted much attention
and have been revealed in a wide range of the devices. As far as we know, a resonant
tunneling diode (RTD) becomes experimentally investigated for the presence of theinho-
mogeneous instabilitiesvery recently [2]. By inhomogeneous, we mean instabilities or
charge inhomogeneties in the plane of the barrier and quantum well. Some theoretical
works have already predicted this kind of instability in the RTD [3–7]. In particularly it
was shown that increasing of the lateral size of the diode above some critical value leads to
a significant inhomogeneous current distribution along the RTD structure when the diode
is biased in the negative differential conductance (NDC) region.

A local probe technique has already been successfully exploited in Gunn diodes to de-
termine the inhomogeneous current distribution [8]. However, for the RTD, this technique
is not applicable, not only because of the relative small lateral size of the predicted current
inhomogeneities but also because of inaccessibility of a local external probe to the bar-
rier and quantum well region of the diode where the inhomogeneity is expected to occur.
Another way to test for an inhomogeneous current distribution is to compare experimen-
tal data with those calculated from widely used RTD models derived on the assumption
of a homogeneous current distribution along the tunnel junction. Features that cannot be
explained by these models can then be searched for experimentally as evidence of current
inhomogeneity.

In this work we present studies of the current oscillations excited in measurement cir-
cuit when RTD is biased to the negative differential conductance region in magnetic field
parallel to the barriers focusing on the variation of the oscillation threshold conductance
with magnetic field. The oscillations appear when negative differential conductance ex-
ceed some critical value — threshold conductance. In the approximation of homogeneous
current distribution the threshold conductance is related with other measurement circuit
parameters by stability condition. The in-plane magnetic field strongly effects and change
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Fig. 1. (a) Resonant tunneling diode with ohmic metallization and applied bias voltage. (b) Circular
mesa structure. The diameter D of the structure is equal to 200µm for sampleA and 400µm for
sampleB. (c) Mesa structure of stripe-like sampleC. (d) Current-voltage characteristic of the
RTD measured with dc voltmeters. The point A is a transition point between stable current region
and unstable current region at backward sweep of bias voltage. The threshold conductance is a
differential conductance at point A.

dc current-voltage characteristic (I–V curve) of the RTD [9, 10]. It changes mainly differ-
ential conductance and remains other internal parameters of the diode almost unchanged.
Evidently one could expect that threshold conductance measured without changing in the
external circuit should remains almost the same at different magnetic fields. Contrary to
this expectation we have found remarkable dependence of the threshold conductance on
magnetic field.

The resonant tunneling diodes were fabricated from double barrier heterostructure
grown onn+ GaAs substrate. The heterostructure consisted of 11.8 nm wide QW sand-
wiched between two Al0.4Ga0.6As 8.3 nm thick barriers. Undoped 30 nm spacer layers
separated the barrier/well region from the n-doped contact layers. The diodes had differ-
ent lateral sizes and forms of the mesa structure made by conventional wet etching (see
Fig. 1(a)). SampleA had circular mesa of 200µm diameter (see Fig. 1(b)). Sample B had
circular mesa of 400µm diameter. SampleC had mesa of stripe-like form and the area of
the sample was equal the area of a square with 300µm side (see Fig. 1(c)).

The I–V curves were measured with dc voltmeters. Since the dc voltmeter measures an
average value of real voltage sudden appearance of nonlinear voltage oscillations cause an
appearance of current steps and jumps in the NDC region (see Fig. 1(d)). The oscillations
excitation was controlled by measurements with high sensitive oscilloscope. The oscilla-
tions were observed inside the voltage range of current step and they were absent out of
this range.

Thus when the voltage is swept from stable region of the I–V curve to unstable one
the differential conductance at point of the stable-unstable transition is equal to threshold
conductance which could be determined from the data. So measuring the dc I–V curves
at different magnetic fields one can get the dependence of the threshold conductance on
magnetic field. In this work we have investigated stable-unstable transition in NDC region
near current minimum (see Fig. 1(d), point A) for reverse bias sweep direction. Near the
current peak the differential conductance changes very quickly with voltage therefore this
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Fig. 2. (a) Current–voltage characteristics of the RTD at different in-plane magnetic fields.
(b) Threshold conductance versus in-plane magnetic field. Circles with dotted line correspond
to data measured on sampleA. Squares with dash line correspond to sampleB. Triangles with
solid line correspond to sampleC. Lines is used only as viewguide.

region is not convenient for the measurements. The I–V curves are shown in Fig. 2(a) at
different in-plane magnetic fields. The in-plane magnetic field causes the broadening of
the resonant peak and shifts it to higher voltages [9, 10]. The dependences of the threshold
conductance on magnetic field are plotted in Fig. 2b for different samples.

As it was mentioned above the magnetic field effects only parameters of the RTD while
other parameters of the measurement circuit remain the same. Furthermore in magnetic
field the differential conductance changes more drastically then other parameters of the
RTD, e.g. differential capacitance. From Fig. 2(b) one can see that threshold conductance
is constantσT ≈ −2.5 mS in the magnetic field range from 1 T to 2 T for all samples.
In addition theσT has the same values for samplesA andC from 1 T to 5 T. It is worth
to note that capacitance of the sampleC is twice larger than that of the sampleA, which
is four times less of capacitance of the sampleB. The same relations should be valid for
contact resistances of the samples. This is very surprising that the values of the threshold
conductance are so closed for such different samples. It can be so when theσT is determined
mainly by the external circuit parameters, which doesn’t depend upon the magnetic field,
and one should observe no dependence upon the magnetic field and no significant difference
between different samples. On the other hand if we suppose inhomogeneous lateral current
distribution the effective area of the samples will be determined by lateral size of the
inhomogeneity that may be the same for the samples with different lateral sizes. The
inhomogeneous current distribution should be very sensitive to the in-plane magnetic field
and thus one should expect nontrivial dependence upon the magnetic field.

In summary, we have investigated the current oscillations in the NDC region of the RTD
in the in-plane magnetic field. The samples of different size and form have been investigated.
We have measured the differential conductance at transition point from stable current region
to the region where the oscillations are exited. The threshold conductance is found to have
a peak in its dependence on magnetic field. The peak positions and threshold conductance
differ for the samples of different size. However the value of threshold conductance out of
the peaks are the same for all samples. The observed features cannot be explain assuming
homogeneous lateral current distribution in the NDC region of resonant tunneling diodes.
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New class of magnetoresistance oscillations: interaction of a
two-dimensional electron gas with leaky interface phonons
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Abstract. We report on a new class of magnetoresistance oscillations observed in a high-mobility
two-dimensional electron gas (2DEG) in GaAs-AlxGa1−xAs heterostructures. Appearing in a
weak magnetic field (B < 0.3 T) and only in a narrow temperature range (2 K< T < 9 K), these
oscillations are periodic in 1/B with a frequency proportional to the electron Fermi wave vector,kF.
We interpret the effect as a magnetophonon resonance of the 2DEG with thermally excited leaky
interface-acoustic phonons. Calculations show a few branches of such modes existing on the GaAs-
AlxGa1−xAs interface, and their velocities are in quantitative agreement with the observation. We
show that electrons mostly interact with the phonons carrying a wave vectorq = 2kF.

There are several classes of transverse magnetoresistance (MR) oscillations known to exist
in a two-dimensional homogeneous electron gas (2DEG). The most common of these are
the Shubnikov–de Haas oscillations (SdH), which arise from a magnetic fieldB-induced
modulation of the density of states at the Fermi levelEF. They become more pronounced
with decreasing temperatureT . The magnetophonon resonance (MPR) [1, 2] is a source
of another class of oscillations resulting from the absorption of bulk longitudinal optical
phonons. These resonances appear under the conditionωLO = lωc, whereωLO andωc =
eB/mc are the optical phonon and cyclotron frequencies respectively,l is an integer, and
m is the effective mass of the carriers. These oscillations are only seen at relatively high
T ∼ 100−180 K [2]. Both SdH and MPR are periodic in 1/B, but the SdH frequency
(reciprocal period) scales with electron density asne, whereas MPR isne-independent.

In this paper, we report on a new class of MR oscillations observed in a high-mobility
2DEG in GaAs-AlxGa1−xAs heterostructures. Unrelated to either of the above origins,
these novel oscillations are still periodic in 1/B, but they appearonlyin a narrow temperature
range (2 K< T < 9 K), and their frequency scales with

√
ne. We interpret the data in terms

of a magnetophonon resonance mediated by thermally excitedleaky interface-acoustic
phonon(LIP) modes. In principle, the surface modes might provide a good explanation
as well, but in our case 2DEG is located so far from the surface (∼0.5 µm) that no such
interaction is possible.

The leaky interface modes have been studied for a few decades in connection with
the Earth’s crust [3]. The term “leaky” shows that the waves propagate at a small angle
with the interface, so that the energy radiates towards the outside media. At some specific
parameters these waves may not be leaky [4], but for the interface under study all of them
are leaky. Despite the fact that LIP is commonly presented in layered material systems [5],
it has so far not been considered on the GaAs-AlxGa1−xAs interface. Due to radiation of
energy, the frequency and velocity of leaky waves are complex:u = ω/q = uR− iuI with
uI ! uR.
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The novel oscillations can be explained by a simple momentum selection rule which
is derived later in the paper. It says that at high Landau levels (LLs) the electrons interact
predominantly with the interface phonons carrying a wave vectorq = 2kF, wherekF is the
Fermi wave vector of the 2DEG at zeroB field. The condition for resonant absorption or
emission of an interface phonon is then given by

2kFuR = lωc, l = 1,2,3, . . . (1)

We claim that Eq. (1) determines the values ofB for the maximain these new MR
oscillations. It shows that the oscillations are periodic in 1/B with a frequencyf =
2kFumc/e. Evidently, the bulk phonons can not account for the resonance, since their
frequency depends onqz, while the selection rule includes lateral momentum only.

Our primary samples are lithographically defined Hall bars cleaved from modulation-
doped GaAs-Al0.3Ga0.7As heterostructures of high-mobilityµ ≈ 3×106 cm2/Vs. The
wafers are grown by MBE on the (001) GaAs substrate. At lowT , the density of the
2DEG,ne (in units of 1011 cm−2 throughout the text), can be tuned by a combination of
LED illumination and the NiCr front gate potential. The experiments were performed in a
variable-temperature4He cryostat equipped with a superconducting magnet, employing a
standard low-frequency lock-in technique for resistance measurement.

In Fig. 1 we show the normalized low-field magnetoresistivityρxx(B)/ρxx(0)measured
atT = 4 K, for the electron densityne = 2.05, 2.27 and 2.55, respectively. In addition to
the damped SdH commonly seen in a 2DEG at thisT , the traces reveal new oscillations
that appear only atB < 0.3 T. The amplitude of the oscillations is about 2–3% in these
traces.
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Fig. 1. ρxx(B)/ρxx(0) traces (shifted vertically for clarity) are shown for three densitiesne of
2.05, 2.27 and 2.55× 1011 cm−2, respectively; arrows indicate the maxima forl = 1, 2, 3, 4
and the shift of the primary (l = 1) peak with increasingne; Inset shows that the oscillations are
periodic in 1/B.

Three aspects of the observation should be highlighted. First, the oscillations are roughly
periodic in inverse magnetic field, 1/B. The arrows next to the traces indicate theρxx(Bl)
maxima(indexed asl = 1, 2, 3, 4) in this oscillatory structure. In the inset we plot the
order of the oscillations,l (and−d2ρxx/dB

2), vs. 1/B for ne = 2.55 and observe a linear
dependence. Such periodic oscillations have been seen for allne (from∼ 1.5 to 3) studied.
Second, with increasingne the features shift orderly towards the higherB. Finally, the
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oscillatory structure is accompanied by a negative MR background, apparently in the same
B range where the oscillations take place.

In the following we shall focus on the analysis of the oscillatory structure, in particular,
their dependence on thene andT . To further quantify our results, we have performed fast
Fourier transform (FFT) on the resistance data. Surprisingly, such analysis has uncovered
two frequencies, marked byA andB. The peakA corresponds to the main period, conform-
ing to a simple fit in Fig. 1. The peakB is somewhat weaker, and occurs atfB ≈ 1.5fA. The
shift of the doublet with increasingne is marked by three arrows for the main peaks. The
FFT data have revealed a striking linear relation between the frequencies of oscillations and
the electron Fermi wave vector. We plotf 2 of the FFT peaks against the electron density,
ne, which has been varied from 1.47 to 2.95 in the same specimen. SincekF =

√
2πne,

the observed linearity indicates thatf ∝ kF.
Such a linear dependence distinguishes the new oscillations from SdH, asfSdH ∝ k2

F,
and is exactly what one expects from the phonon resonance scenario proposed here. As such,
the oscillatory structure must be viewed as resulting from the resonance of the 2DEG with
two branches of the interface modes. Using Eq. (1) and a single known material parameter,
the GaAs band electron massm ≈ 0.068me, we fit the data (solid line in the inset) and
deduce a velocity for the slow (fast) modeuA ≈ 2.9 km/s (uB ≈ 4.4 km/s). Within
the experimental error of 10% the data from several specimen collapse on the same lines,
indicating that new oscillations are generic in high-mobility 2DEG in GaAs-AlxGa1−xAs
heterostructures.

The T -dependence of the oscillations is consistent with athermally excitedphonon-
scattering model. In our samplesρxx(0) grows linearly withT , indicating that acoustic-
phonon scattering dominates the electron mobility in this temperature range [6, 7]. Con-
sidering the interface phonon modes of interest here, we rely on the value of the slow
modeuA = 2.9 km/s to estimate a characteristic temperature,Tc, from kBTc = �uA(2kF).
The value ofTc ≈ 5 K can qualitatively account for the temperature dependence of the
main features of the oscillations. While the SdH gradually diminishes asT increases, the
oscillations are best developed atT ≈ 3−7 K and are strongly damped at both higher and
lower T . At T ! Tc the number of interface phonons carryingq = 2kF becomes small
and therefore the amplitudes diminish. At highT the smearing of the LLs prevails and the
oscillations disappear as well.

We now turn to the details of the theoretical explanation of the novel oscillations. We
have performed the calculations [8] of LIP modes for the GaAs-Al0.3Ga0.7As interface on
the basal (001) plane. In anisotropic case the speed of LIPs depends on an angle betweenq

and the [100] direction. Using the elastic moduli of the bulk lattices[9] we found series of
modes with weak anisotropy and a small imaginary part of the velocity (uI /uR < 0.03). We
have studied the modes within the interval of velocities 2.4–6.0 km/s. Two close groups
of modes have been found within the interval of 3–3.5 km/s and that of 4.2–4.5 km/s,
respectively. These modes may be responsible for two periods of oscillations which have
been observed. The frequencies of the other modes found are too high to be detected in our
experiment. Note that different modes may interact with electrons with a different strength.

To calculate the transverse conductivity due to the scattering of the 2DEG by the LIPs,
we employ a 2D analog of the formula, first derived by Titeica.

σxx = 4πe2

Am2kBT ω2
c

∑
n,n′
∑
ky,k′y
∑
qx,qy

|Inn′(qλ)|2 q2
y |C(q)|2

×Nlfn(1− fn′)δky−k′y+qy δ(ωc(n′ − n)− qu). (2)
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HereA is the area,Nl = (exp(�ω/kBT )− 1)−1, fn = (exp((En − µ)/kBT )+ 1)−1,
λ = √

�c/eB is the magnetic length, and|C(q)|2 ≡ v(q)/A is the square modulus of
the 2DEG-LIP interaction, which has a power law dependence onq. This formula can be
interpreted in the following way. A 2D electron in a magnetic field has a wave function
which is a product of a plane wave in they direction and an oscillatory wave function,
centered at the positionx0 = −c�ky/eB: H = exp(ikyy)φn(x − x0), wheren is the
LL index. A transverse conductivity appears because an electron transfers wave vector
qy = k′y − ky to a scatterer. This is equivalent to a jump in thex-direction at a distance
�x0 = c�qy/eB. In Eq. (2) this physics is applied to electron-interface phonon scattering.

The theory proves selection ruleq = 2kF and provides an interpretation of the rule.
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Abstract. We trace signatures of quantum chaos in the distribution of nodal points and streamlines
for coherent electron transport through different types of quantum dots (chaotical and regular). We
have calculated normalized distribution functions for the nearest distances between nodal points and
found that this distribution may be used as a new signature of quantum chaos for electron transport
in open systems. All irregular billiards shows the same characteristic distribution function. These
signatures of quantum chaos are well reproduced using well-known approaches of chaotic wave
functions with the same characteristic distribution function. We have also investigated the quantum
flows, and have found some remarkable properties of them.

Introduction

The field of quantum chaos has received much attention, due to the increase of the investi-
gations of low-dimensional systems. The nature of quantum chaos in a specific system is
traditionally inferred from its classical counterpart. Hence one may ask if quantum chaos
is to be understood solely as a phenomenon that emerges in the classical limit, or if there
are some intrinsically quantum phenomena, which can contribute to irregular behavior in
the quantum domain. In the present work this problem is discussed in relation with ballistic
quantum transport through regular and irregular electron billiards.

The eigenstates in closed irregular billiards have revealed the characteristic complex
patterns of nodal lines [1]. Here we investigate the evolution of these patterns when opening
the billiard and introducing a current through it. In order to clarify how the pertrubing leads
reduce the symmetry and how a regular billiard may eventually turn into a chaotic one, we
follow the evolution of the patterns with increasing energy.

For such an open system the wave functionψ is now a scattering state with both real
and imaginary parts, each of which gives rise to separate sets of nodal lines (Re[ψ ] = 0 or
Im[ψ ] = 0). Nodal points, i.e., the points at which these two sets of nodal lines intersect
becauseRe[ψ ] = Im[ψ ] = 0, and their spatial distribution will play a crucual role for
the characteristics of the flow in the system. The vicinity of a nodal point constitutes a
forbidden area for quantum streamlines (Bohm trajectories) contributing to the net transport
from source to drain [2, 3]. In our case the most important property of the nodal points
of ψ is a formation of quantum vortices in the current probability flow which gives rise to
the phenomenon that the quantum streamlines passing from source to drain can not skirt
around the nodal points.
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1. Theoretical model and calculation

For this study we use model of quantum billiard with two attached semi-infinite leads.
Electrons are confined by hard wall boundaries. The interior potential is set equal to zero.
We believe that principal results are not sensitive to the particular choice of boundaries.
Using the dimensionless variablesx → x/d, y → y/d and the energyε = 2m∗d2E/�2,
whered is the width of the leads, we map the Schr¨odinger equation for electron of a mass
m∗ onto a square lattice labeled(k, l) and with cell sizea0.[

4−
(
d

a0

)2

ε

]
ψk,l − ψk+1,l − ψk−1,l − ψk,l+1− ψk,l−1 = 0. (1)

Typical grid sizes are between 200×400 and 600×1200 for rectangular stadium. Number
of open transport channels was selected in a range form 1 to 20.

For introducing streamlines we use alternative interpretation of quantum mechanics.
Writing the wave function in terms of a norm and a phase

ψ = √ρ exp(iS/�) (2)

the time independent Schr¨odinger equation can be decomposed as follows [2, 3]

E = 1
2mv

2+ V + VQM
∇ρv = 0 , (3)

where
v = ∇S/m. (4)

Streamlines (Bohm trajectories) depends on the solution of time-dependent equations

ẋ = vx, ẏ = vy. (5)

The nodal points were obtained as intersection of nodal lines of real and imaginary parts
of wave function (lines where these parts change a sign). We propose that an appropriate
signature of quantum chaos in open cavities may be formulated in the following way. The
distribution of distances for the nearest neighbours of the nodal points are expected to be
distinctly different for nominally regular and irregular billiards. The distribution of the
distances for nearest neighbours was found in the following way. For i-th nodal point
(xi, yi) the distance to the nearest neighbourri was evaluated. This was done for each
channel for a given energy of incoming electron. Finally histograms forri was averaged
over different numbers (51, 101 or more) of energy values in narrow energy interval, with
a few conductance fluctuations. Then the distribution was normalized. We have also used
a similar procedure for averaging over the positions of incoming leads.

In order to check our introduced signature of quantum chaos we have calculated the
same distributions for a complex combination states in the nominally closed billiards (6)
and also for Berry-type wave functions (7).

ψ(x, y) =∑mn amnψmn(x, y) (6)

ψ(x, y) =∑j aj exp(ikj · r + φj ), (7)

whereψmn(x, y) are discrete eigenstates of closed cavity,amn, aj , φj are uniformly dis-
tributed coefficients andkj are wave vectors of a given energy shell.
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Fig. 1. Distributions of nearest distances for
an electron transport through Sinai billiardε =
50 (a), Bunimovich stadiumε = 79 (b), and
rectangle withε = 51 (c), averaging by energy,
size of grid is 840×400.
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4 mixed states in rectangular billiard (b), 12
mixed states (c) and Berry-type wave func-
tion (d).

2. Results and discussion

We have calculated normalized distribution functions for the nearest distances between
nodal points. Our typical statistic is a few millions distances between nodal points. We
have found that this distribution has a characteristic form for all types of open billiards
except for rectangular ones (Fig. 1). We suggest that this form is universal one and may
be used as a new signature of quantum chaos for an electron transport in the open systems.
The universal distribution function is shown to be insensitive to the way of averaging (over
positions of leads or over a narrow energy interval with a few conductance fluctuations). An
integrable rectangular billiard yields a nonuniversal distribution for the nearest neighbour
separations with a central peak corresponding to partial order of the nodal points (Fig. 1).
The distributions for mixed states in the closed rectangle and for Berry-type wave function
shown in Fig. 2 in comparision with our universal form for irregular cavities. Obviously,
that distributions for this well-known approaches of chaotic wave functions are closed to
our universal form. It confirm that our universal form can be used as the new signature
of quantum chaos for an electron transport through quantum dots. Comparison of the
distributions for the closed rectangle with different number of states and the distributions
for regular and irregular dots let us to assert following statement. The difference between
the distributions for different cavities are related to the number of eigenstates “effectively
involved” into the electron transport because of symmetry.

Examples of streamlines are given in Fig. 3 and Fig. 4. We have found an effect of
“channeling” of streamlines in the case of a regular cavity. This effect can be explained by
partial order of nodal points. But in the same time patterns of quantum flows for irregular
billiards are very complex and disordered.
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Fig. 3. Nodal lines and vortices positions for a
rectangle in the tunneling regime at resonance
energyε ∼ 19.2727. The dimensions of the
rectangle are 10d times 21d where d is the
width of the channel. The tunneling situation
is achieved by introducing appropriate barriers
at the entrance and exit leads. The particle is
injected through the upper lead.

Fig. 4. Streamlines and positions of vor1tices
for a Sinai billiard at an energy 20.79 (one open
channel). The radius of the semicircular region
is 2d whered is the width of the leads.
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Large increase of electron mobility in a modulation-doped
AlGaAs/GaAs/AlGaAs quantum well with an inserted thin AlAs barrier
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Abstract. The electron(polar optical (PO) phonon scattering mechanisms which determine the
electron mobility in a Al0.25Ga0.75As/GaAs/Al0.25Ga0.75As quantum well (QW) with an inserted
thin AlAs barrier are considered. It is shown that the decrease of the second subband electron
scattering by PO-phonon emission is responsible for the large increase of the mobility in the QW
with the inserted barrier.

Introduction

There are many attempts to reduce electron(phonon scattering in modulation-doped quan-
tum wells (QW) by confining polar optical (PO) phonons in a QW [1, 2]. It was shown
that a thin barrier inserted into the QW reduces strongly electron scattering by confined
phonons. But simultaneously the increase of electron scattering by interface phonons com-
pensates this reduction. The competition of these scattering mechanisms determines the
total electron scattering by PO phonons. In this paper the separate contribution to electron
mobility of definite type intra- and intersubband electron transitions with absorption or
emission of PO phonons is considered. The scattering mechanisms which are responsible
for the increase of the mobility in a Al0.25Ga0.75As/GaAs/Al0.25Ga0.75As QW with an
inserted thin (1 nm) AlAs barrier are considered.

1. Confined electron–PO-phonon scattering rate and electron mobility

The transition frequenciesWa,e
if v of electrons, confined in a QW, from an initial state in

subbandi to any final state in subbandf by emission (absorption) ofv-mode PO-phonons
are calculated by using the dielectric continuum model [3–6]. The nonelastic electron–
PO-phonon scattering with a large change of scattered electron energy requires to take into
account the different occupation of electrons in the initial and final states. Taking into
account the electron state occupation, the electron–PO-phonon scattering rate is written as

W
a,e
if v =

∑
v

∫ ∞

Ei

W
a,e
if v(E)

1− f (E ± �ωv)

1− f (E)
[∫ ∞

Ei

f (E)dE

]−1

(1)

whereEi is the subbandi bottom energy,�ωv is the phonon energy, andf (E) is the electron
Fermi–Dirac distribution function. The plus sign is for phonon absorption and the minus
one is for phonon emission.

In this paper the estimation of a separate contribution of various type electron–PO-
phonon scattering to electron mobility is done assuming the inverse mean frequency of
electron transitions by PO-phonon absorption (emission) as a momentum relaxation time

τif = 1

Wif
. (2)
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This relaxation time approximation gives only a crude estimation of the mobility limited
by PO-phonon scattering, but it is expected that this approximation is sufficient for estima-
tion the relative contribution to electron mobility of various electron scattering mechanisms
by various phonon modes. Note that the values of mobility calculated within the used relax-
ation time approximation in the GaAs QW are near to the values observed experimentally.

In this approximation, the i-subband electron mobility is

µi = e

m

[∑
f

(
We
if +Wa

if

) ]−1

(3)

and the total electron mobility in the QW is

µ = 1

ns

∑
i

µini (4)

wherens andni is the sheet electron concentrations in the QW and in subbandi, respectively.

2. The dependence of electron subband mobility on sheet electron concentration

The calculated intra- and intersubband electron–PO-phonon scattering rates as functions of
sheet electron concentrationns in the Al0.25Ga0.75As/GaAs/Al0.25Ga0.75As QW of width
L = 20 nm are presented in Fig. 1(a).

The significant enhancement of the intra- and intersubband scattering rates by PO-
phonon absorption with increasingns is observed in lower subbands (Wa

11, W
a
12, W

a
22).

The enhancement takes place in the subbands with degenerate electron gas. This is largest
in the lowest (first) electron subband (Wa

11), where electron gas is most degenerated (see
Fig. 1(a)).

The scattering rates by phonon emission from the upper subband to the lower one (We
31,

We
32,W

e
21) opposite decrease with electron gas degeneration in the lower subband.

The increase of scattering rates by phonon absorption (Wa
11 andWa

12) is responsible for
the strong decrease of electron mobilities with increasingns in the lowest (first) electron
subband,µ1, as it is shown in Fig. 1(b). The second subband mobilityµ2 increases due
to decreasing second subband electron scattering by phonon emission whenns changes in
the range of(5−15)× 1015 m−2. At ns > 15× 1015 m−2, µ2 decreases very fast because
of the strong increase of electron scattering rates by phonon absorption,Wa

22,W
a
21,W

a
23.

As a result, the decrease of QW conductivity (µns) with increasingns takes place. This
is shown in Fig. 1(b). Whenns > 3× 1016 m−2, the contribution of the third subband
electrons to the enhancement of the mobility due to the decrease ofWe

31, W
e
32 gives the

enhancement of the total QW conductivity in spite of decreasing the first and second subband
mobilities.

3. The QW with an inserted barrier

A thin (1 nm) AlAs barrier inserted into the QW center changes the electron subband
energies and divides PO phonon spectra into two independent branches located at both
sides of the barrier [2].

The electron subband energies are divided into two pairs. The lower energy subband pair
(first and second subbands) are occupied by electrons, and the upper subband occupation
is negligible atL < 30 nm. The lower subband electron scattering by phonons determines
the QW conductivity and electron mobility.

Figure 2(a) shows the dependence of scattering rates in the lower subbands of the QW
with a barrier on the sheet electron concentrationns . Because the phonon emission between



TN.03 479

0.0

0.5

1.0

1.5

2.0

2.5

T = 100 K
L = 20 nm

21e

31e

32e

13a21a

23a
22a

12a

11a

0 1 2 3 4 5 6
0

2

4

6

(a)

(b)

µ·ns

µµ1

µ3µ2

3.0

3.5

4.0

4.5

5.0

5.5

6.0

ns 10 (m )16 −2

µ·
(1

0
/V

s)
n s

16

µ
 (

m
/V

s)
2

W
if

12
(1

0
/s

)

Fig. 1. The electron–PO-phonon scattering ratesWif with electron transitions from the initial state
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the closely placed first and second subband levels is not permitted, the electron scattering
with phonon absorption determines the mobility of first and second subband electrons.
The scattering rates by phonon absorption (Wa

11,W
a
22,W

a
12,W

a
21) remain the predominant

mechanism in a wide range of doping level (5× 1015 < ns < 6× 1016 m−2).
It is seen from Figs. 1(a) and 2(a) that theWa

11 andWe
21 in the QW with an inserted

barrier are less than these scattering rates in the QW without a barrier. The decrease of
theWa

11 for the strong reduction of the scattering rate by the confined phonons when the
barrier is inserted into the QW is responsible [3]. As a result, the first subband mobility
is larger in the case when the barrier is inserted into the QW. For the enhancement of the
total electron mobility in the QW with the inserted barrier, the decrease of theWe

21 and,
consequently, the increase of the second subband mobility is responsible (see Fig. 2(b)).

Figure 3 shows the mobilities in the QW with the barrier and without it.

Conclusions

The electron–PO-phonon scattering mechanisms which are responsible for the dependence
of electron mobility in the QW with and without barriers on the doping level are determined.
It is shown that:

1. The increase of the scattering by PO-phonon absorption is responsible for the decrease
of QW conductivity with increasing the sheet electron concentration.

2. The insertion of a thin AlAs barrier into the Al0.25Ga0.75As/GaAs/Al0.25Ga0.75As
QW center closes with each other the first and second subband levels and decreases the
scattering rates of the second subband electrons by PO-phonon emission (We

21). As a result,
the electron mobility in the QW with the inserted barrier exceeds that in the QW without
the barrier atns < 2× 1016 m−2. At ns = 5× 1015 m−2 the increase of the mobility in
the QW with the barrier takes place in the interval of 15< L < 35 nm.
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Abstract. Electron transport in heterostructure with two tunnel-coupled quantum well has been
numerically investigated under condition of strong non-one-dimensionality of electric field in the
structure. It is shown for the first time an ability of the effect in such heterostructures, which
is similar to the Gunn effect in bulk semiconductor. The effect is conditioned by the electron
tunneling transition between quantum wells with different mobility and is characterized by forma-
tion of the strong field domain and the negative differential conductivity region on current-voltage
characteristic.

Introduction

Heterostructures with tunnel-coupled quantum wells (HS with TC QW) are a convenient
object for investigation of quantum effects in macroscopic system which can be simply
registered from changing conductivity of the system. Such structures can be also interesting
for the fast electronics because the conductivity changing of HS with TC QW occurs at
the electron tunneling transition on short distance. In [1–6] some devices and conductivity
models of HS with TC QW were suggested and numerical calculations were executed
in the external electric and magnetic field. These results have limited applicability for
the calculations of real HS because of their one-dimensionality. 2D or 3D numerical
calculations of HS with TC QW have not been done and this fact has conditioned the
setting of the task. Since HS with TC QW have macroscopic size and have equivalent
characteristics in the plane of QWs it permits to apply 2D calculations.

1. Studied heterostructure

Figure 1 shows physical structure of studied HS. Sheet electron concentration in QW1
is stabilized by donors in the lower barrier. The bottom of QW2 shifts with respect to
that of QW1 as the gate is biased. The doping level is selected so that only two first
subbands are filled. The mobilityµQW2 has been varied in the range 100–1000 cm2/(Vs)
at calculations. This mobility is conditioned by scattering on roughness of heterointerface
and it is proportional to six degree of the QW width [7]. The mobility in the QW1 is
supposed to be equal to electron mobility in 200 Å GaAs QW at 77 K. All calculations
are executed for this temperature. If the gate voltage differs from the value corresponding
to anticrossing of the first and second quantum levels, the wave functions of the different
subbands are localized each in their own QW and the conductivity is implemented mainly
by carriers in the QW1. AtVgs ∼ −0.7 V the anticrossing of the first and second subbands
takes place and the wave function of each state is situated into both QWs simultaneously.
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Fig. 1. Structure, topology of contacts and band diagram under the gate at different gate bias,
Vds = 0 V; (1) 0 V, (2)−0.7 V, (3)−0.9 V.

As consequence, the electrons from both subbands in both QWs scatter on roughness in
the QW2. The total mobility and conductivity of the TC QW are decreased.

2. Conductivity model and calculation method

The tunnel connection between QWs can be strong diminished by scattering of the 2D
momentum. At character mobility in QWs 103−104 cm2/(Vs) the broadening of the states
in QWs is�/τ ∼ 10−1 meV. This value is comparable with intervalley tunnel matrix
elementT in TC QW. T ∼ 0.5−5 meV for the GaAs/Al0.3Ga0.7As system at barrier
thickness 50–100Å. The expression for lateral conductivity of two tunnel-coupled quantum
wells taking into account momentum scattering was obtained in [5] with effective mobility:

µeff = 2µ
1+ α24µ2(�ε2+ 4T 2)

(1− µ2
S)+ α24µ2(�ε2(1− µ2

S)+ 4T 2)
. (1)

Hereµ1 andµ2 are mobilities in the separately taken QW1 and QW2 without interaction;
1/µ = 1/µ1 + 1/µ2, µs = (µ1 − µ2)/(µ1 + µ2), α = m∗/e�, n = n1 + n2 is the total
concentration in both QWs,�ε energy difference between 1st and 2nd subbands in the
absence of tunneling, it is controlled by external field and equals zero at anticrossing.
Because of the potential along QWs changes weakly on electron wavelength we solve
numerically 1D Schr¨odinger equation in different TC QW cross-sections along the structure
for finding�ε andT . In the whole HS the 2D Poison equation and discontinuity equation
for electron current is solved numerically. The expression (1) is used as mobility model
into TC QW. Diffusion coefficient is determined from Einstein relation. In the whole
heterostructure except TC QW, we use mobility model for fonon and impurity scattering.
The iteration procedure is used for solving Schr¨odinger equation consistently with DDM
equations.

3. Calculations results

The calculated concentration and mobility in the TC QW, lateral current in the whole HS
are presented in Fig. 2. Because of strong broadening of the levels the strongest mobility
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variation is realized not at minimum ofµQW2. On theIds−Vds curves the negative differ-
ential resistance appears when drain-source voltage produces lateral electric field compared
with transverse. The drain-source voltage drops stronger along the QW1 than the QW2
because the potential of QW2 is fixed by the gate. Therefore the energy levels gradient
along the gate is different and the anticrossing takes place in some point under the gate
at Vds = 0.52 V that leads to strong decrease of mobility and charge accumulation near
this point. The electric field is increased locally, the carrier velocity starts to saturate and
results in further decreasing of mobility and charge accumulation. As a result, the strong
field domain is formed under the gate (Fig. 3) and the lateral current is decreased. The
condition of the domain formation is the sufficient decreasing of mobility at anticrossing.
Ids−Vds characteristics calculated forµQW1 = 8000 cm2/(Vs), do not posses the negative
differential resistance region. In fact, this effect is the analog of the Gunn effect in bulk
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semiconductor but in our case the effect is conditioned by interwell transfer of electrons.
The calculation results don’t differ practically for monotonic and nonmonotonic saturation
velocity models (µeff is set as low field mobility in these models in TC QW, the nonmono-
tonic model describes the usual Gunn effectin in GaAs). It indicates prevalence of interwell
transfer over intervalley. The effect is stable to variation of the structure parameters so it is
not numerical.
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Abstract. The theory of weak localization is presented for quasi-2D systems where several sub-
bands of size quantization are occupied. The weak-localization correction to conductivity is shown
to depend strongly on the level concentration ratio and intersubband scattering intensity. Specifi-
cally, at the comparable level occupations and equal relaxation times, the conductivity correction
of them-subband system decreases inm times when transiting from the isolated levels to the
high-intensive intersubband scattering case.

A weak localization phenomenon is known to be an interference of waves propagating along
the same paths in opposite directions [1]. Processes of phase and spin relaxation or magnetic
field destroy the interference and therefore can make observable the weak localization effect.
The brightest manifestation of the phenomenon is the anomalous behavior of resistance in
classically weak magnetic fields,ωcτ ! 1. Hereωc is the cyclotron frequency, andτ is the
momentum relaxation time. Since the magnetic field destroys the coherence at distances
comparable to magnetic length,lB , this effect takes place whenlB is simultaneously equal
to characteristic kinetic lengths.

In very low magnetic fields, the coherence is destructed at long trajectories, when
the mean free path,l, is much less thanlB . This is so-calleddiffusion regime of weak
localization, and the corresponding characteristic size is the dephasing length,lϕ . In higher
fields, whenlB ∼ l, short trajectories passing through several scatterers contribute to weak
localization. This regime is callednon-diffusion.

The anomalous magnetoresistance was widely investigated both theoretically and exper-
imentally in bulk semiconductors and metals, thin films and ultra-quantum two-dimensional
(2D) structures. A comparison of theory and experimental data in both diffusion and non-
diffusion regimes allowed to determine the kinetic parameters such as times and lengths of
elastic relaxation and dephasing.

Recently the magnetotransport investigations have been devoted to more complicated,
so-called quasi-2D systems which are between three-dimensional and ultra-quantum two-
dimensional ones. These structures are tunnel-coupled quantum wells, multivalley 2D
semiconductors and quantum wells with two or several occupied levels of size quantiza-
tion. Intersubband scattering taking place in these systems leads to effective averaging of
the kinetic parameters corresponding to different levels and therefore can affect magneto-
transport [2].

Quasi-2D systems are very attractive objects for study of weak localization because even
rare intersubband transitions affect it strongly. Usually the intersubband scattering time,
τij (i �= j ), exceeds enough the total momentum relaxation times in subbands,τi , therefore
an influence of intersubband transitions on classical magnetotransport is insignificant. In
opposite, the dependence of weak-localization correction to conductivity on magnetic field,
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�σ(B), in the diffusion regime and its value in zero field,�σ(0), are determined by the
dephasing timeτϕi exceedingτi . Therefore atτij long with respect toτi but comparable to
τ
ϕ
i intersubband scattering affects weak-localization correction strongly.

The aim of this communication is to present the theory of weak localization for multi-
level 2D systems. We calculate the conductivity correction�σ(B) in the whole range of
classically weak magnetic fields. To concentrate on the effect of intersubband transitions,
scattering is assumed to be isotropic and a spin relaxation is neglected. Note, that�σ(B)

in the frame of diffusion approximation was obtained in Ref. [3]
The main weak localization corrections to the conductivity appear in the first order in

the parameter(kF l)−1 with respect to classical conductivity, wherekF is the Fermi wave
vector. The corresponding expression has the form

�σ = �σ(a) +�σ(b) , (1)

where the terms are given by

�σ(a) = − e2

π2�

∑
i

l2i

l2B
τi

∞∑
N=0

Pi(N) C(3)ii (N) , (2)

�σ(b) = e2

π2�

∑
ij

li lj

l2B

τiτj

τij

∞∑
N=0

Qi(N)Qj (N)
1

2

[
C(2)ij (N)+ C(2)j i (N + 1)

]
.

Hereτij (i �= j ) andτii are inter- and intrasubband scattering times,li andlϕi are the mean
free path and the dephasing length in thei-th subband,e is the electron charge,Pi(N) and
Qi(N) are defined by

Pi(N) = lB

li

∞∫
0

dx exp

[
−x lB

li

(
1+ li

l
ϕ
i

)
− x

2

2

]
LN(x

2) , (3)

Qi(N) = lB

li

1√
N + 1

∞∫
0

dx x exp

[
−x lB

li

(
1+ li

l
ϕ
i

)
− x

2

2

]
L1
N(x

2) ,

with LN andL1
N being the Laguerre polinomials. The CooperonsC(2) andC(3) are deter-

mined from the following system of linear equations∑
k

(
δik − τk

τik
Pk(N)

)
C(2)kj (N) =

∑
k

τk

τikτkj
Pk(N) , (4)

C(3)ij (N) = C(2)ij (N)−
∑
k

τk

τikτkj
Pk(N) .

The expressions (2) describe the weak-localization correction to conductivity in the
whole range of classically weak magnetic field.

Figure 1 presents the dependence of�σ on magnetic field for the system with two size-
quantized levels at various intersubband scattering rates and different level occupations.
We assume here that the total relaxation times in the subbands coincide,τ1 = τ2, and the
dephasing times are also identical and equal to 10τ1. The solid, dashed and dotted curves



TN.05p 487

0.01 0.1 1 10 100 1000

−0.15

−0.10

−0.05

0.00

−0.15

−0.10

−0.05

0.00
(b) n n2 1/ =0.04

C
on

du
ct

ivi
ty

 c
or

re
ct

io
n

/–
)

∆σ
(e

h
2

Magnetic field ( / )I I1 B
2

(a) / =0.5n n2 1
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correspond to the cases of isolated levels,τ12 � τ
ϕ
1 � τ1, relatively rare intersubband

transitions,τ12 ∼ τ
ϕ
1 � τ1, and intensive intersubband scattering,τ12 ∼ τ1 ! τ

ϕ
1 ,

respectively.
At the comparable level concentrations (Fig. 1a),l1 ∼ l2, intersubband scattering de-

creases the absolute value of the conductivity correction,|�σ |, with respect to the isolated
level case (solid curve). Rare intersubband transitions (dashed curve) change|�σ | rather
in low magnetic fields corresponding to the diffusion regime. The reason is that weak
intersubband scattering acts as an additional dephasing and therefore leads to reduction of
the effective dephasing time that determines the behavior of�σ in the diffusion regime.
Frequent intersubband transitions (dotted curve) decrease|�σ | in the whole range of clas-
sically weak magnetic fields.

Moreover, one can say the increasing of the intersubband scattering intensity causes
the transition from two-level into one-level system. Indeed, in the absence of intersubband
scattering, two independent levels exist. In the case of intensive intersubband scattering,
τ12 ∼ τ1, the level division does not take place. There is only one subband effectively
with average kinetic parameters. Since the total and dephasing subband times are chosen
to be identical respectively,τ1 = τ2, τϕ1 = τ

ϕ
2 , the average parameters of the ’effective

subband’ coincide with those of separate subbands at the comparable level occupations,
n1 ≈ n2. The one-level weak localization correction to conductivity is independent of the
level occupation. Therefore atn1 ≈ n2 the magnitude of|�σ | for intensive intersubband
scattering is approximately half as much as for isolated subband system. This difference
for a factor of 2 can be seen between solid and dotted curves in Fig. 1(a).

In the case of different level concentrations (Fig. 1(b)) the quantum conductivity correc-
tion depends on the intersubband scattering intensity in complicated manner. However at
arbitrary concentration ratio, rare intersubband transitions do decrease|�σ | in the diffusion
regime because, as mentioned above, the role of weak intersubband scattering is restricted
to an additional dephasing.

In conclusion, the theory of weak localization has been presented for multilevel 2D
systems.
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The electron transport properties of disordered (or condensed) quasi-2D semiconductor
structures (in our case, the disorder is caused by the Coulomb-like chaotic potential relief
induced by a statistic ensemble of built-in charges) are of the interest due to the funda-
mental problems open up-to-now. The ones actually imply the basic understanding of the
metal-to-insulator transition regularities affected by both the system dimension and the dis-
order parameters. As the next, they entail the practical interest to the “quantum” FET-like
systems with the conductance determined by the value ofe2/h at reliable conditions, say
at temperatures much exceeding the 4.2 K.

Characteristic peculiarities of the electron transport previously observed in the structures
with the strong fluctuation potential [1–3] are discussed in the report.

The objects for our consideration were the FET-like structures (i.e. the GaAs-based
HEMTs or MESFETs both with a bulk or a delta-doping and the sub-micron gate-length,
the Si-MOS FETs, etc.) presently used as the nano-electronic active elements. As we have
shown, the built-in charge (the ionized impurity with the concentration∼1018 cm−3, i.e.
>1012 cm−2 induces the fluctuation potential (FP), strong enough (up to∼100 meV) to
change the electron transport properties of these structures even at temperaturesT ∼ 300 K.

Meanwhile, main experiments we have performed using the Si-MNOS (Si-SiO2-Si3N4-
Me) structures with the inversion n-channel as the model-object. The tunneling-thin SiO2
layer (∼3 nm) allows setting the built-in charge concentration (the negative charge on elec-
tron traps at the SiO2–Si3N4 interface, i.e. the FP sources) in the frame of 1010−1013 cm−2

by means of the electron injection from Si at strong electric-field (at the gate voltage
Vg > 30 V). This way one can actually change the sample properties in a broad region by
setting different built-in charge realization, which controls the energy and space scales of
the FP.

The results under our consideration, thus obtained for the Si-MNOS structures [1–3],
i.e. dependence of the Hall-effect and the conductanceG vs. the gate voltageVg and the
temperatureT (in the range 4.2–300 K) are as follows:

— the threshold behavior of the Hall-effect voltage (at the constant drain voltage,
∼10 mV, and low magnetic fields,<1 T) vsVg, where the threshold of the Hall-effect
disappearance corresponds to the finite value of the quasi-2D channel conductivity,∼e2/h;

— observation of the quasi-2D channel electrical non-homogeneity effected by the
Vg decreasing; estimation of the non-homogeneity space scale,Lc, to be up to∼10 mm
or more, followed by the conclusion that practical FETs could naturally show both the
percolation and the mesoscopic properties (we mean the non-coherent mesoscopics);
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— observation of the plateau region on the conductanceG vs Vg curves at the char-
acteristic value of theG ∼ e2/h just in the case of FETs with the gate lengthLg < Lc;
the plateau has been commonly observed regardless to the temperature (4.2–300 K), the
built-in charge concentration (1012−1013 cm−2), their nature (impurities, ions, or traps)
and sign (regarding to the charge carriers in the quasi-2D channel, i.e. electrons or holes),
the substrate material (Si or GaAs), the gate length (0.3 - 10 mm), and the gate length
to the width relation (1/10–1/1000); the effect causes thedG/dVg vsG maximum at the
argument value∼e2/h;

— observation of the quasi-activation behavior of theG vsT dependence with different
values of the pre-exponent,∼e2/h at high temperatures and more then the order less at
intermediate temperatures; observation of the power-like low,G ∝ const+ T 2, in the
low-temperature region.

The experimental results are discussed in frames of the percolation theory taking into
account the quantum behavior of the resistive elements (the latter controls the percolation
cluster conductance, see [4]) and the macroscopic scale of electron puddles (the walls of
the FP), both determine the micrometer-long correlation scale of the percolation cluster in
our case.

Other word, as we assume, the gate voltage reducing (i.e. reducing of the FP electron
screening) leads to the system transformation: initially (high gate voltage) quasi-2D system
thus transformed into the percolation system. In the latter case, the electron transport is
performed by transition of electrons from a wall (the electron puddle) to the neighboring
one through the FP passes. Thus connected puddles form the percolation net, and this net
properties are controlled by both the FP sources and electron screening.

So, the discussed transition to the percolating net should lead to disappearance of the
Hall effect at some characteristic value of the structure conductivity. In our case, the
conductance threshold value∼e2/h obviously shows that we deal with the quantum-scale
system regardless to their macroscopic scales.

So, considering theG vs Vg andT peculiarities in the short-gate FETs(Lg < Lc)

assumes a situation when the electron transport is carried out along a number of percola-
tion paths and is controlled for the each path by the most resistive element, the only one
saddle-point constriction of the FP. In contrast to [4], we consider the transport through
the constriction taking into account not a step-like but a smooth energy dependence of the
tunneling probability determined by the saddle curvatures [5]. Using both the experimental
data and results of our computer simulation (in frames of the Landauer–Buttiker formal-
ism) we have estimated the energy parameters,hωx andhωy , characterizing the saddle
curvatures along the electron transport and in the perpendicular direction respectively. At
G ∼ e2/h the parameters have been found to be of the same order,hωx ∼ hωy ∼ 100 meV,
in accordance with results of the FP simulation in frames of statistical model. The esti-
mations show a possibility of the conductance quantization at relatively high temperatures,
T ! hωy/2 [5].

The electron effective state density,Nss , and dependence of thehωx vs the Fermi
energy have been also analyzed. As we have found out, the state density doesn’t have any
noticeable energy dependence andNss ∼ 2m/ph2, while the parameterhωx rapidly drops
from ∼100 meV down to∼1 meV with the Fermi energy decreasing. The latter means
that reducing of the FP screening leads to the saddle transformation into the narrow and
long ballistic channel and thus determines the conductance behavior vs the gate voltage
and temperature.
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Edge states and their transport in a quantum wire exposed to a
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Abstract. Edge states and their transport in a quantum wire exposed to a perpendicular non-
homogeneous magnetic field are investigated. Systems are studied where the magnetic field exhibits
a discontinuous jump in the transverse direction. The energy spectra and wave functions of these
systems, the corresponding group velocities along the interface and the particle average positions
normal to the interface are calculated. The resistance of the quantum wire is obtained both in the
ballistic and in the diffusive regimes as a function of the Fermi energy and of the homogeneous
background magnetic field.

Introduction

Investigations of semiconductor nanosystems is frequently connected with the use of mag-
netic fields. In the last several years a complex situation of nanosystems in a non-uniform
magnetic field has attracted considerable interest [1]. Different experimental groups have
succeeded in realizing such systems [2] by depositing patterned gates of superconducting or
ferromagnetic materials on top of the heterostructure. An alternative approach to produce
non-homogeneous magnetic fields is by varying thetopographyof an electron gas [3].

We investigate the magnetic edge states and their transport properties (in the ballistic
and diffusive regimes) in nanosystems exposed to a normal inhomogeneous magnetic field.
Structures are studied where the magnetic field changes its sign, strength, and both sign and
strength at the magnetic interface. Such a system was recently realized experimentally [4]
by depositing a ferromagnetic stripe on top of the electron gas and by applying a background
magnetic field normal to the electron gas. Varying the background field results in all the
above situations.

1. Approach

Consider a one-dimensional electron channel along they-direction formed by the parabolic
confining potentialV (x) and exposed to a normal non-homogeneous magnetic field
Bz(x) = B1 andBz(x) = −B2 respectively on the left and the right hand side of the mag-
netic interface atx = 0. This system is placed in a homogeneous background magnetic field
Bz(x) = Bb. In any finite region along thex-direction where the magnetic field is uniform,
the system is described by the single particle HamiltonianH = ( %p+ e/c %A)2/2m∗ +V (x)
wherem∗ is the particle effective mass,V (x) = m∗ω2

0x
2/2, ω0 is the confining poten-

tial strength. We choose for the vector potential the Landau gauge%A = (0, Bx,0) and
Schrödinger equation can be separated with the ansatzH(x, y) = eikyψ(x), whereψ is
an eigenstate of the one-dimensional problem(d2/dx2+ ν+1/2− (x−X(k))2/4)ψ(x−
X(k)) = 0.Here we introduce the following notations:ν+1/2= (ε−�

2k2/2m
B
)/�ω∗ is

the particle transverse energy in units ofω∗ =
√
ω2
B + ω2

0, ωB is the cyclotron frequency,
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Fig. 1. The energy spectrum for the 8 lowest bands (left figure) and the particle average position
corresponding to the 5 lowest energy bands (rigt figure).

ε andk are the energy and the momentum. The coordinate of the center of orbital rotation
is X(k) = kl∗ωB/ω∗ in units of the length scalel∗ = √

�/(m∗ω∗). In the longitudinal
direction the electron acquires a new field dependent massm

B
= m∗ω∗2/ω2

0. The solutions
of the above equation are the parabolic cylindrical functionsDν(x).

In the non-homogeneous magnetic field caseν,X are different on the left and right hand
side of the magnetic interface and we construct the wave function asψν1,ν2(x,X1, X2) =
Dν1(

√
2(X1(k)− x)), if x < 0 andψν1,ν2(x,X1, X2) = Dν2(

√
2(x − X2(k))), if x > 0.

Indices 1,2 refer to the values of quantities for whichω∗ =
√
ω2
B + ω2

0 is taken withB =
B1, B2, respectively. Matching of this wave function and its derivative atx = 0 leads to the
dispersion equationd ln(Dν1(x − X1(k))/dx|x=−0 = d ln(Dν2(−x + X2(k))/dx|x=+0.

By solving this equation we obtain the energy and wave functions of the magnetic edge
states, which are the solution of the one-dimensional problem with the effective potential
Veff (x, k) = mω∗12(x − X1(k))

2/2+ �
2k2/2m

B1
, if x < 0 andVeff (x, k) = mω∗22(x −

X2(k))
2/2+ �

2k2/2m
B2
, if x > 0. The shape ofVeff (x, k) depends strongly on the sign

of k and on the magnetic field profile.

2. Spectrum

For brevity here we restrict ourselves by consideration only asymmetric system:B1 �=
B2, sign(B1/B2) = −1. In this caseVeff (x, k) exhibits a pronounced asymmetry both as
a function ofk andx. For negative values ofk, Veff (x, k) is a triangular-like asymmetric
well with a minimum of�2k2/2m∗ at x = 0. For positive values ofk, Veff (x, k) is a
double well with different minima�2k2/2m

B1
and�

2k2/2m
B2

at the positionsx = +X1(k)

andx = −X2(k), respectively. The triangular like barrier between the wells has again the
height�2k2/2m∗ atx = 0.Thus the confining potential together with the non-homogeneous
magnetic field induces three effective masses (m∗ for negative andm

B1
, m

B2
for positive

values ofk) in the system. The spectrum consists of alternating symmetrical and anti-
symmetrical terms and is described by a discrete quantum numbern = 0,1,2, ... and the
momentumk along the wire (Fig. 1). For negative values ofk, the spectrum corresponds
to snake orbits with free-like motion and with massm∗ along they-direction. These states
are effectively localized in the vicinity of the magnetic interface in the region where the
magnetic field is smaller. The group velocity is approximately linear and the particle average
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Fig. 2. The Fermi energy dependence of the conductance in the ballistic regime (left figure) and
of the conductivity, in units ofσ0 = e2τ/(πm∗l∗), in the diffusive regime (right figure).

positionxn is approximately independent of the wave number (Fig. 1). For positivek the
spectrum characterizes the hybrid states. For some positive value ofk the group velocity
vn and the particle average positionxn start to oscillate as a function of the wave number
and the particle tunnels periodically from the left to the right side of the quantum wire and
vice versa. Atk → +∞ all states tend to be localized in the region where the magnetic
field is large and the well of the effective potential is lower.

3. Transport

We calculate the zero temperature two terminal magneto-conductance for a perfect conduc-
tor using the B¨uttiker formula [5]. From Fig. 2 it is seen that the conductance, in the ballistic
regime for different magnetic field profiles, exhibits stepwise variations as a function of the
Fermi energy. For a given energy and confining potential strength, the conductance in the
non-homogeneous magnetic field is nearly twice that for the homogeneous field case. The
conductance decreases when going from the profileB1 = −3B2 to the profilesB1 = −B2,
andB1 = +3B2.

The conductivity in the diffusive regime is calculated in the relaxation time approxima-
tion. We obtainσ1D = 2e2/h τ(EF )

∑
n |vn(k)|ε=EF in the zero temperature limit, τ is the

momentum relaxation time. For the profilesB1 = −3B2 (see Fig. 2) andB1 = +3B2 the
conductivity due to states with negative velocities (dashed curves) is larger than that due to
states with positive velocities (dotted curves). In the case when the magnetic field changes
its sign, the states with negative velocities are the snake states, which are always faster
than the states with positive velocities which are related to the hybrid states. In the case of
B1 = +3B2 all the states are hybrid states, however, the contribution to the conductivity
of the states with negative velocities is larger because these states have the small massm

B
,

and large velocityvn. For bothvn > 0 andvn < 0 parts, the conductivity has an oscillating
structure as a function of the Fermi energy which is due to a divergence of the density of
states at the bottom of theεn(k) band. However, the contributions due to states withvn > 0
exhibit an additional structure related to the oscillations of the group velocity as a function
of k. This structure is more pronounced in the case ofB1 = −3B2, the conductivity has
additional distinct minima that reflect the tunneling effect discussed above.

The magneto-resistance in the ballistic regime exhibits stepwise variations as a function
of the background magnetic fieldBb. In the diffusive regime the resistance exhibits small
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peaks as a function ofBb that are associated with the magnetic depopulation effect and that
are on top of a positive magneto-resistance background, which increases withBb.

4. Summary

We developed a theory for the non-homogeneous magnetic field induced edge states and
their transport in a quantum wire. We calculated rigorously the spectrum of these systems,
the corresponding group velocities along the magnetic interface and the particle average
position normal to the magnetic interface. Exploiting these results, we calculated the
conductance and the conductivity of the quantum wire in the ballistic and diffusive regimes.
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Abstract. The transport in semiconductor superlattices subject to quantizing electric and mag-
netic fields is studied based on the double-time Green function method. Our rigorous quantum-
mechanical approach, which goes beyond the Kadanoff–Baym ansatz, reveals the hopping nature of
the high-field transport in narrow-miniband superlattices. In both, the electric- and magnetic-field
dependence of the current, gaps appear.

1. Introduction

Coherent carrier dynamics has been studied in semiconductor superlattices (SLs). The
application of a strong dc electric field parallel to the SL axis leads to a reduction of the
electron coherence. The electric-field induced reduction of the electron coherence in a SL
is due to Bloch oscillations of electrons confined to a region of the order of�/eE (E is
the electric field and� the miniband width). A different approach to Bloch oscillations
is the formation of Wannier–Stark ladder states replacing the miniband energy spectrum,
which is well defined in an unbiased SL. Nonlinear carrier transport along the SL axis is
only possible via inelastic scattering.

When a strong magnetic field is applied parallel to the SL axis, the in-plane free elec-
tron motion quantizes into Landau levels. Consequently, the energy spectrum becomes
completely discrete due to both WS and Landau quantization. The application of strong
electric and magnetic fields creates a so-called quantum-box SL (QBSL), the characteristic
properties of which are tunable by varying the electric and magnetic field.

From a theoretical point of view, the complete field-induced quantization of the elec-
tronic eigenstates poses some interesting problems related to the importance of lifetime
broadening. Without any scattering, there is neither a collisional broadening of the energy
spectrum nor carrier transport described by the nonequilibrium distribution function. To ac-
count for lifetime broadening, scattering has to be treated beyond perturbation theory. What
is so fascinating about the quantum transport in QBSLs is the strong correlation between
the particle spectrum and the statistical properties of the system. In the strongly biased
nonequilibrium system, in which the field-dependent eigenstates are completely discrete,
many-particle effects drastically change both the energy spectrum and the carrier statistics.
The retroaction of the collisional broadening on the carrier statistics is accounted for by a
specific, explicit time dependence of the distribution function. This so-called double-time
nature of the problem emerges just beyond the Kadanoff–Baym (KB) ansatz [1] or the
hitherto published density-matrix approaches (see, e.g., Ref. [2]). The nonlinear quantum
transport in QBSLs provides an interesting example, for which the consideration of the
double-time nature of the problem is inevitable.
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2. Theoretical model

Our calculation of the SL current density is based on the double-time Kadanoff–Baym–
Keldysh nonequilibrium Green function technique. The derivation of a general expression
for the current density starts from the Dyson equation and takes into account the symmetry
of a system subject both to electric and magnetic fields. In the relatedWigner representation,
the Dyson equation simplifies considerably. It is assumed that the nondegenerate electron
gas remains essentially within the lowest miniband and that the lifetime broadening results
mainly from elastic scattering on impurities. Inelastic scattering on polar-optical phonons
has to be accounted for in the determination of the nonequilibrium distribution function.
It is essential for our calculation that we go beyond the quasiclassical approach and do not
rely on the Kadanoff–Baym ansatz. Our final result for the current density

jz = ens
2π

�2V
| M |2

∑∞
l=−∞ lFl

(
�

� 

)∫ ∞

−∞
dω

2π
f̃ >0 (ω)f̃

>
0 (ω + l − ω0)

× [(N0 + 1)f (ω)−N0f (ω + l − ω0)] (1)

allows a clear physical interpretation within the hopping transport picture, in which the
hopping lengthld (d is the SL period), the hopping probabilityFl(�/� ) ( = eEd/� is
the Bloch frequency), and the electric- and magnetic-field-dependent combined density-of-
states (DOS)̃f >0 (ω)f̃

>
0 (ω + l − ω0) appear. The carrier transport proceeds by phonon-

induced tunneling transitions governed by the distribution functionf (ω), which is the
solution of a new integral equation obtained beyond the KB ansatz. In Eq. (1), ns denotes
the sheet density,N0 the Bose–Einstein distribution function for polar-optical phonons,
andM the energy-independent electron-phonon coupling constant.f (ω) accounts for
a possible non-Markovian behavior of the hopping transport. However, in the sequential
tunneling limit (�→ 0), when the thermalization time is much shorter than a characteristic
hopping time, we obtain

f (ω) = Aexp

(
− �ω

kBT

)
, (2)

where the constantA is calculated from the normalization condition∫ ∞

−∞
dω

2π
f̃ >0 (ω)f (ω) = 1. (3)

The lateral distribution function is calculated within the simple, self-consistent Born ap-
proximation. The Laplace transformed analytical solution has the form

f̃ >0 (s) =
∑

n

 iωn − s
2u

+
√

a2

2πl2Bu
+
(
iωn − s

2u

)2
 , (4)

whereωn = ωc(n + 1/2) andl2B = �/mωc, with ωc denoting the cyclotron frequency.u
refers to the dimensionless strength of the impurity scattering anda to the lattice constant
of the SL layers. The hopping probability is given by

Fl

(
�

� 

)
= 1

π

∫ π
0
dxJ 2

l

(
�

� 
sinx

)
. (5)

With the approximations in Eqs. (2) and (4), we recognize that the simple model has not
been chosen to give an accurate representation of real systems. Here, it is rather our intent
to use a sufficiently simple model for extensive calculations to demonstrate qualitative
features resulting from the double-time nature of the problem.
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Fig. 1. (a) The electric field dependence of the relative current densityjz/j0 (j0 = 2πenω0�/�
2a2

with |M|2 = ω2
0�) for α = �/�ω0 = 0.5 (solid line) andα = 1 (dashed line). The positions

of electro-phonon resonances occurring atl = ω0 are marked by thin vertical lines. Parameters
used in the calculation areB = 15 Tesla,β = �ω0/kBT = 1, andu = 0.02. (b) The magnetic
field dependence of the relative current densityjz/j0 for α = �/�ω0 = 0.5, β = �ω0/kBT = 5,
u = 0.02, andE = 50 kV/cm (solid line). Combined cyclotron-Stark-phonon resonances occurring
at nωc =  − ω0 are marked by thin vertical lines. The dashed line (multiplied by 23) has been
calculated within the density-matrix approach [2] by using a phenomenological damping parameter
of δ = 0.05.

3. Numerical results and discussion

Numerical results for the relative current density at high electric and magnetic fields
calculated from Eqs. (1) to (5) are shown in Fig. 1. Two interesting properties ap-
pear in the electric-field dependence of the current density as displayed in Fig. 1(a) for
α = �/�ω0 = 0.5 and 1 by the solid and dashed lines, respectively. Electro-phonon res-
onances are marked by vertical lines. Firstly, real current gaps occur as long as scattering
on acoustical phonons and the Coulomb interaction are not taken into account. This is a
consequence of the fact that the DOS bands, which exhibit sharp edges, do not overlap.
Secondly, at low and intermediate field strengths, a crossover occurs from the quasiclassical
field dependence (∼ 1/E) for wide minibands to an activated, hopping-like dependence
for narrow minibands. These two features of the current-voltage characteristics are not
reproduced by the density-matrix approach [2].

In Fig. 1(b), the magnetic field dependence of the relative current density is depicted.
Positions of combined cyclotron-Stark-phonon resonances atnωc =  −ω0 are marked by
vertical lines. Again real current gaps occur at about 16 and 23 T for this particular electric
field. As shown by the dashed line, this result is not reproduced by our former density-matrix
approach [2]. The magnetic field dependence of the current density depends sensitively on
the electric field strength.
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Abstract. Illumination of a double p−Al0.5Ga0.5As/GaAs/Al0.5Ga0.5As heterostructure by a red
light emitting diode results in a negative photoconductivity that, after the diode is switched off,
slowly relaxes to a positive persistent photoconductivity, characterised by about 1.5 increase of a
two-dimensional hole concentration. This metastable state may be explained in a framework of
the model in which deep electron traps are supposed to be located above the Fermi level on the
inverted heterointerface.

Introduction

In recent years a great interest in the study of GaAs/AlAs (GaAs/AlGaAs) superlattices
has been connected with a striking difference in the electronic properties of normal “AlAs
on GaAs” and inverted “GaAs on AlAs” interfaces. We study how the presence of an
inverted heterointerface influences photoconductivity in these structures. Previously it
was observed that the illumination of a single p-type GaAs/Al0.5Ga0.5As heterostructure
doped with Be by a red light emitting diode (LED) at liquid helium temperature results
in a negative photoconductivity (NPC) that, after the light is switched off, slowly relaxes
to the initial resistivity in dark [1]. In the present work we report on the effect of a red
LED illumination on a conductivity of uniaxially compressed p-type double heterostructure
Al0.5Ga0.5As/GaAs/Al0.5Ga0.5As, that differs from the structure in Reference 1 by the
presence of the inverted heterointerface.

1. Experiment

At the beginning we repeated the results of Ref. [1] on the similar single GaAs/Al0.5Ga0.5As
heterojunction, that was grown by molecular beam epitaxy (MBE) in [001] direction with
the normal sequence of AlGaAs on GaAs and modulation doped with Be (Fig. 1). The
samples were prepared by photolithography in a Hall bar configuration with current being
along [110] direction. At the temperature of experimentT = 1.5 K the hole density is
N = 2.8 ∗ 1015 m−2. The characteristic LED photon energy is 1.9 eV. Our results are in a
good agreement with ones from Ref. [1].

The double p-type Al0.5Ga0.5As/GaAs/Al0.5Ga0.5As heterostructure was grown under
the similar conditions as the single one and modulation doped with Be in Al0.5Ga0.5As. The
process of the sample preparation and experimental details were not changed. Illumination
of the samples with the red LED also caused the NPC effect. However in this case, when the
LED was switched off, the non-exponential transient process led to the positive persistent
photoconductivity (PPC) characterised by higher values of carrier density and mobility in
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Fig. 1. NPC and PPC effects in single p− GaAs/Al0.5Ga0.5As (dashed line) and double p−
Al0.5Ga0.5As/GaAs/Al0.5Ga0.5As (solid line) heterostructures. Open circles are the result of fitting
according to Ref. [1]. TheN(t)dependence in p−Al0.5Ga0.5As/GaAs/Al0.5Ga0.5As is represented
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comparison with the initial state in dark (Fig. 1). The initial state in dark could be restored
by warming the sample up to room temperature and slow cooling it to 1.5K.

The carrier concentration was controlled by the Hall effect and quantum transport mea-
surements: Shubnikov–de Haas (SdH) oscillations and quantum Hall (QH) effect. The
numerical values of carrier concentration in dark and in PPC state, calculated from the Hall
effect and the frequency of SdH oscillations, are the same within the experimental error
about 2%. These data in connection with the fact, that SdH oscillations and QH plateaus
in Fig. 2 are not distorted after illumination, ensure that the observed PPC is not connected
with the parallel conductivity described in Ref. [2]. In the PPC state we consider the value
after 1 hour after the LED was switched off.

The transient process between NPC and PPC states is not exponential and may be well
fitted by the logarithmic law like it was done in Ref. [1].

2. Discussion

The direct energy gapEg in Al0.5Ga0.5As is 2.14eV atT = 4.2K and it is larger than the red
LED photon energy 1.9eV. Therefore the direct band to band transitions under illumination
are not possible. Following the conception of the NPC effect developed in Ref. [1], we
have to suppose the presence of deep donor-like states located a bit below the Fermi level
(FL) in the spacer just near the heterointerface. Being below the FL these states are neutral.
Under illumination electrons photogenerated from these states to the conduction band are
swept by the junction electric field into the quantum well (QW) and recombine with 2D
holes, causing the reduction of their density. In the single heterojunction investigated in
Ref. [1], as well as in the present work, the decay process to the initial state in dark is
connected with a tunneling of holes from the positively charged exited donor like states
back to the QW.
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Fig. 2. SdH oscillation and QH efect in p− Al0.5Ga0.5As/GaAs/Al0.5Ga0.5As dark (solid lines)
and PPC (dashed lines) states.

The PPC effect in the double heterostructure is characterised by a considerable increase
of the 2D hole concentration compared with one in dark. Since the p− Al0.5Ga0.5As/
GaAs/Al0.5Ga0.5As structure differs from p−GaAs/Al0.5Ga0.5As by the presence of the
second inverted heterointererface, the excess of 2D holes may be explained if we assume
that during the transient process some amount of electrons is captured by deep electron
traps located on this interface above the FL. It was recently established by deep-level
transient spectroscopy that a series of four well defined deep levels is characteristic of
inverted GaAs/AlxGa1−xAs interface grown by conventional MBE technique. These levels
originate from intrinsic defects which are associated with arsenic vacancies and antisites
acting like electron traps [3]. So the observed PPC effect is most probably associated with
them.

The results are especially important for laser diodes because the observed PPC effect
in AlGaAs/GaAs/AlGaAs let us suppose that electron traps at inverted heterointerfaces of
quantum wells may be a source of nonradiative recombination processes.
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Abstract. We have performed normal-to-plane magnetotransport measurements in single crys-
talline (100) W and Mo nanostructures down to 1.5 K. Fabricated nanostructures possess large
mean free path due to their bulk crystalline perfection and low surface roughness. Under these
conditions electrons scatter only on the boundaries of nanostructures and may travel long distance
without scattering. We found that in this regime the normal-to-plane magnetoresistance of planar
metallic nanostructures exhibit specific for ballistic transport attributes such as transverse magnetic
focusing, suppression of Hall resistance (quenching Hall effect) and negative bend resistance at
moderate magnetic fields.

Introduction

Investigation of novel planar heteroepitaxial metallic structures (thin films and nanostruc-
tures) attract much attention as they demonstrate new properties. Because of high crys-
talline quality and low roughness of their interface conducting electrons may travel long
distance without scattering in these structures. Both ballistic and waveguiding properties
become apparent. Electron momentum dissipation is driven by electron scattering on the
irregularities of the boundaries. In this regime the electron current is mainly formed by
grazing electron flow. Normal-to-plane magnetic field modifies their trajectories and the
edge states (skipping orbits) are formed. In the following, we present for the first time
the results of magnetoresistance investigation of refractory metal single crystalline planar
nanostructures under conditions, when electron mean free path is comparable or superior
the structure dimensions.

1. Experimental set-up and characterizations

Fabrication of the structures has been performed using pulse laser epitaxy of refractory
metals, namely Mo (100) and W(100), on r-plane sapphire. Grown films possess high
crystalline quality and low interface roughness. In Figure 1(a) we present transmission
electron microscope image of Mo (100) thin foil that demonstrate atomic layers of substrate
and metallic film. As electron scattering is driven by boundaries irregularities, we have been
investigated the film morphology using scanning atomic force microscope (P47-Solver-
NT-MDT). Root mean square (r.m.s.) of roughness amplitude has been found from larger
than one by one micrometer topography scan. It equals 0.216 and 0.14 nm for Mo film
surface and substrate, respectively. To characterize scattering properties of the rough surface
the power spectrum of surface fluctuation and mean scattering wave vector have been
building up. They are shown in Fig. 1(b) and (c). As can be seen in the latter, both
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Fig. 1. Transmission electron microscope image of thin foil of Mo(100) films (a), power spectrum
(b) and mean transfer wave vector (c) for surface fluctuation of Mo(100) surface (solid line) and
substrate (dotted line).

small (< kc/kF ) and large (� kc/kF ) angle electron scattering contributes to electron
momentum dissipation, where correlating wave vector is equaled tokc ≈ 0.085 nm−1 both
for Mo film and substrate surfaces andkF is Fermi wave vector. These well-characterized
single crystalline films have been used for fabrication of single crystalline nanostructures
with the help of subtractive electron lithography, Al nanomask developing and low energy
ion milling. The resistance was measured by conventional ac techniques at 4.2 K, with an
applied magnetic field up to 8 T directed perpendicular to the sample plane. The effective
mean free path (EMFP) of electrons, estimated from the bridge-resistance ratio atT = 295
and 4.2 K, is found to be dependent on the film thickness. At low temperature, it is
approximately an order of magnitude larger the film thickness. The mean cyclotron radius
is estimated asrL = 3(Tµm)/B(T).

1.1. Transverse magnetic focusing

To perform focusing experiment we fabricated planar Mo (100) structure that depicted in
Fig. 2 (left) together with electric set-up. Semi-plane of 200 nm thickness is connected
to the potential (3, 4) and current leads (1 or 2) in one side. Counterpart current lead
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Fig. 2. The Mo (100) structure and electric set-up (left) and antisymmetric magnetoresistance for
the lead 1 (dotted curve) or the lead 2 (solid curve) as an injecting electrode.
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(schematically shown) is attached to the opposite side of the semi-plane. The current
lead (1 or 2) serves as an injecting electrode, while potential leads 4 or 3 as an accepting
electrode. Considering further isotropic electron spectrum for simplicity, we show in Fig. 2
an electron trajectory bended by applied magnetic field that close the injecting electrode 1
and accepting electrode 4 (positive lead of potentiometer), the cyclotron radius being twice
smaller than the inter-electrode distance. By increasing of magnetic field we scan electron
focusing point toward the injecting electrode. At some its meaning the bended electron
trajectory points the lead 3 (negative lead of potentiometer). As the result we found in
antisymmetric magnetoresistance (�R = R(B) − R(−B)) positive and negative peaks,
respectively (dotted curve in Fig. 2, right). For the lead 2 as an injecting electrode we found
the same dependence but extended toward higher magnetic field in about two times (solid
curve). Amplitude of the positive peaks, indicated by vertical arrows in the figure, increases
as the inter-electrode distance decrease. Estimation by exponential dependence decay gives
damping length 1.4µm. It is comparable the inter-electrode distance and slightly smaller
than transport length (EMFP). The latter is explained by significant influence of large angle
electron scattering as found from the data of Fig. 1(c). Estimation of the cyclotron radios
gives 1.4 (Tµm)/B(T), which is two times smaller than mean radius and corresponds to
the smallest horde of Electron Jack valley of molybdenum.

1.2. Hall and bend resistances

We investigated cross type W (100) nanostructures of 300 nm width and 90 nm thick.
Schematic drawing is shown in Fig. 3 (left). The scale parameters for the resistance and the
magnetic field are defined asR0 = 90 m andB0 = 10 T. Hall resistance has been mea-
sured using 1,3 connections as potential leads and 2, 4 — as current leads. It shows (Fig. 3
(right), curve (1)) quasi-linear dependence atB/B0 larger than 0.2, indicated by vertical
arrowBb. Under lowering magnetic field it decreases faster (quenching) approximately as
B in power 3 and nearBa/B0 = 0.025 twice crossing zero. These two characteristic points
are related to the following cyclotron radiiRb = 5 w andRa = 40 w, respectively. Cor-
responding electron trajectories (a and b) are shown in the schematic drawing. Electrons
may scatter by the corner of the cross and pass to the negative potential (3), as shown for
trajectorya. It may cause the change of the sign of the Hall resistance at low magnetic
field (point Ba in the left drawing). Electron trajectoryb possesses the skip smaller (under
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Fig. 3. Schematic drawing (left) and Hall (1) and bend (2) magnetoresistances (right).
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magnetic field increase) than the lead width, while it does not at lower magnetic field. It
changes a dependence of transmission probability of electrons to pass straight (from 2 to 4)
or turn to the right (from 2 to 1) as a function of magnetic field. If electron flow is collimated
atB < Bb the Hall resistance is quenched. For the bend resistance measurements we used
1, 2 connections as a current leads and 4, 3 as a potential. Bend magnetoresistance is
negative at low magnetic field and cross zero near the pointBb. For this reason, we explain
its suppression byb type electron trajectory — skipping orbit, which suppress forward
transmission probability under magnetic field increase.

Conclusion

We found that the normal-to-plane magnetoresistance of planar metallic single crystalline
nanostructures exhibit specific for ballistic transport attributes such as transverse mag-
netic focusing, suppression of Hall resistance (quenching Hall effect) and negative bend
resistance at moderate magnetic fields.
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Dynamic susceptibility of 1D conductors: the short-range electron
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Abstract. The dynamic density response and susceptibility of interacting electrons in 1D conduc-
tors is investigated taking into account the electron correlations reflecting the short-range order in
a Luttinger liquid. We have shown that a narrow band of strong absorption appears in the dissi-
pative susceptibility spectrum near to the wave vector 2kF due to the short-range correlations, in
addition to the commonly knownδ-peak coming from the long-wave fluctuations. The adsorption
band shape depends on the electron-electron interaction potential. This band is found to contribute
dominantly to the dissipative conductance determined via the power absorbed in 1D conductor
under local excitation.

Introduction

The electron-electron interaction in 1D conductors gives rise to the strongly correlated Lut-
tinger liquid [1]. In this state the correlation function decreases slowly with distance show-
ing the existence of short-range order. The electron density excitations are characterized
by the existence of two components. One of them is a long-wavelength (LW) fluctuation
coming from compression and extention of the Luttinger liquid. It caused mainly by the
forward scattering processes. The other component arises due to backward scattering of
electrons. It is represents the electron density oscillations on the scale of inter-electron
distance. This component is similar to the charge-density waves (CDW) in Pierls conduc-
tors. The LW density component, as well as its contribution to transport properties, is well
investigated in the literature. The CDW component was explored only in the connection
with the pinning of a Luttinger liquid by impurities. It is obvious, that since short-range
electron correlations contribute to the density, they must also contribute to transport even
if there is no impurity.

In the present paper we investigate the dynamic density response and susceptibility
of interacting electrons in 1D conductors taking into account the CDW component of the
electron density. We have found that the short-range electron correlations produce a narrow
band of strong absorption near to the wave vector 2kF , in addition to the commonly known
δ-peak coming from the LW fluctuations. The band shape depends strongly on the electron-
electron interaction potential. We have considered a scheme of experiment where the 1D
conductor is subjected to the local external potential and the dissipated power is measured.
Our calculations show that the contribution of CDWs to the absorbed power dominates
over that of the LW density in the low-frequency regime.

1. The electron density

The collective motion of electrons is described by the bosonic phaseY(x, t) which is
connected with the electron densityρ(x, t). The standard expression, which relates the

506



TN.11p 507

CDW density toY, was recently shown [2] to contradict to the requirement of the total
particle number conservation. The correct expression of the density operator viaY was
proposed in Ref. [2]

ρ(x, t) = − 1

π
∂x

[
Y− 1

2
sin(2kF x − 2Y)

]
, (1)

wherekF is the Fermi wave vector. The first term describes the LW excitations that are
smooth on thekF scale. The second (oscillating) term relates to CDWs. The oscillations
reflect the real physical picture of the excitations in a Luttinger liquid. In addition to
the elastic waves, which are due to the LW density, the electrons are undergone the back
scattering by neighboring particles. The interferences of the right- and left-moving electrons
results in the density oscillations with the characteristic scale of 2kF . The oscillating density
is also disturbed by an external potential and corresponding fluctuations propagate along
the conductor contributing to the susceptibility, the current response and dissipated energy.

2. The dynamic susceptibility

The density response functionχ(x, t) and the dynamic susceptibility are calculated using
the bosonization technique and the Kubo formula.

The response functionχ1(x, t), which is due to LW density, represents the compression
and extension waves in the Luttinger liquid moving from the excitation point. These waves
are of the simplest form in the case of short-range interaction. They propagate with a
constant velocityv renormalized by the interaction (v = vF /g, with g being the interaction
parameter). In the Coulomb interaction case, the charge waves propagate with dispersion.
The velocity increases with the time as(ln t)1/2 which results in smoothing of the fronts
and in the density oscillations.

The susceptibilityχ1(q, ω) caused by the LW density has the pole atω = qv(q) (with
q being the wave vector,ω the frequency). It corresponds to the well-known plasmon pole.
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case, dashed lines correspond to the short-range interaction with the effective interaction parameter
geff = 0.326.
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Fig. 2. The real and imaginary parts of the susceptibilities caused by the LW (χ1) and CDW (χ2)
density components. The calculations are forg = 0.3 and�ω = 0.1εF .

The response functionχ2(x, t) coming from the CDW density describes the density
oscillations rapidly varying in space with the wave vector 2kF and modulated by the enve-
lope that has a form of a propagating front. This is illustrated by Fig. 1 where the envelope
is shown for two moment of time. The solid lines show the Coulomb interaction case.
The dashed lines correspond to the short-range interaction with the effective interaction
parameterg. In the latter case the front propagates with the constant velocityv = vF /g
and the amtlitude decreases with the time ast−2g.

The spectrum of the CDW susceptibilityχ2(q, ω) is characterized by the presence of
a narrow band of strong absorption nearq = 2kF . It is shown in Fig. 2. The band edges
are determined by the dispersion of bosons in Luttinger liquid,ω = ω(q). The edges
are positioned atq = 2kF ± qω whereqω is the wave vector of bosons at the frequency
ω. The imaginary part of the susceptibility Imχ2 as a function ofq is determined by the
electron-electron interaction potential. Imχ2(q, ω) is connected with dynamic correlations
of interacting electrons and coincides practically with the dynamic form-factor. In the
short-interaction case,qω = ω/v and the singularities of Imχ2 at the band edges have

the form: Imχ2 ∝
∣∣(2kF ± ω/v)2− q2

∣∣(g−1)
. If electrons interact via the Coulomb law,

the correlations are strongly changed [3] which results in corresponding change of the
absorption band. The real part of the susceptibility Reχ2 does not equal to zero in the
whole region ofq andω. It has also the singularities at the band edges. In the long-
wavelength limit, Reχ varies as Reχ ∼ q2 in the whole frequency range showing that the
CDWs do not contribute to the screening.

3. The dissipated power

The imaginary part of the susceptibility determines the conductivity. Since the CDW
density contributes significantly to the susceptibility, a strong effect in the conductivity can
also be expected. To show this we consider the situation where the 1D conductor without
leads is locally disturbed by the electric potential of the conducting probe. The conductivity
is determined by the power dissipated in the sample. It consists of two partsP1 andP2
that correspond to the LW and CDW components of the electron density. The dissipated
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power due to the LW density is estimated asP1 ∝ (ω2/g)|ϕω/v|2, whereϕω/v is the Fourier
harmonic of the external potential at the wave vectorω/v. The power caused by the CDW
density depends much strongly on the interaction potential and on the frequency. Thus, for
the short-range interaction

P2 = e2

h

�(1
2)

4g�(g)�(g + 1
2)

(
ω

vkF

)2g

k2
F

∣∣ϕ2kF

∣∣2 . (2)

It is of interest that the ratio of the above powersP2/P1 ∼ ω2g−2 increases when the
frequency is decreased. Hence in the low frequency regime, the dissipative conductance is
determined mainly by the CDWs rather than the LW density as it is commonly believed.
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On the conduction mechanism in granular materials
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Abstract. We discuss the effect of virtual intermediate localized states on inter-grain tunneling that
controls conduction in granular conductors on the insulating side of the metal–insulator transition.
It is shown that intermediate states can substantially increase inter-grain tunneling transition prob-
abilities and give rise to the conductivity temperature dependence of the form lnσ ∼ −(T0/T )

x ,
wherex ≈ 0.4, and to a large enhancement of the conductivity.

Introduction

Granular conductors are finely divided mixtures of a conducting and nonconducting phases;
granular metals with characteristic grain sizes in the nanometer range are most commonly
studied. It has been established a long time ago that on the insulating side of the metal-
insulator transition, the conductivity of many of these materials in a wide temperature range
is small and is well described by

σ ∼ exp{−(T0/T )}x, (1)

whereT0 is a parameter and the exponent isx < 1 (usuallyx ≈ 0.5) (see [1–3]). Such
behavior was observed in cermets, discontinuous metal films, granular Fe-SiO2 films,
heavily doped and organic semiconductors and other materials.

Numerous theories were proposed to explain the dependence (1). Practically all theories
agree that the conduction mechanism in granular metals in the dielectric regime is activated
tunneling (hopping) between grains with disorder in grain size and inter-grain separation. If
hopping is restricted to near neighbors only [4–6], the conductivity temperature dependence
(1) can be obtained if there exists some special structural correlation between the grain size
d and inter-grain separationw, e.g.,w/d = const [4]. The analysis of Adkins [7] showed
that there is no clear correlation betweend andw; the implication is that variable-range
hopping must be taking place. For an almost constant density of states, the standard
argument gives the Mott law withx = 1/4 at low temperatures. Assuming for granular
metals the quadratic Coulomb gap at the Fermi level [8], one obtains Eq. (1) corresponding to
the Efros–Shklovskii law [9] often observed in doped semiconductors at low temperatures.

It was noted however that there are substantial difficulties in explaining the available
experimental data by using the Coulomb gap model. The data for different types of granular
metal systems were analyzed in [3] using this model. The estimated hop distance appeared
to be too small for variable-range hopping to be effective. Moreover, fitting of magnitude
of the measured conductivity required much lower values ofα than those expected on
the basis of the known electronic structure of the materials. In [8], the authors have
attempted to improve the theory replacing the wave function decay parameterα by the
effective parameterαm ≈ αw/(w+ d), wherew is the average thickness of the insulating
layer between adjoining grains andd is the grain diameter. Thisad hocassumption was
not consistently justified but even with the use of this assumption, the explanation of
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the observed temperature variation of the conductivity still appears to be difficult [3, 7].
Moreover, under typical experimental conditions the Coulomb gap effects are not expected
to be important for granular metals. Indeed, the interaction is appreciably reduced by
screening, the estimated hop distances are not large and the temperatures at which the
dependence (1) is observed are too high. Accordingly, in what follows we do not consider
inter-site correlations that produce the Coulomb gap. We discuss a different approach to
the theory of conduction in granular metals related to the role of intermediate virtual states.

1. Effect of virtual states on distant-neighbor transition rates

In accordance with the standard approach, we assume that the conduction mechanism is
inelastic tunneling (hopping) between states localized at different grains. The intergrain
transition probabilities depend on the overlap of wave functions of different grains and
hence on the edge-to-edge separation between the grains; for near grains it can be much
smaller than the grain size. So we have a system with hopping sites of extended size;
an example of such systems is a superlattice with intentional disorder. It was shown [10,
11] that when calculating distant-site transition rates, important contributions to transition
rates can come from transitions involving intermediate virtual states. In what follows we
demonstrate that virtual states also play an important role for distant-neighbor transitions
in granular conductors.

For phonon-assisted single-electron transitions, the matrix element for phonon-assisted
transitions between a given grain and a grain lying in then th coordination sphere is ex-
pressed as a sum over different paths involvingn−1 virtual intermediate states (n−1 steps
corresponding to coherent tunneling and one step with phonon absorption or emission).
In analogy with [11] it can be shown that the contribution of direct inelastic tunneling
between distant initial and final grains can be neglected compared to the process involving
virtual states; the ratio of the corresponding contributions to the transition rate is of the
order of(�E/t0)2(n−1) exp{−2α0(wab − nw̄)}, �E is a characteristic energy difference
of the levels of neighboring grains,t0 is the preexponential factor in the transfer integral,
wab is the edge-to-edge separation between the initial and final grains andw̄ is the average
separation between the near grains. For large grains and narrow inter-grain barriers, we
havewab >> nw̄ and this ratio is small due to the exponential gain in tunneling distance.

2. Percolation arguments

As in the standard hopping theory, the conductivity problem can be reduced to finding the
resistance of the equivalent random network, where the sites correspond to grains and the
conductances connecting sitesi andj can be written asGij = G0 exp(−2αSij − Eij /kT ),
whereG0 is the preexponential factor that only weakly (nonexponentially) depends on inter-
site separations and grain energy levels,Sij is the total tunneling distance,Sij = nw̄,Eij =
|Ei −µ|+ |Ej −µ|+ |Ei −Ej | andEi are effective one-particle energy levels introduced
in a way similar to that used in the theory of multivalent defects in semiconductors [12].
Here the difference from the standard expression for inter-grain conductance is that due to
large grain size, for distant grainsi andj we haveSij < wij .

If the scatter in transition rates is large, then we can apply the standard percolative
arguments. We say that for some fixedG = G0 exp(−η), any two sitesi and j are
bonded ifGij > G, i.e., if 2αSij + Eij /kT < η. The critical value ofη corresponding
to the percolation threshold can be estimated by the bonding criterion [13] stating that the
threshold corresponds to the condition that the average number of bonds per siteν̄ attains
some critical valueνc.
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To estimate the number of bonds, we must know the distribution of energy levelsEi of
localized states in the energy domain near the Fermi level taking account of both confine-
ment and Coulomb interaction effects. Due to weak overlap of localized wave functions
of different grains, to a good approximation we can assume that the level positions for
different sites are uncorrelated (see [14]).

The one-electron energy spectrum can be exactly calculated for an ideal spherical quan-
tum dot in the absence of intra-site correlations [16]. Both the average interlevel distance
and the average level degeneracy increase with energy; random fluctuations in grain shape
as well as variations of work function for different crystallographic faces lift the level de-
generacy [15, 14]. If the characteristic level splitting is larger than the level spacing for
a spherical dot at the Fermi level, then in the relevant energy range the level distribution
is practically uniform, and the effective density of states (per grain) for conductivityρ̄0 is
practically constant in the region of interest near the Fermi level. In this case the average
number of bonds per site is easily evaluated.

In the continuous limit, for distant coordination spheres, we have for the average number
of bonds per siteν = ∫ dεdRρ0θ (η − 2αn(R)s − ε/kT ), whereR is the position vector
of the final grain,ρ0 = (r/v0)ρ̄0, r is the volume fraction of metal,v0 is the average grain
volume andn(R) is the number of the coordination sphere. Due to large grain size, in
granular metals there is strong correlation in spatial positions of the grains preserving a
short-range order in the spatial arrangement of grains. So to find the functionn(R) of the
dependence of the radiusRn of then th coordination sphere onn, we can use a model of
regular close packed structures. For a regular close packings of spheres (f.c.c. and b.c.c.
structures), the variation ofRn versusn th is quite well approximated byRn ≈ d · nβ ,
whereβ ≈ 0.5. Using this, we can evaluate the integral in the expression forν; then by
the bonding criterion, we obtain for the conductivity Eq. (1), wherex = 1/(1+ 3β) and

T0 = (B/k)(2αs̄)
3β

ρ0d3 . (2)

HereB = 15νc/16π is a constant; settingνc = 1.5 (see [9]), we obtainB ≈ 0.45.

3. Discussion

Forβ = 0.5 we havex = 0.4, i.e. we obtain the conductivity variation of the form (1) that
is close to that usually observed experimentally.

By Eq. (2), we can estimate the values of material parameters. The data for a Ni-SiO2
film with r = 0.24 produced by cosputtering [1] can be approximated by Eq. (1) with
T0 = 6 · 104 K. The value ofρ̄ is related to the characteristic interlevel spacing� = 1/ρ̄.
Taking� = 50meV [14], from (2) we derive 2αs̄ = 5. For the estimated barrier width
s̄ = 0,7nm, we have the decay length of about 3Å, which is reasonable.

Thus virtual states give rise to a substantial increase in inter-grain transition probabilities
and to a temperature dependence of the conductivity of the form (1), wherex ≈ 0.4. It
should be noted that this dependence is obtained for a model of variable-range hopping in
the absence of Coulomb gap effects and with no appreciable energy disorder.
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One- and two-colour superradiant lasing in magnetized quantum-well
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Abstract. We study generation of femtosecond superradiance pulses due to collective recom-
bination of electron-hole (eh) pairs in quantum wells placed in a strong magnetic field oriented
perpendicular to the growth plane. Such a superradiant laser can work under the conditions of
continuous pumping and at room temperature due to complete quantization of particle motion,
maximum possible spectral density of states, high volume density of cyclotron quantum dots, and
partial suppression of the intraband scattering. It is shown that two-colour superradiant generation
is possible at frequencies resonant to frequencies of the neighbouring interband transitions defined
by e, h Landau levels.

1. Introduction. Cyclotron quantum dots

As is known [1, 2], superradiant coherent recombination ofeh pairs in semiconductors can
occur faster than the processes of nonradiative recombination and intraband scattering of
carriers. This provides possibility to obtain femtosecond pulses in lasers based on both stan-
dard optoelectronic materials, such as GaAs, and materials with low efficiency of radiative
recombination, e.g., wide-gap and even indirect-gap semiconductors. Ideal candidate for
an active medium of a superradiant semiconductor laser is a multilayer heterostructure of
cyclotron quantum dots created when a quantizing magnetic fieldB ∼ 10÷50 T is imposed
on the multiple quantum-well (QW) structure perpendicular to the growth plane [3, 4].

We will have in mindAlGaAs/GaAs QW structure under the conditions when an electron
gyrofrequency satisfies the inequalityωBe > {1/T2, 1/T ∗2 }, where 1/T2,1/T ∗2 < 10 meV
are homogeneous and inhomogeneous broadening of the Landau levels. Note that if the
cyclotron energy�ωBe exceeds the energy of the optical phonon, one can expect suppression
of the intraband relaxation, i.e. 1/T2.

Maxwell–Bloch equations describing interaction ofeh pairs with radiation have the
following form (in the semiclassical and rotating-wave approximations for slowly varying
amplitudes of the electric fieldE(t) and polarizationP(t)) [1, 2]

dE/dt + E/TE = 2πi � P/µ2 , (1)

dP/dt + [1/T2+ i (ω0 − )] P = −id2�Nl E/(2�) , (2)

d�Nl/dt + (�Nl −�Np
l )/T1 = Im(E∗P)/(2�) . (3)

Here , �,andµ are the frequency, optical confinement factor, and refraction index for
a given cavity mode. For a moment we neglect inhomogeneous broadening and consider
only the transitions at frequencyω0 betweene, h Landau levels with the same numberl and
given transverse quasimomentumkn. The timeTE of the field decay in a cavity of length
L due to radiative losses only is equal to 4µL/|c ln(R1R2)|, wherec is the velocity of light
in vacuum,R1,2 are the reflection coefficients on the cavity facets. In the above equations
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we introduced the volume density of inversion�Nl(t) for a given interband transition with
dipole momentd. The quantity�Np

l is its equilibrium value supported by pumping (in the
absence of generation). The relaxation time of inversionT1 ≥ T2. Inversion is achieved
when the densityN of all pairs in QWs exceeds the valueNl = ωBemekn (2l+1)/(4π2

�).

2. One-colour superradiance and inhomogeneous broadening

One-colour superradiance (SR) of femtosecond pulses in a magnetized QW structure at
resonance � ω0 is realized most easily when [4, 5] 1/TE ≤ ωc/2 ≤ ωBe and the SR
growth rate of the corresponding initial-value problem reaches its maximum value of the
order of half the so-called cooperative frequency ofeh pairs:

ωc = [4πd2��Nl ω0/(�µ
2)]1/2; �Nl ≤ 2�Nl=0 ≤ 4N0 = ωBemekn/(π

2
�). (4)

Analysis of stability of the steady state of Eqs. (1)–(3) shows [2, 5, 6] that for the appearance
of pulsation regime leading to SR the inequalitiesω2

c (�N
p
l ) > 36/(T2TE) and 1/TE >

1/T1+1/T2 have to be satisfied. This means that the pumping should exceed some (second)
threshold value and low-Q laser cavity must be used. The required cavity length is linearly
proportional to the relaxation time of polarization and forT2 = 0.2 pc is of order 10–20µm.
The required magnetic field is inversely proportional to�, so that for� = 0.2 it is about
50 T and decreases as 1/T 2

2 .
Inhomogeneous broadening of the Landau levels can lead to substantial changes of the

generation thresholds. Typically it increases the threshold of stationary generation (the first
threshold), but it can also decrease the second threshold [6, 7].

To simplify the problem, we will assume that inhomogeneous broadening is defined
by discrete fluctuations of a thickness of a QW or barrier that are multiple of the atomic
monolayer thickness. In such a discrete model, the neighbouring spectral components
(sublevels) of a working transition are separated by some value�ω which is usually of
order several meV. We assume also the simplest distribution of the total pumping�N

p
l

between different spectral componentsj ,�Np
j , namely a geometric progression law with

an exponentα < 1: �Np
j /�N

p
0 = α|j |.

Qualitative analysis and numerical simulations show that SR pulses under the inho-
mogeneous broadening have generally larger duration, lower power and repetition rate as
compared to SR pulses generated under the condition of homogeneous broadening. The
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numerical results for the firstnp1 = �Np1/(2N0) and secondnp2 = �Np2/(4N0) genera-
tion thresholds on the interband transition between grounde, h Landau states are shown in
Figs. 1, 2 for typical values of the relaxation timesT1 = 10T2 = 30TE = 180/ωc(2N0) in
the case of three sublevels. At a given pumping, the first threshold rises monotonously when
�ω orα increases. The second threshold which indicates the onset of SR gets substantially
lower with increasing inhomogeneous broadening (growing�ω andα), if the latter is not
higher than homogeneous broadening, i.e., if�ω < 1/T2 for α ∼ 1/2. For larger inho-
mogeneous broadening, when 1/T2 > �ω > 1/TE andα ∼ 1/2, the second threshold
begins growing with increasing sublevel splitting�ω due to the weakening of interaction
between different spectral components of polarization, because a dephasing timescale is
defined by 1/�ω and not equal toT2. Therefore, the minimum of the ratio of thresholds
np2/np1 is achieved when�ω ∼ 1/T2 andα→ 1 (see Figs. 1, 2).

3. Two-colour superradiance for adjacent interband Landau transitions

Standard injection or optical pumping of a multilayer heterostructure with magnetized QWs
creates carriers with energies considerably higher than the energies of the lower levels
of dimensional quantization and Landau sublevels of the lower dimensional quantization
level. In this case the intraband scattering provides a cascade pumping of neighbouring
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recombination transitions which can lead, in principle, to a simultaneous generation of
corresponding resonant modes.

We have analyzed SR generation of two modes resonant to the two transitions between
pairs of neighbouring Landau levels [7] (e.g., between the first and seconde, h Landau
levels). The rate of intraband relaxation from the upper to lower level was characterized by a
phenomenological time of nonradiative cyclotron transitionT01. Using known expressions
for the first and second threshold in the case of an isolated transition [6], we obtain analytical
estimates of the threshold pumping in a given 4-level system (see [7]). In fact, each threshold
for a system of two incoherently connected transitions corresponds to a minimal pumping
required to drive one subsystem out of equilibrium while the state of other subsystem is
fixed.

Numerical analysis of corresponding Maxwell–Bloch equations demonstrates the pos-
sibility of two-colour SR under continuous pumping. This regime is conserved under
substantial variation of the system and pumping parameters (when they are changed by at
least tens of per cent). The most important condition for coexistence of SR on the neigh-
bouring recombination transitions is a proximity of non-stationary lasing thresholds for
corresponding laser modes and approximate equality of their gain coefficients. An exam-
ple of two-colour SR is shown in Fig. 3. In this regime the pulse sequences generated
on the adjacent recombination transitions can be essentially different (with respect to the
repetition rate, power, and duration). However, in any case each pulse is accompanied by
changing the inversion sign on the corresponding transition which is unusual for a standard
lasing.

4. Summary

In conclusion, our study of threshold conditions and dynamics of femtosecond SR genera-
tion in semiconductor QW lasers placed in a quantizing magnetic field shows that a system
of cyclotron quantum dots is rather promising for the creation of superradiant laser. In par-
ticular, we found that inhomogeneous broadening, until it does not exceed homogeneous
one, leads to considerable lowering of a SR threshold. Finally, we demonstrated possibility
of two-colour SR under a constant cascade pumping ofe, h Landau levels and calculated
corresponding thresholds.
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Abstract. We study two types of GaAs-based heterostructures (InAs/InGaAs quantum dots and
InGaAsN quantum wells) designed for 1.3µm vertical-cavity surface-emitting lasers (VCSELs)
and compare different device designs. A correlation between properties of the active region and
parameters of the optical microcavity required for lasing was found and investigated. The compar-
ative analysis of the vertical-cavity surface-emitting lasers with either InAs/InGaAs quantum dots
or InGaAsN quantum wells active region operating in continuous wave regime at room temperature
was done. Optimization of the optical microcavity provides the internal round-trip optical loss less
than 0.05%.

Introduction

Development of high-quality surface emitters for 1.3µm wavelength range can open way
for wide use of optical fiber communications in the local area networks and potentially
significantly increase the market of optoelectronic devices [1]. Have been in the last
years several GaAs-based materials grown by molecular beam epitaxy (MBE) proposed
as promising candidates for 1.3µm emitters. Among them InGaAsN quantum well (QW)
and InGaAs quantum dots (QD) structures.

The main issues of the design of InGaAsN/GaAs VCSELs related with degradation of
the optical properties at the relatively large amount of nitrogen. As a result the optical gain
of 1.3µm emitting structures is sufficiently less than one for standard 0.98µm InGaAs
QW structures [2]. Therefore, careful optimisation of the microcavity design and device
construction is necessary for laser realization.

As for 1.3µm QD structures the basic problem is a relatively low optical gain of the
ground-state transition [3]. Because the thickness of VCSEL microcavity is typically a few
l, which is much less than the usual stripe length of an edge-emitting laser, the output loss
in VCSEL can significantly exceed the saturated gain of the QD active region.

In this contribution we study two types of MBE-grown GaAs-based heterostructures
(InAs/InGaAs QD and InGaAsN QW) designed for 1.3µmVCSELs and compare different
device designs.

Devices design

Figure 1 shows optical gain curves for InGaAsN QW and InAs/InGaAs QD structures
estimated from experimental results on Jth for broad-area edge-emitting lasers of various
length [2,3]. InGaAsN structure demonstrates much high gain as compare to QD structure.
Therefore proper design of the optical microcavity is a especially critical point for QD
VCSELs. Assuming the maximum QD gain of 12 cm−1[3], the minimum reflectivity of
DBR is estimated to be 0.9994–0.9998 depending on the internal loss. In the standard
VCSEL design the main contribution fo internal loss is associated with light absorption in
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Fig. 1. Dependence of modal optical gain on current density for laser diodes with active region
based on three planes of InAs/InGaAs QDs (• • •) and double InGaAsN QWs (◦ ◦ ◦).

doped distributed Bragg reflectors (DBRs). To overcome the above issues we use top and
bottom AlGaO/GaAs DBRs and double current apertures in combination with intracavity
contacts.

This approach provides low optical loss and suitable to realize small-size VCSELs with
low threshold current as it was previously demonstrated by the first realization of QD VC-
SEL emitting near 1µm [4]. For InGaAsN VCSEL we used undoped AlGaAs/GaAs mir-
rors and single selectively oxidized AlGaO current aperture. Structures with AlGaO/GaAs
DBRs provides relatively short effective cavity length and redistribution of the optical field
intensity which leads to larger confinement factor.

Experimental results

A schematic cross-sectional diagrams of a fabricated 1.3µm VCSELa are given in Fig. 2.
The InGaAsN VCSEL active region contains two InGaAsN/GaAs QW separated by GaAs
spacers. The QDVCSEL active region consists of three planar sheets of InAs islands formed
by a 2.5 monolayer-thick InAs deposition with a 5 nm-thick In0.15Ga0.85As quantum well
overgrowth layer and two 25 nm-thick GaAs barrier/separation layers [5]. The devices
have approximately square current apertures (8×8µm).

The devices were tested in pulsed and continuous wave regimes at 25–70◦C on a tem-
perature controlled probe station. The emission wavelength is in the 1280–1305 nm range
depending on the particular position on the wafers. The room temperature pulsed light
power-current (L-I) and current-voltage (I–V) characteristics of a typical InGaAsN QW
and InAs-InGaAs QD VCSELs are shown in Fig. 2. The curves are for an experimen-
tal structures emitting at 1285 nm (InGaAsN QW VCSEL) and 1300 nm (QD VCSEL).
The threshold currents are 1.8 mA for QD VCSEL and 3.5 mA for InGaAsN QW VC-
SEL. The CW output power as high as 650µW at drive current of 2.8 mA was observed
for InAs/InGaAs QD VCSEL under continuous wave mode at 25◦C. InGaAsN VCSEL
demonstrates even higher CW output power (> 1 mW) and lasing up to 65◦C.

The main difference between two fabricated devices is seems to be external quantum
efficiency. In the case of QD VCSEL it is higher than 40% while for InGaAsN VCSEL less
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Fig. 2. Schematic representation and lasing characteristics of VCSELs with active region based on
double InGaAsN QWs (a) and based on three layers of InAs/InGaAs QDs (b).

than 10%. It is impossible to explain so large difference based on active material properties
only. Explanation for this phenomenon may be founded from detail analysis of the structure
design and device characteristics. We estimated the maximum possible values for internal
optical loss for both cases and concluded that QD VCSELs demonstrates sufficiently low
round trip loss (< 0.05%). This value is well comparable with the best results published
for any type of VCSELs.

Conclusion

Successful realization of long-wavelength InAs/InGaAs QD and InGaAsN QW VCSELs
demonstrate significant potential of GaAs-based lasers for application in optical commu-
nication systems. In the case of InGaAsN VCSELs, the main attantion showld be paij to
optimization of microcavity design. As for QD VCSELs, further work showld be focused
on devices with an increased number of the QD planes in the active region grown with
reduced spacer thickness. This will allow us to improve the maximum QD gain that would
result in long-wavelength ground-state lasing at lower Q cavities (VCSEL) with higher
external differential efficiency.
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Abstract. Kinetic processes in an unipolar semiconductor laser on asymmetric quantum wells are
described. An active element of the semiconductor laser structure, first tuned up from a quantum-
mechanical point of view, is now optimized with taking into account generation-recombination
processes to achieve a maximum of the population inversion. The value of the population inversion
is calculated as well as subband electron concentrations. Some ways for an advancement of the
laser parameters is proposed.

1. Unipolar semiconductor laser on asymmetric quantum wells

Unipolar semiconductor laser on asymmetric quantum wells (SLAW) was proposed a short
time ago in [1]. The peculiarities of the proposed design are strongly asymmetric barriers
surrounding a double-well laser active element. This causes a transformation of the elec-
tronic state dimensionality for the lower working subband at a small momentum and allows
to suppress intersubband electron transitions to this subband. So the population inversion
in this system can be easily realized.

The laser active element comprises two quantum wellsh1 andh2 separated by a tunnel
barrierb1 (see Fig. 1). This double-well structure forms three size-quantized subbands
with adjusted distances between them. The lowest subbandε1 is a reservoir of electrons.
Near the equilibrium this reservoir is filled in with electrons up to a desired concentration.
The optical phonon energy (ELO) above the reservoir, a bottom laser subband (BLS)ε2 is
located. This allows electrons to leave the BLS as quickly as possible. Above the BLS, at
the distance that is sufficient for the optical pumping of electrons from the reservoir, there
is a top laser subband (TLS)ε3.

This part of the active element is typical of the unipolar semiconductor laser. New ele-
ments are strongly asymmetric barriersU0 andU1 (U0 � U1) surrounding the double-well
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Fig. 1. Energy spectrum for the three active laser subbands and the schematic band diagram of the
unipolar semiconductor laser.
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structure. The barrier heightU1 is chosen to be close down to theε2 subband minimum
in order to destroy the 2D-dimensionality of the BLS above the small quasi-momentum
kc value. In such a way a phonon relaxation timeτ32 for the intersubband electron tran-
sitions from the TLSε3 to the BLSε2 can be increased appreciably comparad to theτ21
relaxation time from the BLS to the reservoir:τ32 � τ21. The last strength inequality is a
indispensable condition for the population inversion. The highest value for the population
inversion is

Imax= τ32/τ21. (1)

Unfortunately, a finite widthL of the lower binding barrierU1 causes an existence of
size-quantized quasi-3D states, which are localized beyond the double-well structure, but
can serve as intermediate states on the path of electrons from the TLS to the BLS. So we
have to take into account quasi-continuous states during the SLAW structure optimization.

The active element of the SLAW has been previously optimized in [2] from a quantum-
mechanical point of view. This tuning was made in the assumption of the optical pumping
that allows to simplify the laser structure since neither transport nor cooling of the carriers
in the injector region are required. The main requirement is the largest value of a parameter

η = (ε3− ε2)3(Z31Z32)
2 (2)

(whereZij are the radiative dipole matrix elements), which defines the ratio of the gain in
the system to the loss [3]. For example, an adjustment of the barrier thicknessb1 allows to
increase the value of theη parameter two times. Next the lifetime of electrons in the TLS
was maximized. For example, changes of the widthL of the lower binding barrier produce
abrupt modulations of the electron lifetimes in the TLS because of a resonant nature of the
intersubband transitions.

This investigation gives us a rough bottom estimation for the population inversion,
i.e. shows the worst case, and allows to get the next parameters of the SLAW: GaAs/
AlxGa1−xAs structure with molar fractions of aluminiumx = 0.35 in the higher barrier
U0 andx = 0.09 in the lower barrierU1. The widths of the quantum wells in the active
regionh1=82 Å andh2 = 51 Å were chosen to obtain an energy gap between theε3 and
ε2 subbands of about 120 meV for the pumping with a CO2 laser andε2 andε1 separation
close to the LO phonon energy�ωLO ≈ 36 meV.

However, to obtain the exact value of the population inversion we must study a BLS
population that depends on a rate of electron transitions (also from the quasi-continuous
states) to this subband.

2. Population inversion in laser on asymmetric quantum wells

The quasi-continuous states are mostly placed exactly between the TLS and BLS. So a
situation seems to be desperate. Nevertheless, a feature of this thoroughly designed structure
is just the finite widthL of the lower binding barrier. That is why electrons have got only
a few intermediate states on their path from the TLS to BLS.

The predominated channel for the nonradiative electron energy dissipation in SLAW is
the optical phonon emanation. Due to the fixed energy of the optical phonon, the quasi-
continuous states, which are located below the TLS at the distance less than the�ωLO, are
inaccessible. Similarly, the BLS is inaccessible from the states which are located nearer
than the�ωLO above this state. Thus, only a narrow band(ε3 − ε2) − 2�ωLO ∼ 15 meV
contains the dangerous intermediate states. It is very important that the width of the
dangerous bandis smaller than the optical phonon energy. So any transitions between
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Fig. 2. TheI population inversion value as a function of theLwidth of the lower binding barrier for
the unipolar semiconductor laser. The inset shows the arbitrary population of the quasi-continuous
states by theL = 33.4 nm.

the quasi-continuous states inside the dangerous band are impossible and one can consider
these states non-interacting.

In fact, there exist following channels for the electron transitions from the TLS to BLS.
First, an electron can leap down to the BLS directly. This process is characterized by the
τ32 relaxation time. In any cases this time must be as large as possible in order to increase
theImax value. Another possibility is the electron transition to aj quasi-continuous state
with theτ3j relaxation time. Afterward, there are three ways.
(a) If the host subband hold its minimum in the dangerous band then an electron can go
down to the bottom and wait for the transition to the BLS during theτj2 time. Only the
one subband usually fulfil this condition and this subband can be removed from dangerous
band with the appropriate choice of the SLAW structure.
(b) If the host subband hold its minimum outside the dangerous band then an electron can
slowly go down through this band due to the intraband relaxation. On this path electron
can perform an interband transition to the BLS with theτj2 time.
(c) Finally, an electron just can leave the dangerous band due to either the intraband relax-
ation after theτ0 time or the interband transition to the anotheri quasi-continuous states
during theτji time. In the both cases there exist only the way to the reservoir.

These facts form the backgrounds of our phenomenological model. This model has an
analytical solution and gives us the next expression for the population inversion:

I = Imax

(
1+
∑
j∈L

τ32

τ3j

τj

τj2

)−1
, τ−1

j = τ−1
j2 + τ−1

0 +
∑
i∈L
τ−1
ji . (3)

It is evident from the (3) that the highest value of the population inversion is theImax
as before in the (1). The destructive effect of the eachj quasi-continuous state depends
on the ratio of theτj electron lifetime in the dangerous band to theτj2 transition time to
the BLS. Thus, to decrease the influence of the quasi-continuous states to the population
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inversion value we have to accelerate first of all the electron departure from the dangerous
band.

Results of numerical calculation the population inversion value for the case of the fast
intraband electron relaxation is shown in Fig. 1.
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Quantum-well curved-grating DBR laser structure
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Abstract. Theoretical investigation of the separate confinement single/multi quantum-well DBR
laser with “curved-groove” diffraction gratings (c-DBR) is presented. Our calculations show that
the proposed laser design provides both spectral selectivity of conventional DBR resonator and
output beam focusing in the plane of p-n-junction. A comparison of the c-DBR and the c-DFB
laser designs is also presented.

Recent advances in the technology of optoelectronic devices based on nano-sized het-
erostructures are opening up interesting avenues for research and enabling a wide range of
new applications for laser diodes, notably in fields such as telecommunications and pho-
tomedicine. However, for most of these applications high-power single-frequency laser
diodes with spatially controllable emission are required.

One approach to addressing this objective involving the design of a distributed feedback
laser with a “curved-groove” diffraction grating (c-DFB) has already been introduced [1].
The use of a curved grating enables the combination of the high-power of a broad stripe
device and spectral control provided by a diffraction grating together with output beam
focusing in the plane of p-n-junction [2]. The main disadvantage of the distributed feedback
structures is the requirement of subsequent regrowth of the grating structure within the
pumping area. This additional technological process usually causes an increase in the
internal losses and affects dramatically the yield of useful devices.

l2 la l1

Curved grooves

Gain section

Output facet

ρ

ρ0L

F
0

Fig. 1.A simplified schematic of the c-DBR laser.

To simplify the fabrication process required to produce the curved-grating laser diode
a new type device is proposed. In this paper we describe a novel type of distributed Bragg
reflector laser having a “curved-groove” diffraction grating (c-DBR). Figure 1 is a simplified
schematic of such a c-DBR laser. This device also has the advantage of decreased internal

526



LOED.04p 527
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Fig. 2. The modelled performance of the c-DBR laser.
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Fig. 3. Beam waist sizew0 versus the angular apertureφ0 of the c-DBR laser in quasi-paraxial
approximation (solid line). This quasi-paraxial condition is satisfied when the condition function
(dashed line) is positive.

losses due to the replacement of the curved grating from the pumping area to the passive
edge regions.

A diffraction grating with curved-grooves can be designed to concentrate the output
emission to the focus determined by the curvature of the grating. Figure 2 shows the
calculated far-field distribution in the plane of p-n-junction of a c-DBR laser for a single
transverse mode operation. Laser beam focusing in the direction orthogonal to the plane of
the p-n-junction can be obtained by the cylindrical lens mounted on the laser heat-sink. A
comparison of the c-DBR and the c-DFB laser designs shows that the c-DBR laser offers
the practical advantages of (i) simplified technology compared to c-DFB and (ii) improved
“flexibility” of the design. This thus permits the laser to have beam properties that are
compatible with different applications: In particular, the beam waist size external to the
facet is significantly smaller than the emission aperture and the beam can be focused at
a controllable distance from the exit facet without additional optics. A short focal length
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is for example suitable for efficient optical coupling to a single-mode fibre or long focal
length for pumping of gain or nonlinear crystals.

In summary, we have proposed a novel construction for a DBR laser having a “curved-
groove” diffraction grating. The theoretical analysis shows that a laser with this novel
construction can combine both the high-power of a broad stripe device and the spectral
control provided by a diffraction grating together with exploitable beam focusing in the
plane of p-n-junction.
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Enhanced probabilities of phonon-assisted optical transitions in
semiconductor quantum dots
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Abstract. A theory of phonon-assisted optical transitions in semiconductor quantum dots is de-
veloped which takes into account non-adiabaticity of the exciton-phonon system. The role of
non-adiabaticity is shown to be of paramount importance in spherical quantum dots, where the
lowest one-exciton state can be degenerate or quasi-degenerate. In quantum dots of lower sym-
metry, the effects of non-adiabaticity reveal themselves mainly due to the phonon-induced mixing
of states, which belong to different energy levels. Our approach is applied to explain the opti-
cal spectra of several quantum-dot structures: ensembles of spherical CdSe, CdSexS1−x and PbS
quantum dots, self-assembled InAs/GaAs and CdSe/ZnSe quantum dots, brick-shaped InAs/GaAs
quantum dots.

Introduction

The interest in the optical properties of quantum dots is continuously growing because of the
great prospects of these structures for optoelectronic applications. Numerous experiments,
e. g., recent measurements [1–5] of photoluminescence of self-assembled InAs/GaAs quan-
tum dots reveal a remarkably high probability of the phonon-assisted transitions. Attempts
to interpret some of these experiments on the basis of the adiabatic theory meet considerable
difficulties. Thus, for spherical CdSe quantum dots, the Huang-Rhys parameterS takes
values, which appear to be significantly (by one or two orders of magnitude) smaller than
the so-called experimental values of the Huang-Rhys parameter,Sexp, derived from the
ratio of the measured intensities of the phonon satellites. In the framework of the adiabatic
approach, various mechanisms, which ensure separation of the electron and hole pair in
space [3, 6, 7], are commonly considered as a possible origin for the increased Huang-Rhys
parameter. We show that the proposed non-adiabatic treatment of phonon-assisted opti-
cal transitions can provide an explanation for the remarkably high intensities of phonon
satellites observed in the photoluminescence and Raman spectra of various quantum-dot
structures.

1. Photoluminescence spectra of quantum dots

The adiabatic approach [8, 9] supposes that (i) both the initial and final state for a quantum
transition are non-degenerate, (ii) energy differences between the electron (exciton) states
are much larger than the phonon energies. We have revealed, that these conditions are
often violated for optical transitions in quantum dots. In other words, we emphasize, that
the exciton-phonon system in a quantum dot can be essentiallynon-adiabatic. There can

1In collaboration with V. M. Fomin, V. N. Gladilin, E. P. Pokatilov, S. N. Klimin, and S. N. Balaban
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Fig. 1. Fluorescence spectra of spherical CdSe quantum dots with wurtzite structure at various
average radii〈R〉. Dashed curves represent the experimental data [11]. Solid curves are calculated
within non-adiabatic approach (see Ref. [12]).

be two cases: the interaction of an exciton in a degenerate state with phonons results in
internal non-adiabaticity(the proper Jahn–Teller effect), while the existence of exciton
levels separated by an energy comparable with the LO-phonon energy leads toexternal
non-adiabaticity(the pseudo Jahn–Teller effect) [10].

In Figure 1, we show the photoluminescence spectra of spherical CdSe quantum dots
with various average radii. For the measuredK-phonon-peak intensities,IK , the ratios
I1/I0 and 2I2/I1 obviously differ from each other. In other words, the observed phonon-
peak intensities obey a serial low, which significantly deviates from the Franck–Condon
progression. Solid curves in Fig. 1 represent the photoluminescence spectra calculated
within the non-adiabatic approach developed in Ref. [12]. As seen from Fig. 1, taking
into consideration the effects of non-adiabaticity provides an adequate description of the
observed phonon-peak intensities as well as their dependence on the size of quantum dots.

As shown in Ref. [12], the photoluminescence spectra of quantum dots can be strongly
affected by the processes of phonon emission in the course of absorption of the exciting
radiation. In Ref. [13] we have calculated the optical spectra of brick-shaped InAs/GaAs
quantum dots created by AFM-mediated local anodic oxidation. For ensembles of those
quantum dots with relatively narrow size distributions, the aforementioned processes appear
to provide a dominant contribution to the intensities of phonon satellites in the spectra of
resonant photoluminescence.

Figure 2 illustrates the crucial role of the non-adiabaticity effects on the phonon-
assisted light absorption by InAs/GaAs self-assembled quantum dots. We have modeled
the quantum-dot structure by an InAs cylinder of heighth and radiusR embedded into
GaAs. The absorption spectrum is calculated taking into account the four lowest energy
levels of an electron-hole pair. The results shown in Fig. 2 imply that, due to the effects
of non-adiabaticity, a significant enhancement of phonon-satellites intensities must occur
also in photoluminescence spectra of self-assembled quantum dots.
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The triplet structure of the first phonon replica, recently observed in the photolumines-
cence spectra of self-assembled CdSe/ZnSe quantum dots structures [14], is interpreted [15]
in terms of resonant relaxation of excitons with participation of optical phonons. The
optical-phonon modes specific to these nanostructures are: (i) CdSe-like modes confined
to the quantum dot, (ii) spatially extended CdSe-like and ZnSe-like modes. In Figure 3,
our theoretical results for the phonon-assisted photoluminescence spectra are shown for
two ensembles of cylindrical CdSe quantum dots. Within each ensemble, the quantum dots
have a fixed heighth and various diametersd. Three most pronounced peaks, which belong
to the first phonon replica in the measured photoluminescence spectra of CdSe quantum
dots [14], can be attributed to spatially extended ZnSe-like phonon modes, to localized
CdSe-like modes and to spatially extended CdSe-like modes (in order of increasing detec-
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Fig. 3. Photoluminescence spectra [15] of CdSe quantum dots with heighth = 2 nm (solid
curve) andh = 1.8 nm (dotted curve) on a 2ML remnant layer, as calculated within the present
theory, compared to the experimental data for a CdSe quantum dot structure formed by thermally
activated surface reorganization of an initially uniform 3 ML CdSe film (after Lowischet al. [14]).
The dashed and dash-dot curves correspond to the excitation energies� exc = 2.495 eV and
� exc = 2.465 eV, respectively. For clarity, the experimental spectra have been shifted along the
ordinate.
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contributions of phonon modes (classified in analogy with electron states in a hydrogen atom) into
the Raman spectrum.

tion energy� ). The calculated positions and the relative heights of the peaks induced
by spatially extended ZnSe- and CdSe-like phonon modes are in a fair agreement with
the experimental data [14]. The experimental peaks, which can be related to localized
phonons, are characterized by a rather large frequency spread when compared with the
theoretically calculated peaks. This may be due to inhomogeneous strain distribution as
well as to fluctuations of the chemical composition in the experimental samples.

2. Raman scattering in quantum dots

Since the electron-phonon coupling constantα in the quantum dots under consideration
is relatively small (α < 1), theK-phonon Raman scattering intensity, corresponding to a
definite combinatorial frequency

∑K
j=1ωνj , can be analyzed to the lowest (K-th) order in

α. The scattering intensity is then expressed through a squared modulus of the scattering
amplitude:

F
(±)
K (ν1, . . . , νK) =

∑
µ0,...,µK

dIµ0

(
dSµK

)∗
ω̃µ0− I+i�̃µ0

×∏Kj=1

〈
µj
∣∣β̂νj ∣∣µj−1

〉[
ω̃µj − I ±

j∑
k=1

(
ωνk ± i�νk

)+ i�̃µj ]−1
.
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Hereω̃µ is the transition frequency anddI (S)µ ≡ 〈µ|d̂I (S)|0〉 is the dipole matrix element
for a transition from the exciton vacuum to the eigenstate|µ〉 of the exciton Hamiltonian,
�̃µ is the inverse lifetime of an exciton in the state|µ〉, �ν is the inverse lifetime of a
phonon of the modeν. The exciton-phonon interaction amplitude,β̂ν = γ̂ν (r e)− γ̂ν (rh),
is determined by the amplitudes of the electron-phonon and hole-phonon interaction.r e
andrh are the coordinates of an electron and of a hole, respectively. It is worth noting, that
the above equation is not based on the adiabatic approximation and takes into account both
the Jahn–Teller and pseudo-Jahn–Teller effects. The calculated by us Raman spectra for
CdSe and PbS quantum dots (see Fig. 4) show an excellent agreement with experimental
results [16, 17].

The effects of non-adiabaticity result in selection rules for the Raman scattering, which
differ essentially from those derived within the adiabatic approximation. Owing to a con-
siderable LO-phonon dispersion in the bulk material, Raman peaks are easily identified.
The main contribution into both fundamental and overtone bands is due to 1p- and 2p-
phonons, while the adiabatic approach would imply a domination of peaks corresponding
to s-phonons.

Acknowledgements

This work has been supported by the I.U.A.P., GOA BOF UA 2000, F.W.O.-V. projects
Nos. G.0287.95, 9.0193.97, G.02774.01.N and the W.O.G. WO.025.99N (Belgium).

References

[1] L. R. Wilson, D. J. Mowbray, M. S. Skolnick, M. Morifuji, M. J. Steer, I. A. Larkin and
M. Hopkinson,Phys. Rev. B57, R2073 (1998).

[2] A. Garcia-Cristobal, A. W. E. Minnaert, V. M. Fomin, J. T. Devreese, A. Yu. Silov,
J. E. M. Haverkort and J. H. Wolter,Phys. Stat. Sol. (b)215, 331 (1999).

[3] R. Heitz, I. Mukhametzhanov, O. Stier, A. Madhukar and D. Bimberg,Phys. Rev. Letters83,
4654 (1999).
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Fine structure of excitons and e–h pairs in GaAs/AlAs superlattices at
theX-� crossover

N. G. Romanovand P. G. Baranov
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. Optically detected magnetic resonance (ODMR) and level anticrossing spectroscopy
was applied to studyg-factors and exchange splitting of localized excitonsand e–h pairs at theXz−�
crossover of the conduction band states in a GaAs/AlAs superlattice with a composition gradient. In
the transition region we clearly observed disappearance of type II excitons and appearance of type I
excitons. In addition, “intermediate” type-II-like and type-I-like excitons were found by ODMR
and LAC. Besides ODMR of excitons with a definite fine structure splitting ODMR ascribed to
separately localized electrons and holes with a distribution of exchange splittings was detected.

Introduction

In GaAs/AlAs superlattices (SL) both type II and type I band alignment can be obtained.
When a GaAs quantum well (QW) thickness is greater than 36 Å, the lowest-energy sub-
bands of the conduction and valence bands are� states in the QW (type-I SL). Below a
GaAs thickness of Å and provided that the AlAs thickness is not too small the electron and
hole wavefunctions are derived fromX states in AlAs and� states in GaAs and the SL is
of type II. The quantum confinement makes theX valley in AlAs split into two states, i.e.,
Xz along the growth direction [001] andXxy perpendicular to it. Owing to the competition
between confinement and strain effects, the lowest electron state isXz for AlAs thickness
below 70 Å orXxy otherwise. Optical transitions are direct in type I systems. In type II SL
the optical transitions are indirect and therefore forbidden. For recombination that creates
a heavy hole (HH) with Xz electrons the transitions become weakly allowed due to the
�−X coupling (pseudodirect type II SL).

Type II GaAs/AlAs SL’s were widely studied by optically detected magnetic resonance
(ODMR) which made it possible to measure directly electron and holeg-factors and exciton
exchange splitting [1, 2], to determine the order of the conduction band valleysXz andXxy
from the anisotropy of the electrong-factor [3], and also to use these results for a local
diagnostics of SL’s [4]. Early ODMR studies of the type II-type I transition [5, 6] were
mainly focused on the extreme cases of type II and type I recombination. In these works
level-anticrossing (LAC) spectroscopy of type I systems was developed [5–7]. In the
present communication we apply ODMR and LAC for a study of theX−� crossover in
GaAs/AlAs SL with a smooth transition from pseudodirect type II to type I SL.

1. Results and discussion

Several MBE-grown GaAs/AlAs SL’s were studied but the most important results were
obtained on a SL (E913) grown with the spatial gradient of the GaAs/AlAs composition
in the SL plane along the sample length: from 20.8 Å/12.2 Å to 22.8 Å/11.2 Å. A smooth
transition from a pseudodirect type-II SL (x = 0) to type-I SL (x = 23 mm) has been
evidenced in this sample by the time-resolved luminescence measurements [8] and by
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Fig. 1. The valence and conduction band structure together with the recombination transitions for
the type II (a), type I (c) and crossover (b) regions of the investigated GaAs/AlAs superlattice with
a composition gradient. Narrow lines show energy of�(solid lines) andX (dashed lines) states in
the bulk materials, thick lines correspond to the superlattice states. In (b), the calculated probability
densities of the wavefunctions of electrons and holes in each quantum state are also shown. The
axisz is the growth direction.

ODMR and LAC spectroscopy [5–7]. A simplified diagram of the valence and conduction
band structure calculated within the envelope wave function approximation using the ECA4
program [9] is shown in Fig. 1 together with the recombination transitions. The energy
difference between theXz and� states decreases and reverse its sign, i.e. aX−� crossover
occurs with the change of the GaAs/AlAs composition along the sample. Figure 2 shows
the experimental dependences of circularly polarised luminescence on the magnetic field
measured at different positions of the excitation spot on the sample with 35 GHz microwaves
applied. Luminescence was excited far above the bandgap and detected within the zero-
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Fig. 2. 35 GHz ODMR and LAC measured as variations of the circular polarization of luminescence
at different positions of the excitation spot on the GaAs/AlAs SL (sample E913) with a smooth
transition from type II to type I. Inset shows the position of the investigated sample in the map
displaying the boundary between type II and type I SL.T = 1.6 K. B ‖ [001].
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phonon luminescence line. The location of the sample E913 in the map displaying the
boundary between type II and type I SL is shown in the insert.

In Fig. 2 resonance signals at 1–1.5 T are due to the microwave-induced EPR transitions
between the exciton levels and those of the electrons in e–h pairs. In many cases ODMR
of holes was also observed with smaller intensity because for holes the EPR transitions
are forbidden and relaxation is much faster. One can see that ODMR disappears in the
crossover region (x = 15−20 mm) whereτR decreases from theµs range down to 0.3 ns.
In addition to the ODMR, resonance signals produced by the state mixing at anticrossing
of optically allowed and forbidden exciton levels are seen in Fig. 2. LAC’s do not depend
on microwaves and can be observed even for very short lifetimes.

The experimental spectra in a wider field range are shown in Fig. 3. At the type II side
of the sample one kind of excitons is observed both by ODMR and LAC. For type I side
only LAC can be detected for excitons with about an order of magnitude higher exchange
splitting� [5–7]. Since theX−� mixing is proportional to 1/(EX − E�)2 it strongly
increases in the transition region and new type-II-like and type-I-like excitons appear with
the parameters different from the type II and type I excitons ((1) and (2) in Fig. 3).

For type-II-like excitons ODMR is not is detected because of shorterτR and the lines
of LAC are broadened.

The isotropic exchange splitting� = 21µeV, i.e. larger than� = 13.3µeV for type
II excitons in this region,gh‖ = 2.4, ge = 1.8. For type-I-like excitons the parameters
� = 140µeV, gh‖ = 2.4, ge = 1.05 are close to� = 170µeV, gh‖ = 2.4, ge = 0.9 for
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Fig. 3. Disappearance of the characteristic
ODMR and LAC of HH–Xz type II excitons
and appearance of LAC of HH–� type I exci-
tons at theX−� crossover. (1) and (2) mark
the positions of the type-II-like and type-I-like
excitons. The spectra were taken atx = 0, 8,
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type I excitons atx = 23 mm. At the crossover recombination is determined by an interplay
of the recombination rates and probability for the electron to be at theXz or � level. The
HH–� recombination is faster, therefore coexistence of type-II-like and type-I-like excitons
is possible only forXz below�.

Besides the exciton ODMR (“ exc.” in Fig. 2), broad ODMR signals are seen in Fig. 2
and 3 withg = 1.88 corresponding theXz electrons inAlAs. This ODMR in E913 is shown
in the bottom of Fig. 4 in which ODMR recorded in other SL’s with different periods P is
represented. It is seen that the splitting between the exciton ODMR lines strongly depends
on the SL period whereas the shape of the broad ODMR signal does not vary and is period
independent in the first approximation. For some SL’s we observed similar ODMR of
holes. For excitons the splitting of the ODMR lines is proportional to� which has a
definite value for each SL [3, 7]. Observation of the same shape of the broad electron
signal by multiquantum ODMR (the effective frequencies 35, 70, 105 GHz) proves that the
broadening is determined by a spreading of the zero-field (i.e. exchange) splittings rather
than theg-factors. This implies an existence of e–h recombination of the electrons in AlAs
and holes in GaAs which may be localized by the interface roughness potential. Dashed
line in Fig. 4 shows the result of calculations for a random distribution of thermalised e–h
pairs in the SL plane. For the excitons which are localised as a whole the e–h separation is
mainly determined by the SL period. In theXz−� transition region ODMR of electrons
is seen even after the disappearance of the type-II excitons probably due to longer e–h
recombination times.
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Localized excitons in random and partly phase separated solid solutions:
evidence of fractal structure of islands
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Abstract. Temperature dependence of photoluminescence (PL) spectra of MBE grown
ZnSe/CdSe/ZnSe QWs with 0.3–1.5 ML nominal CdSe thicknesses as well as MOCVD grown
double heterostructures (DHS) GaN/InGaN/GaN with In content in the range 0.004–0.06 within
the temperature interval 2–300 K has been studied. Much in common has been found in the PL
band temperature behavior for both systems. Depending on the concentration of the solid solution,
the PL band maximum positionεPLmax(T ) follows either “normal” or “anomalous” (known as “S-
shape”) dependence. We consider both dependences in detail and argue that anomalous behavior
is caused by the fractal-like structure of the islands.

1. Experimental details and results

We have studied PL and excitation of PL (PLE) spectra of two systems: (i) single quan-
tum wells formed by either MEE cycled deposition of CdSe (by 0.3 ML per cycle) in
ZnSe matrices with the following number of cycles: 1, 2, 5, 8 and 10, or MBE grown
ZnSe/CdSe/ZnSe QW with nominal CdSe content of 1.5 ML; and (ii) MOCVD grown
GaN/InGaN/GaN double heterostructures with a well width and an In content ranging be-
tween 50–100 nm and 0.004 and 0.06, respectively (for more growth details see [1, 2]).
The 441.6 nm or 325 nm He-Cd laser excitation were used for ZnCdSe and InGaN PL
spectra, respectively. PLE spectra were excited by the second monochromator with a Xe-
lamp. For both systems we have found that in the small composition range the PL spectra
posses a fine structure, attributed to the exciton localization by clusters of 2 or 3 atoms
of the narrow band component. It has been shown that the number of such clusters obeys
the random distribution statistics [3, 4]. For Cd content in ZnCdSe more than 5· 0.3 ML
(which corresponds toc = 0.15 in the ZnCdSe QW [5]) as well as for In content exceeding
≈ 0.02 in InGaN solid solutions the PL fine structure is smoothed away and Stokes shifts
between PL and PLE spectra is larger than that expected for the random statistics. Thus we
can conclude that for more concentrated solid solutions the process of phase separation (or
islands formation) starts to develop for the growth conditions used. In Figs. 1 and 2 tem-
perature dependences of PL band maximum positionεPL

max(T ) of ZnCdSe and InGaN solid
solutions, diluted (Figs. 1(a), 2(a)) and concentrated (Figs. 1(b,c) and 2(b,c)), respectively,
are shown by symbols.

As it is seen in Figs. 1 and 2, for diluted solid solutions the maximum of PL band
εPL

max(T ) follows the temperature dependence which we shall call as “normal” for the reasons
explained below: at the temperature increaseεPL

max(T ) shifts toward high energies and then
tends to the band gap temperature dependence. At the increase of the narrow gap component
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Fig. 1. PL band maximum versus the temperature (symbols) of ZnCdSe QWs with nominal Cd
thicknesses 0.6 ML (a), 1.5 ML (b) and 2.4 ML (c). Solid lines — temperature dependence of
corresponding PLE maximum.

3.35

3.40

3.45

3.50

0 100 200 300

P
L 

ba
nd

 m
ax

im
um

po
si

tio
n 

(e
V

)

3.30

3.35

3.40

3.45

0 100 200 300
3.25

3.30

3.35

3.40

0 100 200 300
Temperature (K)

(a) (b) (c)

Fig. 2. Similar to that in Fig. 1 but for GaN/InGaN/GaN DHS with In content 0.005 (a), 0.02 (b)
and 0.03 (c).

content, when the formation of nanoislands can be expected, the dependence ofεPL
max(T )

becomes “anomalous” (Figs. 1(b,c) and 2(b,c)): as the temperature raises, it shows either
minor red shift, which is often wave-like modulated, or exhibits the distinct “S-shape”
dependence with the pronounced red shift followed by blue shift and, afterwards, by the
red shift again. Similar behavior was found also for more concentrated ZnCdSe QWs [6]
and InGaN [7] solid solutions.

2. Discussion

2.1. Band gap temperature dependence

The band gap temperature dependenceEg(T ) results from the electron and hole interaction
with lattice vibrations [8]. We have found that the dependenceEg(T ) for both ZnSe and
GaN bulk materials can be well fitted by the sum of two terms proportional to the phonon
occupation numbers: the first one with Debye temperature�D of the host lattice and the
second with�eff ≈ 0.2�D, corresponding to the interaction with optical and acoustical
phonons, respectively. In Figs 1 and 2 the obtained dependences for free exciton transitions
of ZnSe (�D = 340 K [9]) and GaN (�D = 570 K [10]), shifted to fit the position of
corresponding PLE maximum, are shown by solid lines. (For the solid solutions at low
concentration the difference between Debye temperature of a wide-gap compound and that
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of the solid solutions can be neglected). It is worth to note that the difference in the electron-
phonon interaction of localized and free excitons can result in some difference in the thermal
shift for localized excitons and inEg(T ), but usually this difference is negligible.

2.2. Normal and anomalous temperature dependence of localized exciton PL band

Temperature shift of the localized exciton PL band maximumεPL
max(T ) is determined by

two causes: band gap dependenceEg(T ) and population of the excited states of super-
clusters, which at low temperature relaxes nonradiatively to the ground states [4]. The
latter factor leads to the blue shift of the PL band maximum until it reaches the position
of the absorption band maximum. ThenεPL

max(T ) should followEg(T ) dependence. Such
expected behavior completely agrees with the experimental behavior in the diluted solid
solutions (see Figs. 1(a), 2(a)) and we regard this as a normal for random solutions. For
more concentrated solutions, when the initial stage of phase separation takes place, the
dependenceεPL

max(T ) essentially differs from the normal behavior.

2.3. Metastable electronic states of the island as a cause of anomalous dependence

The red shift of the PL maximum at low temperature indicates that an appreciable part
of the radiative states of excitons in nanoislands are metastable rather than the ground
ones and can relax to deeper ground states at the temperature increase, provided that at
the lowest temperature the rate of nonradiative decay of these states is insufficient for the
process to occur. One of the possible scenario of metastable state occurrence is formation
of an archipelago consisting of a few slightly overlapping islands. The number of such
archipelagos should be large enough to produce a pronounced effect on PL. For the statistical
reasons a sufficient number of archipelagos can not arise occasionally as a result of random
space distribution of islands due to small concentration of islands. Therefore, the complex
archipelago-like islands should be an intrinsic feature of the island structure.

2.4. Diffusion-Limited Aggregations as an origin of metastable states

Some preliminary experiments indicate that thermal annealing of InGaN samples after the
growth processes [11] or increasing a growth interruption time before the cap layer deposi-
tion in ZnSe/CdSe/ZnSe system [12] affects drastically the number and the composition of
islands. These facts give evidence of an important role of the diffusion processes in island
formation. Processes of diffusion limited aggregation lead to a complex shape of aggregates
with disordered fractal properties ([13]). One of the important features of such aggregates
is a multibranch structure with the common center. The most part of atoms are in branches,
which are well isolated from each other by distances comparable with the size of branches.
This assumption explains the observed PL band temperature dependence. Indeed, every
branch of the aggregate can be treated as a separate island which is weakly connected with
the others through center part of the fractal. Energy levels of the different branches are
randomly distributed over some energy interval due to the random branch configuration.
Localization of the exciton by different branches appears to have a comparable probability
and the subsequent energy relaxation takes place if an occupied state is not the lowest one.

3. Summary

We have studied temperature dependences of the PL band maximum both in random and
inhomogeneous solid solutions with partial phase separation. The arguments has been
suggested that the anomalous temperature dependence reflects the fractal form of the islands
caused by diffusion limited aggregation.
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Effect of additional illumination on the kinetics of exciton complex
formation in the quantum wells of undoped GaAs/AlGaAs structures

N. N. Sibeldin,M. L. Skorikovand V. A. Tsvetkov
P. N. Lebedev Physical Institute, Russian Academy of Sciences,
Moscow, Russia

Abstract. Low-temperature (T = 2 K) photoluminescence (PL) and photoluminescence excitation
(PLE) spectra of GaAs/AlGaAs (x = 0.05) structures with shallow quantum wells (QW) and the
effect of additional illumination by He–Ne laser radiation on these spectra were investigated. It
was found that the PLE spectra exhibit a number of broad bands in the above-barrier energy region;
these bands alternate “in opposite phases” in the spectra of free excitons and excitonic complexes
(trions) (i.e., an increase in the exciton luminescence intensity is accompanied by a decrease in the
luminescence intensity of the complexes). In the case where the photon energy of the Ti-sapphire
laser is tuned to excite the QW states, additional illumination results in the shift of the equilibrium
in the exciton–trion system towards an increase in the concentration of the latter species. On the
other hand, upon excitation into certain barrier states with energy both below and above the barrier
band gap, additional illumination shifts the equilibrium in the opposite direction.

Charged three-particle excitonic complexes (trions) in low-dimensional semiconductor
structures were actively investigated in the recent years. In particular, it was demon-
strated that, in GaAs/AlGaAs structures without intentional doping, negatively or positively
charged localized trions can be formed due to the preferential capture of electrons or holes
into the quantum wells (QWs), as well as due to the presence of residual impurities in the
barrier layers [1–4].

It is of substantial interest to follow the variation of the “molecular composition” of
the excitonic system as the photon energy of the exciting radiation is continuously tuned
in the range including the band gap of the barrier layers, i.e., under the transition from
the excitation into the QWs to the above-barrier excitation. This can be carried out for
GaAs/AlGaAs structures with low Al content in the barrier layers.

The structure under study contains two shallow tunneling-isolated GaAs QWs of width
4 and 3 nm, separated by a 60-nm-wide Al0.05Ga0.95As barrier and confined from both
sides by 100-nm Al0.05Ga0.95As layers. The band gap in the barrier layersEgb � 1.6 eV,
and the tuning range of a Ti-sapphire laser (in our case, 1.49–1.77 eV) is sufficient to
perform the measurements discussed above. In addition, these structures has a relatively
simple energy spectrum (there is just one single-particle quantum-confinement level for
each kind of quasiparticles in each QW [5]), which makes data analysis and interpretation
more straightforward.

The photoluminescence (PL) spectrum of the narrow QW of the structure under the He–
Ne laser excitation (photon energy 1.959 eV) is shown in Fig. 2 (inset, upper curve). The
spectrum consists of two lines, the higher-energy one being related to the recombination
radiation of the free heavy-hole excitons (FE) and the lower-energy one, to the recombina-
tion radiation of the excitonic complexes (EC). The EC and FE PL excitation (PLE) spectra
for this QW (recorded with the monochromator output slit fixed at the corresponding PL
lines) are shown by solid lines in Figs. 1 and 2, respectively. The shape of the PLE spectra
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Fig. 1. Excitation spectra of the excitonic complex PL without and with additional illumination by
a He-Ne laser. Inset: PL spectra for two excitation photon energies without (upper part) and with
(lower part) additional illimination by a He–Ne laser.

of the free excitons and the complexes differ considerably when the photon energy exceeds
the barrier band gapEgb: there are broad bands whose position do not coincide in the FE
and EC spectra; moreover, the maxima and minima in both curves alternate “in opposite
phases”, i.e., an increase in the excitonic complex PL intensity is accompanied by a de-
crease in the PL intensity of the free excitons. Thus, the shape of the QW PL spectrum
depends significantly on the photon energy of exciting radiation.

It seems likely that the variation of the luminescence intensity related to the free excitons
and excitonic complexes with the energy of exciting photons in the above-barrier spectral
region is due to the dependence of the efficiency of the photoexcited charge carrier capture
into the QW on their initial energy. The concentrationnT of the excitonic complexes
depends on the densityn of the electron (or hole) gas and the exciton concentrationnex
in the QW (nT ∼ nex · n). Therefore, the efficiency of the excitonic complex formation
should increase when the nonequilibrium charge carriers of one sign are preferentially
captured into the QW. The energy width of the bands in the EC PLE spectrum (Fig. 1) gives
an indication of the charge carrier energy region where such a situation does take place.
Under these conditions, the density of the exciton gas in the QW should decrease due to
exciton binding into trions.

The density of electron (hole) gas and even the type of the conduction in the QW can be
changed by an additional illumination of the sample by the radiation with the photon energy
exceeding the band gap in the barrier layers [2, 3]. The effect of the additional illumination
of the sample by the He–Ne laser radiation on the PLE spectra of the EC and FE in the
narrow QW is shown in Figs. 1 and 2, respectively. When the QW states are excited (the
Ti-sapphire laser photon energyhνexc < 1.592 eV), additional illumination results in an
increase of the EC luminescence intensity (Fig. 1), which is accompanied by a decrease
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of the intensity of the FE luminescence (Fig. 2). A more complicated picture is observed
when we excite the above-barrier states or the states with the energies slightly below but
close toEgb responsible for the triplet in the PLE spectra athνexc � 1.592−1.599 eV.
While the additional illumination leads to an increase in the intensity of the free-exciton
PL in the whole range of excitation photon energieshνexc > 1.592 eV, the intensity
of the PL of excitonic complexes can either increase or decrease. Moreover, at certain
values of the excitation photon energy (e.g.,hνexc � 1.595, 1.636 eV etc.) the phase of
the photodetector signal changes in such a way that negative signal appears at the output
of the lock-in amplifier (Fig. 1). Note that the energy difference between the values of
hνexc corresponding to the regions of negative signal in the PLE spectra under additional
illumination (Fig. 1) is of the order of the optical phonon energy in the barrier layers.

The influence of additional illumination on the radiative recombination processes in the
QW, seen in the PLE spectra, is also reflected very clearly in the PL spectra. The PL spectra
obtained, like the PLE spectra in Figs. 1 and 2, under the excitation by modulatedTi-sapphire
laser radiation and the additional stationary illumination by a He–Ne laser are shown in the
inset to Fig. 1. In the case of resonance excitation into the QW light-hole exciton states
(hνexc = 1.582 eV), He–Ne illumination results in enhanced EC luminescence intensity
because of an increase in the trion concentration, which takes place due to the binding
of the excitons created by the excitation radiation with the nonequlibrium charge carriers
in the QW originating from the additional illumination. In the case of excitation into
the states corresponding to the low-energy component of the triplet (hνexc = 1.595 eV),
charge carriers of opposite signs are created in the QW by the excitation and the additional-
illumination radiation, which leads to a decrease in the stationary concentration of the
charge carriers and, thus, of the trions. This brings about the appearance of the negative
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signal in the PL and PLE spectra (Fig. 1). Such a behavior of the electron–hole system is
also reflected in a something different way in the differential (with respect to the additional
illumination intensity) PL spectra recorded under the conditions of stationary excitation by
a Ti-sapphire laser and modulated additional illumination (Fig. 2, inset). In this case, the
changes in the PL spectra related to the additional illumination are recorded.

The PL and PLE spectra of the wide QW of the structure exhibit similar behavior to
that of the narrow QW.
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Determination of the minimum island size for full exciton localization
due to thickness fluctuations in Zn1−xCdxSe quantum wells

P. Diaz-Arencibiaand I. Hernandez-Calderon
Physics Department, CINVESTAV,Apdo. Postal 14-740, 07000 Mexico, D.F. Mexico

Abstract. Atomic layer fluctuations of the thickness of quantum wells (QWs) are one of the causes
of exciton localization. Here, we present the results of the determination of the minimum lateral
dimensions of islands formed by thickness fluctuations in Zn1−xCdxSe QWs which produce full
exciton localization. We have calculated the localization energy of excitons in the frame of the
factorized-envelope approximation. We found that the excitons are well localized in the islands of
the QW when their dimensions are larger than∼15 times the exciton Bohr radius. This result allows
us to evaluate the quality of the QW structure and interpret the photoluminescence characteristics
of QWs.

Introduction

In ideal QW structures the interfaces are flat planes, free of imperfections. However, in
real QWs the interfaces present structural and chemical defects that result in potential
fluctuations which alter the motion of the particles within the QW. In high quality QWs
these defects result in flat, large area regions of constant thickness, these large regions (that
we will call terraces) present differences in thickness of one or two monomolecular layers
(ML, 1 ML = a/2, wherea is the lattice constant). Then, for the case of a high quality
QW structure with average thicknessNa/2, whereN is the number of ML, it is normally
expected the existence of terraces (N ±1)a/2 and (N ±2)a/2 thick and in such a way that
QW thickness fluctuations will give place to exciton localization [1]. Since the 1s energy
of the exciton localized in an (N +1)-terrace will be lower than the 1s energy of an exciton
localized at an N-terrace, at low temperatures and low excitation levels the (N + 1)-QWs
will be the most populated;U ≡ E1s(N)− E1s(N + 1) is the barrier height that localizes
the exciton inside the (N + 1)-QW; E1s(N) is the energy of the free 1s exciton in the
N -monolayer thick QW. As the temperature raises, the assistance of acoustical phonons
makes possible the migration of excitons to theN -terraces. For this process to occur the
exciton must overcome the localization energy�E ≤ U . �E may be lower than U when
the QW has regions with reduced lateral dimensionsLx ,Ly in such a way that confinement
effects caused by the comparable spatial extensions of the (N + 1)-thick island and the
wavefunction of the exciton result in the raising of the ground state of the 1s exciton and then
a lowering of the localization energy. In other words, additional quantization in thex and
y directions (z is perpendicular to the QW plane) reduces the energy that the exciton needs
to migrate to theN -thick terrace. Many of the phenomena related to exciton localization
and phonon assisted migration can be observed when studying the photoluminescence
(PL) vs. temperature characteristics of high quality QWs. The analysis requires a clear
identification of the different excitonic emission mechanisms which may be present in the
QW PL spectrum [2]. Bound excitons (BX) [3] and biexcitons (BB) [4, 5] have been
assigned to optical transitions in the PL spectra of Zn1−xCdxSe QWs. In previous papers
we have analyzed in detail the mechanisms of exciton localization and exciton migration
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as a function of temperature for the case of two structurally different Zn1−xCdxSe QWs
grown by molecular beam epitaxy (MBE) with different barrier materials [2, 6, 7]. Based
on those studies we have made estimates of the relative total area of islands with different
thickness, but that analysis does not give information about the area of individual islands
[2]. In the following we will present a calculation of the minimum size (Lx , Ly) of an
(N + 1) island that is necessary to producefull localization of excitons, that is, when
�E ≈ U = E1s(N)− E1s(N + 1).

1. Theory

The minimum size of an (N + 1)-island with full exciton localization can be estimated
calculating the 1s energy of the exciton as a function of their lateral dimensions. The
(N + 1)-island is assumed to be laterally surrounded by aN thick QW and is formed
in one of the interfaces while the opposite interface is completely flat. The islands are
assumed to have a rectangular shapeLx × Ly and the energy of the barrier that localizes
the exciton in the (N + 1)-island isU . The calculations are made using the factorized-
envelope approximation described by Gupalov, Ivchenko and Kavokin [8] and references
therein. In the case of very large islands or islands with square shape, the 1s state is doubly
degenerated, however, the islands will generally be asymmetric, breaking this degeneracy.
Then, the ground state of the localized exciton will be denoted byE

xy
1s (N + 1). We solve

the Schr¨odinger equation for the in-plane envelope function of the excitonF(X, Y ), which
describes the localization of the 1s exciton as a whole within the island, whereX andY are
the components of the in-plane exciton center of mass radius vectorR‖ ≡ (X, Y ) of the
localized exciton at the island. If we representF(X, Y ) as a product of separate functions
FX(X) andFY (Y ), the Schr¨odinger equation is decomposed in a set of two coupled Hartree
equations: 

[
− �

2M
∂2

∂X2 − UPY θ
(
Lx
2 − |X|

)]
· FX(X) = −εXFX(X)[

− �

2M
∂2

∂Y 2 − UPXθ
(
Ly
2 − |Y |

)]
· FY (Y ) = −εYFY (Y )

(1)

Hereθ is the step function;θ(s ≥ 0) = 1,θ(s < 0) = 0. The energiesεX andεY determine
the localization energy�E = εX + εY − U · PX · PY ; wherePX andPY are the coupling
factors of Eqs. (1) and are just the particle probability density inside the island:

PX =
∫ Lx/2
−Lx/2

F 2
X(X)dX and PY =

∫ Ly/2
−Ly/2

F 2
Y (Y )dY (2)

PX, PY < 1 since the functionsFX(X) andFY (Y ) extend beyond the potential barriers of
the island. The localization energy can be also written as�E = E1s(N) − Exy1s (N + 1).
The boundary conditions demand that the envelope functionsFX(X), FY (Y ) and their
derivatives in the directions perpendicular to the sides of the rectangle are continuous on
the perimeter of the island.

2. Results and discussion

Calculations were made for two structurally different Zn1−xCdxSe QWs [2, 6, 7]. The
parameters used in calculation are listed in Table 1.

The results are shown in Fig. 1, the exciton localization energy�E is plotted as a
function of the dimensions of the island. Each curve represents an island with constantLy
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Table 1. Parameters used in calculations;Mw = mwe +mwhh andMB = mBe +mBhh.

Sample x Lw (Å) Eg (eV) Mw/m0 MB/m0 U (meV)

A-809 0.69 40 2.028 0.582 0.63 11.7
C-161 0.26 50 2.482 0.612 0.63 8.8

and varyingLx , in terms of integer multiples of the exciton Bohr radiusaB . As can be
seen, the localization energy�E of the fundamental stateEx,y1s approachesU when the
dimensions of the sidesLx andLy of the rectangular island are of the order or larger than
15 times the exciton Bohr radius, i.e, larger than∼600 Å. This means that the minimum
area of the (N + 1) island for a full exciton localization is of the order of 3.08× 10−3µm2

and 4.36× 10−3µm2 for samples A-809 and C161, respectively. When one of the sides
of the rectangle is less than 15aB the exciton localization energy is less thanU . This
means that the exciton is not fully localized in the island. The presence of small (N + 1)-
islands (Lx , Ly < 15aB ) will lead to contributions in the emission spectrum of the QW at
intermediate energies compared to those corresponding to theN -QW and (N + 1)-islands
withLx ,Ly > 15aB . The excitation energy�E that the exciton needs to migrate at higher
temperatures is then also less thanU . The conclusion is that it is necessary for the islands
to present dimensions inLx andLy much larger than the Bohr radius in order to achieve
full localization of excitons. Then, as a consequence, a careful examination of the PL
spectrum of a QW can give substantial information about its structural quality, the energy
of the emission peaks and their spectral width are directly related to the abundance and size
of the islands produced by thickness fluctuations of the QW. Moreover, the PL bands could
be not symmetric. Broadening of the PL spectra at the high energy side of the (N +1)-QW
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Fig. 1. Localization energy of the fundamental state of excitons localized at(N + 1) and (N + 2)-
islands for samples A-809 and C-161, respectively. (a) Sample A-809N+1= 14,U = 11.7 meV.
(b) Sample C-161,N + 2= 19,U = 8.8 meV.
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and in the low energy side of theN -QW may appear due to inhomogeneous broadening
caused by the size distribution of the (N + 1)-islands. Examination under this criteria of
the PL spectra of the emission of QWs A-809 and C161 allows us to conclude that the
main emission peaks correspond to islands with full localization, therefore having lateral
dimensions of at least 15 times the Bohr radius of the exciton. The fact that two (symmetric)
gaussian lines fit very well the PL emission suggests that those QWs are formed by large
terraces, as expected in high quality QWs.

In summary, in the frame of the factorized-envelope approximation we have obtained
the localization energy of excitons in II–VI QWs as a function of the lateral dimensions of a
(N +1)-island within aN -QW. We found that for a full exciton localization (�E ∼ U ) the
lateral sizes of the island (Lx , Ly) must be larger than∼15 times the exciton Bohr radius,
i.e,Lx , Ly � aB . This analysis helps to the interpretation of the excitonic features in the
PL spectra and brings information useful to the evaluation of the structural properties of
QWs.
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Vertical motional narrowing of exciton-polaritons in GaN based multiple
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Abstract. Numerical simulation of time-resolved light reflection from GaN/AlGaN single and
multi-quantum wells (MQWs) revealed a pronounced vertical motional narrowing effect. This
effect consists in reduction of the inhomogeneous broadening of the exciton peaks and increase of
the decay-time of the time-resolved reflection due to the averaging of the vertical disorder in the
structure by extended exciton–polariton modes. The theory predicts pronounced oscillations in the
time-resolved reflection of MQWs resulting from the interference of exciton–polariton modes in
the structure.

Random potential fluctuations strongly affect the confined exciton states in GaN/AlGaN
and GaN/InGaN quantum wells (QWs) thus reducing the advantages of these structures for
opto-electronics applications [1, 2]. The disorder arises mainly due to random polarization
fields [3, 4] and is manifested by a huge Stokes-shift and inhomogeneous broadening of the
exciton lines. Recently, it has been shown experimentally [5] and theoretically [6] that the
radiative coupling between excitons confined in different QWs in multiple quantum well
(MQW) structures may reduce effectively the disorder effect on the exciton. This effect
known as the vertical motional narrowing (VMN) effect manifests itself in the increase
of the decay-time of the time-resolved reflection signal from MQWs as a function of the
number of wells. It results from the averaging of the disorder potential in a MQW structure
by extended exciton–polariton modes that occupy the entire structure.

Four parameters govern theVMN, namely, the exciton radiative recombination rate,�0,
the exciton inhomogeneous broadening,�, the spacing between wells,d, and the number
of the wells,N . The parameterη� is in the range of 10 meV for the best quality MQW
structures based on nitrides available now [1, 2]. The exciton oscillator strength in nitrides
is an order of magnitude larger than in GaAs, so thatη�0 achieves 0.4 meV in GaN/AlGaN
QWs [7]. The coincidence of the strong disorder and huge exciton oscillator strength makes
us to expect an extremely pronounced VMN effect in nitride-based MQWs.

In this paper we examine theoretically the time-resolved response of GaN/AlGaN
MQWs. We show that, except for Bragg-arranged MQWs, the VMN effect governs the
excitonic decay rate in these structures.

According to the semi-classical model [8], the exciton inhomogeneous broadening can
be accounted for by averaging of the non-local dielectric susceptibility with a continuous
distribution function of the exciton resonance frequency (chosen to be a Gaussian function
for simplicity):

χ̃(ω, γ ) = η√
π�

∫
χ(ω, ν, γ )exp

[
−eta2

(
ν − ω0

�

)2
]

dν (1)
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whereω0 is the central frequency of the exciton distribution,χ(ω, ν, γ ) is the dielectric sus-
ceptibility of the single free exciton state with the resonance frequencyν and homogeneous
broadeningγ .

Solving the Maxwell equations within the non-local dielectric response theory [8], one
can find the amplitude reflection coefficient for light incident on a single quantum well
(SQW) characterized by the response function (1) in form:

rQW = −
√
π�0w(z)

�+√π�0w(z)
(2)

wherew(z) = e−z2erf c(−iz), z = (ω− ω0+ iγ )/�, anderf c(z) is the complementary
error function. The frequency-dependent reflection amplitude of the whole structurer(ω)

can be expressed in terms ofrQW using the transfer matrix method. The time-resolved
reflection of the MQW system is a Fourier transform ofr(ω) convoluted with the spectral
function of the incident pulse [9]:

r(t) =
∫ ∞

−∞
dω

2π
r(ω)g(ω)e−iωt . (3)

In the numerical calculations, for all the QWs under consideration we have takenηγ =
0.1 meV,d = 70 nm,ηω0 = 3.6 eV. We will consider either “disordered” QW structures
with η� = 5 meV, for GaN/AlGaN QWs [1] or “homogeneous” QWs with� = 0 (for the
reference). The value of 5 meV for the inhomogeneous broadening should hopefully be
achieved by future optimization of material quality.

Figure 1 shows the time-resolved reflection spectra of a disordered SQW (a), of disor-
dered MQWs containing 10 wells (b), 50 wells (c), 100 wells (d), and of a homogeneous
SQW (e). Comparing the curves (a) and (e) in Fig. 1, one can see that the exciton inho-
mogeneous broadening induces a dramatic decrease of the decay time of the time-resolved
reflection. This reflects appearance of additional channels of energy relaxation for exci-
tons as the disorder increases in the structure [8]. Note the strong decrease of the exciton
decay time with increase of the number of QWs in the structure. This is a manifesta-
tion of the VMN effect, which is visibly stronger than one observed experimentally in the
GaAs/AlGaAs MQWs [5]. Note also pronounced oscillations in the spectra of MQWs
and a disordered SQW (Fig. 1(a-d)). These oscillations have been widely discussed dur-
ing recent years [5, 6, 8–10]. Basically, they arise both from the interference of different
exciton–polariton modes and the interference within each single exciton–polariton mode
due to the inhomogeneous broadening.

In the rest of this paper we report an analytical theory aimed to express the decay
time of the coherent optical response of MQWs and the period of oscillations via the
structure parameters and excitonic characteristics. We adopt the effective dielectric media
(EDM) approximation [11] which describes the MQW structure as a homogeneous layer
containing a single inhomogeneously broadened exciton resonance. This approximation
is valid if excited states and A, B, C, bands are ignored, if�0 ! γ and if one can find an
integern such as:

kd − nπ ! 1 (4)

wherek is the wave vector of light in the media at the exciton resonance frequency. The
formalism allowing to calculate the time-resolved response of a semiconductor film con-
taining an inhomogeneously broadened exciton resonance has been developed in Ref. [10].
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Fig. 1. Time-resolved reflection of GaN/AlGaN quantum well structures: (a) SQW withη� =
5 meV; (b) MQW,N = 10,η� = 5 meV; (c) MQW,N = 50,η� = 5 meV; (d) MQW,N = 100,
η� = 5 meV; (e) SQW withη� = 0 meV.
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Fig. 2. Time-resolved transmission of light through the GaN/AlGaN MQW structure containing
50 QWs (solid) and through the thin film of a bulk semiconductor characterized by an effective
dielectric susceptibility according to the EDM approximation (dashed).

To describe the MQWs one should substitute in that formalism the thickness of the film by
Nd and the exciton longitudinal-transverse splittingωLT by 2�0/kd [11].

Figure 2 shows the time-resolved transmission of the structure (c) calculated within
the EDM approximation (dashed line) in comparison with the exact calculation (solid
line). Note, that the criterion (4) is satisfied for this structure, withn = 1. An excellent
agreement between the exact and approximate calculations allows us to apply the steepest
descent method presented in Ref. [10] to find the decay timeτ and the period of oscillations
T in the time-resolved reflection of the MQWs. Using Eq. (27) from Ref. [10] one can
obtain

T (t) = π
√
t√

N�0[1+ (3�2t/4N�0)]
. (5)

In order to find a compact analytical formula for the decay timeτ one has to extend
substantially the formalism of Ref. [10] and the EDM approximation. Let us remind that
the spectrum of exciton–polariton eigen-modes in a MQW structure consists of a few super-
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radiant modes having a huge oscillator strength and of many dark modes having a very small
oscillator strength. If the condition (4) is satisfied, i.e. either for short-period MQWs or
for quasi-Bragg-arranged MQWs, there is only one super-radiant mode with an extremely
short decay-time. At the pico-second time-scale the exciton radiative decay is governed by
the dark modes, which form two bands similar to the bulk exciton–polariton bands. That
is why the EDM approximation works so well for this kind of MQWs.

In the limit�! N�0 one can assume the sum of the oscillator strengths of the exciton–
polariton modes to be independent of�. Thus, the oscillator strength of the dark modes can
be estimated as a total oscillator strength (proportional toN�0) minus the oscillator strength
of the super-radiant mode, which decreases with increase of�. Within this hypothesis and
with use of the Eq. (A6) from Ref. [10] one can find the decay rate of the time-resolved
optical response of a MQW structure as

1

2τ
= γ + �2

2[N�0 − (�2/2N�0)]
. (6)

In conclusion, we have shown that the vertical motional narrowing effect is of great
importance for the coherent optical spectra of the GaN/AlGaN MQWs. The approximate
analytical expressions for the decay rate and period of oscillations of the time-resolved
reflection and transmission spectra of MQWs have been derived.
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Abstract. The photoluminescence (PL) bands of MOCVD grown double heterostructures (DHS)
GaN/InGaN/GaN with In content in the range 0.4–2% as well as MEE grown ZnSe/CdSe/ZnSe
QWs with 0.3–1.5 ML CdSe nominal thicknesses show a fine structure which can be attributed
to small In or Cd clusters, respectively, occurring in cation sublattices at random filling of the
lattice sites. This fine structure is smoothed away at further concentration increase in both systems.
At the lowest concentration the exciton motion in these systems has a character of 3D and 2D
percolation over the “impurity” bands formed by clusters of sizes = 2 in both cases. We have
found that similarity of InGaN and ZnCdSe PL-band shapes despite the different dimensionality
of objects (3D DHS and 2D QWs) is due to a different perturbation strength produced by In and
Cd, respectively.

Introduction

Solid solution grown from constituents with highly mismatched lattices can be considered
as “ideal” or random alloy, at best, at low concentration only. On the other hand, the
conventional treatment of disorder effect on the electron states in a solid solution assumes
usually its random character. In the low concentration limit the random distribution of
the diluted atoms can be described by clusters of relatively small size [1]. As a result,
the localization of exciton occurs due to perturbation of the potential relief by randomly
distributed clusters. The shape of the density of states (DOS) of localized states is very
sensitive to the size and number of clusters which are responsible for the localization. For
3D systems the low concentration limit is most interesting in cases when the perturbation
strength of diluted atoms is large enough for exciton localization by the clusters of small
size. In these cases the cluster structure of DOS can be directly observed in the luminescence
spectra [2].

2D exciton states which can be realized in QWs formed by solid solution are much more
sensitive to the disorder and, therefore, a relatively weak perturbation can be sufficient for
the cluster localization of exciton. Here two important problems are encountered: (i) what
is the minimum concentration of the diluted atoms necessary to form a QW, and (ii) how
to distinguish the mobile and localized excitons in the case when the fluctuations can not
be considered as a small correction.

We have studied PL and excitation of PL (PLE) spectra of two systems: (i) MOCVD
grown GaN/InGaN/GaN double heterostructures (DHs) with a well width of 100 nm and
an In content from 0.4% to 2%, and (ii) single QWs formed by a MEE cycled deposition
of CdSe (by 0.3 ML per cycle) in ZnSe matrices with the number of cycles 1, 2 and 5
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(for more growth details see [3, 4], respectively). The 441.6 nm or 325 nm He-Cd laser
lines were used to excite PL spectra of ZnCdSe and InGaN systems, respectively. PLE
spectra were excited by a second monochromator with Xe-lamp. For both systems we
have found that in the composition range under investigation the PL spectra posses a fine
structure, which can be attributed to exciton localization by clusters of 2 or 3 atoms of
the narrow gap component. The number of such clusters obeys the random distribution
statistics. For In content exceeding≈ 0.02 in InGaN solid solutions as well as for Cd
content in ZnCdSe more than 5· 0.3 ML this fine structure in the PL spectra is smoothed
out and the Stokes shifts between PL and PLE spectra becomes larger than that expected
for the random statistics [5].

1. Cluster structure of InGaN luminescence band in the limit of low In concentration

The luminescence spectra of InGaN epilayers in Figs. 1(a,b) show a structure which be-
comes less pronounced with the In content increase and disappears completely already
at 2% of In (Fig. 1(c)). Due to this structure the PL in Figs. 1(a,b) differs considerably
from the usual structureless spectra of concentrated solid solutions with the Urbach tails of
localized states.

1. To account for the observed structure of PL bands we have assumed a random distribu-
tion of In atoms over the cation sublattice. Neglecting the difference between the sublattice
geometry of hexagonal InGaN and that of a fcc lattice we have used the percolation theory
for fcc lattice to find the number of clusters of different size. Using the approach described
in [1] we have calculated the exciton density of states (DOS) (curves 1), spectral density
of states (SDOS) (curves 2), and SDOS of radiative states (curves 3 in Fig. 1). The cluster
structure can appear at low concentrations if the perturbation strength produced by substi-
tuting atoms is large enough and the localized states split off for the clusters which size
does not exceeds = 3. The number of space configurations of clusters of larger size in-
creases rapidly [6] and a dependence of the localization energy on the cluster configuration
suppresses appearance of resolved luminescence structure for such clusters. The model fit
of experimental data presented in Fig. 1 shows that the structure of PL spectra of InGaN
solid solution can be assigned to clusters withs = 2,3.

2. The following characteristics of an InGaN solid solution were obtained as a result of
calculations.
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Fig. 1. PL (open circles) and PLE (solid circles) spectra of GaN/InGaN/GaN DHS with In content
0.4% (a), 1% (b) and 2% (c) (symbols). Solid lines are the calculated DOS (1), spectral DOS
(SDOS) (2), and SDOS of radiative states (3). Vertical lines ME mark the mobility edge positions.
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a) The potential well depth created for exciton by single In atom in GaN lattice is about
� ≈ 400 meV.
b) The ratio of the potential amplitude� to the critical perturbation which splitts off the
localized state with zeroth localization energy is close to unity (�/Ecr ≈ 0.9) which means
the strong scattering regime already for a single In atoms.
c) The bowing parameter for composition dependence of the band gap is large and equal
to≈ 3 eV.
d) For the studied compositions the percolation threshold (ME) is situated in the energy
range where the clusters of two In atoms are responsible for the DOS and moves toward
the deeper localization energies with the increase in In concentration.

2. Cluster structure of PL spectra of QWs formed by ZnCdSe solid solution at small
Cd concentrations

1. The PL and PLE spectra of QWs with nominal Cd thickness of 1, 2, and 5 cycles
by 0.3 ML are shown in Figs. 2(a,b,c), respectively. For these samples we estimated the
average Cd content in broadened QWs as 2.5, 5 and 12.5% which is in good agreement
with the data of [7]. The PL spectra of the first two samples show a structure which can be
attributed to the clusters withs = 2 and 3. This structure disappears with the Cd content
increase and at 12.5% Cd it is not observable. The calculations performed have allowed
us to estimate also the potential amplitude of Cd in the ZnSe matrix as� ≈ 150 meV and
the ratio�/Ecr ≈ 0.3 (Ecr is a characteristics of the 3D ZnCdSe solid solution). The
obtained small values of�/Ecr and� explain why the 3D Urbach tail is not detected
experimentally in this solid solution [8]. Hence, the observed properties of PL spectra of
QWs are due entirely to the 2D character of exciton states in this system.

2. Taking into account that the QW width amounts about 10 ML [7], we have used in
calculations of the number of clusters also the 3D statistics for the fcc lattice. The results
can be formulated as follows:
(a) The fine structure of PL band is concerned with the clusters of sizes = 2 and 3.
(b) The mobility edge position occurs in the energy range of thes = 2,3 DOS maxima.
Therefore, as in the previous InGaN case the exciton motion has a character of percolation
over an “impurity band” formed by these clusters.
(c) The position of the mobility edge in the QW formed by 0.3 ML of Cd is close to barrier
exciton SDOS maximum while the SDOS of the 2D excitons corresponds to the localized
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Fig. 2. Similar to that in Fig. 1 but for ZnCdSe QWs with nominal CdSe thicknesses 0.3 ML (a),
2 · 0.3 ML (b) and 5· 0.3 ML (c).
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exciton states. So we can conclude that the concentration of Cd in 0.3 ML QW is close to
the critical one at which the QW is just formed.

Summary

We have found a fine structure of PL spectra of diluted bulk InGaN and 2D ZnCdSe solid
solutions and have attributed it to the DOS structure caused by statistical clusters consisting
of 2 or 3 atoms of narrow gap component. The perturbation potentials of In in GaN and
Cd in ZnSe are estimated. It is shown that a single In atom in GaN produces a perturbation
which is almost sufficient for the splitting off the localized state in 3D case, while the
perturbation of Cd atom in ZnSe matrix gives a localized state only in the systems of
reduced dimensionalities.
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Abstract. We study the low-temperature photoluminescence (PL) of the self-assembled InAs
single quantum dots (QDs) using conventionalµ-PL setup to detect PL from an individual QD. We
demonstrate, that at certain experimental conditions, what concerns the laser excitation energy, the
laser power and the sample temperature, several novel lines appear in the PL spectra. The lines,
redshifted relative to the exciton PL line, are interpreted in terms of charged exciton complexes.

Introduction

Multiparticle effects in quantum dots (QDs), which were studied both theoretically [1, 3] and
experimentally [2–5], determine the performance of a number of optoelectronic devices, for
example QD lasers and single-electron transistors, which in turn are considerably affected
by the charge, stored in the QD [6]. This highlights the outstanding role of multiparticle
complexes with non-equal number of electronse and holeshwhich were spectroscopically
examined on large ensembles of QDs [2, 3] as well as in single QDs [4, 5]. In the latter
type of studies, the effect of inhomogeneity is avoided but is still associated with some
disadvantages: The supplying of extra electrons into the QD from the doped layers [4] is
based on the use of an external electric field, which in turn affects the entire spectrum of
the QD. Feeding the QD with the extra charges from the impurity atoms positioned in a
close vicinity of a QD [5] makes the transfer of excess carriers into QD random and hardly
controlled.

In the present contribution we propose a new method to create charged excitons in QDs.
This is based on the possibility to monitor the photogenerated carrier diffusivity by means
of tuning the laser excitation energy (hν) and changing the crystal temperature (T ). As
a result, under certain experimental conditions, we can detect the appearance of two new
lines in photoluminescence (PL), redshifted relative to the fundamental single exciton line.
These novel lines are interpreted in terms of charged exciton complexes.

1. Samples and experimental setup

The sample studied consists of one layer of InAs self-assembled QDs between two 100 nm
wide GaAs barriers (the MBE growth procedure used is described in detail elsewhere [7]).
The QDs formed are lens shaped with a lateral size of 35 nm and a height of 10 nm.
Typical interdot distance is 10µm, which allows the use of a conventional micro-PL setup
(described in detail in Ref. [8]) in order to spatially resolve individual dots. The laser beam
could be focused on the sample surface with a spot size down to 2µm, to excite and study

558



EN.08p 559

the PL from a single QD. The cw light of a Ti-Sp laser was used for the photoexcitation.
The sample temperature was maintained in the range 4 K≤ T ≤ 40 K.

Four single quantum dots located at different spatial positions of the sample were ex-
amined in this study. All of them revealed an analogous behavior and for consistency,
we present the results taken from only one single quantum dot to demonstrate a typical
behavior of the QDs.

2. Experimental results and discussion

Figure 1 shows PL spectra measured atT = 4 K on a selected single QD taken for a
wide range of excitation powers,Pex , and excitation energies,hν. At lowestPex and
hν = 1.684 eV (Fig. 1(a)), the spectrum consists of a single line, X. With increasing
Pex , two groups of lines appear in the spectra: One is redshifted relatively the X line (by
3–7 meV), while the other (marked as Xpp) appears blueshifted by a 30 meV. At highest
Pex , the intensity for the first group of lines tends to saturate and even decrease, while
the intensity of the second one progressively increases. These observations imply that the
first (second) group of lines originates from the ground (first excited) state of the QD. For
another excitation energyhν = 1.536 eV (Fig. 1(b)), a qualitatively similar behavior for
the PL spectra was revealed at highPex , while the spectrum taken at lowestPex differs
markedly from the corresponding one in Fig. 1(a). Two new lines, marked as X− and X−−,
appear in this spectrum.

We will below propose an explanation for these dramatic changes obtained at lowest
Pex initiated by the tuning ofhν. We first note that as this difference occurs at lowest
Pex , we can exclude the occupation with more than one exciton (e − h pair) in the QD
as an explanation. Second, the appearance of X− and X−− when changinghν can not be
explained in terms of impurity related transitions, because these would be observed at any
hν [5]. Instead, we exploit a model which predicts a dependence of the photogenerated free
carrier diffusivity onhν. Indeed, carriers being excited in the GaAs barriers (Fig. 1(a) and
(b)) can release their kinetic energy either via fast emission of LO phonons (with energy
�ωLO), or by an emission of a cascade of acoustic phonons, which takes much longer time.
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Fig. 1. Normalized PL spectra of an
individual QD taken atT = 4 K, for
a number ofPex at different pump-
photon energies:
(a)hν = 1.684 eV,
(b) hν = 1.536 eV
and (c)hν = 1.433 eV.
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Fig. 2. The normalized peak PL intensities of (a) X and (b) X−− lines as a function ofhν, taken
atT = 4 K andPex = 10 nW. The normalized PL spectrum of the wetting layer (WL) and of the
GaAs barrier is also shown for the same values ofT andPex athν = 1.536 eV.

As a result we expect that carriers, for which the kinetic energy fits with an integer number
of �ωLO, become motionless at the band edge shortly after generation, while for any other
kinetic energy, a much longer time for carriers is expected to cool down. Consequently
this carrier is able to move a much longer distance in the crystal. Eventually, the latter case
results in a higher diffusivity, which in turn increases the probability for this carrier to pass
in the close vicinity of a QD and to become captured by the dot.

We consider the electrons as more likely candidates for such a process, since electrons
in GaAs are seven times lighter than the holes. Thus we explain the appearance of the
two new lines X− (X−−) at a certainhν as a recombination of complexes consisting of a
single exciton and one (two) extra electron(s) captured to the QD to form negatively charged
excitons. This assignment is supported by the prediction [1] that only electrons can be bound
to the exciton in lens shaped QDs, as well as by the comparison of the binding energies for
X− (X−−) derived from experiment as the differences in the PL energy positions between
X and X− (X− and X−−) lines as 3.1 meV (4.7 meV) with calculated ones of 2.6 meV
(4.9 meV) using simple perturbation theory [3]. If one excites only immobile carriers,
e.g. by excitation resonant with the localized states of the WL (as marked by an arrow in
Fig. 2), no lines except X are expected in the PL spectrum. This is in full agreement with
our experiment (Fig. 1(c)).

As follows from our model, the electron diffusivity should be modulated withhν, and
accordingly, the amplitudes of the neutral and charged exciton lines should oscillate. In
fact such a behavior is nicely demonstrated in Fig. 2, where the amplitudes of the line X
(Fig. 2(a)) and X−− (Fig. 2(b)) are shown as a function ofhν. They oscillate in counterphase
as expected with a characteristic period of 41.4 meV (shown by the vertical dotted lines)
which fits well with the calculated energy difference ofhν changing the electron part of
the kinetic energy by the LO phonon energy.

An alternative way to increase the electron diffusivity, and hence to initiate the ap-
pearance (or enhance the intensity) of the charged exciton lines is to increase the sample
temperature. The results are shown in Fig. 3, for three characteristichν. For the excitation
energyhν, which gives rise only to the X line at lowestT (Fig. 3(a)), the increase ofT
evidently redistributes the PL intensity in favour of X− and X−− lines. For excitation
energieshν at which the three lines are of comparable intensities at lowT (Fig. 3(b)), the
X line evidently disappears at highestT and the spectrum is instead dominated by the X−−
line. In the case of excitation of solely localized carriers athν = 1.433 eV (at the arrow in



EN.08p 561

1.325 1.330 1.335 1.340 1.345

4 K
17.8 K

T = 40 K(c)

(b)

(a)

Energy (eV)

T = 34 K

25.5 K

14.4 K

4 K

T = 40 K

X X− − − X

4 K

13.7 K

28.8 K

N
or

m
al

iz
ed

 P
L 

in
te

ns
ity

 (
ar

b. u
ni

ts
)

Fig. 3. Normalized PL spectra of a se-
lected QD taken for a number ofT and
different excitation energies:
(a)hν = 1.686 eV andPex = 5 nW,
(b) hν = 1.557 eV andPex = 5 nW
and (c)hν = 1.433 eV
andPex = 30000 nW.

Fig. 2), no diffusion of carriers is expected and in the PL spectra only a small redshift of X
is observed at higher temperatures (Fig. 3(c)) due to the band gap shrinkage (the same as
in Fig. 3(a) and (b)). This result (Fig. 3(c)) confirms that the temperature effect on the PL
spectra is due to an increased photogenerated carrier diffusivity and not due to an activation
of localized electrons (for example electrons localized at impurities in the close vicinity of
the QD).

Thus, the present study demonstrates a new method to create charged excitons by
changing the effective carrier diffusivity by means of an altered excitation energy and/or
sample temperature.
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Linearly-polarized optical transitions at type-II interfaces
in the tight-binding approach

M. O. Nestoklonand E. L. Ivchenko
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Abstract. Thesp3 tight-binding method has been applied to calculate the in-plane anisotropy of
optical matrix elements for indirect electron-hole radiative recombination at a type-II interface. It
has been shown that, in type-II heterostructures with large band off-sets, the linear polarization of
the photoluminescence vary in a wide range, including values∼100%, as a function of the tight-
binding parameters characterizing the interface cations and anions. The behaviour of electron and
hole quantum-confined states near the interface and their overlap has been analyzed as well.

Recently it has been demonstrated that, in type II zinc-blende-lattice multi-layered het-
erostructures grown along the [001] principal axis, the interfaces can induce a remarkable
in-plane anisotropy. The anisotropy arises due to tetrahedral orientation of chemical bonds
lying in the (110) and (1̄10) planes. As a result the vertical photoluminescence (PL) is
linearly polarized with the polarization reaching high values up to 80% in BeTe/ZnSe [1]
and 21% in CdS/ZnSe [2].

In type II CA/C′A′ systems with large conduction- and valence-band offsets (∼2 eV
and∼1 eV for the BeTe/ZnSe pair) the penetration depth for an electron into the CA layer
and for a hole into the C′A′ layer has the order of the lattice constant. Therefore in such
a system the wavefunctions of an electron and a hole participating in the spatially indirect
radiative recombination overlap remarkably only over few atomic planes. In this case the
validity for the conventional envelope function approximation is questionable and one must
instead use pseudopotential or tight-binding models.

We have applied the empiric tight-binding modelsp3 in the nearest-neighbor approxi-
mation, see [3], in order to find electron states quantum-confined within a C′A′ layer and
hole states confined in a CA layer. For a (001)-grown structure, the carrier wave function
in the state with the zero in-plane wave vector may be written as

ψ =
∑
n,α

Cαn φnα (x, y, z− zn) , (1)

wherez is the growth direction [001],zn = na0/4, a0 is the lattice constant, the integern
enumerates anion (for evenn = 2l) and cation (for oddn = 2l−1) atomic planes,φnα are
the planar atomic orbitals, and we take into consideration the orbitalsα = s, px′ , py′ , pz.
Hereafter we use the coordinate system withx ‖ [100], y ‖ [010] andx′ ‖ [11̄0], y′ ‖
[110].

For the C′A′ material we used the tight-binding parameters close to those presented for
ZnSe by Vogl et al. [3]. The parameters for another material, CA, and for the interface
atoms are indicated in caption to Fig. 1. Most of them coincide with those of C′A′ and only
a few are different, in order to get the band gapEg(CA) = 4.3 eV and the band off-sets

Ec(CA)− Ec(C′A′) = 2.5 eV and Ev(CA)− Ev(C′A′) = 0.9 eV,
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respectively for the conduction and valence bands.
The optical matrix elements for the emission of photons polarized alongx′ ‖ [11̄0] and

y′ ‖ [110] axes are calculated in the framework of the theory briefly outlined in [1] and
given by

Mα = i a0m0

4�

∑
l=0,±1...

V αl ,

V x
′

l = Vsa,pcC
s
2lC

x′
2l−1+ Vpa,scCs2l−1C

x′
2l , (2)

V
y′
l = Vsa,pcC

s
2lC

y′
2l+1+ Vpa,scCs2l+1C

y′
2l .

HereMα is the interband matrix element of the momentum operatorp̂α for α = x′ and
y′, V x′l is the contribution toMx′ from interatomic transitions between the anion plane 2l

and cation plane 2l − 1,V y
′

l is that for the pair of planes 2l and 2l + 1,Vsa,pc andVpa,sc
are the anion-cation transfer tight-binding parameters,Csn is thes-orbital coefficient in the
expansion (1) for the lowest quantum-confined electron state in the conduction band,Cαn
is the similarpα-orbital coefficient for the lowest quantum-confined heavy-hole state in
the valence band. We exploit the theory by Lew Yan Voon and Ram-Mohan [4] where
the intrasite contribution to the optical matrix elements is ignored and the interatomic
transitions between the planes 2l,2l− 1 and 2l,2l+ 1 are coupled with photons polarized
respectively along [1̄10] and [110].

Fig. 1 illustrates the calculation of the polarization degree,Plin, defined as the ratio
(I11̄0 − I110)/(I11̄0 + I110), whereI110, I11̄0 are the intensities of the PL components
polarized along the corresponding axes. In the figure we present results for the interface
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Fig. 1. The degree of PL in-plane linear polarization calculated as a function of the tight-binding
transfer parameterVxy for the C′A chemical bond at the (001) interface between the binar compo-
sitional materials CA and C′A′. The other parameters used are as follows: the diagonal energies
Esa = −11.2 eV,Esc = 2.8 eV,Epa = 2.0 eV,Epc = 8.8 eV in CA andE′sa = −11.8 eV,
E′sc = 0.02 eV,E′pa = 1.5 eV,E′pc = 6.0 eV inC ′A′; the interatomic transfer matrix elements
Vss = −6.2 eV ,Vxx = 3 eV,Vsa,pc = 3.5 eV andVpa,sc = 6.3 eV are chosen to be the same in
CA, C′A′ and at the interface bonds,Vxy = 6 eV in CA, C′A′ and arbitrary at the interface. As
for the diagonal energies̃Esa , Ẽsc andẼpa at the interface atoms C′ and A, the average values
(Esa+E′sa)/2 etc. are taken. Curves 1, 2 and 3 are obtained respectively forẼpc = 6.4 eV, 7.4 eV
and 8.4 eV.
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C′A assuming the interfacial bonds to lie in the(110) plane containing the [1̄10] and [001]
axes. For the CA′ interface the results are similar but in this case the polarization is directed
along [110]. Thus, the polarization follows the direction of the interface chemical bonds
as predicted in [1]. Note that the parameterVxy for the interface cations and anions can
remarkably differ from its value in the bulk semiconductor C′A and is considered as an
indipendent variable. We see that, provided all other parameters are fixed, values ofPlin
increase with decreasingVxy from 6 eV to 4 eV and exceed 80% forVxy < 4.2. The
polarization is almost insensitive to the electron and hole confinement energies within a
wide energy range. However we remind that here we consider only the electron and hole
states withkx = ky = 0.

To demonstrate the behaviour of the electron and hole wave functions near the interface,
we presented inTable 1 values ofCαn fornbetween−4 and 4 assuming the C′ andA interface
planes correspond ton = −1 andn = 0 respectively. One can see that the conduction-band
coefficientsCs2l at anions orCs2l−1 at cations rapidly decrease with increasingl whereas
the valence-band coefficients decay the C′A′ material.

For completeness we presented in Fig. 2 the dependenceV x
′

andV y
′

upon l. As
predicted in [1] the maximum contribution toMx′ is given by the pair of the interface
planes A′ and C and the main contribution toMα comes fromV αl with |l| ≤ 3. The
maximum contributions toMx′ andMy′ come from the planes−1,0 and 0,+1. According
to Eq. (2), the ratio of these particular contributions is mainly given by

η = Cs−1C
x′
0

Cs1C
y′
0

.

From Table 1 calculated forVxy(C′A) = 5 eV, Epc = 7.4 eV we haveη = 2.2 and
(η2− 1)/(η2+ 1) = 0.65 which is close toMx′/My′ = 2.06 resulting inPlin = 62%.

We thank A. V. Platonov and A. A. Toropov for useful discussions and acknowledge
partial financial support by INTAS under the grant 99-00015 and the Russian Foundation
for Fundamental Research (the grant 00-02-16997).
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Table 1. The unnormalized coefficients of the expansion (1) near the interface for the set of
tight-binding parameters presented in caption to Fig. 1 and forVxy(C

′A) = 5 eV, Ẽpc = 7.4 eV.
Atom A′ C′ A′ C′ A C A C A

n −4 −3 −2 −1 0 1 2 3 4
Cs −0.26 0.50 −0.17 0.27 −0.08 0.13 −0.04 0.06 −0.02
Cx

′
0.05 −0.08 0.11 −0.2 0.36 −0.31 0.66 −0.41 0.95

Cy
′

0.04 −0.01 0.10 −0.02 0.34 −0.07 0.64 −0.19 0.93
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Singlet and triplet states ofX+ andX− trions in a 2D quantum well

R. A. Sergeevand R. A. Suris
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. A new simple variational wave function with a few variational parameters for 2DX+
andX− trions has been suggested. The function gives accurate results for the singlet and triplet
state energies ofX+ andX− trions in the whole range of electron-to-hole mass ratio. The mass
ratio range where the triplet state exists has been found, and the behavior of the triplet state energy
has been examined near the critical mass ratio.

Introduction

Three particle electron-hole complexes (trions) in bulk semiconductors were considered
by Lampert in 1958 [1]. A trion is an analog of the ion H− that was firstly considered
by Bethe [2]. However, the experimental investigation of trions in bulk semiconductors is
made difficult by their small binding energy.

Recently interest in experiment and theory of trions has quickened due to considerable
progress in heterostructure synthesis. The theoretical calculations performed in the 1980s
[3–6] predicted a substantial (up to tenfold) increase of trion binding energy in quantum
well heterostructures as against bulk trions. This made possible experimental studies which
were firstly performed by K. Kheng et al. [7].

In recent years the trion energies versus the effective mass ratio were intensively studied
in a two-dimensional case or in a single quantum well [8–14]. Nevertheless, only a singlet
state of trions in a zero magnetic field was considered. In 1958 Lampert [1] predicted the
existence of triplet state for the complex consisting of two heavy carriers (holes) and one
light particle (electron) for a large hole-to-electron mass ratio when the trion is an analog
of molecule H+2 . He pointed out that it would be of interest to fix the mass ratio region
where the complex exists. However, the triplet state of trion in a zero magnetic field is not
completely studied up to now. Some calculations of trion triplet state were performed only
for the 3D case [15–17].

In this paper we consider singlet and triplet states of 2D trion in the whole range of
mass ratio. Using simple variational calculations, we find the mass ratio region where the
triplet trion exists.

1. Singlet state

For singlet state variational calculations, the following symmetric coordinate trial function
was used:

ψs( %r1, %r2) = (exp(−ar1− br2)+ exp(−ar2− br1)) 1+ cR
1+ d(R − R0)2

exp(−sR), (1)

where %r1 and %r2 are the 2D vectors from hole (for simplicity the terms ofX− are used) to
electrons,R = | %r1 − %r2| is the distance between two electrons,a, b, c, d, R0, ands are
the variational parameters. The parametersa andb are the reciprocal radii of two electron
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Fig. 1. Singlet state binding energies of 2DX− andX+ trions versusσ = m∗e/m∗h. The energy is
measured in 2D exciton binding energy units.

orbits. The parameterc corresponds to the polarization of electron-hole pair by the third
charged particle. The parameterd takes into account longitudinal oscillations of two equal
particles near the equilibrium distanceR0. These two parameters are essentially important
for the calculation of trion energy in the mass ratio region near the molecule H+

2 -like trion.
The parameters is used to correct the trion wave function at large distances. Reasonable
results can be obtained even without the use of the latter parameter. A detailed discussion
of the variational function is presented in [18].

The singlet state energy versus the electron-to-hole mass ratio,σ = m∗e/m∗h, is shown
in Fig. 1. It should be noted that as expected, the energy behaves as square root ofσ at
σ → 0.

We would like to stress that we obtained the binding energy dependence for whole
domain of the electron-to-hole mass ratio (Fig. 1) using the same trial wavefunction with
only 6 parameters. Actually, the limitσ → 0 is difficult for consideration due to delta-like
shape of the wavefunction onR−R0 for two heavy particles. It is why the calculations in
[5] were limited withσ > 0.1. A sophisticated variational technique for the charge exciton
energy calculations was developed in [13]. The technique gives very precise results in
the whole mass ratio domain. However, in contrast to our rather simple calculations, the
trial wavefunction shape in [13] depends on the mass ratio and the number of variational
parameters increases with decrease of the mass ratio.

In spite of a rather small number of the variational parameters used, our results are in
good agreement with results of more sophisticated calculations [5, 8, 10, 13].

2. Triplet state

We take the triplet state trial function as an antisymmetrized singlet state function (1):

ψt( %r1, %r2) =
[
exp(−ar1− br2)+ exp(−ar2− br1)

] R exp(−sR)
1+ d(R − R0)2

exp(iθR), (2)
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Fig. 2. The binding energy of 2D tripletX+ trion (solid) versusσ = m∗e/m∗h (in 2D exciton binding
energies). The dashed curve is the singlet stateX+ binding energy.

whereθR is the angle between the vector%R and a certain direction given beforehand. The
factor exp(iθR) describes the antisymmetry of triplet state wave function and corresponds
to the whole trion momentuml = 1.

Figure 2 shows the triplet state binding energy ofX+ trion versus the mass ratio. For
reference, the singlet energy dependence is also plotted.

As was found from variational calculations, the triplet state vanishes, transforming into
a resonant state at the critical mass ratioσcr ≈ 0.35. The variational method gives the
energy value that cannot be lower than its exact value. Therefore, the critical value of mass
ratio provided by this method cannot exceed its exact value.

Let the triplet state binding energy of trion versusσ − σcr be found near the critical
value of mass ratio. We notice that this problem is analogous to the problem on vanishing
the bound state of a particle with the momentuml = 1 in a 2D potential. In this case we
have

E ln

(
Eeff

E

)
= −A(σ − σcr), (3)

whereE is the binding energy of trion triplet state in relation to the decomposition to an
exciton and a free particle. The positive parametersEeff andA can be evaluated from the
variational calculations:

Eeff ≈ 2.70; A ≈ 1.17. (4)

3. Conclusion

Simple variational wave functions with a few variational parameters are suggested to cal-
culate with a good accuracy the singlet and triplet state energies of 2DX+ andX− trions
in the whole range of electron-to-hole effective mass ratio. In a zero magnetic field, the
trion triplet state is found to exist in a considerable mass ratio area close to the H+

2 -like
trion. The critical value of electron-to-hole mass ratio is found to be more than 0.35.
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Introduction

Exciton–phonon spectra at resonant photoexcitation of ZnCdSe layers have been investi-
gated in a number of works [1, 2, 3] earlier. However, the interpretation of their formation
mechanisms had rather conflicting character. Part of authors considered that the observed
lines go through Raman scattering mechanism and the others treated them as luminescence
lines. The nature of exciton and phonon states which are involved in the process of REP
formation have been treated differently also.

In the presented paper we have investigated in detail fine structure and intensity of reso-
nant exciton–phonon (REP) spectra in ZnCdSe/ZnSe QW structures as function of tunable
laser energy at 8 K. We have found that in REP spectra two types of lines are presented si-
multaneously. The most intensive REP component correspond to Raman scattering through
extended exciton states. Other less intensive REP components correspond to hot lumines-
cence of localized excitons. Analysis of phonon modes which can be involved in formation
of REP spectra in our strain QW structures has been carried out.

Experimental

The investigated samples consisted from single 5 nm ZnCdSe quantum well (Cd mole
fraction∼ 13%) which was sandwiched between 20 nm (cap) and 25 nm (buffer) ZnSe
layers. Emission spectra have been measured atT ∼ 8 K at photo-excitation by a tunable
dye laser. Typical resonant emission spectra, taken on one of the samples, for different
excitation energiesEex in the energy region of the ZnCdSe ground (heavy-hole) exciton
resonance (the position of this resonance is shown by the arrowE1hh) state are shown in
Fig. 1. The most characteristic feature of these spectra is the presence of strong lines at the
energy positionsEemi = Eex − ωi , whereωi is the characteristic phonon energy. Besides
these resonant exciton–phonon (REP) lines a rather intensive photoluminescence (PL) band
corresponding to the luminescence of ground exciton stateE1hh is observed (see spectrum
3 in Fig. 1).
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Fig. 1. Emission spectra of the QWW sample at different excitation energies (T = 8 K).
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Fig. 3. Resonance profiles (filled and open cirles) of the REP components. The dashed line is the
PL spectrum. The solid line is a guide for eye only.

The intensity of theω3−ω5 REP lines correlates with the intensity of the PL back-
ground under these lines. The lines are observed only in the energy regions where the PL
background has noticeable intensity (spectra 2, 3, 4 in Fig. 1). At excitation far from the
resonance (spectra 1, 5) where the PL background intensity is negligible there are only the
ω1 lines in the observed spectra. By the subtraction of the PL background from a spectrum
we have obtained spectra which correspond to “pure” resonant exciton phonon optical
transitions. After that we have decomposed with high accuracy these spectra into five
components (Fig. 2) and have measured the resonance profiles (emission intensity versus
laser energy) for all obtained REP components. The resonance profiles of all components
are characterized by pronounced outgoing resonance (resonance enhancement for emitted
(scattered) light). As far as the energy of participating phonons are different the energy
position of maxima of the resonance profiles are shifted relatively each other. Therefore
to have possibility to compare the character of the obtained resonance profiles we have
presented in Fig. 3 the intensities of the REP components as a function of the energy
E = Eemi − E1hh = Eex − (ωi + E1hh) (whereE1hh = 2.667 eV). Figure 3 clearly
shows, that the resonance profiles for theω2 − ω5 components (open signs) in the limits
of experimental accuracy are practically the same but they are quite different from theω1
resonance profile (solid circles).
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The horizontal axis in Fig. 3 corresponds to the energy of final (emitting) photon states
relative to the resonant energyE1hh. Luminescence spectra also can be presented as a
function of the energyEem of emitting states relative to the energyE1hh (E = Eem−E1hh).
As a result we have possibility to compare the efficiency of the REP processes with efficiency
of luminescence for the terminal (final) states with the same energy. Dashed line in Fig. 3
corresponds to luminescence intensity as a function of the energyE = Eem − E1hh for
the PL spectrum which was obtained at the excitation energy 2.712 eV (sharp lines in the
spectrum correspond to Raman scattering).

Besides the emission spectra we have investigated the excitation spectra of the investi-
gated emission. Properties of these spectra also have been used for suggested interpretation.

Analysis and discussion

The resonance profile for theω1 component has characteristic shape with the pronounced
outgoing resonance (Eex = E1hh + h1) and the incoming resonance (Eex = E1hh) as a
shoulder. Such shape is a characteristic for resonant Raman scattering through free exciton
states with simultaneous participation of elastic scattering on defects or impurities [4, 5, 6]
and it was observed earlier at investigation of RRS in bulk semiconductors [4, 5] and in QW
structures [6]. If the Raman scattering would involve only phonons alone the incoming
and the outgoing resonance would have the same intensity [6] in contrast to our results.
In our case the outgoing resonance is the dominant feature of theω1 resonance profile. It
indicates to an participation of additional elastic scattering events in the Raman process
[6]. In QW structures such elastic process can be connected with scattering on roughness
[6]. At excitation above the exciton resonance the elastic processes lead to the scattering
through the real exciton states. Participation of real exciton states with large density of states
increases essentially the intensity of resonant Raman scattering [6, 7] and it is this that leads
to the dominant outgoing resonance. Taking into account the shape of theω1 resonance
profile and the fact that theω1 line is observed in all parts of the investigated energy region
we suppose that in our case theω1 line correspond to resonant Raman scattering on optical
phonons through free exciton state.

In real QW structures the free exciton motion is restricted by processes of exciton local-
ization at disorder potential fluctuations (mainly fluctuation of concentration and fluctuation
of QW width). Excitons with kinetic energies exceeding the amplitude of the potential fluc-
tuations are extended states and can be considered as free particles with “good”kxy wave
vectors in the QW(xy) plane. Evidently it are these extended exciton states that are mainly
responsible for theω1 line.

Figure 3 shows that the resonance profiles of theω2−ω5 components are in the limits of
experimental error coincident with the distribution of emission intensity in the PL spectrum.
It is well known that at low temperature photoluminescence correspond to emission of
localized excitons [8]. Coincidence of the resonance profiles of theω2−ω5 lines with the
shape of PL band indicates that the formation mechanism of theω2−ω5 REP components
is similar to mechanism of localized exciton luminescence formation. Such coincidence is
evidently connected with the fact that the shape of both PL band and the resonance profile
is determined basically by the energy spectrum of density of localized exciton states which
are distributed mainly in the region of the “virtual” exciton band bottoms.

The phonon spectrum of our ZnCdSe/ZnSe structure can be changed in respect to bulk
ZnSe values due to several causes: phonon confinement, composition and strain effects.
In contrast to previous works we have estimated the influence of all these causes on the
phonon energies in our structures. Our estimates shown that it is possible to neglect the
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influence of confinement at discussion of phonon spectra in our structures. At the same
time the influence of composition and strain is rather noticeable. In a mixed ZnCdSe crystal
two additional phonon modes are appeared in the restrahl band region in comparison with
pure initial crystals [9]. Due to the difference in lattice constants both ZnCdSe and ZnSe
thin layers in our structures are lattice-matched to the GaAs substrate. As a result both
layers are biaxially strained by the substrate. The biaxial strain leads to shift and splitting
of the energy of optical phonons [10]. As a result the structure of phonon modes withkxy
wave vectors in a strained ZnCdSe layer are determined by six characteristic optical phonon
energies in the centre of the Brillouin zone, all these energies are being in the restrahl band
region.

Analysis and comparison of the estimated characteristic phonon energies with energies
of theω2−ω5 components in the hot luminescence spectra shown that they can be connected
with interaction of localized excitons with phonons which are characteristic for strained
ZnCdSe solid solution and wave vectors of those not far from the centre of the Brillouin
zone (k ∼ 1/aB , whereaB is the exciton Bohr radius). Nevertheless it is not possible to
exclude some influences of density of phonon states on the shape of REP spectra [1].

The energy of the Raman (ω1) component in our spectra is rather close to and between
the estimated values of LO values both in ZnCdSe and ZnSe strained layers. In our structure
the thickness of ZnSe barrier regions is much larger than the thickness of ZnCdSe well.
As a result, Raman scattering in the ZnSe regions could give some contribution to the
observed spectra. However, scattering on ZnSe phonons hardly gives any input in theω1
line formation because difference between the energy of the observedω1 Raman component
and the estimated energies of ZnSe LO phonons is larger than our experimental accuracy.
Moreover, the intensity of theω1 line resonantly increases by more than two orders in the
energy region of ZnCdSe exciton states. This resonance enhancement evidences that the
Raman process is connected with ZnCdSe QW slab.

Theω1 Raman process goes throughkxy extended exciton states. Due to wave vector
conservation law theω1 phonon also must correspond tokxy component. However the
difference between theω1 energy and the energy of thekxy component is larger than
our experimental accuracy. At the same time theω1 energy is close to position which is
characteristic for interface optical phonon. If our estimations are correct it can mean that
Raman scattering goes through interface optical phonons.
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Russian Foundation for Basic Research and the Deutsche Forschungsgemeinschaft
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Excitons and exciton oscillator strengths in two-dimensional
superlattices

M. M. Voronovand E. L. Ivchenko
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. We have calculated excitonic Bloch states in a quantum well with a two-dimensional (2D)
periodic potential. For the potential parameters used the two lowest states can be well described in
the tight-binding approach while the higher states represent free excitons affected by the periodic
potential. The redistribution of oscillator strengths for bound-like and free-like excitons with
varying the period has been also analyzed.

The resonant optical reflection from a lateral array of quantum dots was calculated in [1]
for particular limiting cases, namely, for short-period structures or in the constant-field
approximation. Analytical results for arbitrary relation between the lateral perioda and the
light wavelength as well as between the exciton radiative and nonradiative damping rates
have been presented recently in [2]. The theories [1, 2] are derived neglecting the overlap
of the exciton envelope functions excited at different dots. In the present work we extend
the theory allowing an exciton to tunnel coherently from one potential minimum to another.

We consider a quantum well (QW) with a periodic two-dimensional (2D) potential
V (x, y) = V (x + a, y) = V (x, y + a) acting at an exciton as at a single particle and
making no effect on the exciton internal state, i.e.x, y are the in-plane coordinates of the
exciton center-of-mass. For simplicity, we assume the potentialV (x, y) to have the point
symmetry of a quadrate:V (x, y) = V (±x,±y) = V (y, x). Due to the potentialV (x, y)
the exciton energy spectrum is transformed from the parabolic dispersionEexc(kx, ky) =
�

2(k2
x + k2

y)/(2M) in an ideal QW withV ≡ 0 into a series of 2D minibranches (M is the
exciton in-plane translational effective mass).

Under normal incidence of the light only the�1 excitonic states withkx = ky = 0 are
excited. We enumerate these states by the indexν. The corresponding envelope functions,
ψν(x, y), of the exciton translational motion are periodic and invariant under all quadratic
symmetry operations. They can be expanded in the Fourier series

ψν(x, y) = 1

a

∑
lm

clm exp

[
i
2π

a
(lx +my)

]
, (1)

wherel, m are integers 0,±1...We choose the normalization condition
∫
 0
|ψ |2 dxdy = 1,

where 0 is the unit cell, say the area−a/2< x, y < a/2. Thus, the expansion coefficients
clm satisfy the condition

∑
lm |clm|2 = 1, whence∑

lm

c
(ν)∗
lm c

(ν′)
lm = δνν′ . (2)

Let us consider a pair of integersl, m as a two-component vector and denote the star
of the vector(l, m) asβ. The star contains the vectors(±l,±m) and (±m,±l). For
l �= m �= 0 the star consists of eight vectors, otherwise it has four different vectors (if
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l = m �= 0 or l = 0,m �= 0 or l �= 0,m = 0) and one vector in the particular case
l = m = 0. Note that, for the�1 states, the coefficientsclm in Eq. (1) with l, m belonging
to the same star coincide:cl,m ≡ cβ . In the method of plane waves defined by Eq. (1) the
Schrödinger equation reads[

�
2

2M

(
2π

a

)2

β2− E
]
cβ +

∑
β ′
cβ ′

∑
(l′,m′)∈β ′

Vlm,l′m′ = 0 , (3)

Vlm,l′m′ = 1

a2

∫
 0

V (x, y) cos

{
2π

a
[(l′ − l)x + (m′ −m)y]

}
dxdy ,

whereβ2 = l2+m2,E is the energy referred to the bottom of the exciton band in an ideal
QW. Now we define the lateral potential as a periodic array of disks, namely,

V (x, y) =
∑
lm

v(x − la, y −ma) , (4)

v(x, y) ≡ v(ρ) =
{−v0 , if ρ ≤ R

0 , if ρ > R ,

whereρ =
√
x2+ y2. Then one has

Vlm,l′m′ = −v0
R

a

J1

(
2π
√
(l′ − l)2+ (m′ −m)2 R/a

)
√
(l′ − l)2+ (m′ −m)2

, (5)

whereJ1(t) is the Bessel function.
For the sake of convenience we introduce the dimensionless variables

ε = E

E0
, u0 = v0

E0
, µ = R

a
, where E0 = �

2

2M

(
2π

R

)2

, (6)

and the coefficients
Cβ = √nβcβ , (7)

wherenβ is the number of vectors in the starβ. Then we can rewrite Eq. (3) in the
dimensionless form as

(µ2β2− ε)Cβ − u0

∑
β ′
Uββ ′Cβ ′ = 0 , (8)

Uββ ′ = − 1

v0
√
nβnβ ′

∑
(l, m) ∈ β
(l′,m′) ∈ β ′

Vlm,l′m′ .

The oscillator strength for the excitonν is proportional to

fν =
[

1

a

∫
 0

ψν(x, y)dxdy

]2

=
[
C
(ν)
0,0

]2 = [c(ν)0,0

]2
. (9)
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Fig. 1. The energyEν (a) and the oscillator strengthfν (b) of the exciton in a 2D superlattice as
a function of the ratioR/a. The calculation is performed foru0 = v0/E0 = 0.5; a value ofR is
being kept fixed while the lateral perioda is a variable. The indexν enumerates the exciton Bloch
states withkx = ky = 0; curve 5 in (b) represents the sum offν over the four lowest energy states.
Dotted curves are obtained by using the tight-binding approximation, see Eq. (10).

The sum of oscillator strengths is conserved because according to (2) one has
∑
ν fν = 1.

Figures 1 and 2 represent calculations ofEν andfν (ν = 1− 4) performed for values
u0 = 0.5 andu0 = 1. The sum offν overν = 1− 4 is represented by curves 5 in Figs. 1b
and 2b. Since this sum is close to 1 in the whole range ofR/a from 0 up to 0.5, we conclude
that the oscillator strengths for excitons withν > 4 is negligible.

For large enough periods, the exciton statesν = 1,2 with negative values ofE can be
approximated by the tight-binding functions

ψν(x, y) =
∑
lm

ϕν(x − la, y −ma) ,

whereϕν(x, y) are the normalized excitonic functions localized at a single potentialv(ρ)

and characterized by the uniaxial symmetry. In the tight-binding approximation the oscil-
lator strength is given by

fν = 1

a2

(∫
ϕν(x, y)dxdy

)2

. (10)

Dotted curves in Figs. 1b and 2b are calculated by using Eq. (10). Another important result
obtained is that for largea, i.e. for small ratiosR/a, the oscillator strength for the exciton
ν = 3 is prevailing or, in other words, the stateν = 3 is close to the free exciton state in
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Fig. 2. The same as Fig. 1 but foru0 = 1.

an ideal QW which is described by Eq. (1) withc0,0 = 1, clm = 0 if l �= 0,m �= 0 and,
therefore,f = 1. With increasingR/a the oscillator strength is redistributed in favour of
the bound-like statesν = 1 andν = 2. This redistribution can be used for a qualitative
analysis of “stealing oscillator strength" from neutral excitons X to charged excitons X−
mentioned by Kheng et al. [3] (as far as we ignore that the electrons filling the conduction
band are not distributed periodically in the interface plane).

The states 3 and 4 in Fig. 2 clearly demonstrate the effect of anticrossing near the point
R/a = 0.25. In this region the oscillator strengthsf3 andf4 are linear functions ofR/a
with the sumf3 + f4 being constant, at the pointR/a ≈ 0.26 they become equal and the
energy differenceE4 − E3 exhibits a minimum, all these properties being fingerprints of
the anticrossing effect.
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Nonlinear absorption of surface acoustic waves by composite fermions
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Abstract. Absorption of surface acoustic waves by a two-dimensional electron gas in a perpen-
dicular magnetic field is considered. The structure of such system at the filling factorν close to 1/2
can be understood as a gas ofcomposite fermions. It is shown that the absorption atν = 1/2 can
be strongly nonlinear, while small deviation form 1/2 will restore the linear absorption. Study of
nonlinear absorption allows one to determine the force acting upon the composite fermions from
the acoustic wave at turning points of their trajectories.

Introduction

Two-dimensional electron gases (2DEG) have been intensely studied in the last years. One
of the experimental techniques used to investigate the properties of this system its interaction
with a surface acoustic wave (SAW). We will consider the 2DEG in the fractional quantum
Hall regime where a strong magnetic field is applied normal to the plane of the 2DEG. As
well known, close to the half filling of the lowest Landau level the system will exhibit a
metallic phase. This phase can be described in terms of a new type of quasiparticles, called
composite fermions. The theory of composite fermions, as formulated in the language of
Chern–Simons field theory in [1], has successfully explained the acoustic properties of the
electron gas [2]. So far, however, greatest attention, both experimentally and theoretically,
has been given to the linear response regime, which is appropriate for low intensity acoustic
waves. From the study of ultrasonic absorption by electrons in metals it is known [3] that
very interesting nonlinear effects can be observed. It is therefore natural to study nonlinear
effects in the context of SAW absorption by the composite fermion metallic state. In
particular are we interested in the fact that when nonlinear absorption occurs in a metal, a
weak external magnetic field will restore the linear absorption [4].

First we need to understand how the acoustic wave interacts with the electron gas. Two
mechanisms are usually considered, the deformational and the piezoelectric interactions.
In typical experimental sets the deformational interaction can be neglected, and we consider
only the piezoelectric field of the wave. Letting thex-axis point in the direction of sound
propagation this is then given byE(x, t) = E0 sinξ = −∇Y with Y = Y0 cosξ . Here 
is the SAW frequency, andξ = qx − ωt is the wave coordinate;E0 ‖ q ‖ x̂. By Y we
mean the screened electrostatic potential.

The sensitivity to external magnetic fields was explained in the following way. If the
wavelength 2π/q of the acoustic wave is much smaller than the electron mean free pathW,
the electrons will traverse many periods of the wave before being scattered. If the electron
moves in such a way that the component of its velocity in the direction in which the
acoustic wave is propagating, it will experience a rapidly oscillating force. Consequently,
the interaction between this electron and the acoustic wave will be weak. Since the electron
(Fermi) velocity is much larger than the sound velocity, this will be the case for most of
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the electrons. Only a small group, called the resonant group, will have their velocities in
the sound propagation direction matched to the sound velocity, and thus interact strongly
with the wave. The linear absorption, which is obtained in the limit of an acoustic wave
of small (infinitesimal) amplitude, is determined by these resonant electrons. Consider a
finite amplitude wave. Some of the resonant electrons will then be trapped in the valleys of
the potential of the acoustic wave, see Fig. 1(a). The trapped electrons, moving in complete

B = 0
Trapped

Trapped

(a)

Untrapped

B ≠ 0

(b)

Untrapped

Fig. 1. On the trapping of resonant electrons in the absence (a) and in the presence (b) of an external
magnetic fieldB.

synchrony with the wave, will not contribute to the absorption, and the absorption decreases.
This leads to a amplitude dependent absorption coefficient,i.e. to nonlinear absorption.
Consider now the effect of an externally applied magnetic field. The electrons will feel an
extra force which will act to remove the electrons from the trapped group, see Fig. 1(b).
Thus, we expect the linear absorption to be restored by the application of a magnetic field.
The important point is that the magnetic force needed to restore the linear absorption gives
a direct measure of the trapping force from the acoustic wave. That is, from the strength
of the field needed to restore linear absorption we can infer the strength of the force from
the acoustic wave on the electrons.

Theory of nonlinear acoustic absorption

Let us recall the main facts of the Chern-Simons theory for the composite fermions [1].
The Chern–Simons transformation mapping the electron system to an equivalent system of
composite fermions can be described as attaching an even number of fictitious flux quanta
of Chern–Simons magnetic field to each electron. In the mean field approximation the
composite fermions will experience an effective fieldB∗0 = B − mφ0n0, whereB is the
external field,m is the number of attached flux quanta,φ0 = h/e is the flux quantum
andn0 is the electron density. Ifm = 2, the effective field will vanish if the Landau
level filling factorν = 1/2. The perturbation by the acoustic wave will induce a density
modulation in the electron gas,n = n0 + δn. This will lead to an oscillating component
of the Chern–Simons magnetic field, so that the total effective field will beB∗ = B∗0 + bac

with bac= −2φ0δn. In addition, the motion of the electrons will drag with it the attached
flux, and by Faraday law induce a Chern–Simons electric field,eac = (2φ0/e) [ẑ × j ].
They-component of this field is found from thex-component of the current, which can be
related to the density modulation by the equation for conservation of charge. Assuming the
density modulation to be harmonic,δn = (δn)0 cosξ , we geteac

y = 2φ0vsδn. We will later
see that this assumption is justified. As explained in [5] can we combine thex-component
of eac with the piezoelectric field of the acoustic wave. The corresponding total potential
will be denotedH. The main objective of this work is to determine the trapping of the
electrons by the combined action of these fields, which are not present in the previously
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studied electron problem.
Now we use the Boltzmann equation to calculate the nonequilibrium distribution func-

tion,f , of composite fermions, from which the absorption can be found. The Hamiltonian
is

H = (P+ eA)2/2m− eH, (1)

whereP is the canonical momentum (the kinematic momentum isp = P + eA), A is
the vector potential. The vector potential consists of two parts. One emerges from the
static external effective magnetic fieldB∗, and one from the AC Chern–Simons field that
is created by the SAW-induced density modulation. the magnetic field is thenbac =
2φ0
[
n0 − (2π�)−2

∫
d2P f

]
.

It is convenient to split the distribution function asf = f0(H) + f1 wheref0 is the
Fermi function. Then the Boltzmann equation forf1 is

∂f1/∂t + ∇PH∇rf1− ∇rH∇Pf1+ f1/τ = −(∂H/∂t)(∂f0/∂H). (2)

Here we use the relaxation time approximation−f1/τ for the collision operator which sig-
nificantly simplifies the calculations. It should be noted that the Hamiltonian (1) is written
in terms of the AC Chern–Simons magnetic fieldbac. The latter must be expressed through
the density modulation as an integral over the distribution function. The Boltzmann equa-
tion (2) is then in reality a complicated integro-differential equation for the non-equilibrium
distribution function. It is easy to show, however, that the main contribution to the density
modulation comes from the equilibrium partf0(H), so that in calculatingf1 we can ap-
proximate the density modulation withδn(0) coming fromf0(H). Indeed, using the fact
that in all the region of acoustic amplitudeseH ! εF, whereεF is the Fermi energy, we
can then expandf0(H) around the pointH = p2/2m. The lowest-order term,δn(0), is
estimated as

δn(0) = −eH(2π�)−2
∫
d2p (∂f0/∂H)

∣∣
H=p2/2m = geH (3)

Hereg = m/2π�
2 is the density of states per spin (as usual, we assume the 2DEG to be fully

spin-polarized). Then we can solve Eq. (2) forf1 with the assumption thatδn = δn(0), and
come back to show that the non-equilibrium correction coming fromf1 is small compared
to δn(0). This will then justify our assumption of a harmonic density perturbation.

Solving the Boltzmann equation (2) by the method of characteristics we find the distri-
bution function from which we calculate the absorption using the expression

P =
∫

d2p

(2π�)2
〈Ḣf 〉, (4)

where〈· · ·〉 denotes average over the period of the acoustic wave. For the caseν = 1/2,
B∗ = 0 we find, after rather tedious calculations, the result

P = C(e\0/2π)
2 (vs/vF) gωa , (5)

whereC ∼ 1 is some numerical factor that can be found from numerical integration.
Here\0 = H0

√
1+ α2, α = 2mvF/q� anda = (ω0τ)

−1. ω0 = q
√
e\0/m is the

typical oscillation frequency of the trapped electrons in the potential of the acoustic wave.
Since each scattering event rotates the particle momentum and leads to its escape from the
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resonant group, nonlinear behavior exists only ifω0τ � 1, ora ! 1 Thusa is the main
parameter responsible for nonlinear behavior. The above result (5) is the first term in an
expansion in powers ofa. We see that the absorption decreases when there is pronounced
nonlinear behavior.

By studying the solution of (2) in the presence of a nonzero effective magnetic field we
find that as expected the absorption is restored to the value of the linear absorption. The
field necessary for this isB∗ ≥ Bc = q\0/vF.

Discussion

We can now see how the various fields contribute in the trapping of the composite fermions.
For electrons we would haveY0 appearing in place of\0 in the expression forBc. In the
present case we can show using our solution of the Boltzmann equation that in the limit
of strong nonlinearity,a ! 1, H0 = Y0. That is, the effect of thex-component of the
Chern–Simons field vanishes. In that case we have\0 = Y0

√
1+ α2, the factor

√
1+ α2

describing the trapping effect of the oscillating Chern–Simons magnetic fieldbac. Inserting
reasonable values,m = 10−30 kg,vF = 105 m/s,vs = 3·103 m/s and /2π = 3·109 GHz,
we getα ≈ 50. We see that the effect of the Chern–Simons field is to considerably enhance
the efficiency of the acoustic wave in trapping composite fermions, and consequently that
the effective magnetic field necessary to restore linear absorption will be correspondingly
larger. Consequently, a way to check the above concept is first to reach nonlinear behavior
at B = B1/2, then restore the linear behavior by changing magnetic field by a quantity
≥ Bc, without changing the SAW intensity.
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Abstract. Electron density and high-frequency (hf) hopping conductivity of two-dimensional
electron gas (2DEG) in SIδ-doped GaAs/AlGaAs heterostructures are studied by acoustic methods.
In the quantum Hall regime at small filling factors both quantities appear dependent on the cooling
procedure, characterized by an initial temperatureT0 of a fast cooling to 4.2 K by immersing
into liquid He. These facts are interpreted assuming thatT0 is the freezing temperature for the
conductivity of theδ-layer which supplies electrons to 2D channel.

Introduction

Acoustical studies of heterostructures in the quantum Hall regime allow one to determine
their high-frequency conductivity,σxx(ω), as a function of magnetic field. At large half-
integer filling factors, when the electron states at the Fermi level are extended,σxx(ω) does
not differ from that measured in a conventional direct-current experiment,σdcxx ≡ σxx(0) [1].
However, the difference is enormous at small filling factors, or near the middle points of
developed Hall’s plateaus whereσdcxx is extremely small while both real and imaginary
parts ofσxx(ω) ≡ σ1(ω) − iσ2(ω) are noticeable [2]. They can be determined from
simultaneous measurements of attenuation and velocity of a surface acoustic wave (SAW)
propagating along the interface and interacting with 2DEG. The experiment [2] evidenced
thatσ2 � σ1. This fact, along with the observed temperature and frequency dependences of
σ1 andσ2, lead to a conclusion that the conductance is due to electron hopping between two
local minima of a random impurity potential spaced by a distance smaller that the average
correlation length of the latter, see [3]. Another important feature ofδ-doped GaAs/AlGaAs
heterostructures is that near the centers of the Hall plateaus the 2D channel appears to be
considerably shunted by a Siδ-layer which supplying the carriers to the channel [4].

Our previous experiments with different samples have shown that near the Hall plateaus
centers both the SAW attenuation,�, and the velocity variation,�V/V , are poorly repro-
ducible. Namely, the values ofσxx measured in different experiments may vary by several
times. At the same time, the quantities measured either in low magnetic fields, or at
half-integer filling factors do not differ by more than 20%. We believe that the lack of
reproducibility is due to different cooling procedures from room temperature to 4.2 K. In
the present work we study this phenomenon systematically.
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Experimental results and discussion

We have measured the attenuation coefficient,�, and variation of the sound velocity,�V/V ,
of a SAW as function of magnetic fieldH ≤ 7 T in a GaAs/AlGaAs heterostructure with
the sheet densityns ≈ 1.4 × 1011 cm−2. The measurement were performed for SAW
frequencies, 30 and 150 MHz, at two temperatures, 4.2 and 1.5 K. The details of the
experimental method, as well as the way to extractσxx(ω) from measured quantities, are
presented in [1, 2, 4]. The cooling process was carefully checked and controlled.

The magnetic field dependences ofσ1 andσ2 at the frequency 30 MHz are shown in
Fig. 1(a) (the raw data for� and�V/V are presented in the inset). Acoustic methods at
low temperatures require placing the sample in a evacuated chamber, since a cooling liquid
causes an extensive SAW absorption. To achieve cooling of a sample attached to a cold
finger down to 1.5–4.2 K one needs (after pumping) to fill the chamber with an exchange
gas (He4 at a pressure 0.1 mm Hg). The chamber itself is surrounded with liquid He4 which
can also be pumped to lower the boiling point. Besides, the superconducting solenoid is
usually cooled with liquid N2 before the liquid He4 being poured into the cryostat.

Fast cooling of a sample is actually accomplished when in the chamber there is the
exchange gas and the chamber itself is immersed in the liquid helium. To vary the cooling
procedure the sample was pre-cooled to a certain temperature,T0, with the aid of cool He4.
After the sample chamber was quickly immersed into the liquid helium. This pre-cool
temperature,T0, was measured with a carbon resistor.

Magnetic field dependences ofσ1 in the region 2–4 T for differentT0 are presented
in Fig. 1(b). The minima of the curves correspond to the filling factorν = 2. It follows
that the variation of the cooling procedure influences both the minimum position and the
minimal value,σmin, of σ1.

The dependence ofσmin on the pre-cool temperatureT0 is shown in Fig. 2(a). It follows
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Fig. 1. (a) Dependences of the hf-conductivity componentsσ1 andσ2 on the magnetic fieldH .
T = 1.5 K, f = 30 MHz. Inset: magnetic field dependences of the SAW attenuation,�, and of
the relative velocity change�V/V , T = 1.5 K, f = 30 MHz. (b) Magnetic field dependences of
σ1 for H = 2−4 T and different initial temperatures,T0. T = 1.5 K, f = 30 MHz.
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thatσmin is an increasing function ofT0. The effective 2DEG density determined from the
equationν = 2 for the minimum position is shown in Fig. 2(b). It is adecreasingfunction
of T0. The results forν = 1 are similar to those mentioned above.

For the case ofT0 = 77 K, time dependences of�(H) and�V (H)/V have also been
monitored. After the sample has been cooled, the measurements were performed every
second hour during 28 hours. No changes in both quantities were observed. However, this
cooling process proved to be quite reversible. If one takes a sample previously cooled to
4.2 K from, say,T0 = 8 K, heats it back to 24 K, and then cools it again to 4.2 K, one
obtains the same experimental values of� and�V/V as they were at 4.2 K in the preceding
cooling cycle.

We believe that the aforementioned results are consistent with our previous conclu-
sion [4] regarding an important role of hf-conductance throughδ-layer in the situation
when the electron states in the 2D-channel are localized.

To explain qualitatively the observed behavior let us analyzeδ-layer contribution toσ1.
Since the electron density in the 2D-channel is about 10 times smaller than the impurity
density in theδ-layer, to the lowest approximation one can consider the latter as being iso-
lated from the channel. Because of the same reason, at low temperatures, the electron Fermi
level in theδ-layer is located above the density-of-states maximum. Thermal ionization of
some impurities leads to its shiftdownwards, i. e. to the region oflarger density of states.
Now, let us assume that the initial electron energy distribution atT = T0 is quencheddue
to electron trapping and does not change during subsequent cooling. Then we immediately
arrive at the conclusion that the Fermi-level density of states, and consequentlyσ1, are
increasingfunctions ofT0. The observed decrease in the 2D-channel density with increase
of T0 can be also explained as caused by an additional thermally-induced electron trapping
in theδ-layer which is also quenched atT ≤ T0. Thus the above assumptions are consistent
with Figs. 2(a) and 2(b).

We have employed the method [4] to extract the “hopping” contribution of the 2D-
channel. It appears almost independent ofT0 and equal to(2.7± 0.6) × 10−8 −1. The
electron localization length calculated from this value isξ = 2.6 × 10−6 cm which is
slightly greater than the magnetic length 1.6× 10−6 cm forH ≈ 2.8 T. Note thatσ1 at
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half-integer filling factors, within the experimental error appears to be independent of the
cooling procedure.

Conclusion

We conclude that hf-conductance ofδ-doped GaAs/AlGaAs heterostructures is sensitive to
the cooling procedure, and a proper control of the latter is important.
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Abstract. We have experimentally investigated the magnetisation of a mesoscopic aluminum loop
at temperatures well below the superconducting transition temperatureTc. The flux quantisation
of the superconducting loop was investigated by aµ-Hall magnetometer in magnetic intensities
between±100 Gauss. The magnetic intensity periodicity observed in the magnetisation measure-
ments corresponds to integer values of the superconducting flux quantumY0 = h/2e. A closer
inspection of the periodicity however reveal a systematic variation of the magnetic intensity peri-
odicity. These variations we interpret as a consequence of a giant vortex state nucleating on either
the inner or the outer side of the loop.

The measurement described in this paper were performed on a micron sized superconduct-
ing aluminium loop placed on top aµ-Hall magnetometer. Theµ-Hall magnetometer was
etched out of a GaAs/Ga0.7Al0.3As heterostructure. The mobility and electron density of
the two-dimensional electron gas wasµ = 42 T−1 andn = 1.9×1015 m−2. A symmetrical
4µm × 4µm Hall geometry was defined by standard e-beam lithography on top of the
heterostructure. In a later processing step a lift-off mask was defined on top of theµ-Hall
probe by e-beam lithography. After deposition of at = 90 nm thick layer of aluminium
and lift-off the sample looked as presented in Fig. 1.

The mean radius of the aluminium loop wasR = 2.16µm and the average wire width
w was 316± 40 nm.

By using the expression

nY0 = n h
2e
= �(µ0H)πR

2, (1)

whereA = πR2 is the area of the loop given by its mean radiusR, it is found that
a single flux jumps (n = 1) corresponds to a magnetic intensity periodicity given by
�(µ0H) = 1.412 Gauss.

The samples was immersed in a3He cryostat equipped with a superconducting soleniode
driven by a DC current supply. The relation between the Hall voltageVH and the magnetic
intensityH perpendicular to theµ-Hall magnetometer is given by the classical Hall effect

VH = − I
ne
µ0(H + αM), (2)

wereI is the DC current through theµ-Hall magnetometer andα is a dimensionless number
of the order of unity, which corresponds to the ratio between the sensitive area of theµ-Hall
probe and the area of the object which is the source to the magnetisationM. In our case
we find thatα typically was in the range between 0.3 . . .0.4.

By using standard AC lock-in techniques where the driving currentI was modulated
the Hall voltageVH was measured as a function of magnetic intensityµ0H .
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Fig. 1. Left: Scanning electron microscope image of aµ-Hall probe and aluminium loop. Right:
Measured magnetisationµ0M detected by theµ-Hall probe as a function of magnetic intensity
µ0H . The curve displays distinct jumps corresponding to the abrupt changes in magnetisation of
the superconducting loop when the system changes state. The measurements were performed at
T = 0.36 K.

In Fig. 1 is displayed the measured local magnetsationµ0M detected by theµ-Hall
probe as a function of magnetic intensityµ0H . The curve displays a series of distinct
jumps corresponding to the abrupt changes in magnetisation of the superconducting loop.
The difference in magnetic intensity between two successive flux jumps is approximately
given by�(µ0H) = 1.4 Gauss or�(µ0H) = 2.8 Gauss which corresponds to either single
or double flux jumps (n = 1 orn = 2).

Large flux jumps(n > 1) or flux avalanches, occur whenever the system is trapped
in a metastable state. It was generally observed that these flux avalanches become more
pronounced with decreasing temperature, at low magnetic intensities and for wide loops.

The energy barrier causing the metastability of the eigenstates of the loop, are due to
either the Beam-Livingston surface barrier or the volume barrier, or even an interplay of
both [1, 3, 4].

In Fig. 2 the magnetic intensity difference between successive jumps�(µ0H) in units
of the 1.412 Gauss (corresponding to a single superconducting flux quantum), has been
plotted as a function of magnetic intensity. It is seen that the magnetic intensity difference
between the observed jumps is, to a high accuracy, given as integer values of 1.412 Gauss. At
absolute magnetic intensities lower than 40 Gauss double flux jumps dominates, whereas
at higher absolute magnetic intensities only single flux jumps are observed. The curve
presents both an up sweep and a down sweep - indicated by the arrows.

For the graphs presented in Fig. 2 it is seen that a small systematic variation of the value
of the flux jumps occur when the magnetic intensity is changed. This variation appear in
the sense, that as the magnetic intensity is increased (decreased) the size of the flux jumps
decreases (increases). Thus these deviations are depended, on not only the size of the
magnetic intensity but also, on which direction the magnetic intensity was sweeped during
measurements.

In the right part of Fig. 2 we use Eq. (1) to calculated the effective radiusR of the
superconducting loop and plot this radius as a function of magnetic intensity. The horizontal
lines represents the mean innerRi and outer radiusRo determined from the SEM picture.
It is seen that as the magnetic intensity is changed from negative to positive values, the
effective radius, as defined from the flux quantization condition of the loop, changes from
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Fig. 2. Right: Effective radiusR calculated by using Eq. (1). The filled (open) dots corresponds
to single flux jumpsn = 1 (double flux jumpsn = 2). Left: The magnetic intensity difference
�(µ0H) between two successive jumps in magnetisation. Given in units of 1.412 Gauss corre-
sponding to a single flux quantumY0 = h/2e. The positive (negative) flux values corresponds to
the case whereµ0H was decreased (increased) during the measurements. Arrows indicate sweep
direction.

inner to outer radius and vice versa.
In a superconducting loop at low magnetic intensities, it is expected that the appropriate

effective radius is given by the geometrical mean between outer and inner radiusR =√
RiRo [5]. This is in good agreement with the observed behavior around zero magnetic

intensity.
However in the regime of high magnetic intensities the concept of surface superconduc-

tivity becomes important and a giant vortex state will occur. In this regime two degenerate
current carrying situations are possible — the giant vortex state can either circulate the loop
clockwise or anti-clockwise. In the case of a positive magnetic intensity, and a clockwise
(anti-clockwise) circulating current the giant vortex state will nucleate at the outer (inner)
edge of the loop. On the other hand if the magnetic intensity is negative the giant vortex
state will nucleate at the inner (outer) radius of the loop [6].

The width of the giant vortex state is approximately given by the magnetic length
lH = √

�/eH [2]. Hence any variation of the effective radius should take place over a
magntic field range given by the condition that the width of the loop width of the loop
and the magnetic length is comparable;w = lH . Such an estimate gives a characteristic
magnetic intensity of 34 Gauss in good agreement with the presented data in Fig. 2.

Since the orientation of the current in the loop is determined by the sweep direction
(Lenz’ law), a decreasing (increasing) magnetic intensity will give rise to a anti-clockwise
(clockwise) circulation. Hence as the magnetic intensity is sweeped from e.g. a high
positive value to a high negative value the effective radius of the loop will change from
inner to outer radius and vice versa.

The important dimensionless parameter for comparison the presented results with the
theoretical results in[7, 8, 9]; are given by the ratiox = Ri/Ro between outer and inner
radius. In our case corresponding tox = 0.86.

Both theoretical groups find that at largex values (corresponding to a loop consisting
of a one-dimensional wire) no or little variation of the effective radius should be observed.
Whereas at smallx values (corresponding to a disc) a fast decrease of the effective radius
occur as the magnetic intensity increases. In the intermediate regimex = 0.5, a rather
smooth transition between average and outer radius should take place when the magnetic
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intensity increases.
In the presented measurementx = 0.75, we indeed observe that the effective radius

vary smoothly between inner and outer radius. This behavior looks similar to the one
predicted for loops withx = 0.5, however not similar to the one predicted expected for
x = 0.75. However we do not find this discrepancy sever due to the following reasons: The
calculations by Bruyndoncx et al. [9] were done using a linearized first Ginzburg–Landau
equation, hence these results are only valid close to the phase transition, viz.Ro/ξo < 1.
In the work by Peeters et al. [7, 8] the full set of non-linear Ginzburg–Landau equations
were solved self-consistently, but under the assumption thatRo/ξo = 4 and 2. Neither
of these conditions were fulfilled in our experiments, were we estimateRo/ξo ≈ 20, it is
furthermore seen by comparing the results of Peeters et al. that calculations with larger
values ofRo/ξ0 properly would give rise to a better agreement.
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Manifestation of the upper Hubbard band in conductivity of 2D
p-GaAs-AlGaAs structures

N. V. Agrinskaya, Yu. L. Ivanov, V. M. Ustinov and D. A. Poloskin
Ioffe Physico-Technical Institute, St Petersburg, Russia

A significant increase to studies of conductivity in 2D structures in recent years was mostly
related to experimental observation of metallic-type conductivity in Si MOSFETs and
GaAs/AlGaAs heterostructures [1, 2]. Since the scaling theory of localization predicts a
dielectric behavior atT → 0 for any 2D structure such an observation was of principal
importance. Although a lot of possible explanations of this behavior was suggested (see
e.g. [3, 4]) until now no unique mechanism capable to explain all experimental features
was evidenced. An attempt to attack this problem was in particular undertaken in our paper
[5] where we assumed that the behavior observed is dominated by a contribution of the
upper Hubbard band corresponding to the bandtail of localized states. However an absence
of independent information concerning the localized states in the 2D structures mentioned
above does not allow a direct comparison of theoretical predictions with experimental data.

Correspondingly, a possibility to study transport in the upper Hubbard band in some
model system with a clear picture of localized states is to our opinion of undoubted interest.
One expects that for 3D case an observation of the contribution of the upper Hubbard band is
a complicated task since according to theoretical calculations the energy of doubly occupied
shallow impurity state of donor (D−) or acceptor (A+) type is too small (E− = 0.055E0,
whereE0 is the binding energy of the isolated impurity); correspondingly, the conductivity
over the upper Hubbard band was considered to be unimportant with respect to the contri-
bution of the standard conductivity band. Note that according to our previous studies the
signiture of the upper Hubbard band can be traced in hopping magnetoresistance of dif-
ferent semiconducting materials while the extracted values of the corresponding Hubbard
energy have appeared to be much less than theoretical estimates.

An encouraging situation in this concern corresponds to 2D systems with selective
doping where the concentration of electrons in a well can be varied in a controlled way
and, cosequently, one can control a relation between single-occupied and doubly-occupied
localized states. Then, in the narrow enough wells (when the spatial scale of the site wave
function becomes to be comparable to the well width) the energiesE− andE0 are enhanced.
It is expected that such an enhancement of the binding energy is more pronounced forD−
state because of the larger value of localization radius. Thus a situation is possible when
the energy ofD− state is already lowered while the energy ofD0 state is not changed
significantly which leads to a decrease of the Hubbard energy. This latter fact improves the
possibilities to study the contribution of the D-band.

We have chosen the system GaAs/AlGaAs with the well widthd ∼ 15 nm which was
doped by acceptor impurity Be having a localization radius (2 nm) much smaller thand.
By a selective doping of the well regions and the barrier regions we have reached a situation
when the upper Hubbard band has been occupied in the equilibrium, the conductivity being
over its states. The experiments have shown that the binding energy ofA+ state increases
significantly for the wells withd = 15 nm with respect to the bulk case. We have estimated
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the radius of this state independently from an analysis of temperature behavior of hopping
conductivity.

1. Experiment

The structures to be studied were MBE-grown on semiinsulating substrates GaAs(100) with
a help of Riber 32P equipment supplied by solid sourses Ga, Al, As and Be. The growth
took place in As-enreached conditions at the substrate temperature 580◦C, the growth rate
being 10 nm/min. The structures contain 10 quantum wells with a width 15 nm separated
by barriers AlGaAs with a thickness 15 nm. The confining layers AlGaAs were deposited
before the first well and after the last one. The growth was finished by a deposition of the
covering GaAs layer with a thickness 20 nm. In the both samples studied the middle region
of the well (with a thickness 5 nm) was doped; in one of the samples (293) the barriers were
undoped while in another sample (213) the middle region of the barriers with a width 5 nm
was doped. Thus the widths of the undoped spacer layers from both sides of the barrier.
We used Be as p-type dopant with a concentration 1017 atoms/cm3; the hole concentration
measured atT = 300 K was equal to 8· 1016 cm−3 and 1017 cm−3 for sample 293 and
213 correspondently. The contacts were made by cintering in of sputtered Au containing
3% of Zn during 2 min at temperature 150◦C.

In Fig. 1 we showed temperature behavior of Hall coefficient for the two samples. The
temperature region 50–300 K corresponds to ionization of acceptors into the valence band.
The fact that the carrier transport takes place in the valence band is evidenced by rather
high values of mobility — (300–500) cm2V/s at 300 K — and by its temperature behavior
µ ∼ T −3/2. At low temperatures the activation law of Hall coefficient is observed; at
higher temperatures the slop is decreased which can be related to devastation of impurities.
In particular, for the sample 293 exhibiting some compensation degree (rather probable in a
view of a presence of background impurities and interface states) at low temperatures there
exists a region with a slopeEa while at higher temperatures a region with a slopeEa/2 is
exhibited. The ionization energies estimated from the slopes mentioned above appear to
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Fig. 1. Temperature behavior of carrier concentrations for the two samples calculated from Hall
coeficient: 1—sample 293, 2—sample 213. The carrier concentrations were calculated as averaged
over the volume with an account of the sample thickness 150 nm
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be different for the two samples and are equal to 7 meV and 21 meV, respectively.
At temperatures lower than 50 K (up to 1.7 K) the temperature behavior of conductivity

evidences its hopping character (Fig. 2). The slopes ofσ(T ) in terms ofT −1/3 are different
for the two samples.
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Fig. 2. Temperature behavior of conductivity for the two samples: 1—sample 293, 2—sample 213.

2. Discussion

According to the data published until now, the position of Be level in GaAs corresponds
to 27 meV. Our experiment shows for the sample 293 (only GaAs layers are doped) the
activation energy 20 meV. The discrepance can be ascribed to a finite width of the impurity
bandW which for weakly compensated sample according to theoretical prediction is

W = e2

κ
N1/3

whereκ is the dielectric constant,N is the impurity concentration. This estimate gives for
N = 1017 cm−3W = 10 meV that is the value ofW/2 is in agreement with the difference
between the ionization energy observed and the energy of the bare level. For the sample
213 (both GaAs layers and the barrier regions are doped) much lower ionization energy
(7 meV) is observed. In this case the additional holes occupy the second charge stateA+ of
the acceptors in GaAs layers. According to the theoretical estimates the ionization energy
of theA+ state is 0.05E0. The observed value is by a factor of 5 higher which we ascribe
to the 2D character of the structure. Indeed, while the ground state radiusa0 is equal to
30 Å (which is much less than the well width) the radius ofA+ state is expected to be much
larger (∼4a0) and is of the order of the well width. This factor leads to a lowering of theA+
energy and to a decrease of the Hubbard energy (by definition being a difference between
energies ofA0 andA+ centers). The indepenndent estimate ofA0 andA+ centers radii
can be obtained on the base of the analysis of low temperature conductivity corresponding
to variable range hopping. Since the hopping length al low temperatures definitely exceeds
the well width, we deal with 2D hopping described by the law

σ = σ0 exp

(
−T0

T

)1/3
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whereT0 is the parameter related to the density of states at the Fermi level and the local-
ization radius:

T0 = C(NFa2)−1

(C = 13.8 being a numerical coefficient). In Fig. 2 we depicted the low temperature
behavior of conductivity for the two samples in terms ofT −1/3. As it is seen, the behavior
corresponds to straight lines while the slopes allow to extract the values ofT0 — 103 K
(sample 293) and 1.5 · 103 K (sample 213). If one supposes that the densities of states
at the Fermi level are equal for 293 and 213 samples the square root of the ratio of these
parameters gives the ratio of the radia corresponding to the two samples . The ratio of the
radia ofA0 andA+ states found in such a way is equal to 4, that is the radius ofA+ center
is equal to 12 nm which is comparable with the size of the structure. Thus the experiments
evidenced that theA+ binding energy is significantly (by a factor of 5) enhanced for the
wells with a width 15 nm with respect to the bulk case which is related to the fact that the
radius ofA+ state is comparable to the well width.
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Abstract. A weak localization effect has been studied in macroscopically inhomogeneous 2D sys-
tem. It is shown, that although the real phase breaking length tends to infinity when the temperature
tends to zero, such a system can reveal a saturated behavior of the temperature dependence of that
parameter, which is obtained from the standard analysis of the negative magnetoresistance and
usually identified by experimenters with the phase braking length.

In recent years, interest to the problem of weak localization is reappeared. One of
the reason is that the new experimental results have been obtained. Among them is the
saturation of the temperature dependence of the phase breaking length [1]. It causes a
storm discussion in the literature (see, e.g., [2] and references therein) and stimulate a new
flux of the papers concerning the weak localization.

In order to determine the phase breaking time, a standard fitting procedure is used in
most cases: experimental magnetic field dependencies of negative magnetoresistance are
fitted to the well-known Hikami expression, the phase breaking lengthlϕ is used as fitting
parameter.

Another approach to the negative magnetoresistance examination is based on analysis
of statistics of closed paths [3]. Here, we develop this method and present the results of
numerical studies of the negative magnetoresistace due to weak localization in macroscop-
ically inhomogeneous systems. One of possible reasons of the low-temperature saturation
of lϕ(T ) dependence is offered.

1. Main idea

We suppose that an inhomogeneous 2D system consists of a number of puddles which are
connected one with other by means of channels (Fig. 1(a)). The transport over puddles and
channels is diffusive, i.e. their dimensions are much greater than the mean free path of
electrons. In this case a quasi-classical treatment to the problem can be applied. In order
to simplify the problem, we believe that the conductance of puddles is much greater than
the conductance of channels. Such type of inhomogeneity can be due to inhomogeneous
distribution of compensating impurity, for example. It is clear that in this approximation
the conductance of 2D system is determined by the conductance of channels, and the
interference quantum correction to the conductivity of the system is mainly determined by
the closed paths, which starting points lie within the channels. So, if we obtain the area
distribution function of the closed paths, which start within the channels, we can calculate
the magnetic field dependence of magnetoresistance in such a system.
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2. Simulation details

The model inhomogeneous 2D system consists of a number of identical elements connected
in series-parallel. Each element includes the channel and parts of puddles. We present the
results obtained for two cases: the puddles are connected via long and narrow channels
(Fig. 1(b)); and the channels are short and wide (Fig. 1(c)). In simulation, the element is
represented as a lattice, the scatterers are placed in a part of lattice sites with the use of a
random number generator. A particle starts from some random point within the channel,
moves with a constant velocity along straight lines, which happen to be terminated by
collisions with the scatterers. After collision it changes the motion direction. If the particle
collides with the wells of element, it is reflected specularly. If the particle escapes the
channel (shadowed in Fig. 1(c)), it can return back with some probability less than unity
(we use the value 0.3). Thereby we specify the kind of inhomogeneity: within the channel
the Fermi momentum is less than that in the puddles, that may result from fluctuation of
the energy of conduction band bottom. If the particle passes near the starting point at the
distance less thand/2 (whered is a prescribed value, which is small enough), the path is
perceived as being closed. Its length and enclosed algebraic area are calculated and kept in
memory. The particle walks over the element until it riches one of the opened ends of the
element. As this happens we believe that the particle has left to infinity and will not return.
A new start point is chosen and all is repeated.

The parameters used in simulation procedure are following: for the case of long channel,
the length and width are equal to 17000 and 400, respectively; for short channel, they are
300 and 2900. The dimensions of each half-puddle are 3000× 3000 for both cases. For
control, we will present the results obtained for comparably large system with dimensions
104 × 104, which is near-equivalent to the classical infinite 2D system. The density of
scatterers fed into simulation gave the mean free path about 40 for all three cases.
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Fig. 1. (a) Sketch of inhomogeneous 2D system. The key parts determining the conductance
are enclosed in rectangles. The long and short channels are labeled as (i) and (ii), respectively.
Non-conducting areas are white. Points represent scatterers. (b), (c) The simulation models of
long and short channels, respectively. Polygonal lines show particle trajectories. The opened ends
of shadowed area in (c) work as diode (see text for details). (d) The area distribution function of
closed paths. Symbols are the simulation results for the case of long (◦), short (�) channels, and
for large (control) 2D system (+).
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3. Results and discussion

The area distribution functionsW , weighted by factor 2πl2, are shown in Fig. 1(d). As
is seen the data obtained for control system and depicted by triangles reveal the behavior
which is very close to the well known result of diffusion theory: 2πl2W = S−1.

The area dependence of 2πl2W is much complicated for long channels. WhenS varies
within the range 1× 103 − 5× 104, it is close toS−0.5-law. Just the same behavior is
theoretically predicted for diffusive motion over infinitely long, narrow strip. A particular
interest is drastic decrease of the area distribution function evident forS > 105. The origin
is that the particle, moving over long trajectories, escapes the channel through its ends and
carries on its motion mainly over the puddles. After escaping it cannot easily enter back,
because the width of channel is much less than the puddle’s dimensions.

As for short channels, the 2πl2W -versus-S plot shows the power behavior close to
W ∝ S−1.2 in whole range ofS. This results from the fact that the ratio of the channel’s
length to the mean free path is not very large as in previous case. Therefore, not only long,
but short closed trajectories spread over puddles. Since the channel/puddle borders work
as diodes, this leads to more rapid decreasing ofW(S) as compared withS−1-law.

The negative magnetoresistance due to magnetic field suppression of the interference
quantum correction to the conductivity has been calculated according to [3] and for some
l/ lϕ value is shown in Fig. 2(a) by symbols. The solid curves in this figure are the results of
fitting to the Hikami expression. Namely such a procedure is usually used by experimenters
to determine the value oflϕ in real samples. As is seen the Hikami formula well describes
the simulation data excepting may be the long channel case.

Figure 2(b) shows the most important result of the paper: how the fitting parameter
γ depends on the value ofl/ lϕ fed into the simulation. As is clearly seen the control
2D system exhibits very clear behavior: as it must the fitting procedure gives the value
of γ which is equal tol/ lϕ used in simulation. Some inconsistency evident for smallest
l/ lϕ-value is the result of finiteness of the model system.

For other cases, the fitting procedure gives nearly true value ofl/ lϕ when l/ lϕ >
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(2− 3) × 10−3. For lower values ofl/ lϕ , theγ -versus-l/ lϕ plot shows saturation with
l/ lϕ decreasing. On the assumption oflϕ ∝ T −1 Figure 2(b) shows the temperature
dependencies of the “phase breaking length” as it could be found from the standard fitting
procedure of negative magnetoresistance to the Hikami expression. In order to specify the
scales in Fig. 2(b), let us assume the lattice constant in the simulation to be equal to 5 Å.
In this case our model provides an example of 2D system with local density of scatterers
1.5 × 1012 cm−2, mean free pathl = 200 Å. Then, Fig. 2(b) shows the temperature
dependence of the “phase breaking length” for such sample within the temperature range
from 25 mK to 4.2 K. Thus, although the real phase breaking lengthlϕ decreases linearly
with decrease of temperature, the value obtained from the fitting procedure is saturated.

4. Conclusion

We have numerically studied the statistics of closed paths and the negative magnetore-
sistance in macroscopically inhomogeneous 2D systems. It has been shown that such
systems can exhibit saturated behavior of the temperature dependence of the “phase break-
ing length”, if it is obtained from the standard fitting procedure of experimental magnetic
field dependence of the negative magnetoresistance to the Hikami expression. This fitting
parameter can have nothing in common with the real value of phase breaking length at low
temperatures.
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Abstract. The temperature and gate voltage dependencies of the phase breaking time is studied
experimentally in the structures with quantum well based on GaAs/InGaAs. There is shown that
arising of the states at the Fermi energy in the doped layers (Snδ layer in our case) leads to
significant decreasing of the phase breaking time and to weakness its temperature dependence.

The inelastic of the electron-electron interaction is the main phase breaking mechanism
in low dimensional structures at low temperature. This mechanism predicts divergence of
phase breaking time (τϕ) with decreasing temperature. But unexpected saturation ofτϕ at
low temperatures was revealed in recent years in one and two dimensional structures [1, 2].
It is one of reason of the particular interest to the possible additional dephasing mechanisms
in such structures.

The analysis of the low field negative magnetoresistance, resulting from destruction of
the interference correction to the conductivity, is the main method of determination of the
phase breaking time. We report the results of detailed studying of the negative magne-
toresistance in gated structures based on GaAs/InGaAs. The heterostructures investigated
consist of 0.5µm-thik undoped GaAs epilayer, a Snδ-layer, a 60 Å spacer of undoped
GaAs, a 80 Å In0.2Ga0.8As well, a 60 Å spacer of undoped GaAs, a Snδ-layer, and a
3000 Å cap layer of undoped GaAs. The samples were mesa etched into standard Hall
bridges and Al gate was thermally evaporated over the cap layer. The gate voltage depen-
dencies of the electron density, conductivity and Hall mobility are presented in Fig. 1 for
one of the structures. The low field magnetoresistance for some voltage are shown in Fig. 2.
The magnetic field dependencies of�σ(B) atB < 1− 0.5Btr , whereBtr = �c/2el2, l is
mean free path, are well described by the standard Hikami expression [3]:

�σ(b) = αG0

[
ψ

(
1

2
+ τp
τϕ

1

b

)
− ψ
(

1

2
+ 1

b

)
− ln

τp

τϕ

]
, (1)

whereG0 = e2/(2π2
�), b is magnetic field measured in units ofBtr , τp is momentum

relaxation time, andα = 1 in the diffusion approximation. In [4] we showed that (1)
well describes�σ(B) beyond the diffusion approximation also, but withα < 1. Thus,
one can determineα and τϕ as fitting parameters, comparing the experimental�σ(B)

dependence with (1). Note that values ofα and τϕ determined by this way depend on
fitting magnetic field range and in Fig. 3 the conductivity dependencies ofτϕ as determined
from the different fitting range are presented.
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When inelasticity of electron-electron interaction is main phase breaking mechanism,
τϕ depends on conductivity and temperature only and for 2D case

τϕ = �

kT

σ

2πG0

1

ln
(

σ
2πG0

) . (2)

As is seen from Fig. 3 the conductivity dependence ofτϕ is close to the theoretical one
whenσ varies in the range(0.2−1.2)× 10−3 −1, but significant deviation is evident for
largerσ . The temperature dependencies ofτϕ are presented in Fig. 4 for some gate voltage
and one can see thatτϕ deviates from 1/T dependence just forσ > 1× 10−3 −1.

To interpret these temperature and conductivity dependencies ofτϕ let us analyze the
variation of density of electron in quantum welln (exactly this value is determined from
the Hall effect and Shubnikov–de Haas oscillation) with gate voltage (see Fig. 1). The
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variation of the total electron densitynt withVg has to be described by the simple expression
nt (Vg) = n(0)+Vg C/e, whereC is the gate–2D channel capacity per centimeter squared
(straight line in Fig. 1(a)). One can see that in the range ofVg from −1 to −3 V the
experimental data are close to this dependence, but atVg > −1 V the electron density
in the quantum well is less, than the total density of the electronsnt . It means that at
Vg > −1 V the fraction of the electrons (nt − n) occupies the states inδ-layers. From
Fig. 4, where the gate voltage dependence of (nt − n) and ratioτϕ/τtheor are presented,
one can see thatτϕ/τtheor deviates from unity when the electrons arise inδ-layers. Thus,
appearance of the states inδ-layer at the Fermi energy, and, consequently, the arising of
the tunneling of the electrons between quantum well andδ-layer leads to decreasingτϕ .
This interdependence is clear when the phase breaking time of an electron inδ-layer is
significantly shorter than that in quantum well. The phase breaking mechanisms in the
doped layers, where electrons occupy the states in the tail of density states, are the subject
of additional study, but it seems no wonder that dephasing in this layers occurs faster than
in quantum well.

In conclusion, theδ- or modulation doped layers are arranged in heterostructures to
create the carriers in quantum well or near the hetero-junction. When the states at the
Fermi energy appear in the doped layers, the tunneling of the carriers between quantum
well and doped layers arises. This process can lead to significant decreasing of the phase
breaking time of the carriers in quantum well.
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Challenges in nanoelectronics
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Abstract. The size of electronic devices has been decreasing to nanometer size regime which
requires quantum mechanics to understand its operation and optimization. Many features associated
with quantum effects are not all desirable from the engineering point of view: the charging of a
nano-capacitor runs into Coulomb blockade; the dielectric constants of nanoparticles is much
reduced; the binding energy of the shallow dopants in a nanoscale quantum dots becomes many
times of kBT resulting in intrinsic behavior regardless of doping density; etc. There are other serious
problems preventing the implementation of redundancy and robustness which are so essential to the
electronic devices, for example, inadvertent defects cannot be avoided; contacts and input/output
have to be sufficiently small resulting in pushing beyond the frontier of lithography. This article
aims to discuss some of the fundamental points still requiring better understanding, and what lies
ahead in future nanoelectronics.

Introduction

Professor Kroemer at the Nobel lectures during the APS March Meeting said that: “You
notice the old figures of heterostructures that I showed with rounded profiles without scales,
it is because I did not know how sharp are the band-edge offsets, nor how large are the
offsets”. This sentence points to the relative roles of understanding versus technological
advances. We all agree that ideas and understandings are crucial to new technologies,
however it is the steadfast advancement of technology that brought mankind to what we
have today. Traditionally, machines help us to tilt and rearrange our land for farming and
control of our habitat, but now, computers are extending our brain. We are expanding our
reach as well as accelerating our control of nature. In what follows some are fundamental
physics and engineering details while others are based on my personal assessment. For
example, only devices like detectors may be operated at low temperatures whereas memory
devices should not be operated at low temperatures, and the steady march toward ever
decreasing size of integrated circuits (ICs) is based on ever refinement of nano-lithography.
Another point is that quantum wells (QW) are far more likely to be incorporated into ICs
than quantum dots (QD) because contacts for QW is planar while it is necessary to use
quantum wires for QD.

Tunneling time in a quantum well

Several approaches [1, 2] were used: (a) solving the time dependent Schroedinger equation
with prescribed initial conditions, and (b) specifying a wave-packet and calculating the
time it takes to traverse the double barrier structure [2]. Results show that the tunneling
time of a Gaussian packet from the time-dependent solution is very close to the phase-delay
timeτ = dφ/dω, whereφ = kd + θ , is the total phase shift, withθ being the phase of the
transmission coefficient, andd, the length of the double barrier (DB) structure. Resonance
is produced by a wave bouncing back and forth for a number of cycles determined by the
quality factor of the resonant system.

601



602 Closing Session

The tunneling time given by the time for a Gaussian wave-packet traverses the structure
using the time dependent Schr¨odinger equation gives essentially the same result [3]. Since
the thesis [2] is not readily available, several salient features of this work are highlighted
here. First, the Green’s function for the one dimensional equation for the double barrier
(DB) structure is obtained. Excitation functions are chosen for various cases: specifying
a spatial distribution att = 0, or specifying a time function (usually a pulse at a given
energy betweent = 0 to T ) at a given location such asx = 0, orx = center of the well,
etc. Laplace transform is then used. The inverse transforms give the desired results. If one
wants to calculate the charge inside the well at any given time for a particular distribution,
it would be necessary to multiplyQ(t) for the charge byn(ω)− n′(ω) and integrate over
all ω, with n andn′ given by the distribution functions on the inside and transmitted side
of the DB respectively.Q(t) confined within the system is obtained as a function of time
by integrating|ψ(t)|2 over both the well and the barrier regions.
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Figure 1 shows the charge inside the quantum well for an incident wave at energyE

and duration 2 ps. The top curve E4 is atE = 0.068 eV, the energy at resonance for a
DB structure of barrier width 2.5 nm and GaAs well width of 6nm, and a barrier height
of 0.3 eV. Note that at energies away from the resonance, (E3, E2 and E1=0.079, 0.05
and 0.03 eV), oscillation ofQ(t) is very strong during the build-up time, while it is more
monotonic at resonance. However, the decay is always monotonic. Instead of specifying
the initial condition at the left side of the DB structure, we have also studied the build-up
time and decay time for an excitation exp(−iωt) at a point within the well and calculate
the steady state wave-packet. To our surprise, as the point of excitation moves towards the
center of the well from the edge of the barrier, the resonance behavior gradually disappears.
The details of those cases are not quite the same. Precise results do depend on the form
of the excitation. Although in all cases tunneling does slow down near resonance. The
delay time at resonance calculated fromτd0/(hk/2m∗) (E/�E) withE and�E being the
energy and linewidth is so close to the solution for Gaussian packet. Although tunneling
time slows down near resonance, at the first resonance, it is still less than one quarter of a
ps, and 25 fs near the second resonance. An ideal resonant tunneling device is very fast.

Coulomb blockade and quantum of conductanceG0

Conductance for a device, in this case a QD, connected to two leads at very low temperature
exhibits equally spaced steps ofG0 = e2/h versus voltage [4]. The discrete steps originate
from the discrete nature of the electronic charge. The applied voltage needs to increase in
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steps ofe/C to overcome the Coulomb potential of the charging of a capacityC, known
as Coulomb Blockade [5, 6]. Typically for a QD of dimension 2 nm× 2 nm, the elec-
trostatic energy is∼10 mV so that discrete steps in conductance may be observed at low
temperatures. It is important to note thatC is not a constant because each additional charge
introduced into the dot, the additional electron interacts with the electrons already present
in a complicated manner to be discussed in the next section. There is another far more
important point to be stressed here, i.e. all the work thus far involves adding an additional
electron to the dot as a time independent before and after description. To understand de-
vice performance such as the charging speed, it is necessary to employ the time-dependent
Schrödinger equation. Oscillations again will occur, as the tunneling case presented, for
G0, 2G0, etc. The physics is same as the charging of a capacitor where oscillation depends
on the length of the transmission line used in bringing in the charge.

Capacitance of a nanoscale sphere

A classical capacitor stores charges, and the electrostatic energy is the only energy stored.
However, electrons have kinetic energy as standing waves confined inside a quantum well
or quantum dot. We have calculated the quantum mechanical capacitance of a small sphere
from the definitionE2 − E1 = e2/2Ceff , whereE1 andE2 are the one- and two-electron
ground state of the quantum dot [7]. The effective capacitance may also be defined in terms
ofE3−E2 and so on. Since the added electron needs to interact with two electrons present
in the dot, the effective capacitance will not be a constant with respect to the number
of electrons already present in the dot. Quantum mechanically, it is somewhat similar
to the difference between the He atom and hydrogen atom, only that the calculation is
quite complex because it is necessary to include the electron-electron interaction together
with the induced image-charge and their interactions. We were surprised that even the
classical electrostatic calculation of the capacitance taking into account all the interactions
of electron-electron and their images, have not been calculated [7]. These interactions
lowers the total energy of the systems inside a capacitor, resulting in a deviation from the
classical capacitance. The quantum mechanical calculation includes the kinetic energy,
thus drastically reduce the capacitance at nanoscale regime.

Since we assumed that the coherence length of the electron wave function is only
12 nm, it is expected thatCeff at 12 nm approaches the ‘classical’ value (including all the
e-e interactions),∼10−18 to 10−19 F, we found that at 6 nm and 3 nm,Ceff is only one-half
and one-third as large as the classical values, respectively. Likharev used a constant value
for the capacitance in his Hamiltonian because the size of the quantum dot is quite large in
his case [6]. The kinetic energy of an electron is inversely proportional to the square of the
dimension of confinement, which grows faster than the Coulomb energies. Consequently,
Ceff decreases when the ground state energies dominates over the electrostatic energies.
Not only that thisCeff should be used in nanoscale modeling, it should be possible to
tailor-made capacitor in a nano-composite.

Dielectric constant and doping of a nanoscale silicon particle

Reduction of the static dielectric constant becomes significant as the size of the quantum
confined systems, such as quantum dots and wires, approaches the nanometric range. A
reduced static dielectric constant increases Coulomb interaction energy in quantum confined
structures. The increase of the exciton binding energy significantly modifies the optical
properties, and the increase of the shallow impurity binding energy may profoundly alter the
transport, i.e., resulting in an intrinsic conduction even with doping. The dielectric constant
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ε(a) was first derived using a modified Penn model taking into account the eigenstates of
a sphere instead of the usual free electron energy-momentum relation [8–10]. The size-
dependentε(a) is given by [10]

ε(a) = 1+ (εB − 1)/[1+ (�E/Eg)
2] and �E = πEF/(kFa),

whereEF andkF are the energy andk vector at the Fermi level with the total number of the
valence electrons, andEg is taken as 4 eV, the center of theε2 versus energy for silicon.
For a 1 nm QD,ε(a) is reduced to half the value. The formula is easily applicable to a
number of situation in nanoscale modeling. For example, the binding energy of dopants
of a nanodot [11], estimating the breakdown voltage of ultra-thin oxide, and in Coulomb
blockade. The dielectric mismatch between the media results in induced charges at the
interface. We found that these induced effects are as important as the dielectric constant
effect. There are many such induced terms: in addition to the direct Coulomb term,
there are the self-polarization between the electron and its image; the term between the
electron and the induced polarization of the donor. Since both the self-polarization and
induced-polarization terms depend onε1 − ε2, with 1 and 2 for the nanoparticle and the
matrix respectively, the binding energy can be strongly affected by the sign ofε1 − ε2.
For vacuum, at a radius of 2 nm, the binding energy is 0.8 eV resulting in no extrinsic
conduction at room temperature. Immersing in water, the binding energy is reduced to
0.1 eV, allowing some extrinsic conduction at room temperature. Since doping is essential
to the operation of semiconductor devices, and the trend of ever reducing the device size,
the mechanism of extrinsic conduction governed by the size forms an important issue in
modeling.

Tunneling via nanoscale silicon particles

Nicollian and I reasoned that if we could make the particles small enough, confinement
would increase the energy separation to values allowing resonant tunneling at room temper-
ature. A diode structure was fabricated with nanoparticles of silicon,∼4−8 nm, embedded
in an oxide matrix [12, 13]. Sharp conductance peaks were observed at reverse bias be-
tween 10–11 V. Resonant tunneling diode, RTD gives current peaks whenever the energy
of the incident electron coincides with the eigenstates of the quantum system [14]. Using
a metal contact having a large Fermi energy, current steps instead of peaks should result
at resonant. We found that the conductance peaks appear near 10–11 V reverse bias, and
steps appear above 20 volts bias, with a pronounced hysteresis shift of∼7 mV [15, 3]. The
details are quite complicated. Some salient features are summarized below:

1. The linewidth of the conductance peaks∼kBT .

2. The QD energies are much greater than the Coulomb energy for the size under
consideration. Therefore we observed two groups of closely spaced current steps
separated by the separation of theE1 andE2 quantum states of the dot [16, 17].

3. With large metal contacts, conductance is proportional to the density of states, giving
rise to conductance peaks for 3D and steps for 1D structures. (We think that some
of the particles are coupled to form 1D structures.)

4. Hysteresis is present in most cases particularly noticeable at higher bias, but not
always.
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5. We observed oscillation in time due to negative resistance resulted from e-h pair
production by hot electrons injected into the substrate [17, 18].

6. What we have learned is that devices with large contact covering many QDs is unlikely
to play a role in future devices. Significant progress in nanostructure devices must
wait for the improvement in lithography allowing contacting a single QD. Although
we thought about a multifunctional device, but not really seriously! See Ref. [18]
for a summary of this work.

A new type of superlattice: semiconductor-atomic superlattice (SAS)

Conventional superlattices are formed with repeating a basic period consisting of a hetero-
junction between two materials [19]. A new type of superlattice are formed by replacing the
heterojunction between adjacent semiconductors with semiconductor layers separated by
adsorbed species such as oxygen atoms; and CO, molecules, etc. [20, 21]. This new type of
superlattice, SAS, semiconductor-atomic-superlattice, fabricated epitaxially, enriches the
present class of heterojunction superlattices and quantum wells for quantum devices. The
Si growth beyond the adsorbed monolayer of oxygen is epitaxial with fairly low defect den-
sity. At present, such a structure shows stable electroluminescence and insulating behavior,
useful for optoelectronic and SOI (silicon-on-insulator) applications. SAS may form the
basis of future all silicon ‘superchip’ with both electrons and photons. Without a strong
optical transition, silicon has not played a role in optoelectronic technologies such as in-
jection lasers and light emitting diodes. Superlattices and related quantum wells have been
developed into the mainstream of research and development in semiconductor physics and
devices primarily with III–V and II–VI compound semiconductors. Silicon dioxide with
a barrier height of 3.2 eV in the conduction band of silicon is amorphous, preventing the
building of a quantum well structure on top of the a-SiO2 barrier. Several years ago, it was
proposed that the oxides of one or two monolayers might allow the continuation of epitaxy
[23]. Our growth beyond a barrier structure consisting of 1 or 2 nm of silicon sandwiched
between adjacent layers of adsorbed oxygen up to 50 Langmuirs of exposure for each layer
is epitaxial and low in stacking faults as determined in high resolution X-TEM. We have
presented high resolution TEM in both cross-section and plane-view [22]. The measured
barrier height is∼0.5 eV [24]. Using an assumption that in the SAS structure, the amount
of electron transfer from the Si to O is only half as much as SiO2, the maximum barrier
height is estimated at 1.5 eV instead of 3.2 eV [25]. Following the observation of visible
luminescence in nanoscale silicon particles [26], we have observed stable electrolumines-
cence in the visible spectrum of a 9-period SAS structures [27]. With partially transparent
Au electrode, the emitted light is green. The spectrum extends well into the blue region of
the visible spectrum. The defect density is below 109 cm2. We have lowered the defects by
almost two orders of magnitude during the past couple of years. Thus we are optimistic that
further reduction should be possible. Note that the defect density in Si/a–SiO2 interface is
generally much higher.

We have also fabricated a 9-period Si/O superlattice for possible replacement of SOI
(silicon-on-insulator). Preliminary results show the structure is epitaxial with insulating
behavior. With similarly doped silicon, a decrease in current of five orders of magnitude
at the same applied voltage of several volts has been observed.

What we have demonstrated is that silicon can grow epitaxially beyond adsorbed atomic
or molecular species, resulting in a new kind of superlattice. We want to emphasize that it
is important to have the silicon layer having at least several atomic layers. Otherwise, the



606 Closing Session

structure becomes similar to the ALE, atomic layer epitaxy, which is entirely different from
the SAS. In SAS, the adsorbed oxygen monolayers are constrained by the Si surfaces on
both sides, whereas, inALE, there is nothing to prevent silicon and oxygen atoms forming a
specific crystalline structure, or an alloy structure. It is the constraint imposed by the silicon
surfaces that gives rise to the superlattice structure, exhibiting the physical characteristics
reported here. As we have shown that SAS, or SMS (M for molecular) indeed constitutes
a new type of superlattice. It is hopeful that the reported EL and PL can allow applications
in optoelectronic devices, and the reported epitaxially grown SOI can replace the present
SOI for quantum devices, such as 3D ICs.

To Summarize, 1D quantum confinement will dominate future devices because of the
planar nature of the contacts for input/output. Any 3D nanostructures will have to wait for
further improvement in nano-lithography.
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