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1.0 INTRODUCTION

This report documents the results of an Air Force Research Laboratory Information
Directorate (AFRL/IF) in-house program titled “Routing For Next Generation MILSATCOM”.
The report is divided into severd distinct sections corresponding to the effort’s main thrugts.
While this program was in existence for severd years, its objectives changed over time and the
end result is severd digtinct efforts performed under the umbrela of this one effort. Since this
effort was in existence for severd years, the vast mgority of the work documented here was
actually performed by AFRL/IF s organizational predecessor, Rome Laboratory. However,
Rome Laboratory technicaly no longer exists and any references to Rome Laboratory that were
in previous drafts of this report have been replaced with AFRL/IF as aresult.

When this effort began, its objective was to develop Strategies for routing messages in
the next generdtion military satellite communications (MILSATCOM) environment. The
devedoped routing drategies/algorithms were to be prototyped and tested in computer
samulaions to determine their performance.  While this program was redirected midstream to
pursue other objectives, the partia results of this portion of the program are documented in
Section 2 of this report.

At management’'s direction, this program was redefined to support thegtre extenson
objectives of the Globa Grid Program. Under this new identity, the objective of this program
was to investigate the feagbility of Globa Grid' s thegtre extenson objectives. Through andysis
and amulation, this program was to investigate the applicability of super high frequency (SHF)
and extremdy high frequency (EHF) satellite resources to playing the role of gateway in a high
peed globa network. Under these general guidelines, severad subtasks were initiated to
explore various aspects of the concept of space based asynchronous transfer mode (ATM)
switches. Results of this portion of the program are documented in Section 3 of this report.

Mid-way through the ATM related tasks, another mgor task was undertaken.
AFRL/IF received a request from the Chief Scientis of U.S. Space Command
(USSPACECOM) to perform a prdiminary vaidation and accreditation of their NUICCS
Andys Technicd Environment (NATE) command, control, & communications smulation
modd. Since this mode was smilar in many ways to the smulator being used for this in-house
program and the same principa engineer was to be used, the decison was made to include the
NATE Validation as a new task in this program. While a report documenting the results of the
NATE Vadidation was prepared for USSPACECOM, the results were never published in an
AFRL/IF Technicad Report. For this reason, the results of the NATE Vdiddion are
documented in Section 4 of this report.

Upon completion of the NATE Vadidation task, work resumed on the ATM related
tasks dtarted earlier. While by that time most of the earlier planned ATM tasks were overcome
by events, | decided to add one find task in that area. Early on, | had consdered the use of an
exiding in-house smulation modd, the Multiple Satdlite Sysem (MSS) End-To-End Smulation
(ETESIM), as atodl for sudying ATM sadlite networks. Origindly, | had determined that
there were limitations to the applicability of our ETESIM to the ATM satellite network problem.
However, after further thought | redized that a rlatively smal amount of effort could result in
severad smdl but meaningful ATM related changes and a verson of the ETESIM could be



created which was hardwired for ATM analysis. While | wes successful in cregting this new
ATM verson of our ETESIM tool and it was a good learning experience for me, it was
nonetheless a wasted task in the end. The hardware platform that ETESIM was hosted on,
which was dready largely obsolete a the beginning of the task, broke down atogether by the
time this task was completed. Given the obsolescence of the hardware, it was not worth the
investment to repair it and the entire system was scrapped. Since it seemed pointlessto do o, |
have not included a separate section in this report to document this task.



2.0 ROUTING ALGORITHM DEVELOPMENT

21 ROUTING ALGORITHM DEVELOPMENT OVERVIEW

The main objective of this task was to develop a smple rule-based message routing
dgorithm for satellite communications networks. Emphasis was intentiondly kept on making the
dgorithm smple in operation. While the dgorithm was never intended to provide optima
solutions to any routing problem, its Smple operation was intended to greatly reduce the
processing hecessary to perform the routing function in alarge communications network.

This task conssted of five main pats. Fire, a candidate satdlite communications
network was defined. Second, the concept of operation of the routing agorithm was defined.
Third, the adgorithm was implemented in software.  Fourth, its performance in the candidate
communications network was smulated in a gtatic environment. Fifth, its performance would be
amulated in a dynamic environment. The fifth subtask was never done due to this project being
redirected to pursue other objectives.

While the main objective of this effort was to develop a routing agorithm, it dso
resulted in a useful by-product. While implementing the agorithm, it became gpparent that a
methodology for quickly developing routing dgorithms would dso be a product of this effort.

22 CHOOSING A CANDIDATE COMMUNICATIONS NETWORK

The tem satdlite communications network is rather broad.  Communications
requirements can vary widely from network to network. For this reason, before anything ese
was done under this effort, a candidate communications network was chosen to design to.

In generd, the network would congst of earth terminals and satellites. In conventiona
satellite communications systems, a smal number of satellites in geosynchronous orbit are used
as relay nodes for earth termina to earth termind communications. Only a smal number of
complex satellites are needed in this type of system, because their dtitude generaly provides
them with avery wide fidd of view. Another key characterigtic of thistype of sysemisthat the
satellites are dtationary with relation to any point on the earth. In this type of system, there are
relatively few communications networking problems, essentidly none in the area of routing
agorithms.

However, there have been severd satdllite communications systems proposed, as well
as a couple that have actually been built, over the past severd years that follow a consderably
different design philosophy. In these systems, the satdlite relays would be placed in a much
lower orbit around the earth. The lower dtitude of the satellites would mean that the satellites
would have a much smdler fidd of view and more satdlites would be necessary to provide
complete coverage of the earth. However, each satdlite would be much less complex than their
geosynchronous counterparts and the larger numbers would reduce the importance of any single
satellite to system operation. This would result in a communications system that could be much
more surviveble,



In this type of system, the term communications network suddenly becomes very
goplicable. Dueto the smdl fied of view of the satdllites, messages sent over long distances can
no longer be accomplished by smply sending it up to a satdlite and that satdllite sending it back
down to its destination. Instead, the message may be relayed severd times. This could be done
by sending the message up to a satdlite, the satdlite sending it back down to an intermediate
earth termind, that terminad sending it back up to another satellite, etc., until the message getsto
its destination. However, this could aso be done by sending the message up to a satellite, that
satellite relaying it to another satellite, etc., until the message reaches a satdlite which has the
dedtingtion earth termind within its field of view. The latter is the method that is generdly
congdered in this type of system. Therefore, sSnce these satellites will not be stationary with
respect to the earth, the communications system in question becomes a communications
network with a dynamic topology.

Ultimately, the future military satellite communications architecture is intended to be an
integrated environment consisting of both geosynchronous and low earth orbit (as well as any
orbit in between) satellite systems and including both military and commercid space assetsin a
variety of operating frequencies and datarates. Therefore, it was our intention to ultimately aso
smulae any agorithms that we developed in an integrated environment of this sort. However, it
is the low earth orbit systems that are the drivers for satellite communications routing agorithm
development and this was the generd type of network configuration that was chosen for a
basdine architecture in this effort. Fairly arbitrary numbers of 100 satdllitesin alow earth orbit
(750 km) and 10 earth terminals were chosen as network communications nodes. To Ssmplify
the gtatic smulation program, the latitudes and longitudes of dl satellites and earth terminas
were chosen a random by the computer. This is certainly an unredistic characteristic for a
deployed system, but with a sufficiently large and dense congtdlation, it's effective as a crude
approximation.  Additiondly, the transmitters on the satellites had a maximum range of 2000
km.

2.3 ROUTING ALGORITHM CONCEPT OF OPERATION

2.3.1 BASELINE ROUTING ALGORITM

As was mentioned earlier, a conscious effort was made to make the operation of the
dgorithm as dmple as possble. The agorithm was to feature distributed operation. Entire
paths of messages did not have to be chosen at onetime. Each network node ong a message
path would have the responghility of choosing only the next node to send the message to. This
issgnificant for various reasons. For one, the problem that each node must solve is now aloca
one, rather than a globd one. Therefore, the problem should be much smpler to solve and
require much less information about the rest of the network. Second, a distributed approach is
much more tolerant to changes in network conditions. If network conditions change somewhere
during the course of a message transmission, the entire origind message path does not need to
be recdculated. The changed network conditions are Smply accounted for in the remainder of

the message path.



There were dightly different versons of the dgorithm depending on whether a
communications node is an earth termind or a satdllite. There were a tota of five criteria, or
conditions, used to determine the next network node to send any message to. These five
conditions are listed below.

Is the message degtination currently in range?

Is satdllite node No. ___in the generd direction of the destination?
Has satellite node No. __ aready been used for this message path?
Is satellite node No. __ isolated from the network?

Is satdlite node No. _ congested (message queue full or nearly full)?

g~ owdNpE

The firgt conditions meant that if the destination for a message could be reached directly
by the satellite that was currently holding the message, relay nodes were not necessary at al and
the message should be sent directly to the detination. According to the second condition, it
would be preferable to not send the message in the opposite direction of the message. While
the world is round and the message should get there eventualy anyway, it made sense to avoid
this if possble. The third condition forbade sending a message back to a satdlite that it hed
dready passed through. This was necessary in the agorithm to avoid a message taking an
endless loop as a path. The fourth condition was necessary to avoid message paths that were
dead ends. Findly, the fifth condition said that it was preferable o avoid satellite network
nodes that had message queues that were full or nearly full. This was to hdp dleviate
congegtion in the network and to avoid creating bottlenecks in the network.

As was mentioned earlier, there were actudly two dightly different versons of the
dgorithm for the two types of nodes in our network. In the verson of the agorithm intended for
the earth terminals, conditions 1 and 3 were absent. Condition 1 was not used, because two
earth terminds could not communicate directly with each other. Condition 3 was not used,
because when the agorithm was being performed by an earth termind, the earth termind was
the source of the message. Therefore, any satdllite that it might consider sending the message to
next could not possbly be one which that message had aready passed through. The earth
termind version of the dgorithm is shown below. The conditions were combined to form rules
and for each message sent, each rule was checked sequentidly in the order listed here until al of
the conditions associated with arule were satisfied and the rule was subsequently triggered. This
rule determined where the message was sent next. For each message, the satdllites in the earth
termind’ s neighbor list were checked sequentidly until a satellite relay was found which satisfied
the most conditions possble. The first choice would be a satellite that met al three conditions.
If this were not possible, the second choice would be a satellite that would be in the right
direction, and not be isolated. If this were not possible, the agorithm would settle for the first
satellite that wasn't isolated. The adgorithm is shown below for a system with n satellites.

R1 If Sadlite No. 1isin theright direction
Satellite No. 1 is not isolated
Satellite No. 1 isnot congested
Then send message to Satdllite No. 1



R2 If Sadlite No. 2 isin theright direction
Sadlite No. 2 isnot isolated
Satellite No. 2 is not congested
Then send message to Satellite No. 2

Rn If Sadlite No. nisin theright direction
Sadlite No. nisnot isolated
Satellite No. n is not congested

Then send message to Satdllite No. n
R(n+1) If Sadlite No. 1isin right direction
Satdlite No. 1 isnot isolated
Then send message to Satdllite No. 1
R(n+2) If Sadlite No. 2 isinright direction
Sadlite No. 2 isnot isolated
Then send message to Satdllite No. 2
R(2n) If Sadlite No. nisin right direction
Sadlite No. nisnot isolated
Then send message to Satdllite No. n
R(2n+1) If Satellite No. 1 is not congested
Satdlite No. 1 isnot isolated
Then send message to Satdllite No. 1
R(2n+1) If Satellite No. 2 is not congested
Satellite No. 2 is not isolated
Then send message to Satdllite No. 2
R(3n) If Satdlite No. nis not congested
Sadlite No. nisnot isolated
Then send message to Satdllite No. n
R(3n+1) If Satellite No. 1 isnot isolated
Then send message to Satellite No. 1
R(3n+2) If Satellite No. 2 isnot isolated
Then send message to Satdllite No. 2
R(4n) If Sadlite No. nisnot isolated



Since dl five conditions would need to be used, the verson of the agorithm that would
be used by each satdlite would be very smilar, but dightly more complex. This version of the

Then

dgorithm is shown below.

R1

R2

i?(n+1)

R(n+2)

R(n+3)

i?(2n+1)

R(2n+2)

If
Then
If

Then
If

Then

Then
If

Then
If

Then

If

Then
If

send message to Satdllite No. n

Dedtination node is reachable directly
send message to destination node
Sadlite No. 1isin right direction
Satdlite No. 1 isnot isolated
Satellite No. 1 was not aready used
Satellite No. 1 isnot congested
send message to Satdllite No. 1
Sadlite No. 2 isinright direction
Satellite No. 2 isnot isolated
Satellite No. 2 was not aready used
Satellite No. 2 is not congested
send message to Satdllite No. 2

Sadlite No. nisin right direction
Sadlite No. nisnot isolated
Sadlite No. n was not aready used
Satellite No. n is not congested
send message to Satdllite No. n
Sadlite No. 1isin right direction
Satdlite No. 1 isnot isolated
Satellite No. 1 was not aready used
send message to Satellite No. 1
Sadlite No. 2 isin right direction
Satdlite No. 2 isnot isolated
Satellite No. 2 was not aready used
send message to Satdllite No. 2

Sadlite No. nisin right direction
Sadlite No. nisnot isolated
Satellite No. nwas not already used
send message to Satdllite No. n
Satdlite No. 1 isnot isolated



Satellite No. 1 was not dready used

Then send message to Satdllite No. 1
R(2n+3) If Satdlite No. 2 isnot isolated
Satellite No. 2 was not aready used
Then send message to Satdllite No. 2
R(3n+1) If Sadlite No. nisnot isolated
Satellite No. n was not aready used
Then send message to Satdllite No. n

2.3.2 EXTENSIONSOF ALGORITHM FOR INTEGRATED ENVIRONMENT

In order to extend the use of this basdine agorithm for use in the integrated satdlite
communications environment planned for the future, an additional decision process was needed.
Before a message was routed, a type of satdllite resource was first selected based on the nature
of the message traffic. Types of satdlite resources (e.g. UHF LEO, EHF GEO, etc.) were
considered rather than actud systems to alow the decision process to include systems that did
not exist a the time but conceivably could in the future. Factors taken into congderation in this
decison process included priority of the message, data rate requirements of the message,
whether or not the message was a long voice transmission, and whether access to polar regions
was required. If amessage was of low priority and low data rate was sufficient, a UHF satdllite
resource was chosen as a preference. If high data rate was necessary, a SHF satellite resource
was chosen as a preference. If a message was of high priority, an EHF satellite resource was
chosen as a preference. In this case, EHF satellite resources are assumed to be highly rdligble,
but low data rate systems such as Milgtar. If a message was not a long voice tranamisson, a
LEO satellite resource was chosen as a preference due to the lower propagation delay
associated with LEO systems. I the message was a long voice transmission, a GEO satdllite
resource was chosen to avoid the need for satdllite hand-offs in the middle of the transmission.
The entire Satdllite Resource Sdlector (SRS) agorithm is shown below.

Satellite Resour ce Selector (SRS) Algorithm

Rulel If destination is beyond range of geo satellite
message is of low priority
low datarate link is sufficient
message will not be along voice tranamission
Then preferred resource is a network of UHF LEO sats

Rule2 If destination is beyond range of geo satellite
high datarate link is necessary



Rule3

Rule4

Ruleb

Rule6

Rule7

Rule8

Rule9

Rule10

Rulell

Rule12

Then

Then

If

Then

If

Then

If

message will not be along voice transmisson
preferred resource is a network of SHF LEO sats

degtination is beyond range of geo satellite
message is of high priority

message will not be along voice transmission
preferred resource is a network of EHF LEO sats

source or destination isin apolar region
message is of low priority

low datarate link is sufficient

preferred resource is anetwork of UHF LEO sats

source or detination isin a polar region
high datarate is necessary
preferred resource is a network of SHF LEO sats

source or detination isin a polar region

message is of high priority
preferred resource is anetwork of EHF LEO sats

message is along voice trangmisson
message is of low priority

low datarate link is sufficient

preferred resource is a UHF GEO satellite

message is along voice transmisson
high data rate is necessary
preferred satellite resource is a SHF GEO satdllite

message is along voice transmisson

messageis of high priority
preferred satellite resource is a EHF GEO satdllite

UHF LEO satdllite network is preferred resource
there are no UHF LEO satellites available
preferred resource is a UHF GEO satellite

SHF LEO satdlite network is preferred resource
there are no SHF LEO satdllites available
preferred resource is a SHF GEO satdllite

EHF LEO satdllite network is preferred resource



The origind routing dgorithm for the earth terminds was then modified dightly to
incorporate the SRS decison process into the routing rules. The updated verson of the

Then

there are no EHF LEO satellites available
preferred resource is a EHF GEO satdllite

resulting Earth Termind Uplink Selector (ETUS) dgorithm is shown below.

EARTH TERMINAL UPLINK SELECTOR (ETUS) ALGORITHM

For an Earth Termind which tracks n neighboring satellites:

Rule1

Rule2

Rulen

Rule n+1

Rule n+2

If

Then

Then

Satellite No. 1isof preferred satdllite resource type
Sadlite No. 1isin theright direction

Satellite No. 1 isnot isolated

Satellite No. 1 isnot congested

send message to Satdllite No. 1

Satellite No. 2 is of preferred satdllite resource type
Sadlite No. 2 isin the right direction

Satellite No. 2 isnot isolated

Satellite No. 2 is not congested

send message to Satdllite No. 2

Satellite No. nis of preferred satellite resource type
Sadlite No. nisin theright direction

Satellite No. nis not isolated

Satellite No. n is not congested

send message to Satdllite No. n

Satellite No. 1 isof preferred satdllite resource type
Sadlite No. 1isin theright direction

Satellite No. 1 isnot isolated

send message to Satdllite No. 1

Satellite No. 2 is of preferred satellite resource type
Sadlite No. 2isin theright direction

Satellite No. 2 isnot isolated

send message to Satdllite No. 2
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Rule 2nIf Satellite No. nis of preferred satellite resource type
Sadlite No. nisin the right direction
Sadlite No. nisnot isolated
Then send message to Satellite No. n

Rule 2n+1 If Satellite No. 1isof preferred satdllite resource type
Satellite No. 1 isnot congested
Satellite No. 1 isnot isolated
Then send message to Satdllite No. 1

Rule 2n+2 If Satellite No. 2 is of preferred satdllite resource type
Satellite No. 2 is not congested
Sadlite No. 2 isnot isolated
Then send message to Satdllite No. 2

Rule 3nif Satellite No. nis of preferred satellite resource type
Satellite No. n is not congested
Sadlite No. nis not isolated

Then send message to Satdllite No. n
Rule 3n+1 If Satellite No. 1 isof preferred satdllite resource type
Satdlite No. 1 isnot isolated
Then send message to Satdllite No. 1
Rule 3n+2 If Satellite No. 2 is of preferred satdllite resource type
Satdlite No. 2 isnot isolated
Then send message to Satdllite No. 2
Rule 4nlif Satellite No. nis of preferred satellite resource type
Sadlite No. nisnot isolated
Then send message to Satdllite No. n

Once a sadlite resource type had been chosen for a message and a message had
entered a given satdlite network, it was assumed that it would remain in that network until the
message was ddlivered to the destination. To not make this assumption and to alow amessage
to pass through multiple and diverse sadlite networks would have the implication that al
satdllites would be interoperable with each other, regardless of frequency, waveform, data rate,
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etc., and that seemed unredlistic. Therefore, the link salection process for the satellites remained
unchanged.

24 IMPLEMENTATION

The C programming language was chosen for implementing the dgorithm due to its
availability of a C compiler to the project engineer.

As was intended, the agorithm was compact and quick to execute once it was
implemented. Only 61 lines of C code were necessary for the basdline earth termind version
and only 114 lines were necessary for the basdline satdllite verson. It's quite likely that the code
could have been made even smdler and quicker by a more experienced C programmer. The
extensions for the integrated satellite environment were not coded due to redirection of the
effort.

A large reason for the amplicity of the code is that lookup tables were used wherever
possible. There were two lookup tables needed for each verson of the basdine dgorithm.
Each verson had atable of the latitudes and longitudes of each of the earth terminas. The sze
of this table depends on how many earth terminds are in the system. If there are m earth
terminds in the system, the size of the table will be m by 2. Both the earth terminads and the
satellites will aso have a neighbor table. There are a finite number of satellites that either an
eath termind or a satdlite is in range of a any given time. Therefore it is not necessary to
consder every sadlite in the system as a potentid next node in a message path. One only
needs to consider those satdlites that are available at the time. The size of these neighbor tables
is somewhat arbitrary. Since the number of neighboring satdlites that any given node will have
will vary with time, the Smplest way to implement thistable isto put an upper limit on how many
neighbors each node will keep track of. In the software developed for this project, each earth
terminal kept track of at most 10 neighboring satellites and each satdllite kept track of at most 8
neighboring satdlites. Each entry in these tables has four fidds. Each entry includes a satdllite
identification number, its latitude and longitude, and a flag indicating whether that sadlite is
congested or not.

The contents of these neighbor tables would obvioudy vary with time as the network
topology changes. However, dl information in these tables could be provided by the
neighboring satdlites themselves during routine operation. Periodicdly, each satdlite would
scan with its antenna the area around it to determine which satellites are its neighbors and where
they are. During these times, those neighboring satellites would dso report whether they are
currently congested with traffic or not and whether or not their own neighbor tables currently
have more than one satdlite listed in them (whether they are isolated or not). Each network
node could then update its own neighbor table. By not including any sadlites that have
indicated that they were isolated in the table, the need for the routing agorithm to check thisis
completely removed.
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25 SIMULATION

In order to test the routing dgorithm initidly, afarly smple but flexible static network
amulation shell was dso developed. The smulator includes a series of easy to use menus that
are used to define the ground segment, the space segment, the message traffic, the condition of
the network, and the routing agorithm to be used. Since the main purpose of this smulator was
to provide a plaform for ragpid prototyping of routing agorithms for space-based
communications networks, there were certanly many compromises made during its
development. Mog significantly, the success of any message ddivery is soldy a matter of
routing decisons made. Of course, in an actua system the success would aso depend upon
factors such as the bit error rate on each communications link. Also, the sSmulator uses a static
network topology. Since the satellite systems in question would actudly be dynamic in nature,
the amulations performed correspond essentidly to performance of the routing agorithm during
sngpshots in time.  Once the dgorithm was shown to be stable when used in a datic
environment, the agorithm was intended to be ported to AFRL/IF s Multiple Satellite System
(MSS) End-To-End Smulation (ETESIM) for tegting in a dynamic environmen.

Static smulation results are provided by graphica displays. Examples of these displays
areshownin Figures 1 and 2. Each figure shows a grid that represents a rectangular view of the
entire Earth. Latitude and longitude are annotated aong the axes of the grid. On the grid, the
locations of earth terminals are indicated by red dots and the locations of satdllites are indicated
by blue dots. The intengity of the color of the satellites indicates the queue size onboard those
satellites. Light blue indicates a satellite which will be congdered to be congested and dark blue
indicates a normd gtatus. The magenta lines between network nodes indicate routing decisons
made during the smulation. The entire path for one message is displayed a one time. Above
the grid, the number of total messages, the rumber of completed messages, and the number of
lost messages are indicated.

Figures 1 and 2 illugtrate the performance of the routing agorithm in the same network
with the same message. Figure 1 shows the routing decisons made for the case where the
network is fully operationd and there are no congested nodes. Figure 2 shows the routing
decisons made for the case where gpproximately 30% of the satellites are currently congested.
In this figure, the network congestion control feature of the routing dgorithm is dlearly shown.
One of the satdllites in the message path shown in Figure 1 is now conddered to be congested.
Asaresult, anew path is chosen to avoid the congested area. These figures so emphasize the
fact that optimum paths are not being sought. The first path which meetsdl of our criteria (or as
many as possible) is chosen.

However, as advertised, the processng time appears to dmost negligible. While a
quantitative figure for processng time is currently unavailable, the entire path was caculated and
displayed certainly faster than the eye could follow using a tandard desktop persond computer.
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RUN SIMULATION
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Figure 1 - Non-Congested Network Smulation Case

RUM EIMULATION
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Figure 2 - 30% Congested Network Smulation Case

26 METHODOLOGY FOR DESIGNING ROUTING ALGORITHMS

While the prime result of this project is a new routing agorithm, it became apparent
during the course of this work that a significant by-product of this project was a methodology
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for farly quickly and painlesdy developing routing agorithms in generd. A rule based
description of the algorithm's operation proved to be a rapid and easily understood method of
developing the top-level description of the dgorithm.  From this point, t should be a farly
graightforward task to implement the adgorithm in an object- oriented programming language. In
this case, the C language was used, but it's likely that other object-oriented languages would
aso be wdll suited for such atask.

2.7 CONCLUSIONS

The results of this project demondtrate the suitability of rule-based system concepts to
the problem of message routing in a communications network. A simple rule-based routing
agorithm was developed which possessed the desired qudities of distributed operation and low
processing requirements.  The adgorithm provided admittedly, and intentiondly, sub-optimal
solutions with greet efficiency. By the experience gained in doing this project, it is obvious to
the project engineer that this same methodology could be easily be used to provide amyriad of
solutions to the same routing problem. A much more optima solution could have easly
achieved a the expense of additiona processing and/or data storage. However, | believe that a
fully digributed routing dgorithm which dso handles congestion control in the network with
minimal processing and data storage is il quite an achievemen.
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3.0 ATMANALYSIS

31 ATMANALYSIS OVERVIEW

The generd objective of these tasks was to provide modding & smulaion/andyssin
support of theetre extenson objectives of the Globd Grid Program. Globd Grid was a
program for developing technologies leading to a globa high speed communications network.
Two key enabling technologies for Globd Grid were Asynchronous Transfer Mode (ATM)
switches and satdllite communications. ATM had become a de-facto standard for switches to
which future high speed networks would be built to. Tacticadl ATM switches were being built by
AFRL/IF s Secure Survivable Communications Network (SSCN) Program that would be used
inthestre during military operations.  Satellite communications would be needed to
communicate with the theeatre based “crysd idand” ATM networks. At the time, the space
segment of this architecture was undecided and conceivably could have included ether
geosynchronous (GEO) or low earth orbit (LEO) satellites and may have used crosdinks
between satellites.

Given this generd objective, four tasks were defined. The first was to perform a
network connectivity andyss usng computer sSmulaions to identify satelite network
architectures that would support the Globa Grid concept. Options were to include Super High
Frequency (SHF) and Extremey High Frequency (EHF) satellite resources in GEO or LEO
orbits, with and without crosdink capabilities. The second task would have provided link
andyses for the up/downlinks associated with the recommended satellite network architectures.
The third task was to investigate the effects of the rdatively high bit error rates of sadlite
communications links on ATM network operations. Thefina task was to investigate the effects
of the rddively high propagation ddays of satellite communications links on ATM  network
operations.

3.2 CONNECTIVITY ANALYSIS

Globa Grid scenarios were set up on our MSS End-To-End Smulator and some long-
term amulation runs were made for connectivity anayss. For these scenarios, the ground
segment consisted of terminds at the five node sites planned for the SSCN Testbed (USAF
AFRL/IF, Rome NY; US Army CECOM, Ft. Monmouth NJ; US Navy Nrad, San Diego
CA; USAF ACC Langley AFB VA; and DISA, Ft Huachuca AZ) as wdll as severa other
terminals located in potential thegire locations. As a basdine space ssgment, nine different
satdlite congdlations would be consdered. The nine congtdlations chosen had been the
subject of investigation of a previous AFRL/IF in-house program. The congellation selection
process was described in detail in the find report for that program and will not be repeated
here. However, the congtdllations themsalves are summarized below in Figure 3.
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Figure 3 - Basdline Candidate Satellite Constellations

The smulations that were run didn’t result in any surprises. Theoreticdly, each of the
satelite congtdllations used should provide 100% globd coverage. The configurations labeled
as “basding’ in Figure 3 were origindly generated by a closed form solution for full earth
coverage found in open literature.  The remainder of the configurations was variaions of the
three “basding’ configurations, introducing redundancy through doubling the number of satellites
in the minima “basding’ versons. As expected, each of the satdlite congelations that were

smulaied provided very nearly continuous coverage & each of the earth terminds over the
length of time smulated.

3.3 LINK ANALYSIS

The god of this task was to do link budget andyses for EHF, SHF, and UHF versions
of the satdlite congtellations studied and determine the communications hardware requirements
to support the associated links. It was during this task that the NATE Vdidation task was

17



added to this program. As a result, the link analysis task was put on hold while the NATE
Validation took priority.

Since work on the project’s ATM related tasks was preempted for severa months so
that the NATE Vdidation could be accomplished, it was gppropriate to review the ATM tasks
to determine whether it still made sense to do them. By that time, there was no nore talk of
conceptua space architectures containing satdllites in both geosynchronous and low earth orbit.
Ingeed, the Globd Grid would, in dl likeihood, rdy on exiging satellite communications
resources in geosynchronous orbit. Therefore, it seemed pointless to continue to caculate link
budgets for the conceptua satellite congtellations described above and this task was effectively
canceled. The remainder of the connectivity andyss task was canceled for the same reason.

34 BEREFFECT ANALYSIS

This task was started with a literature search to see what had been done in this area
dready and what this program might be ableto add. The result of this literature search was that
quite a bit had dready been done to study the effects of the relatively high bit error rates
associated with satdlite links on ATM systems. | found severa excellent articles and decided
that | could not contribute any origind work of any dgnificance to this sudy area. The
reference section of this report will provide referencesto work in this area.

3.5 PROPAGATION DELAY EFFECT ANALYSIS

Thisanalyss was an expanson of an andys's documented in an article found in the April
1992 issue of IEEE Communications magezine. The aticle addressed the fundamenta
relaionship between latency and bandwidth of a communications link. The premise of this
fundamenta relationship is that increased bandwidth will only equate to decreased message
trangmit timesiif the queuing plus tranamisson time ddlay is greater than the propagation delay of
the channd. For every communications link, there is a critical bandwidth beyond which
additional bandwidth no longer decreases tranamit time and the tranamisson time becomes
limited by the propagetion delay, or latency, of the channel. That critical bandwidth is defined
asfollows

_1000b
CRIT — (l' r)t
In this equation, b is message length in bits, r represents the system load, and t isthe
propagation delay in milliseconds.

In the case of a local area network, propagation delay is very low and this criticd
bandwidth is extremey high, making the use of very wide bandwidth technologies a viable
option. Take for example aloca area network where two network nodes are located .25 miles
gpart. This distance trandates to a propagation dday of approximatdy 1.3 milliseconds and if
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we transmit a 1 megabit message across this distance, we would be able to transmit at a rate of
at least (0 load case) 745 Ghps before our link became latency limited.

If we condder a cross-country link from New York to Los Angeles instead, the
propagation delay is much higher, but we can dill take advantage of wide bandwidth
technologies. The distance from New Y ork to Los Angelesis gpproximately 2500 miles, which
trandates to a propagation delay of 13 milliseconds. If we tranamit a 1 megabit message across
this distance, we would be able to transmit at arate of at least (0 load case) 77 Mbps before
our link became latency limited.

Findly, we condder a satdlite link. Of the most commonly used a planned satellite
orbit atitudes, the most common and worst case is the geosynchronous orbit. At an dtitude of
22,284 miles, a geosyncronous satellite’ s dtitude is roughly an order of magnitude larger than
the distance from New York to Los Angdes. Furthermore, snce both an uplink and a
downlink would be required a a minimum, the distance between two points on the earth viaa
satellite would be roughly twice the dtitude of the satellite. The commonly used number for
propagation delay from earth to satdlite to earth is 250 milliseconds. If we transmit a 1 megabit
message across this distance, we would be able to transmit a arate of only 4 Mbps before our
links became latency limited.

However, the 4 Mbps limitation stated above is but one example of the critica
bandwidth in a satdllite system. It corresponded to the worst case geosynchronous orbit and a
zero network load condition. Also, since the critical bandwidth is a function of message sze as
well, the critical bandwidth will increase for messages larger than 1 megabit.

Figures 4 through 10 illugtrate the effects of satellite dtitude, network load, and message
Sze on the critical bandwidth of the satellite syssem. Figure 4 plots critica bandwidth vs. load
as a function of sadlite dtitude. Figure 5 plots critical bandwidth vs. load for a 1 MB file
relayed through a variety of satdlite congelations which have been proposed, and in some
cases developed, in recent years. A generic geosynchronous dtitude satellite is also included.
Figures 6-10 plot criticad bandwidth vs. load for a variety of file Szes rdayed through a variety
of sadlite congelations,
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4.0 NATE VALIDATION

The NATE Vdidation report was origindly prepared by Gregory Hadynski and Capt.
Michad Millsof AFRL/IF. While there have been no changesin its contents for incluson in this
report, it has been reformatted to form an integrd part of this report.

The foreword and acknowledgments for the NATE Vaidation section of this report
were provided by:

Dr. David Finkleman, SES-4
Director of Andyss
North American Aerospace Defense Command and United States Space Command

41 FOREWORD

This effort is a milestone in the new military modeding and amulaion environment and in
joint military efforts. To the best of our knowledge, this is the firg disciplined vdidation of a
composite militay modd. Our commands have implemented aggressvely guidance from
Congress and the Office of the Secretary of Defense. We are building substantiated confidence
in the modds and smulations that we use for planning, training, and andyss. AFRL/IF is a
knowledgeable, independent agency. Its capabilities and accomplishments qudify the
laboratory to examine expetly communications modds and computer software.
USSPACECOM provided the software and sponsored specific training.  This report confirms
the vdue of our rdationship. The laboratory found deficienciesin the software. The evduators
exposed uncertainties in dements of the software. We would not have been able to address
these matters effectively without this independent vdidation. By the time we digtribute this
report, we should have replaced the outdated missile flyout model with a current one whose
lineage and documentation are consgtent with the rest of the smulation. We have dready
remedied minor software inconsstencies.  We can now clam much greater confidence in
andyses that use thistool. At this writing, we have engaged AT&T to conduct a much more
comprehengve vdidatiion usng andyss techniques with a broad commercid bass  This
sequence of preliminary “face vdidation” followed by more comprenengve formd vaidation
may be a paradigm for the future. | hope that this report enables wider implementation of the
mandate for mode vaidation.

4.2 ACKNOWLEDGEMENTS

| thank AFRL/IF for accepting this unusua task. We are grateful to Mr. Tony
Szalkowski, who advocated this effort within the laboratory, and to Mr. Greg Hadynski and
Capt. Mike Mills, who did the work. We appreciate support from the Air Force Studies and
Anayss Agency, which directed model development. JS/J8 contributed to funding the NATE
modd, and the Defense Modding and Smulaion Office is funding forma vaidetion. |
appreciate the strong cooperation of the contractors who developed the simulation, SAIC and
Autometric, Inc. Col Gordon Long, USAF, and Lt Col Keith James, USAF, spearheaded this
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effort within the Unified Commands. Findly, we acknowledge Lt Col Steve Reznick, USAF,
and Lt Cal Bill Osborne, USAF, who initiated this project during their tenures in
USSPACECOM.

4.3 INTRODUCTION

This report documents AFRL/IF's recent prdiminary vaidation of US Space
Command's NORAD and USSPACECOM Integrated Command and Control (NUICCS)
Andyst Technica Environment (NATE). This work was performed in response to a request
made by US Space Command.

The vdidation of the NATE software contributes to the overall objectives of US Space
Command's Project Foretell. The ultimate god of Project Foretdll is to develop the capability
to vaidate reliably the potentia of new Air Force Satellite Control Network (AFSCN) system
components without the sgnificant expenditures involved in developing and fidding the system
components. The firgt step in achieving this god is to assemble a modding and smulation test
bed by connecting and, when necessary, vdidating existing moddls and smulations of space ad
C4l sysems. NATE is one of the mode s to be included in Space Command’ s test bed.

There were four team members involved in the NATE prdiminary vdidation. AFRL/IF
acted as the team lead, an independent broker hired to perform an objective evauation of
NATE. US Space Command was the customer, providing a generd task description and
operationa support. Science Applications International Corporation was the developer of both
NATE and one of the principa components of NATE, the Strategic Command & Control
Architecture Model (STRATC2AM). They provided technical support on the subject of these
two modds. Findly, the Air Force Studies and Andysis Agency (AFSAA), the government
agency responsible for the development of STRATC2AM, provided vitd technica support.

This report is bascaly organized according to the main tasks involved in the NATE
vdidation. The fird task was to plan the work necessary for this project. The second task was
to vdidate, if necessry, the individud smulation modes within NATE. The third task was to
vaidate the interfaces between the individual models within NATE. The fourth task was to
vdidate the NATE modd as a whole. The find task was to prepare a find report. An
overview of the NATE smulaion environment is dso included for those unfamiliar with NATE.
Appendix A contains the validation plan. It was included as an gppendix rather than reiterating
it in the main body of the report. Appendix B contains a list of the documents referenced to
perform this anayss. Appendices C & D contain the evauation matrices which document the
vaidation results and form the basis for much of the discussion in the main body of the report.

Since this report will concentrate on NATE's problems, it is important to put the
negative comments in peroective. While NATE may have its problems & thistime, it has many
good points as well. The communications codes within STRATC2AM are the heart of NATE
and its biggest sdling point. It isin communications where NATE's commercid competitors fall
short. Most commercid communications network programs represent free Space
communications links smpligicaly, requiring the user to provide the bit error rate for the links.
The most notable exception to this is the OPNET modd. OPNET alows the user to create
their own link moddls in code. However, STRATC2AM has a robust set of communications
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link codes dready. Also, NATE's Omni grgphica user interface is an excdlent visudization
tool, providing highly detailed animated displays of globa C3l scenarios.

4.4 NATE OVERVIEW

NATE has a storied history beginning in 1974 when work began on the models which
eventualy evolved into STRATC2AM, one of the four main components of NATE. Today,
NATE conssts of STRATC2AM, the Omni grgphicd user interface, the COMET missile flyout
model, and the SDP4 & SGP4 orbital propagation models.

STRATC2AM s the officid C3 modd for AFSAA and has been used for numerous
gpplications such as the Strategic C3 Systems Review, the MILSTAR Program Review, the
NATO C3 Architecture Study, the Cheyenne Mountain Upgrade, and the DSCS SCT
Upgrade. It supports wide-area network simulations with space nodes, ground nodes and
arcraft. Each node modd includes C2 node processes and communications trangmisson
equipment (ELF through opticad). Communications between nodes are modeled for benign
environments, jamming environments, and nuclear environments. One of the more recent
STRATC2AM developments has been the addition of the Andytica X-Windows Interface to
Smulations (AXIS) graphica user interface.

The development of the NATE environment resulted in the addition of a second, more
powerful, graphicd user interface known as Omni. Omni is a commercidly avallable product
sold by Autometric Inc. which runs on a Silicon Graphics workgation. Omni supports graphic
data anadyds and provides output in many forms including: pictures, graphs, animated
sequences, and text windows. It does this using a mouse-controlled, pull-down menu-driven
command system and amultiple, overlgpping window environment.

The remaining two NATE components are actudly application software for the Omni
environment. The COMET and SDP4 & SGP4 modds are included in Omni’s Astro
gpplication package. COMET is a missile propagation modd. SDP4 & SGP4 are satdlite
propagation models originaly developed for NORAD. SGP4 is used for modding the orbits of
near- Earth satdllites and SDP4 is used for modding the orbits of deep- space satellites.

A block diagram depicting NATE operation is shown in Figure 11.
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Figure 11: NATE Operation

4.5 PLANNING

451 LEARNING ABOUT NATE

While learning about NATE may seem like an obvious gep in its vdiddion, its
importance redly does warrant inclusion in this report.  Without researching a mode, it would
be impossible to develop a detailed validation plan. Documenting this research hepsto vdidate
the vaidation process.

AFRL/IF s NATE education began with SAIC visting AFRL/IF for an introductory
briefing and demondration. This vist was very beneficid and left AFRL/IF with the impression
that there were actualy many smilarities between NATE and modeswhich AFRL/IF uses.

Next, AFRL/IF requested and received full sets of NATE and STRATC2AM
documentation. The documentation was reviewed by the engineers who would be working on
the NATE vdidation. The NATE documentation lacked sufficient information on the COMET
and SGP4 & SDP4 modds. Therefore, additiond documentation on these models was
requested. The requested documentation on the SGP4 & SDP4 models was received, but for
reasons decribed later documentation on COMET was never received. A full ligt of the
documentation used for the evauation isincluded in Appendix B.

Findly, the AFRL/IF engineers working on the project visted SAIC to attend aNATE
training course.
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452 FREEZING OF NATE CONFIGURATION

Early in the planning phase, Space Command froze the NATE configuration for the
duration of its validation. This served two purposes.  Firg, it told AFRL/IF exactly what
configuration it would be using for its anaysis. Second, changes to the NATE configuration
during its validation would probably require the validation process to be restarted to avoid
sugpect results. The NATE configuration used during AFRL/IF s andysis conssted of:

STRATC2AM C3 Modd (verson 2.0)
Omni Graphical User Interface (version 1.3.2)
COMET Missle Flyout Program

SGP4 & SDP4 Satellite Propagation Modds
NATE Network Architecture (verson 1.0)

453 SELECTION OF TEST CASES

The sdection of test cases for the vaidation of NATE's interfaces was an arbitrary
process to some extent. In testing the interfaces, the main concern was if the data was
transferred across the interfaces correctly, and not if the dataitself was correct. For this reason,
we used an existing scenario caled “Simple” Simple is a demo which was created by SAIC to
demondrate the network switching capability of NATE using protocol rule message traffic
routing.

It must ke pointed out a the dtart that the selection of particular test cases for the
functiond vaidation of NATE as awholeis vitdly important. The test case to be used needs to
be representetive of the application which Space Command ultimately has in mind for NATE.
For this reason, Space Command chose to use the exigting “DSB” database which describes a
strawman surveillance architecture that was created for the Defense Science Board. The DSB
database describes a fairly large scale scenario which contains global communications systems,
national C2l resources, nationa information gathering assets, theater assets, and opposing
forces.

454 WRITING NATE VALIDATION PLAN

A detalled vaidation plan was written and submitted to Space Command for thelr
approval. The plan was gpproved with minor comments.  The resulting plan is included in
Appendix A, but is highlighted here for convenience.

The plan divides the NATE vadidation project into five main tasks  planning, submodd
vaidation, interface vdidation, NATE vdidation, and prepare find report. The mechanics for
the vadidation process were adapted from the “Andyticd Tool Box Leve 1 Face Validation
Assessment Plan” prepared by the Martin Marietta Corporation for the National Test Facility.
Both plans use a combination of operationd effectiveness evaduation matrices and
corresponding evauation criteria to rate the different factors of a smulaion modd’s operationa
effectiveness.
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455 APPROVAL OF PLAN

Timely feedback from Space Command was critica to the success of this project.
Approva of the plan was needed before the validation could proceed and the approval needed
to be expedited to avoid unnecessary schedule impacts.  Since the evauation criteria for a
software modd vaidation should be closdly tied to the customer’s intended use of the modd,
concurrence with Space Command was very important.  Fortunately, the plan was quickly
accepted with afew minor comments.

4.6 SUBMODEL VALIDATION

Since NATE is actudly a composte of existing models, the vdidation plan was written
as a methodology for validating a composite model. The logica gpproach was to gart by
vdidating the submodels. However, in NATE's case, the submode s had undergone vaidations
inthe past. For thisreason, it was agreed that full submodel validations did not need to be done
as pat of the NATE vdidation and that submodd vaidations would only be done on an “as
needed” basis.

Twice during this effort, the need for vdidation a the submode level was indicated. In
the fird, testing the interface between the STRATC2AM post-processor and Omni uncovered
a bug which was eventudly determined to be in the post-processor. This will be described in
greater detall later on during the discussion of the testing of that interface.

It was dso determined that a full validation of the Comet missile propagator submodel
needed to be done. Unfortunatdly, neither the time nor the expertise needed to do this was
available for this sudy. Efforts to obtain necessary information on Comet resulted in more
questions than answers.  According to its origind developers, Comet is a amplified missle
propageation code which has been around for many years and provides reliable answers to the
user who understands the limitations of the model. 1ts most recent vaidation took place in late
1989 and early 1990, when a 1987-1988 verson was examined and found to be correctly
coded. However, in the padt, various users of Comet have informally made independent
changes to the modd while maintaining the origina program name. As aresult, there are severd
versons of Comet in existence, only one of which is officid. The rest of the versons are
unknown quantities to Comet’s developers.  Unfortunately, the verson of “Comet” used in
Omni is just such code. Therefore, Omni’s verson d “Comet” should be considered an
unknown quantity in need of further testing.

4.7 INTERFACE VALIDATION

471 TESTS

As was mentioned earlier, the exising NATE scenario “Simple’” was used for the
validation of NATE's interfaces. In Smple, low dtitude satdlites over Korea send missle
detection messages to Colorado Springs. Initidly, these messages are routed through a
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congelation of Milstar satdllites. However, a 60 second intervals, the low dtitude satellites
send hedth and status messages through the Milstar congtellation to Colorado Springs. While
the hedlth and status messages are being processed by Colorado Springs, the Milstar satellites
are not avalable for the routing of missile detection messages. During these times, the missile
detection messages are instead routed through an SDS congtellation to Colorado Springs. The
following table details interfaces that were tested:

Omni to STRATC2AM

Launched node entry

Fixed node entry

Moving node entry

Satellite entry

Communications control file entry

Node definition file entry

STRATC2AM to Omni

Communications statistical graphs
Graph time delay by message type
Graph link message count
Graph availability
Graph correct message receipt
Graph package receipt
Graph resource utilization
Graph link loading
Graph link utilization
Graph RF performance

Graph probability of receipt
Graph signal to interference

Graph absorbance
Graph scintillation
Graph decorrelation

Show links

Link filters

Link shading

Omni to SGP4 & SDP4

Satellite orbit descriptions
SGP4 & SDP4 to Omni

Satellite positions

Table 1: NATE Interfaces Tested
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472 RESULTS

4.7.2.1 OMNI/SGP4 & SDP4 INTERFACES

The firgt interface that was tested was the interface between Omni and the SGP4 and
SDP4 orbital propagation models. Project Spacetrack Report No. 3 which documents the
SGP4 and SDP4 modds includes examples of results which the modds should yield. Using
these examples, we were able to compare the results provided by Omni with the results which
the models provide. In doing S0, we discovered that Omni doesn't dlow a user to input the
orbital parameters to the same degree of precison which the sandard two-card dement set
description uses. The mean motion loses one digit in the process of inputting the parameters
while entering the epoch results in losing three digits.

Overdl, the results provided by Omni agreed fairly well with the results contained in the
Spacetrack report, but they did not match perfectly. While some error should be expected due
to different computer word lengths according to the Spacetrack report, it is difficult to determine
if the missng digits of precison were solely responsible for the variance without adding the
missing digits and rechecking the results. If the versons used in Omni are later versons than the
ones described in the Spacetrack report, then that could account for some of the variance in
results  Attempting to provide a quantitative measure of the errors in the Omni results, we
determined the magnitude of the postion vectors from the xyz coordinates that the SDP4 and
SGP4 models provide, and compared the Omni results to the values in the Spacetrack report.
For the near earth orbit case, the magnitude of the error was approximately .02 kilometers. For
the deep space orbit case, the magnitude of the error was approximately 1.3 kilometers.

Since there is no gpparent reason why this precison mismatch could rot be fixed, we
strongly recommend that a correction be made to the Omni data input window to accommodate
the required precision.

4.7.2.2 STRATC2AM POSTPROCESSOR/OMNI INTERFACE

The next interface which was tested was the interface between the STRATC2AM
Post-processor and Omni.  Omni creates graphs of severd STRATC2AM post-processing
reports.  Omni does this by plotting points from text files generated by the STRATC2AM
Postprocessor for each of the dtatistica reports. Therefore, testing the interface was Smply a
matter of visually comparing the text files generated by STRATC2AM with the graphs crested
by Omni.

Although this test sounds trivid (Snce it in't likdy that Omni can't plot points
correctly), when asked to graph datistics for link utilization, link load, and link demand, Omni
provided some interesting results.  The graphs actudly contained a loop. Part of the link
utilization graph is shown in Figure 12 to illudrate this.
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Figure 12: Link Satistics Anomaly Example

Upon further examination, we determined that Omni was doing exactly what it was
supposed to do. It plotted the points which STRATC2AM provided. The loop in the graphs
was caused by one data point being out of sequence in the file which STRATC2AM created.
Therefore, this is not a problem with the interface, but with STRATC2AM itsdf. Also, it
proved to be an intermittent problem. The same link statistics were generated for severd other
links in the same scenario. None of them exhibited the same problem. According to SAIC, this
isaproblem they have seen before, but thought had been corrected.

Irregularities were aso discovered in plotting the postprocessor’'s Grouped Packet
Receipt report.  The firdt irregularity is that this report hes three different names depending on
where you look. STRATC2AM generates what it calls a Grouped Packet Receipt report. The
Communications Statistical Grgph menu in Omni cdls it Package Receipt, and the graph is
labeled Group Packet Probability of Receipt. At bedt, thisisaminor oversght. At word, this
istruly confusng.

Unfortunately, semantics was not the only problem. This graph did not seem technicdly
correct either. According to the STRATC2AM postprocessor file, with only one data pointin
this case, the Omni output graph should have had a vaue of O probability of receipt until t =
3.96 seconds, at which time the graph should have had the value 1. When the graph was
checked, thisisn't what was found. Firg, the y-axis scale was wrong.  Since the data points
were probabilities for this graph, the scale should range from O to 1. Instead it ranged from 1 to
a vaue that was off the graph and could not be seen. Next, the graph began at 3.96 seconds
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and there was no vaue shown at al wuntil 3.96004 seconds. At 3.96004 seconds, the value
shown was approximately midway between 1 and the maximum vaue on the y-axis.

Finaly, Omni’s use of continuous line graphs to plot some of STRATC2AM’ s outputs
can be very mideading. For example, Omni will indicate postive link utilizations during periods
of link inactivity Smply because the link is active before and after the period of inactivity. If a
line graph is going to be used, it is adviseable that the individud datapoints be highlighted. In
many cases, histograms may be even more effective. Thisis especidly true for the link message
count getigtic. The datawhich STRATC2AM provides for its link message count statistic was
meant to be displayed in a hisgogram format, but Omni did not have a histogram capability at the
time.

4.7.2.3 OMNI/STRATC2AM PREPROCESSOR INTERFACE

The main interface between Omni and the STRATC2AM preprocessor is through what
Omni terms a “platform.”  Within Omni, the user defines fixed gtes, satelites, moving nodes,
and missles A “platform” associates these fixed Stes, satdllites, moving nodes, and missiles
with the communications hardware onboard. From there, Omni will take a set of platforms and
ather creste a new STRATC2AM node definition file or gppend the platforms to an existing
node definition file. Omni will dso let the user take the node definition file that they just created
and run STRATC2AM without leaving Omni.

This helps to reduce the switching between gpplications which the NATE user needs to do.

We created one fixed Ste, one satdlite, and one moving node in Omni and tried both
cregting a new STRATC2AM node definition file with these platforms and gppending them to
an exising node definition file. The results were consstent between these two approaches. In
ether case, the values of some of the position variables for the platforms were changed dightly
by the interface process. However, the magnitude of these errors was negligible. 1t is only
mentioned here for the sake of completeness. More troubling is the fact that the interface
gpparently converted the moving node into alaunched node.

Perhgps the mogt significant comment that can be made about the interface between
Omni and the STRATC2AM preprocessor is that preprocessor input through Omni is very
limited. While new nodes can be created from within Omni, virtualy everything se must ill be
donein the STRATC2AM preprocessor.

4.7.2.4 OMNI/COMET INTERFACE

Although testing the Omni/Comet interface was part of the original vdidetion plan, it
was decided that this be postponed. It is recommended that the Comet code in Omni be
vaidated as a submode prior to testing this interface. Neither the time nor the expertise to
accomplish this task was available for this study.
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4.7.2.5 STRATC2AM PREPROCESSOR & POSTPROCESSOR/USER
INTERFACE

STRATC2AM’s pre-processor and post-processor are both adequate functiondly, but
are ddfinitdy not user-friendly. The pre-processor is a command-line user interface which
makes data input a very long process. In fact, the interface is so difficult to use that some users
actualy prefer to use a text editor to creste and modify preprocessor files rather than use the
pre-processor. Also, inconsgtenciesin the user interface can be very frudtrating. Different keys
must be pressed for the same actions depending on where the user isin the interface. The good
news is tha this should be much less of a problem very soon. The next verson of
STRATC2AM isto sport a new graphica user interface which looks to be a quantum legp for
the STRATC2AM usr. Nearly everything that currently must be entered by way of the
command-line interface will be able to be entered using smple point and click indructions. The
exceptions to this are jammers, events, and user-defined modems which sill will require the old
pre-processor.

The post-processor is not quite as difficult to deal with as the current pre-processor, but
it isdill in need of updeting. The user request reports by usng a menw/command-line interface.
The reports themsalves are tabular data available in saverd formats for plotting in other software
programs (e.g. Lotus Fredlance, Omni, etc.). The post-processor should be modernized to use
a graphicd interface and create presentation quality tables and graphs. The metrics themselves
should aso be revisted. Some metrics may no longer be useful and others could be added.
For example, a useful metric to add would be connectivity (within line-of-gght and within range)
as a function of time. There is currently a report available which shows nodes within line-of-
gght asafunction of time, but this does't tell the whole story.

4.8 NATE VALIDATION

48.1 TESTS

NATE, including the DSB database, was evauated using the evauation criteria detailed
in the validation plan for Space C3 Planning as ayardstick. DSB describes an attack by North
Korean forces on South Korea. The North Korean headquarters signals the pre-positioned
tank battalions to move toward the South Korean border. In ncert with the arriva of the
North Korean forces at the border, a SCUD attack is initiated. During the initial phase of the
scenario, the North Korean headquarters signals the tank battaions and the nationd signd
intelligence assets intercept the transmission which is then forwarded to the data processng and
C2 nodesin CONUS. The interception of this information triggers data being sent back to the
theater Air Operations Center to schedule the launch of theater based assets. Concurrently, as
nationd eectro-optic and synthetic aperture radar satellites make passes over the areg, data is
collected and forwarded to CONUS for data processing and as inputs to the C2 nodes. This
information is then forwarded to the Air Operations Center. Once the theater airborne assets
reach operationd dtitudes, the information they gather is sent back to the Control and Reporting
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Center. When the SCUD is launched from North Kores, it is detected by the DSP satellites.
These satellites forward the data to the CONUS Missle Warning Center.  The CONUS
Missile Warning Center sends data to the thester Air Operations Center which forwards the
datato the Patriot battery.

482 RESULTS

From a communications perspective, the NATE mode framework (not including the
database) is acceptable for Space Command's intended purpose with a couple of small
exceptions. Firdt, the data rate cannot be set by the user for hardwired links currently. Second,
there is a bug in the STRATC2AM software which causes datapoints to be recorded out of
sequence in some postprocessor reports, resulting in errant statistica plots.

Of course, there is dways room for improvement in any mode and NATE's
communications model is no exception. While it is not absolutely necessary, NATE would dso
benefit from adding more modern link types (e.g. ethernet, FDDI, ATM). Clever users can
probably emulate these types of links with the current NATE, but it would require the user to be
a communications expert.  Similarly, modding of techniques for multiple access to resources
such as FDMA, TDMA, and CDMA would be ussful. Modding antenna position and dewing
would increase redism for sadlite and other line-of-9ght communications.  Currently, the
assumption is made that antennas are aways pointing in the right direction. At a minimum, the
user should be able to choose some nomind antenna dewing time.  Also, snce modern military
communications satellites such as DSCS rely on MBAs for beam steering, beam shaping, and
jamming suppression, an MBA modd would be a good addition.

Unfortunately, when we define NATE to include the DSB database, the modd is less
than acceptable. In away, it doesn’t seem fair to criticize the DSB database, because it was
not developed with redismin mind. It was designed to provide an unclassified demongtration of
NATE's capahilities and it does that. However, smulation results are only as good as the data
that a user puts into a modd and Space Command needs to know that Smulation scenarios
using the DSB database will not give them redigtic results. In fact, the DSB database would not
provide results a dl unless the scenario is run using the unclassified development verson of
NATE which ignores communications link caculations. When this was discovered, SAIC
modified the database s0 that it would a least provide some results when run on the officia
verson of NATE.  While the DSB database may be a fair representation of the types of
resources that will be avalable in future conflicts (Milgtar, DSCS, imaging satellites, Patriot
batteries, etc.) the resources are not accurately described in the database. Without discussing
exact specifications of the operationa systems, we can Hill give afew examples. The operating
frequencies defined for the Milgtar tranamitters are off by anywhere from 40 to 70 GHz. This
has very red implications in trying to predict the attenuations on uplinks and downlinks due to
the atmosphere and rain. In generd, the bandwidths specified are quite wide. In fact, one of
the TDRSS sadlite trangmitters has a 100 GHz bandwidth while the operating frequency is only
7.5 GHz. Thisisworse than inaccurate. This is physicaly impossible and NATE should give
error messages for mistakes of this nature.
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Again, the main point of these examples is to stress that one of Space Command's top
priorities regarding NATE needs to be to develop a redlistic database of present and projected
resources to base their scenarios on.  Unfortunately, this is currently a non-trivia task.
However, the gragphica user interface for the preprocessor with the next verson of
STRATC2AM should make this a much more manageable process.

The environment is adequately modeled for Space Command's purposes at this time.
Environmentd effects modeled presently are atmospheric loss, rain loss, jamming, and nuclear
burg effects. There has aso been talk recently of ‘tacticalizing STRATC2AM to make it more
gpplicable to tactica scenarios. While it is probably not necessary for Space Command's
purposes, terrain modding would greatly benefit the tactical users of STRATC2AM.

From Space Command'’ s perspective, another area where NATE is currently lacking is
in sensors. NATE does not currently model sensors.  Sensors can be “faked” to some extent
by usng Omni. Omni alows the user to attach a very smplified modd of a sensor to any
platform. It dlows the user to diplay a cone with a user specified field of regard to emulate a
sensor. However, thisis only a visud tool. If a missle flies directly through asensor’ sfield of
regard, nothing will happen. There is no connection between Omni and STRATC2AM
alowing the generaion of missile warning messages triggered by such an event. Currently, this
isamanua process. The user visudly detects a sensor event, notes the time, and modifies the
STRATC2AM preprocessor file to add missle warning messages at thet time. At a minimum,
this process could be automated. If more redism is desired, alink could be made to an existing
sensor modd such as the Misson EffectivenessModd (MEM). Whatever form it takes, afully
functiona sensor model should be afairly high priority for NATE.

Threat resolution and discrimination could currently be emulated by the NATE user
smilar to way that sensors can be emulated, by a manua process. The main difference would
be that the process would be even clumsier. Since messages in NATE do not contain any data,
different message types would need to be created to indicate threat resolution and discrimination
results.  The effort that would be required for NATE to actudly mode resolution and
discrimination would not be trivia, and unlessiit is a criticd issue to Space Command, it would
probably not be the best use of scarce NATE development dollars.

Tracking and data fusion cannot be done currently with NATE and the effort associated
with adding this capability would be consderable.  Algorithms for performing the tracking and
data fuson would obvioudy need to be added. However, there is ill the underlying limitation
of NATE that messages do not currently contain data. Fortunately, this is probably not a high
priority item.

Survellance and inteligence are dso not currently included in NATE, and in dl
likelihood they never will be. Adding inteligence data to NATE would add not one but two
levels of complexity to the moddl. Not only would it be necessary to pass data in messages, it
would be necessary to judge whether or not the data was genuine. Since this is probably
beyond the scope of Space Command's intended use for NATE, it was probably unfair to
include it as an evauation factor. On the other hand, it is fair because it would be part of the
scenarioin red life,

It's notable to point out that we ve just mentioned three things in a row which NATE
cannot redly do presently due partidly to its inability to pass data in messages. Therefore, the
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addition of the capability of passing, interpreting, and acting on data could potentidly have very
widespread benefits. Despite the fact that STRATC2AM stands for STRATegic Command
and Control Architecture Modd, it is primarily a communications modd. Passng data instead
of bitsin messages, NATE could become atrue C3 modd.

Some aspects of eectronic warfare (EW) are addressed fairly well while others are not
addressed @ dl.  For scenarios which only include the jamming of communications links,
NATE s EW modd is adequate. Since the jammer antenna is assumed to aways be pointing in
the right direction, modding jammer antenna pointing would provide added redlism. However,
the argument could be made that smplifications resulting in a word case dtuation is not
necessarily a bad thing. Unfortunately, countermeasures associated with sensors are not
addressed at dl. Of course, snce NATE does not redly have a sensor modd, this is
understandable.

Random processes are handled acceptably in NATE with the exception of determining
equipment availability. 1t's good tha the rdiability of equipment is addressed, but it's
implemented in an awkward manner. Probability of falure is specified for entire classes of
equipment ingtead of individua pieces of equipment. What this means is that every piece of
equipment having the same class will fall & the exact same time.  Since this is unlikely to ever
happen in red life, it s;ems more redidic to ignore probability of equipment falure dtogether.
The only way to make this feature work properly isfor the user to not use more than one of any
one class of equipment, thereby not taking advantage of the convenience of being able to define
classes. Thisshould be fixed.

4.9 CONCLUSIONS & RECOMMENDATIONS

The stated purpose of this project was not to do an in-depth vdidation of NATE's
individuad modds. It was given that these modds had been sufficiently validated dready. Our
prime objective was to determine whether any of the individua modes had been “broken” in the
process of integrating them together. This was done through extensive testing of the interfaces
between the individud NATE components. The results of these tests showed that the individua
modds had not been “broken”, dthough they were “chipped” in a few places. These “chips’
can be found below under the heading of FIXES. We have aso provided a frank assessment
of NATE s auitability to Space Command' s intended use.

While this report is full of NATE's problems, NATE is bascdly a very sound
communications Smulation modd. This would be a much longer document if we aso included
everything in NATE that was right. Almog dl of the mistakes which were found in the design
gopear to be rdaivey minor and definitdy fixable. Since a few of the mistakes were in the
commercid product Omni, the biggest problems with fixing them may be contractud ones. Its
most obvious weak point is a very old-fashioned and user-unfriendly pre-processor user
interface and this will be nearly diminated in the next release of STRATC2AM (due for release
any time now). Its next biggest weak point is that realistic databases need to be built up to base
simulation scenarios on.  The reason why thisis such a problem currently is that the existing pre-
processor would make this a very time-consuming task best left to STRATC2AM experts. If
the new graphica pre-processor is as good as it appears to be, this will be a much more
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manageable task that could be done by the usersinstead of the developer. For the intended use
of NATE the next highest priority change should be the addition of ared sensor modd. At that
point, NATE should be fairly well suited for Space Command' s purposes.

Of course, there will dways be something that a user will want to add to any modd and
NATE is no exception. Bdow isaligt of enhancements which we would currently recommend
for NATE. Beyond the suggestions to build redistic databases and add a sensor mode which
have aready been discussed, we do not recommend them in any particular order. Also, aswas
mentioned above, aligt of recommended fixesisincluded. Since making afix to amodd means
that there is something incorrect in the modd which could be compromisng smulation results,
the fixes should be consdered higher priority items.

49.1 FIXES

1 The Omni satellite data entry windows should be fixed to accommodate the precison
required for standard two-card orbit descriptions.
2. STRATC2AM pre-processor should be fixed to accept user-specified data rates for

hardwired links.
3. STRATC2AM post-processor should be fixed to ensure that time sequencing of data
pointsis correct.
4. Theirregularitiesin the plotting Grouped Packet Receipt report in Omni should be fixed.
5. Continuous line graphs in Omni should be fixed to highlight the data points.

6. The error in Omni that causes moving nodes to be interpreted as launched nodes when
written to STRATC2AM node definition files should be fixed.

7. The equipment probability of failure modd should be fixed to dlow the independent
failures of members of an equipment class.

4.9.2 ENHANCEMENTS

1 Develop aredigtic database that can provide system “building blocks’ that users can
use with confidence to build scenarios with.

Add real sensor capabilitiesto NATE.

Develop anew STRATC2AM post-processor with a point-and-click type interface.
Add modern link types (e.g. ethernet, FDDI, ATM, €ic.)

Validate the“ Comet” missile flyout modd in Omni to determine if it conformsto the redl
Comet modd. If it does, vaidate Omni’s interface to Comet.

Complete the graphical user interface pre- processor which the next version of
STRATC2AM will use.

7. If possible, create unclassified “development” version of STRATC2AM which does not
ignore link caculations. Perhaps this could be done by diminating the nuclear codes
and only using generic modems (e.g. DPSK, CFSK, NFSK, and CPSK).

Add connectivity statistics metric.

0. Add resource multiple access models (eg. FDMA, TDMA, and CDMA).

gk own
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10. Add MBA modd.
11.  Add capability to pass, interpret, and act on datain messages.

4.9.3 DRAFT AIR FORCE INSTRUCTION 16-1002

DRAFT AIR FORCE INSTRUCTION 16-1002 defines vdidation as a rigorous and
structured process of determining the extent to which an M&S accurately represents the
intended "red world" phenomena from the pergpective M&S use, and may identify
improvements. It has two main components.  structurd validation, which indudes an interna
examination of M&S assumptions, architecture, and agorithms in the context of the intended
use, and output vdidation, which determines how well the M&S results compare with the
perceived "red world."

Although the ingruction was not approved at the time of the NATE vdideation, wefed it
is important to comment on the degree to which this vaidation addressed the above definition.
The indruction further specifies the following validation methodol ogies that could be commented
on. Upon signature of the ingtruction, these comments would alow reference of the report to
the ingruction.

Face vdidation process that determines whether an M& S, on the surface, seems reasonable to
personnel knowledgeable about the system being modeled; (addressed by this report)

Comparison with higtorica data or with results from other M& S dready accredited for use in
smilar applications; (not addressed)

Comparison with developmentd test data or other engineering test data; (to some extent)

Comparison with operational test data, other field tests, or operationd data; (Appendix A -
NATE Vdidation and Accreditation Plan requested Desert Shield Data Bases and the DSP
Missle Warning Dissemination data, however the only test data available was the Defense
Science Board database and the "smple" scenario.)

Peer review, where functional area SMEs andyze M& S internd representations and outlouts;
(accomplished to some extent by AFRL/IF sreview)

Independent review of the entire M&S, or specific functions, by a desgnated committee or
other agents that are independent of the M&S developer.  (this was the accomplished by
AFRL/IF sreview)

494 FUTURE NATE CONFIGURATIONSAND VALIDATION

Now thet this preliminary vaideation of NATE has been completed, it is a fair question
to ask what hgppens when NATE's configuration changes. Will this vaidation be worthless
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then? Will it need to be completely redone? That would depend upon how much NATE's
configuration changes. Obvioudy, if al of NATE's components are replaced, then the answer
isyes. However, if acomponent is being added, then the answer is probably no.

For example, if a sensor modd is added as has been suggested, NATE's validation
would need to be updated, but would not need to be completely redone. Firs, the sensor
mode would be vaidated if it has not aready been vdidated. Second, the interfaces between
the sensor modd and NATE' s other components would be tested. 1t should be noted that this
may not be atrivid sep. Ironicdly, the interfaces for the current configuration were fairly easy
to test due to the fact that STRATC2AM s Hill old-fashioned in many ways. The interface
from the post-processor to Omni was via a textud file containing a list of data points. If this
interface was by a more direct means, it could have been much more difficult to test. Findly,
the new NATE would be evduated againgt the Space C3 Planning criteria used for this
vdidation. The evduation of the new NATE would be done by updating the appropriate parts
of the old evaudtion.

If STRATC2AM were to be replaced by a different modd, the bulk of this vaidation
would need to be redone. STRATC2AM is the heart of NATE and the effects of its
replacement on NATE's vdidation would be widespread. The new communications mode!
would need to be validated if it had not aready been vdidated. Most of the interfaces would be
changed, requiring new testing. Findly, much of the functiona evauation (against the Space C3
Panning criteria) would need to be redone to reflect the new communications moded!.
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4.10 APPENDIX A - NATE VALIDATION AND ACCREDITATION PLAN

The NATE Vdidation and Accreditation Plan was originaly prepared by Gregory
Hadynski and William Brennan of AFRL/IF. While there have been no changesin its contents
for incluson in thisreport, it has been reformatted to form an integra part of thisreport.

4.10.1 OVERVIEW

United States Space Command has recently initiated a program to perform a vaidation
and accreditation of the NUICCS Andyst Technicad Environment (NATE) smulation modd.
The forma vdidation and accreditation will be performed by AT&T under contract to
USSPACECOM with funding by the Defense Modding and Smulation Office (DMSO).
However, by USSPACECOM request, AFRL/IF will work with the Air Force Center for
Studies and Andyss Agency (AFSAA) and Science Applications International Corporation
(SAIC) to provide an informd validation of the NATE modd in the interim. AFSAA is the
agency responsible for the development of one of the principa parts of the NATE modd, the
Strategic Command and Control Architecture (STRATC2AM) modd. AFSAA and SAIC
have performed vdidation of the STRATC2AM mode as an integrd part of its development
cycle and will ensure that the NATE vdidation goes hand-in-hand with their efforts. Thisplanis
an AFRL/IF document and will concentrate on the AFRL/AFSAA/SAIC informd vdidation
effort.

4.10.2 STRATEGY

The NATE vaidation and accreditation initiative is especialy chdlenging in that NATE
itsdf is a composte of amulation models. NATE condsts of four main components  the
STRATC2AM C3 smulator, the Omni graphic interface, the COMET missile propagator, and
the SGP4 & SDP4 satdllite propagators.

It is logicd to begin the validation process of a composite modd by decomposing the
mode to its mgor components and performing a vaidation process on each of the mgor
components.  Fortunately, the individual modeds that NATE conssts of have aready been
auffidently vaidated to diminate much of this step. STRATC2AM, COMET, and SGP4 &
SDP4 have dl stood up wel to scrutiny over a long period of time. A recent memorandum
from Curt Smith of SAIC to Lt. Col. Keth James of USSPACECOM provides an excdlent
overview of the history of STRATC2AM vdidation. The STRATC2AM Andys’'s Manud
provides actua validation dataa. COMET and SGP4 & SDP4 have been used by NORAD for
many years. Since Omni is a graphic interface rather than amodd, it cannot really be vdidated
alone. For these reasons, the individua modes within NATE will be validated under this effort
on an “as needed” bas's determined by vaidation results of the NATE model asawhole.

Having done this, we need to validate the “glue’ which holds these models together.
Again we can decompose the problem by individualy addressing the interfaces between each of
the modds. Our god in this Step is to ensure that validated data generated by any one of the
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individua models is accurately transferred to the appropriate model. This step is essentidly
checking data at the beginning (databases and pre-processors), midpoint, and endpoint (GUI
and post- processors) in the NATE environment and provides grester confidence in the eventud
output of NATE. While dl of the interfaces to be tested are interna to NATE, most of them
should be relatively smple to test. The mgority of the interfaces are between STRATC2AM
and NATE and testing these interfaces would entail a straightforward comparison of the outputs
of STRATC2AM to the outputs of NATE.

The lagt step is to vaidate the NATE modd as awhole. This would be done by using
gmulation scenarios of complexity adequate for testing NATE's main functions These
scenarios will be provided by USSPACECOM, but could include the detection of baligtic
missiles and the dissemination of threat warnings, Desert Storm scenarios, or perhaps everyday
conditions. While “red world data’ for communications systems is never absolutely repesatable
due to the probabilistic nature of communications, our god is to determine levels of confidence
that can be put in NATE results. NATE will be evaluated againgt an extensve st of criteriato
determine these levels of confidence.

4.10.3 VALIDATION PROCESS

For guidance on the vdidation process, the AFRL/IF vdidation team will look to Dr.
Paul Davis's report on Generdizing Concepts and Methods of VV&A for Military Smulations
as well as the mogt current Air Force guidance and practica experience.  The figure shown
below is taken from Dr. Davis's report and illustrates the vaidation process which will be
genegdly followed. Using this philosophy, a combinaion of empirica evauation, theoretica
evauation, and other comparisons are used to determine levels of confidence in the moddl.

‘ N RAND #9503 2-0992
Theoretical evaluation

rigor
logic
scientific theory

Empirical evaluation l Other comparisons
Historical data Generalized Expert opinion

Field-test data |—p» validation -wf——— Doctrine
Laboratory data (evaluation) Other models

Maneuvers

Figure 13 - Validation As A Holistic Process

Additiona guidance for AFRL/IF in performing Vdidation and Accreditation of NATE
can be found in Figure 2 Taxonomic View of VV&A (found in the same report mentioned
above). The blocks of the diagram which are gpplicable to this vaidation program are
highlighted. The branch of this tree of importance to AFRL/IFs vaidation effort is "Generdized
Vdidation (Evauation)”. All three branches under "Generdized Vdidation (Evauation)” are of
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interest to some extent. NATE results will be evduated againg “red world” data where
possble. Where “red world” datais not available, results will be evauated againgt results from
other amulaions or agang theory. Findly, engineering judgement may be used to determine
the reasonableness of reaults.

This methodology of vaidation agrees with the direction of USSPACECOM to assure
that NATE represents the physica and operationa processes it was developed for, through
comparison of "one dimensond” results from NATE to those of the independent models. For
example, does STRATC2AM (give the same answers done as it does when incorporated in
NATE? This dso addresses the validation of the Graphica User Interfaces (OMNI and AXIS)
in providing complete and accurate data presentation.

NATE will be vdidated through careful comparison of sdected "red world" cases.
Independent test data obtained from the Desert Shield Data Bases and the DSP Missle
Warning Dissemination are two example test cases to be used for the empirica evauation of
NATE. Assessment of sdected NATE output data to determine physica accuracy and
soundness will be accomplished with particular attention given to communications delays,
dropout, and surveillance coverage as a function of time.

Verification, Validation,
and Accreditation
(VV&A)

Verilication A

ic: logi isional, for
of basn:l logic Of implementalion Pr:;;;z::ono A:p::::i:’
an
mathemalics In program (code) classes analysis plan

Emplrical Theoretical Em:::‘f;" by
evaluation evaluation .
quoadaon
Using historical || Foranalytic To expert
data rigor opinion
Using field-test For relevani || To
data verisimilitude doctrine
—— J—

Using laborato || By criteria of clarity To other models ¢
dala and economy uncertain validil
)

i)

To other sources
Lt of information
{e.g.. inelligence)

Using data frol
manguvers and|
other exercises,

Figure 14 - A Taxonomic View of VW& A
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The mechanics of the vaidation process will follow the process described in the
Andytic Tool Box (ATB) Levd 1 Face Vdidity Assessment Plan developed by Martin
Marietta Corporation for the National Test Facility (NTF) a Falcon Air Force Base. Whilethe
Face Vdidity Assessment Plan was written as a means to evaluate a smulation mode for
acceptance into NTF's Anaytic Tool Box, it's process is quite applicable to our task of
evauaing the NATE smulation modd for acceptance into USSPACECOM'’s planned
modding and smulation testbed. More specificadly, for the NATE preiminary vaidation effort,
the use of face vadidity assessment evauation matrices will be adopted.

4104 FACE VALIDITY ASSESSMENT EVALUATION MATRICES

The assessment process is made repeatable through the use of a st of evauation
matrices and checklists. These lists capture the primary factors that contribute to the M& S
quaity and operationd effectiveness as well as chart the progress made toward vaidation. Each
primary factor or area is further decomposed into subfactors. The subfactors themsalves are
evauated by means of a sat of criteria and exploratory questions that either probe the
information or directly lead to evauative answers. While many areas of the matrix are quite
explicit, others are somewhat more difficult to assess and may require further refinement by the
team. These subfactors are evaluated by the team through a consensus process and then
combined into an overdl evduation. This consensus agpproach sgnificantly reduces the
subjectivity of the assessment.

A non-numericd rating system with four possible scores ("Exceeds Guiddines™ "Meets
Guiddines" "Minor problems Noted,” and "Mgor Problems Noted") is used to rate the primary
factors and subfactors for operationd effectiveness. The principa objection to usng a numerica
scoring/weighting system to combine al of the ratings into a single “overdl scor€’ is that an
“overdl score’ does not capture the variations in the importance and completeness of the
evauation that can be performed in the separate factors and therefore may present a mideading
picture of results of the process.

The evduaion materid is partitioned into two different matrices, with each including and
evauation criteria

a. Operationd Effectiveness-Integration/Data management

b. Operationd Effectiveness- Space C3 Planning (Not a standard matrix inthe TB

Face Vdidity Assessment Plan. Created for the USSPACECOM mission)

4.10.5 TASK DESCRIPTIONS

Task 1:

A plan for performing the informa vdidation of the NATE modd will be deveoped.
The document which you are reading congtitutes the most current version of the plan. 1t will be
revised throughout the effort as required. The find verson of this plan will be incorporated,
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aong with the vaidation results, into an AFRL/IF Technicd Report upon completion of the
effort.

Incdluded in this task will be AFRL/IF efforts to learn the NATE system and its
associated components.

Feedback from US Space Command is critica for the completion of this task and the
consequent execution of the remaining tasks. Approva of the plan must be expedited to avoid
schedule impacts. Since the evauation criteria should be closdly tied to the customer’ s intended
use of the model, concurrence with Space Command is very important. Scenarios of interest to
Space Command should aso be identified during the planning period.

Task 2:

Individua models which conditute the NATE modd will be vdidated as required.
Since the individua modes have dready undergone congderable validation, activity in this task
is expected to be limited.

Task 3:

The interfaces which bind the individud NATE modes will be vaidated. The NATE
interfaces which will be vaidated are listed in Table 1. The evauation matrix and accompanying
evauation criteriafor this task can be found in Appendix A.
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MAIN NATE INTERFACES:
Omni to STRATC2AM
Missile entry
Platform entry
Sensor entry
Siteentry
Moving object entry
Communications control file entry
Node definition file entry
STRATC2AM to Omni
Communications statistical graphs
Graph time delay by message type
Graph link message count
Graph availability
Graph correct message receipt
Graph package receipt
Graph resource utilization
Graph link loading
Graph link utilization
Graph RF performance
Graph probability of receipt
Graph signal to interference
Graph absorbance
Graph scintillation
Graph decorrelation
Show links
Link filters
Link shading
Omni to COMET
Missilerecords
COMET to Omni
Missile positions
Omni to SGP4 & SDP4
Ephemeris descriptions of satellites
SGP4 & SDP4 to Omni
Satellite positions

Table 1. Main NATE Interfaces

Task 4:

A vadlidation of the NATE modd as awhole will be performed. The exact scenarios to
be smulated are TBD &t thistime. They will be provided by USSPACECOM. The evauation
meatrix and accompanying evauation criteria can be found in Appendix B.

Task 5:

An AFRL/IF Technicd Report will be written and published which will document the
vaidation plan, test results, and quantitative levels of confidence in the NATE model.
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Schedule:

Task

1994

Oct |Nov | Dec [ Jan [ Feb]| Mar] Apr [ Ma

1 Planning

1.1 Study Model

1.2 Write Draft Plan

1.3 Updates of Plan

1.4 Freeze Configuratia
1.5 Select Test Cases
1.6 Approval of Plan
1.7 Recieve Scenarios
2 Submodel Validation
3 Interface Validation
3.1 Assemble Referenct
3.2 Run Test Cases

3.3 Examine Logic

4 NATE Validation

4.1 Assemble Referenct
4.2 Run Test Cases

4.3 Analysis/Compariso
5 Prepare Final Report

—

Jun

Jul | Aug [ Sep

Oct |Nov | Dec | Jan [Feb

==
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Figure 15 - NATE Validation Schedule
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4.10.7 APPENDIX A - EVALUATION MATERIAL FOR OPERATIONAL
EFFECTIVENESSINTEGRATION/DATA MANAGEMENT

OPERATIONAL EFFECTIVENESS EVALUATION MATRIX -

INTEGRATION/DATA MANAGEMENT,

MODEL:

INTENDED USE:,

1

MODEL COMPATIBILITY

__la._Assumptions
B —

COMMENTS:

c. Physical Parameters

__|d._Fidelity

. INTEGRATION

__la._Model/Framework Interfaces

b. Model/Model Interfaces

COMMENTS:

c_User Inteface/lnput & Quiput

__Jld. Runtime Data Management

e. Model Madification Interfaces

DATA MANAGEMENT

a. Data Preparation

__Ib. Data Collection

COMMENTS:

. :

d_Data Presentation

Figure 16 - Integration/Data Management Evaluation Matrix
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410.7.1 EVALUATION CRITERIA FOR OPERATIONAL
EFFECTIVENESS - INTEGRATION/ DATA MANAGEMENT

1. MODEL COMPATIBILITY. For an integrated phenomenology mode framework, the
various condituent M&S should be able to represent the phenomenologies at the leve of
detailed resolution expected in order to be used as intended.. The M&S, when integrated
together to form a composite solution, should have data interfaces and source data commondity
that are compatible in accuracy and functional use. If one modd provides macro leve results
while another provides micro leve results, one cannot expect to achieve micro level results
when used in composite. The integrated moded framework should also provide compatibility
across the family of condituent M& S with regard to assumptions and limiting condraints. If
assumptions are in conflict, or limitations of one mode are being violated by the use of another
model, then the results of modd integration have less vaue. It should be possible through model
demondtration, interviews with developers and IV&V personnd, and review of documentation
to obtain a reasonably good subjective understanding of the level of modd compatibility within
the integrated modd framework. For the modd to "meet guiddines’ the integration of the
condituent M&S must be compatible in assumptions, limitations/condraints, use of physicd
parameters, and there must be consistency between modd and red object fiddity.

a. Assumptions

How compatible are the model assumptions with respect to the functiondity,
performance, and intended environment being modeled?

How adequate are assumptions regarding intended use and accuracy of model
results?

How adequate are assumptions regarding use and accuracy of source data?

How adequate are assumptions regarding model integration to achieve composte
results?

How adequate are assumptions regarding the mode representation fidelity of
phenomenol ogies?

b. Limitations
How compatible are the model limitations with respect to the functiondlity,
performance, and intended environment being modeled?
How clearly are the limitations stated?
What impact do the limitations have on use of models for critical decision
meking?
Wheat are the conditions under which limitations apply?
What isthe leve of fiddlity between phenomenology and models?

c. Physical Parameters

How compatible are the physica parameters with the assumptions, limitations, and
phenomenologies of the models being used?
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Whét is the rdlationship of physica parameters to phenomenology models?

What isthe source of physicd parameter vaues?

How isthe integration of physical parameters accomplished across various
models?

d. Fidelity
How trusted is the modd fiddlitv- the modeling results compared with actua
phenomenol ogies being model ed?
Is there smilarity of results where functiona redundancy exists across moddls?
Was there sufficient certification/validation of modd source data?
Was there sufficient certification/validetion of mode agorithms?
Is there consistency of modd results with measured phenomenology data?

2. INTEGRATION. For an integrated phenomenology modd framework, the various
condtituent M& S must be adequately integrated through modd to mode interfaces and mode
to framework interfaces. The integration depends upon the data used by the M& S (source- and
scenario- specific), shared among M&S, and collected from mode execution for execution
display and pogt-execution analyss. The integrated modd framework should be reviewed to
ensure an appropriate level of detal is provided by each of the M&S as integrated within the
framework. The documentation should explicitly describe al interfaces between the integrated
modd framework and externd sources, between any one modd and the integrated mode
framework, and between cooperating M&S. Demongrations should illustrate how M&S are
integrated together to achieve desired results. For the modd to "meset guiddines' there must be
aufficient model/framework scene generation interfaces, model/modd interfaces for operationa
use, use intefaces for input and output of information, and supporter interfaces for
accomplishing model modifications.

a Modd/Framework Interfaces

How adequate are the models (e.g., phenomenology- terrain, cloud, horizon,
earthlimb, aurora, space, nuclear, boost, midcourse, vent, debns) within
the integrated modd framework (e.g., scene generation framework scenario
gpecifications,  trandformation,  condruction  component,  framework
phenomenology mode data libraries component, framework mode execution
component, framework scene generation component)?

Is there consstency in the level of detail for mode/framework interfaces?

|s there consistent data fiddlity and source of data?

Are there sufficient modes of operation (e.g., sScene generation- models and flames,
models only, frames only, information) that affect which interfaces are used and
the fiddity of the results?

b. Model/Modd Interfaces
How adequate are the interfaces between model's or modules?
Is there consstency in the level of detail for model/mode interfaces?
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Is there consistent data fiddlity and source of data?
What capabilities are provided for model data (input, output) to be used by other
models without excessve assumptions, congtraints, and transformations?

C. User Interface/nput & Output

How adequate are the user interfaces for accomplishing an efficient
scenario congtruction, model execution, and report generation?

How adequate is the scenario generation interface provided the human user?

How adequate is the framework and its modd components to efficiently handle data
input during execution of the modds?

How adequate is the framework for entry and modification of various types of data
including: physica data constants, threet data, phenomenology data?

How adequate are the display interfaces. pre-execution, execution, and post-
execution?

How adequate is the framework in providing a user interface to specify the form
and content of modd results for use in anadyss?

d. Runtime Data Management

How adequete is the management of data (input, display, and output) during the
execution of the sdected st of models within the integrated mode
framework?

How efficient is the data management; e.g., does it take along time to enter data?

Doesit take along time to process data?

Does it use excessve machine and human resources to complete its modeling
function?

Is the information presented during execution smple and understandable to the
human operator?

Is there sufficient conggtency in the information presented for input, display, or
output?

Is there capability provided for storage of data for later use during analysis?

e. Modd Modification Interfaces

How adequately does the mode support modifications to its component
elements?

Is there dlowance for modifications to physica parameters (constants)?

Is there dlowance for modifying accuracy levelsin results?

Is there sufficient means provided for modifications to enhance models?

Is there sufficient means provided for modifications to correct defects?

Is there sufficient means provided for modifications to adapt to changesin
threet, environment, or other model/framework interfaces?

Is there sufficient means provided for modifications to integrate with new modes?
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3. DATA MANAGEMENT. For an integrated phenomenology modd framework, the various
condtituent M& S should consstently handle the management of data flowing into and out of the
integration framework. These individud M&S may not have originaly been designed without
such integration consdered, o it is imperative that upon integration the data management be
basdined and forredized. The efficient management of the data through the use of
preprocessors, scenario  generators, report generators, off-the-shef anayss tools, and
databases can aid in providing a synergisic data management capability. This synergism
depends upon how well common data requirements have been identified, how well the datais
prepared prior to modd execution, the mechanisms avallable during execution to- capture
donificant data necessary for other model use and/or post-execution andyss, the andysis
processes used to derive information from the data collected, and the presentation'
representations of the data to capture the sgnificance of the modeling results. Modes without
the mechanisms to adequately manage input, nantime interna, nantime display, and output data
will not be able to adequately support the required technical decison-making process. For the
modd to "meet guiddines’ it must adequately use procedures for collecting, storing, displaying,
and analyzing data during the preparetion, runtime execution, and postexecution processing
activities related to the integrated modd framework.

a. Data Preparation
How adequate are the provisons in the process for preparing data used by
the integrated model framework and its constituent models?
Areinput data matrices sufficient?
Is there auser interface for building the appropriate input data files?
Are there adequate preprocessors, such as scenario construction tools, scenario
transformation tools, and certified data sources?

b. Data Collection
How adequate is the process for collecting data used by the integrated model
framework and its models for inputs and post-execution andyss?
Are there automated data collection instrumentation within the models?
Is there provision of controls for salecting and limiting the data collected and the
form of the data collected?

c. Data Processng/Andysis
How adequate is the processing and andlys's of data collected during the
execution of the integrated mode framework and its models?
How wdl have off-the-shelf tools been integrated into the data processing/andysis

process?
Is there sufficient control of the processing/anayss methods to properly reflect
desired fiddity of results?

How adequate is the use of processing/andydis tools during pre-execution,
execution, and post-execution?
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d. Data Presentation

How a