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STUDIES OF NON-LTE PROCESSES RELATING TO 
ATMOSPHERIC IR BACKGROUNDS AND CLUTTER 

Final Report, 8 September 1993 - 8 December 1999 
Contract F19628-93-C-0165 

During this contractual period, field and laboratory experiments were performed 
on a variety of instruments to characterize various molecular processes in the atmosphere 
that are not in local thermodynamic equilibrium. In the modeling part, forward 
predicting models were developed and were validated against ground-based and space- 
based experiments. These models couple atmospheric dynamics with chemistry and 
radiative transfer, to characterize quantitatively the naturally occurring fluctuations in the 
atmospheric radiation fields. 

Laboratory Experiments: 

In various studies, electron beams and laser light were used to excite atomic and 
molecular species, while infrared emission and laser-based techniques such as laser- 
induced fluorescence and multiphoton ionization were used for detection. Studies of 
nascent distributions from chemical reactions as well as collisional and radiative 
relaxation were performed. Rotational and vibrational energy transfer rates and pathways 
were also investigated. The laboratory and field experiments studied the H+03 reaction 
and the subsequent rotational relaxation of highly excited levels of hydroxyl (OH), as 
well as a set of vibrational energy transfer studies of vibrationally excited nitric oxide 
(NO) by collisions with oxygen (O) atoms. In addition, analysis of field data from the 
CIRRIS-1A and MSX space-based experiments was performed to provide a context for 
the laboratory results, using computer code developed for the laboratory experiments. 

The molecular infrared spectra generated by species in the upper mesosphere to 
lower thermosphere were collected by the CIRRIS 1 A, EXCEDE m, and MSX 
experiments. These spectra were analyzed to determine the distribution of molecular 
states in these regions of the near-Earth environment. These state distributions comprised 
states in local thermodynamic equilibrium (LTE) and states that were not in local 
thermodynamic equilibrium (NLTE). The results of these field measurements led to 
several laboratory experiments to elucidate the production and relaxation processes 
controlling the molecular state distributions of several important molecules. These 
laboratory experiments were conducted at the LABCEDE facility, which was designed to 
simulate the appropriate background conditions for simulating the mesosphere and lower 
thermosphere. 

The CIRRIS-1A mission used a cryogenic Michelson interferometer aboard the 
space shuttle to collect earthlimb spectra in the 2.5-25 um infrared band. The analysis of 
the fundamental band of nitric oxide (NO), centered near 5.3 urn, determined that 
molecular states having very large amounts of angular momentum were populated, and 
the emissions from these rotationally excited states produced prominent spectral features 
that had not been observed in previous space experiments. The blue portion of the NO 
fundamental band includes several sharply peaked features produced by the R-branch 
band heads of the first three excited vibrational levels. Synthetic spectral fitting of the 
fundamental band determined the populations for up to five R-branch band heads in the 



ORRIS-1A data set (the first three are visible to inspection, and the last two (v=4,5) are 
within the spectral domain of the v=l airglow). These R-branch band heads are observed 
in both daylight and auroral conditions, and are produced when sufficient population 
resides in states having large amounts of angular momentum (J > 75). In addition to the 
R-branch band heads, these highly rotationally excited states radiate in the P-branch 
manifold, which is present in the red portion of the fundamental band. The spectral 
domain of these P-branch emissions is much wider than previously modeled in the 
atmospheric codes. For daylight and auroral conditions, the distribution of rotationally 
excited states was modeled using an effective temperature of 5000 K. This effective 
temperature is significantly higher than the local kinetic temperatures of the atmosphere 
as observed during the ORRIS-1A experiment, which ranged from 250 K to 1000 K. 

The EXCEDE III rocket experiment collected infrared spectral data showing 
emissions from highly vibrationally and rotationally excited nitric oxide (NO) generated 
by an artificial aurora. The rocket was comprised of two payloads. One module 
contained a high current electron beam source to generate the artificial aurora, and the 
second module contained the primary sensors, including a Michelson interferometer 
capable of recording both the fundamental and first overtone bands of NO. The 
interferometer collected 20 spectra on both the up-leg and down-leg sections of the rocket 
flight when the electron beam operated. Analysis of the spectral data utilized a synthetic 
spectral fitting code that determined absolute column densities for up to twelve 
vibrational states having a thermal rotational state distribution and up to nine vibrational 
states having a rotationally excited state distribution. The populations of the rotationally 
and vibrationally excited states depended on the overlap of the amount of electron energy 
deposited and the residence time of an excited molecule in the field of view of the 
interferometer. 

The MSX satellite experiment collected spectra from highly excited hydroxyl 
(OH) in both the pure rotation emissions and the fundamental band emissions. These 
highly excited molecules were located in the mesopause region (-85 km altitude), and the 
local time of the data collection was just before sunrise. The MSX satellite contained a 
Michelson interferometer, where two detectors collected the emissions from the 
mesopause region. A third detector, where the field of view went to a tangent height of 
72 km, also collected pure rotation band emissions. Synthetic spectral fitting determined 
the populations of the highly rotationally excited states that emit in the pure rotation 
band. These populations in the rotationally excited states are correlated with the 
populations from states emitting in the fundamental band from highly vibrationally 
excited states. This correlation was determined from two separate data collection events, 
where the interferometer scanned over a range of latitudes from 20° to 65° N twice in a 
relatively short period of time (20minutes). Since the two detectors looking at the 
mesopause region did not share a common field of view, the third detector confirmed the 
population trend as a function of latitude. Because the altitude at which the peak 
populations of highly excited OH may vary with latitude, the results of the third detector 
were vital for the correlation between highly excited rotational states and highly 
vibrationally excited states. In addition, one of the data collection events showed that the 
population of the highly excited OH states varied by a factor of three over the range of 
latitudes, thus constraining the atmospheric chemistry models in regards to OH 
production. 



A systematic study of these highly excited molecular states observed in the 
mesosphere and lower thermosphere was conducted using the LABCEDE facility located 
at the Air Force Research Laboratory at Hanscom Air Force Base. The collisional 
excitation and deactivation of highly rotationally excited states of nitric oxide (NO) and 
carbon monoxide (CO) were generated by electron excitation, and the state populations 
were measured by recording fundamental band emissions from these states by time- 
resolved Fourier transform spectroscopy. The ability to collect time-resolved spectra 
provided the capability to measure collisional relaxation rate constants that are required 
for models of vibrationally and rotationally excited state densities. The production of 
high rotationally excited states required collisional rather than radiative processes, due to 
the amount of angular momentum associated with these states. Two Michelson 
interferometers were used in this work, one providing 3 cm"1 spectral and 6 \is temporal 
resolution, and the second providing high sensitivity at 0.3 cm"1 spectral resolution in 
continuous-wave mode. Rovibrational band heads were observed in both CO and NO, 
representing 80-100 quanta of rotational excitation and at least 2.5 eV in rotational and 
vibrational energy. While the NO spectra were optically thin, the CO spectra had a 
mixture of both optically thin and thick emissions, due to the large densities of ground 
state CO. Initial analysis of the data set excluded the optically thick emissions, and the 
effort was placed in the determination of the vibrationally excited states and the highly 
rotationally excited states. Later analysis included techniques to fit simultaneously both 
optically thick and thin emissions using a combination of synthetic basis functions and 
pattern recognition methods. Time-dependent vibrational populations were determined 
by synthetic spectral fitting, and the time histories of the vibrational populations 
following pulsed excitation were fitted using a model that includes collisional loss, 
radiation, and transport out of the field of view. A Stern-Volmer analysis of the total 
decay rates of the observed molecular states was applied to determine the collisional 
deactivation rate constants of rotationally excited CO by N2, Ar, and CO. The rate 
constants for the quenching of high-J CO (v=l-5) by N2 (local temperature near 100 K, 
due to cooling of the inner chamber within LABCEDE by liquid nitrogen) are on the 
order of 10"13 cmV1, about 0.001 efficient. 

A preliminary study of the interaction of small hydrocarbons with oxygen was 
also studied in the LABCEDE facility. Infrared radiation can be produced as a result of 
physical and chemical processes involving trace levels of hydrocarbons in the 
mesosphere and thermosphere. These processes include optical excitation and scattering, 
electron impact, and both reactive and non-reactive collisions with atomic oxygen. As a 
result, hydrocarbons and their reaction products can give rise to strong IR emission 
spectra, and contribute to IR backgrounds in the upper atmosphere. Using the 
LABCEDE facility, a series of laboratory experiments was conducted to study these 
phenomena. Selected hydrocarbons (including butane and ethylene) were mixed with 02 

in a bath of N2 or Ar. The experiments used a pulsed electron beam as the energy source, 
and infrared spectra of the CO and OH products were collected using time-resolved 
Fourier transform spectroscopy. The observed spectra of vibrationally excited CO and 
OH were analyzed using synthetic spectral fitting to determine time-dependent molecular 
state distributions. Both excitation and relaxation processes were studied. 

MODELING AND FIELD MEASUREMENTS: 



Several photochemical dynamical models were developed under this contract, 
including the OH(v) hydroxyl Meinel band model, the O('S) green line atomic oxygen 
model, the 02 (b) molecular oxygen atmospheric band model, and the sodium Na( P) 
metallic emission. These models were used in conjunction with field measurements to 
study the transient response of the different airglow emissions due to atmospheric gravity 
waves and undular bores. The different airglow emissions originate from different 
altitudes, which synergistically define the importance of studying the vertical dynamical 
structure of the atmosphere. 

One of the studies was conducted using data collected over the Hawaiian Islands 
during the ALOHA-93 campaign. The various photochemical-dynamical models were 
used to study a propagating undular bore observed by an all-sky CCD ground-based 
imager, which mapped several airglow emissions at different altitudes in the mesosphere 
and lower thermosphere region. The study investigated the mechanism and the sources 
of the travelling and ducted internal gravity waves and how these waves can interact with 
other internal gravity waves to generate the nonlinear phenomenon known as the undular 
bore, which is a sharp edge structure in the IR and visible background fields. 

The Photochemical-Dynamical model in a Realistic atmosphere (PHDR) was 
developed and used to study the brightness and temperature fluctuations in the OH 
airglow, and to calculate the Krassovsky ratio, (which is a measure to the relative 
brightness fluctuations to the relative temperature fluctuations). This study was mainly 
concerned with the small scale internal gravity waves (IGW's). These small scale gravity 
waves become evanescent due to the sharp temperature gradient in the lower 
thermosphere, and, with the ground as a reflecting surface, resonant waves exist which 
influence the OH airglow structure. One interesting result was the zero phase between 
the brightness fluctuations and the temperature fluctuations which is supported by OH 
observations. A spectral capability was also added to the PHDR model to be able to 
compare radiances calculated by the model to those measured by different instruments 
with various band passes. A comparison of the 1.57 |jm emission measured on board the 
MAPWINE rocket, which was launched during a stratospheric warming event, yielded 
very good agreement between the measurements and model predictions. 

The effects of doubling the C02 on the OH 2.7 \un emission were also 
investigated, so as to understand the long-term effect of C02 on the IR background 
emission. The TIME-GCM (Thermosphere, Ionosphere, Mesosphere, Electrodynamics 
General Circulation Model) was used in this study in conjunction with the hydroxyl OH 
photochemical model. The models predicted a reduction in the OH 2.7 urn emission 
when the amount of C02 was doubled in the atmosphere. Further investigation is 
necessary to assess this effect. 

The combination of field measurements, laboratory experiments, and model 
simulations provide a powerful capability for pursuing quantitative visible and infrared 
studies and to investigate the structure of the atmospheric background emission and 
clutter that is associated with these structures. Understanding these basic physical 
processes that are the sources of the background clutter will help reduce this background 
noise and enhance detection capabilities. 
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Analysis of hydroxyl earthlimb airglow emissions:  Kinetic 
model for state-to-state dynamics of OH (v,N) 

James A. Dodd,1 Steven J. Lipson, John R. Lowell, Peter S. Armstrong,1 

William A. M. Blumberg, Richard M. Nadile, Steven M. Adler-Golden,2 

William J. Marinelli,3 Karl W. Holtzclaw,3 and B. David Green3 

Phillips Laboratory/Geophysics Directorate, Optical Environment Division, Hanscom AFB, Massachusetts 

Abstract Detailed spectroscopic analysis of hydroxyl fundamental vibration-rotation and 
pure rotation emission lines has yielded OH(u^V) absolute column densities for nighttime 
earthlimb spectra in the 20 to 110-km tangent height region. High-resolution spectra were 
obtained in the Cryogenic Infrared Radiance Instrumentation for Shuttle (CERRIS 1A) 
experiment. Rotationally thermalized populations in u=l-9 have been derived from the 
fundamental bands between 2000 and 4000 cm"1. Highly rotationally excited populations 
with N<33 (< 2.3 eV rotational energy) have been inferred from the pure rotation spectra 
between 400 and 1000 cm"1. These emissions originate in the airglow region near 85-90 
km altitude. Spectral fits of the pure rotation lines imply equal populations in the spin- 
rotation states Fj and F2 but a ratio n(A0:II(A") = 1.8 ± 0.3 for .the A-doublet populations. 
A forward predicting, first-principles kinetic model has been developed for the resultant 
OH(vJf) limb column densities. The kinetic model incorporates a necessary and sufficient 
number of processes known to generate and quench OH(ü^V) in the mesopause region and 
includes recently calculated vibration-rotation Einstein coefficients for the high-// levels. 
The model reproduces both the thermal and the highly rotationally excited OH(u,/V) 
column densities.  The tangent height dependence of the rotationally excited OH(u^V) 
column densities is consistent with two possible formation mechanisms:  (1) transfer of 
vibrational to rotational energy induced by collisions with O atoms or (2) direct chemical 
production via H + 03 -» OH(y^V) + 02. 

Introduction 
Vibrational nonlocal thermodynamic equilibrium (NUTE) 

effects have long been recognized in the upper atmosphere. 
For instance, Meinel [1950] correctly attributed the near- 
infrared nighttime airglow in the mesopause region to 
hydroxyl vibration-rotation emission, the vibrationally excited 
OH arising from the reaction of hydrogen atoms with ozone. 
Researchers have also formulated a chemiluminescent source 
for the excited vibrational states of ozone that radiate in the 
upper atmosphere in the 10 to 13-um wavelength region 
[Rawlirts, 1985; Solomon etal, 19$6;Adler-Golden, 1987; 
Mfynczak and Dray son, 1990a, b]. Other production 
mechanisms, including earthshine and collision-induced 
pumping of the ground-state species, give rise to far less 
excitation of the corresponding excited vibrational levels. 

In addition to vibrational NLTE effects in the upper 
atmosphere a number of recent reports have documented 
pronounced rotational NLTE effects. Very high rotational 
excitation in thermospheric nitric oxide has been inferred 
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from spectral analysis of the fundamental bands, both 
through extended P-branch emissions and /?-branch band 
head emissions. Atmospheric emissions from rotationally 
excited NO(u,/*) were first observed in the rocket-bome 
field-widened interferometer (FWT) experiment [Espy et aL, 
1988] and positively identified in subsequent laboratory 
studies [Rawlins et al., 1989]. High-resolution NO(u,/*) 
fundamental spectra were observed more recently under a 
much wider range of conditions in the ORRIS 1A 
experiment [Armstrong et al, 1992], flown aboard the space 
shuttle, and also in the EXCEDE IQ rocket-bome auroral 
simulation experiment [Lipson et al, 1992]. As much as 2 
to 3-eV rotational energy in product NO(i>,/*) has been 
inferred from analyses of the field and laboratory data 
[Rawlins et al, 1992]. 

Rotational NLTE has been observed in hydroxyl via pure 
rotation emission from high-N levels in the ORRIS 1A 
experiment [Dodd et al., 1993a; Smith et al, 1992; Baker et 
al, 1991] and in the laboratory [Carleton etal, 1990]. In 
ORRIS 1A, OH(u,A0 radiance was observed in the upper 
mesosphere/lower thermosphere region via limb 
measurements, providing a long pathlength to enhance the 
emission signals. Levels with rotational energies as high as 
2.3 eV were inferred from OH(u=0-6) pure rotation emission 
lines. (Highly rotationally excited levels will hereafter be 
denoted OH(i/,N*).) In the same experiment, rotationally 
thermalized OH(u=l-9) was monitored through fundamental 
band Meinel emission.  The published studies have largely 
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discussed the phenomenology of the spectra and outlined the 
analyses used to generate OH(i>,A0 column densities. At 
present, however, the production and quenching mechanisms 
of these high-energy states have not been determined and 
remain an intriguing problem. 

In this paper we first describe in detail the analysis of the 
OH(vfl) emission spectra obtained in the ORRIS 1A 
experiment. Spectral fitting was used to generate line-of- 
sight column densities, specific in the vibrational, rotational, 
and spin-sublevel degrees of freedom. In the second section 
we describe a first-principles kinetic model that 
semiquantitatively reproduces the OH(u,A0 column densities 
and directly addresses many of the uncertainties concerning 
the origin of the high rotational excitation. 

Experiment 
The CIRRIS 1A experiment was flown aboard the Space 

Shuttle Discovery as part of the STS-39 payload and 
obtained data during the 3-day period April 28-30, 1991 
[Ahmadjianetal, 1990; Bartschietal., 1992; Wellard et al, 
1992]. During this time, the shuttle executed a nearly 
circular orbit about the Earth, with a 57° inclination angle 
and a nominal altitude of 260 km. Limb-viewing data were 
obtained for tangent heights between 0 and 260 km as well 
as nadir and celestial views. The primary instrument 
consisted of a liquid-helium-cooled Michelson interferometer, 
in conjunction with a 0.3-m, high off-axis rejection telescope. 
Other instruments included a dual-plane radiometer with 
eight different filter passbands and photometers for 
narrowband detection of radiance at 5577 A (0( S-* D) 
transition) and -3914 Ä■■(N2

t B-XAQ-0) "first negative" band), 
in order to probe solar and auroral activity. The 
interferometer used a single detector plane consisting of five 
Si:As detectors of various sizes and sensitivities. The 
vertical field of view of the detectors at a 100-km tangent 
height ranged from 1.5 km to 15 km, the smaller field-of- 
view detectors having less sensitivity. To maximize the 
signal-to-noise ratio, our analysis was mainly limited to data 
from the largest detector (detector 2, with a 15-km vertical 
and horizontal field of view). However, hydroxyl pure 
rotation lines in the 750-1000 cm"' region were easily 
observed using smaller detectors. 

The Si:As detector had a significant spectral response 
between 400 and 4000 cm"1. During the mission an eight- 
position optical filter wheel was used either in the open 
position or with one of seven short-, long-, and band-pass 
filters covering the detector plane. These filters served to 
eliminate intense emission from features such as the C02(v2) 
15-um band and the 03(v3) 9.6-um band and to decrease the 
noise level in spectra observed at other frequencies. Intense 
emission also gives rise to intensity oscillations ("ringing") 
superimposed on spectra generated from unapodized 
interferograms. Apodizing interferograms prior to 
transformation diminishes the ringing but also degrades the 
resolution. We will return to these points in conjunction 
with the filter 7 (770-1250 cm"1 passband) data. 
Interferograms were obtained with three scan lengths: short 
(corresponding to 8 cm"1 nominal resolution spectra), 
medium (3 cm"1), and long (1 cm"1). A total of 
approximately 150,000 scans were obtained in the course of 
18 hours of data acquisition. Our analysis is limited to the 
long interferograms, corresponding to the highest resolution 
data. 

Tangent Height Determination 

The accurate determination of tangent heights is crucial in 
the case of OH emission at the mesopause, since the radiance 
occurs over such a small altitude range. As discussed 
previously [Smith et al, 1992; Dodd et al, 1993a], the 
observed OH(v,N) line intensities are very sensitive to the 
interferometer viewing angle. At the 100-km tangent height 
a change in pitch angle of 10 mrad (0.6°) results in a tangent 
height change of 15 km, providing a very sensitive means of 
discriminating against the possible effects of shuttle-induced 
radiance. Using detector 2, OH(v,N) emissions are never 
observed above 110-km tangent height. The OR(v,N) 
features are also not present above 110-km tangent height in 
spectra obtained from the other four detectors, within the 
limits of the (poorer) signal-to-noise ratio. 

The interferometer pointing was monitored using several 
different methods over the course of the mission [Bartschi et 
al, 1992]. First, the instrument gimbal mount angles with 
respect to the shuttle were monitored continuously ("gimbal" 
reading), with the shuttle's attitude determined via a laser 
gyroscope. The gimbal reading provided a low-noise 
measure of the pointing with a fast reponse time, albeit with 
a limited accuracy due to such factors as flexing of the 
shuttle and long-term drift of the gyroscope. Second, an IR 
horizon sensor (HS) was used to measure radiance at 15 urn 
(largely due to C02 emission) by continually scanning a 
small cone angle about the center of the interferometer field 
of view. This instrument integrated the radiance signal as it 
scanned downward in tangent height, and was programmed 
to trigger when the integrated radiance was equal to a preset 
level corresponding to a nominal altitude of 40 km. The HS 
reading provides a higher pointing accuracy, than the gimbal 
reading but with a slower response and higher noise level. 
A factor which limits the accuracy of the HS is the poorly 
understood seasonal and latitudinal dependence of the 15-um 
radiance intensity [Wertz, 1978]. The advantages of the two 
sets of pointing data were combined by fitting the differences 
between the gimbal and the HS elevation angles to a 
polynomial in mission time, then correcting the low-noise 
gimbal elevation angle to the more accurate but noisier HS 
angle. We estimate the accuracy of the pointing derived in 
this manner as ± 5 km at 100-km tangent height 

Recently, more accurate pointing information has become 
available. The celestial aspect sensor (CAS), also part of the 
CIRRIS 1A mission payload, obtained star images during the 
course of the mission using a film camera. Photographic 
analysis of these images has yielded a highly accurate 
measure of the pointing, largely for the nighttime portion of 
the mission. Fortunately in this case, almost all of the 
OH(v,N) data analyzed herein were obtained under nighttime 
conditions. We estimate the accuracy of the CAS pointing 
as ± 2 km at 100-km tangent height. 

The gimbal and CAS pointing information were combined 
in a manner similar to that described above for the gimbal/ 
HS pair. Elevation angle differences between the gimbal and 
CAS pointing data were fit to a second-order polynomial in 
mission time. This fit allows periodic "updating" of the 
continuous gimbal pointing angle such that it agrees with the 
CAS angle and provides an accurate, low-noise interpolation 
in time between CAS image acquisitions. For interferometer 
scan modes in which the instrument step/scans at sequentially 
increasing or decreasing tangent heights, a new CAS reading 
is generally obtained at each step. The CAS-corrected 
tangent heights were used for all of the nighttime data 
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analyzed in this report; the HS-corrected tangent heights 
were used for daytime data only. 

OH(u^V) Spectra and Column Densities 

In this section we summarize the OH spectral data 
obtained from the CIRRIS 1A mission, and also the method 
whereby OH(v,N) column densities are obtained from line- 
of-sight spectra. A short description of angular momentum 
coupling in OH(X2II), together with the definitions of the 
labels used to denote the quantum state, is provided in the 
Appendix. 

Conversion of Interferograms Into Spectra 

Interferograms were obtained using a He-Ne reference 
laser monitor of the mirror retardation, each data point 
corresponding to an increment of the He-Ne 0.63299-um 
vacuum wavelength. Long scans nominally contain 700 data 
points left of center and 15,200 points right of center, where 
the center is the estimated zero-path-difference point.   All 
but 256 data points left of center were discarded prior to 
processing.   This procedure has no effect on the ultimate 
resolution of derived spectra, i.e. 0.63 cm"1 full width half- 
maximum (FWHM) intensity with a sine line shape, and 
serves   to   eliminate  data  taken  before  settling  of  the 
instrument.   Interferograms thus truncated were subject to 
trapezoidal apodization about the center point to prevent 
frequency  discrimination.     No further apodization  was 
performed, with the exception of the filter 7 data discussed 
below.   Interferograms were zero filled by a factor of 8, 
giving a total of 128 K points, then subjected to fast Fourier 
transformation (EFT) using a standard computer routine 
[Press etal, 1986]. Phase correction was accomplished by 
transforming the same interferogram, truncated to contain 
256 points on either side of the center using triangular 
apodization [Mertz, 1967; Griffiths and de Haseth, 1986] and 
also zero filled to 128 K points. The resultant low-resolution 
phase   was   subtracted   from   the   phase   obtained    by 
transforming the entire interferogram.  Uncalibrated spectra 
in units  of V/cm"1   were  obtained  by  multiplying  the 
magnitude of the FFT output by the cosine of the corrected 
phase, producing amplitude spectra with bipolar signal and 
noise. Spectrally calibrated data in units of W cm"2 sfVcm"1 

were then obtained by dividing the flight spectrum by the 
appropriate calibration spectrum. 

Calibration interferograms were measured after completion 
of the mission using a 1200 K blackbody source. 
Interferograms were obtained for every detector/filter/ 
detector-bias combination, for a total of 5 x 8 x 2 = 80 
scans. Normalized spectral calibration curves were generated 
by a three-step process in which (1) calibration 
interferograms were transformed in a manner identical to 
flight interferograms, (2) calibration spectra were divided by 
a blackbody curve dE/da calculated for the appropriate 
source temperature (where a is wavenumber), then (3) 
normalized to unity at the largest amplitude point in the filter 
passband. 

Detector absolute response in volts was measured for 
several values of the blackbody temperature, i.e., as a 
function of the blackbody output in W cm"2 sr"1, 
independently for each detector/filter/bias combination as 
before. Increasing blackbody photon flux gives rise to an 
increasing dc voltage offset VDC in the interferogram. For a 
given detector/bias combination the nonlinear response was 

constrained to have a filter-independent VDC dependence. 
This constraint was imposed by least squares fitting the 
detector response as a filter-independent, smooth function of 
VDC. This function was used to model the nonlinear absolute 
response for a given offset VDC. Normalized calibration 
spectra were converted into units of V(W cm"2 sr"1)"1 by 
multiplying by the appropriate absolute calibration factor. 

A number of raw interferograms were found to be 
corrupted, either by the presence of amplitude spikes or by 
a misregistration of interferogram point number. Several 
interferograms were repaired manually by removing 1-3 data 
points constituting obvious spikes, then replacing the points 
by linearly interpolating surrounding values. This latter 
operation was necessary to preserve the phase information in 
the interferogram and introduced no obvious frequency or 
intensity artifacts into resultant spectra. Other interferograms 
appeared problem free upon visual inspection but gave rise 
to spectra with egregious amplitude oscillations. These 
oscillations are indicative of a phase problem, resulting from 
a misregistration of the mirror retardation (i.e., missing 
points or extra points in the interferogram). The location of 
the interferogram point misregistration is not easily 
determined, however, preventing reconstruction of the 
interferograms. Thus these data were not used in further 
analyses. 

Spectral Data Analysis 

Table 1 details, as a function of filter passband, the type 
of spectrum observed and the total number of spectra used to 
derive OH(v,N) column densities. The table also lists the 
upper state u and Af levels giving rise to the observed 
emissions. (For the pure rotation spectra the specific range 
of N depends on the v level.) The tangent heights and solar 
zenith angles at which the data were "obtained, both as a 
function of latitude, are shown in Figures 1 and 2, 
respectively. 

Figure 3 shows spectral data and the corresponding 
spectral fit for the OH vibration-rotation emission bands for 
u'=l-9 (obtained using filter 1). Note that the vertical scale 
for the left-hand side of Figure 3 has been expanded to show 
the details of the weaker emissions in the 2100-2750 cm"1 

region. Likewise, Figure 4 shows spectral data for two pure 
rotation passbands (obtained using filters 5 and 6), along 
with a plot of the synthetic spectrum generated from spectral 
fits performed separately to data in the corresponding 
passbands. The spectra in Figures 3 and 4 were taken at an 
86-km tangent height. The details of the spectral fitting 
codes are described in the following sections. 

Table 1.  Filter Distribution of OH Spectral Data 

Nominal Upper Upper 
Passband, Spectrum State v State N Scans 

Filter cm"1 Type* Range Range 

1-4 

Used 

1 2040-4000 Vib-Rotn 1-9 12 
2 2700-4000 Vib-Rotn 1-5 1-4 29 
5 770- 910 Pure Rom 0-3 24-33 48 
6 400- 600 Pure Rotn 0-6 13-22 32 
7 770-1250 Pure Rotn 0-3 24-33 53 

*Vib-Rotn, fundamental vibration-rotation bands; Pure 
Rotn, pure rotation bands. 
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Fundamental bands. Above 2400 cm"1 the OH 
fundamental vibration-rotation bands were the sole feature in 
nighttime spectra for a wide range of tangent heights 
Between 2050 and 2400 cm"1, signal comparable in 
maximum amplitude to the OH(9-8) Q branch at 2236 cm'1 

was observed from three different emitters: 0,(v,+v,) in 
the 2050-2130 cm"1 region; CO(1-0), 2060-2220 cm"1; and 
COjCVg), 2230-2390 cm1. Notably, radiance from 13CO and 
C 0 was identified in the spectral data in addition to the 
main isotope [Dodd et ai, 1993b]. All of these features 
were accounted for in the spectral fitting algorithms. 

Spectral data were modeled using a nonlinear fitting code 
developed earlier to model OH(U-H>-1) and (v-^v-2) emission 
observed   in   the   laboratory   with   ä   room-temperature 
interferometer [Dodd et ai, 1991]. Data were fit on a scan- 
by-scan basis.  For an uncalibrated spectrum the noise level 
(units  of V/cm"1)  was  taken  to be  constant over  the 
appropriate   wavenumber   range.       Thus    the   relative 
uncertainties in the spectral data points were scaled as the 
inverse of the spectral response function. The parameters w, 
for the effective FWHM of the sine line shape function, and 
s, for the fractional wavenumber shift of the spectrum, were 
allowed to vary during each fit. The best fit value for w was 
generally equal to 0.63 cm"1, i.e., that calculated based on 
15,200 fringes for the long leg of the interferogram.   The 
parameter s accounts for experimental aspects such as finite 
detector size, nonuniform emission intensity in the field of 
view, and slight misalignment of the interferometer mirrors 

or reference laser; its best fit value was typically equivalent 
to a 1/104 red shift. 

OH vibration-rotation basis functions were synthesized 
using literature line positions [Coxon and Foster, 1982] and 
Einstein   A   coefficients   [Nelson   et  al,   1990].      The 
corresponding    lines   were   then   convolved    with   the 
interferometer sine line shape function. Relative vibrational 
populations were allowed to vary independently as linear 
parameters in the fit.   The relative rotational populations 
were taken to be independent of v and determined through 
a single adjustable parameter T, the rotational temperature. 
While     other     workers     have     observed     Boltzmann 
nonequilibrium for OH rotational levels as low as N=4 
[Pendieton et a/., 1993], these observations typically enjoyed 
signal-to-noise ratios much higher than those in the present 
OH fundamental spectra, for which the signal-to-noise ratio 
equals 10:1 on the strongest lines.   Transitions originating 
from levels higher than N=4 are not visible in the OH 
fundamental   spectra;   no   evidence   of Boltzmann   non- 
equilibrium for N=l-4 is observed. 

To fit the 2100-2400 cm'1 region, radiance from ozone, 
carbon monoxide, and carbon dioxide must be taken into 
account. This was accomplished by generating normalized 
spectral profiles for each of the three species, then scaling 
the profiles independently of one another in the process of 
generating a best fit to the data. Spectral profiles for 03, 
CO, and C02 were synthesized using the strategic high- 
altitude radiance code (SHARC) in a limb-viewing geometry 
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[Sharma et al, 1989]. The shapes of the normalized 
synthetic 03 and CO profiles were found to be relatively 
insensitive to tangent height in the 80 to 110-km region and 
were calculated assuming a tangent height of 85 km. Carbon 
dioxide, oh the other hand, undergoes a much greater degree 
of self-absorption, the effect most pronounced at the lower 
tangent heights. To adequately model the C02 emission, 
normalized C02 spectral profiles were calculated 
independently at 80 and 95-km tangent heights. For each 
tangent height the model includes radiance from the C02, 

C02, and C0180 isotopes of carbon dioxide in fixed 
proportions. The 13CO arid ClsO 1-0 spectral profiles were 
modeled using line positions and emission intensities from 
the HITRAN line file [Rothman et al, 1992], assuming the 
same rotational temperature T as determined for the OH N 
levels. The 03, three CO, and two C02 synthetic spectral 
profiles were then used äs linearly independent basis 
functions in the fits to the filter 1 data, with the best fit 
multipliers determined by minimizing %2- 

A spectral fit to OH fundamental emission data is shown 
in Figure 3. The best fit multipliers for the various 
OK(v—>v-l) bands provide the absolute column densities for 
the line of sight in question. These fits yield the rotational 
state column densities for the upper state populations inferred 
from the OH(v,N) emission lines. Figure 5 shows the 03, 
CO, and C02 basis functions, weighted proportionately by 
the best fit multipliers. Figure 6 shows a comparison of the 
data and fit from Figure 3, with the summed radiance from 

03, CO, and C02 (i.e.; that shown in Figure 5) subtracted 
from both spectra. The residual radiance in the spectral data 
consists principally of the OH(D-^D-1) emission lines. 

The spectral fits to the OH fundamental bands determine 
the line-of-sight column densities for the rotational levels of 
u=l-9 which are at thermal equilibrium. These column 
densities are shown as a function of tangent height in Figure 
7, in which the populations have been summed over both N 
and the four spin sublevels. The populations for v=6 and 7 
are poorly determined from the fits, especially for the higher 

i tangent heights, owing to low transition probabilities in the 
' fundamental bands. For clarity the populations in v=6 and 
7 have been omitted from the figure but generally fall within 
the ränge of the other higher v level populations. The 
column densities are seen to decrease by a large factor 
between 94-km and 96-krii tangent height; they are not 
observed above 96 km within the signal-to-noise limit of the 
data. Taking into account the 15-km field of view of the 
interferometer, the 96-km tangent height corresponds to an 
upper bound altitude of about 89 km for the Meinel 
fundamental band radiance observed in the experiment. 

For tangent heights below 75 km, nighttime limb spectra 
exhibit diminished OH fundamental band intensities, 
consistent with shorter pathlengths through the altitude region 
where the NLTE radiance occurs. For tangent heights below 
about 70 km, intense C02 emission completely obscures the 
OH(9-8) band and the P branch of the OH(8-7) band. In the 
2400-4000 cm"1 region, however, OH fundamental band 

10 
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Figure 5. Basis functions for 03, CO, C02, and 13CO + 
C1 O, respectively, weighted by the best fit factors according 
to the spectral fit to the data shown in Figure 3. The basis 
functions for 03, CO, and C02 were calculated using the 
strategic high-altitude radiance code (SHARC) [Sharma et 
al, 1989]. The basis functions for 13CO and C180 were 
calculated using line positions and intensities from the 
HITRAN line file [Rothman et al, 1992], with a rotational 
temperature T = 210 K. 

radiance dominates nighttime spectra for tangent heights as 
low as 20 km. 

Pure rotation bands. OH(/V-Wv*-l) pure rotation emission 
spectra from filters 5 and 6 are shown in Figure 4; spectral 
data from filter 7 are shown in Figure 8. All three of these 
filters removed the very intense C02(v2) emission in the 
600-750 cm" range. Filters 5 and 6 also eliminated emission 
from the intense 03(v3) band in the 990-1070 cm-1 region. 
Because filter 7 did not attenuate the 03(v3) band intensity, 
a significant amount of ringing is seen superimposed on the 
OH pure rotation lines in the 770-1000 cm"' region for 
unapodized interferograms. This ringing is difficult to model 
in the spectral fits, and a technique used to handle these data 
will be described below. 

As in the case of the vibration-rotation spectral analysis, 
data were fit on a scan-by-scan basis, with the relative 
uncertainty in each spectral data point scaled as the inverse 
of the spectral response function. OH(N->N-l) basis 
functions were synthesized in the same manner as the 
OH(i)-»u-l) vibration-rotation basis functions, using literature 
line positions [Goldman et al, 1983] and Einstein A 
coefficients [Goorvitch et al, 1992; Holtzclaw et al, 1993]. 

The line width parameter w and line shift parameter s were 
allowed to vary in each fit, yielding best fit values similar to 
those obtained in the fits to the OH vibration-rotation 
spectra. Relative vibrational populations were allowed to 
vary freely in the fits, while relative spin sublevel 
populations were fixed at the best fit values obtained in the 
spin sublevel analysis, described below. 

The rotational level distribution was parameterized using 
a Boltzmann distribution over N, with a single effective 
"temperature" parameter T, independent of v level. As was 
stated previously  [Dodd et al,   1993a],  the  use of a 
Boltzmann distribution in this case is purely a convenience 
and does not imply that the rotational states are in thermal 
equilibrium.        Because    typical   N   distributions   are 
approximately flat for the pure rotation region, the best fit 
parameter T was found to be very large, with both positive 
and negative values.   The formal discontinuity in T at ±°° 
was removed by performing the fits using the parameter 1/7 
in place of T.    The value  l/T equals zero for a flat 
distribution (after dividing by the degeneracies 2(N+1) and 
2N for the F1 and F2 manifolds, respectively), with small 
positive and negative values for nearly flat distributions. The 
excellent agreement between the data and the model spectra 
(Figure 4) shows that this form for the N distribution 
provides an  accurate representation of the line-of-sight 
populations.     A  line-by-line rotational level fit proved 
impossible   owing   to   significant   line   overlap   at   the 
experimental resolution.   We also attempted to fit the pure 
rotation   data   using   a  set  of  u-dependent  temperature 
parameters 1/TV. However, because the signal-to-noise ratio 
degrades with increasing v, the error in the best fit 1/7/ 
parameters   increases   rapidly   with   v.      The   vibration 
level-independent parameter 1/7 is determined largely by the 
v=0 and v=l pure rotation data. 

For the filter 6 data, radiance from H20 pure rotation lines 
was seen to contribute to the spectra, as predicted from the 
SHARC model [Sharma et al, 1989]. This emission arises 
primarily from the H20 ground vibrational state, with the 
rotational level population in thermal equilibrium with the 
local kinetic temperature, i.e., 200 K. Below 90-km tangent 
height these lines are stronger than the OH pure rotation 
lines, while above 90 km the OH lines are stronger, with the 
total    radiance    decreasing    with    increasing    altitude. 
Normalized H20  spectral profiles,  calculated using the 
SHARC model, were found to be sensitive to the assumed 
tangent height.    Thus two synthetic H20 profiles were 
calculated assuming 80 and 95-km tangent heights, then used 
as linearly independent basis functions, analogous to the 
method used to analyze the 2100-2400 cm"1 region.   The 
fitting routine determined the best fit multipliers optimizing 
the contributions made by the two HjO profiles.   Figure 9 
replots the data and fit from Figure 4 for the 400-600 cm"1 

region, with the best fit H20 radiance subtracted from both 
spectra.   The residual amplitude in the data consists of the 
weaker OE(N->N-l) transitions. 

For the filter 5 data a diffuse baseline radiance level is 
present, with an integrated intensity about equal in magnitude 
to the summed intensity of the OH(N-^N-l) pure rotation 
lines. This baseline emission is attributed to 03(v3) hot 
band radiance. Vibräluminescent ozone arises through the 
three-body recombination reaction [Rawlins, 1985], 

O + O, M 03* + M (1) 

11 
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where M is any species that can carry off a portion of the 
excess energy. Following this assumption, the intensity of 
the 03(v3) hot bands is proportional to the product [O] x 
[02] x [M], of which only [O] has a clear diurnal variation 
and only for altitudes below the OH airglow layer [Philbrick, 
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1985]. If the loss is dominated by infrared photon emission, 
the hot band intensity should not display a significant diurnal 
variation, as observed in the SPIRE rocket-borne experiment 
[Green et at., 1986]. The fundamental 03(v3) band at 9.6 
|im, on the other hand, results largely from earthshine 
pumping of the ground state. Thus the v3 band intensity is 
a measure of the total ozone concentration and diminishes 
greatly during daytime hours owing to 03 solar 
photodissociation. 

Examination of daytime spectra with similar tangent 
heights showed that the 03(v3) hot band radiance has no 
significant diurnal variation, while the OH pure rotation lines 
and the intense 03(v3) band at 9.6 um decrease in intensity 
by a factor of 10. As discussed above, these observations 
are consistent with a radiative loss term dominating the 
overall disappearance of the upper states giving rise to the 

Figure 7. Thermal OH(ü) column densities äs a function of 
tangent height, summed over N and the four spin sublevels. 
The values were derived from spectral fitting of the 
fundamental bands. For clarity, column densities for v=6 
and 7 are not shown; those values have much larger error 
bars due to weaker radiance. No emission above the noise 
level was observed in the fundamental bands for tangent 
heights above 96 km. The derived OH(i>) column densities 
decrease below 78-km tangent altitude, consistent with 
shorter pathlengths through the mesopause region where the 
excited v levels occur. 
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03(v3) hot bands. The intensity decrease in the OH(N-*N-l) 
lines and fundamental 03(v3) band are consistent with 
photodissociative loss of ozone during daylight hours and 
with 03 being a precursor of the OH(v,N). To model the 
diffuse 03(v3) hot band radiance in nighttime spectra, 
daytime spectra were averaged in two separate tangent height 
bins (79-81 km and 94-96 km), reducing the noise. The two 
composite spectra were then used as independent basis 
functions in fits to the nighttime data. The best fit 
multipliers for these basis functions provide a measure of the 
03 hot band contribution to the total radiance in this 
passband. 

For filter 7 data, daytime data could not be subtracted 
from nighttime data, owing to the strong diurnal variation of 
the 03 9.6-um band intensity and to the presence in the 
daytime spectra of the C02 "laser" bands, i.e., the v3-2v2 

and v3-v, bands with origins at 9.4 urn and 10.4 um, 
respectively. In addition, Fourier transformation of 
unapodized interferograms gives rise to large amplitude 

ringing superimposed on the OH pure rotation lines. To fit 
filter 7 spectra, interferograms were apodized prior to 
transformation using a triangular function, with unit 
contribution at the center of the interferogram and zero 
contribution at the furthermost data point. This apodization 
both smoothed out the ringing and broadened the OH pure 
rotation features, effectively converting the OH lines to 
singlets from the doublet structure observable under 
maximum resolution (i.e., with no apodization). The baseline 
in this case was modeled using a second-order polynomial in 
wavenumber, with adjustable parameters multiplying each of - 
the polynomial functions. Figure 8 shows a spectrum in the 
770-1250 cm"1 region resulting from a triangularly apodized 
interferogram.   Spectral data were fit between 795 and 985 
cm 

Lower-resolution (4 cm"1) spectral data in the 750-1000 
cm"1 region have been obtained from the SPIRIT 1 rocket- 
borne interferometer experiment [Adler-Golden etal., 1990]. 
These spectra exhibit instrumentally broadened features 
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Figure 10. Total energy of OH(u,A0 levels, for all levels with energies less than the available energy of 
the H + 03 —> OH + 02 reaction, i.e., 27,000 cm"1. The energies of the four spin sublevels have been 
averaged for each v,N pair. Levels for which the populations were inferred from the pure rotation spectra 
are shaded. In addition, populations for u=l-9, N=l-4 were inferred from the vibration-rotation spectra. 
No emission was observed from levels with energy greater than 27,000 cm"1. 
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superimposed on a diffuse baseline and were at first analyzed 
assuming that 03 gives rise to all of the observed radiance 
[Adler-Golden et al, 1990; Adler-Golden and Smith, 1990]. 
These data were recently reanalyzed by Rawlins et al. 
[1993], who showed that the broad features coincide with the 
known positions of the OH pure rotation lines, as 
documented in the initial report on highly excited OU(v,N*) 
from ORRIS 1A [Smith et al., 1992]. The spectral data 
shown herein provide more substantial evidence that the 
ozone hot band radiance is almost featureless, even at 1 cm" 
resolution. 

The OK(v,N*) emission intensities were also modeled in 
the 750-1000 cm"1 region assuming a steady state radiative 
population distribution over N. Under this assumption the 
relative population of any two adjacent N levels is given by 

POPtf-l 

*w-i 

*AT 

(2) 

where the Einstein A coefficients are those for pure rotation 
emission.    In equation (2) we approximate the radiative 

distribution by ignoring the vibration-rotation A coefficients: 
for v=0, downward vibration-rotation transitions do not exist; 
for v=\, the fundamental (Au=l) emission rates from 
#=24-33 are about a factor of 10 smaller than the 
corresponding pure rotation rates [Holtzclaw et al., 1993]. 
We find that the OH(#-»#-l) line intensities are accurately 
modeled using a radiative distribution over #, implying that 
OH(i>,#*) formation and loss is dominated by pure rotation 
emission in this range of # and not by physical or chemical 
mechanisms. Figure 10 shows the states to which these 
observations apply. We will return to this discussion in the 
kinetic model section of the paper. 

As mentioned above, the pure rotation spectra do not 
contain information for several # levels of interest. For 
instance, considering transitions for v=0, filter 6 data provide 
column densities for OH #=13-16, while filters 5 and 7 data 
provide column densities for #=24-33. Attempts were made 
to obtain OH column densities for # levels below, above, 
and between these two sets of values. For #<12, the OH 
pure rotation lines either occur at a wavenumber lower than 
the nominal filter 6 passband or occur in the passband but 
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Figure 11. Derived OH(u,#=15) and OH(u,#=30) column densities, shown as a function of tangent height, 
summed over the four spin sublevels. For clarity, OH(u=3,#=15) column densities are not shown. Like 
the OH(y) column densities (Figure 7) the OH(i>,#=30) column densities decrease below about 80 km 
tangent altitude, consistent with shorter pathlengths through the mesopause region. The OH pure rotation 
emissions could not be analyzed for tangent heights below 80 km (#=15 data, from 400-600 cm"1 passband) 
or 60 km (#=30 data, from 750-1000 cm"1 passband) due to intense overlying radiance from other emitters. 
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are too weak to observe. For N>34, the lines are not seen 
owing to the intense 03(v3) feature (990-1070 cm"1). No 
OH pure rotation lines are observed for wavenumber values 
in the range 1070-1250 cm"1, i.e., at higher wavenumber 
values than the 03(v3) band. Finally, open filter (filter 0) 
spectra were studied to look for evidence of OH pure 
rotation lines for \1<N<23. No further lines in addition to 
those already observed in filters 5, 6, and 7 data were 
identified, due to the intense C02(v2) feature extending from 
600 to 750 cm"1. The noise level was also significantly 
greater in the open filter case than when the CO^Vj) band 
is attenuated; for instance, the OH(v,N*) pure rotation lines 
in the 400-600 cm"1 band are below the noise level when 
open filter data are used. 

Figure 11 shows N=15 and N=Z0 column densities for 
various v levels, derived from the 400-600 cm"1 and 
750-1000 cm"1 passband data, respectively. Like the 
OH(y->u-l) fundamental bands, OH pure rotation lines are 
observed for tangent heights significantly below the airglow 
layer. In the 750-1000 cm"1 region, OH(N-*N-l) emissions 

are visible for tangent heights as low as 50 km. Below 
about 80 km the lines are diminished in intensity, consistent 
with shorter pathlengths through the airglow layer. With 
decreasing tangent height, neighboring emitters (notably, the 
03(v3) band as well as the C02 v,+v2-2v2 band at 
791 cm" ) become increasingly intense, eventually obscuring 
the OH emissions. In the 400-600 cm"1 region, H20 
emissions quickly become very intense, obscuring OH 
emission lines below 80 km. 

Column density binning. For the purposes of the kinetic 
model, OH(v,N) column densities derived from the 
experiment were averaged over 2-km vertical bins, for 
tangent heights between 20 km and 108 km. Most of the 
column density data lie in the 75 to 110-km region (Figures 
7 and 11), although the lower tangent height data provide an 
additional constraint on the kinetic model, described below. 
In the averaging process, column densities were weighted by 
the reciprocal variance determined from the corresponding 
spectral fit. For the uppermost tangent heights the OE(v,N) 
radiance is detected only in the lower part of the field of 

VR MODEL DATA CP MODEL 

ROTATION LEVEL N 
Figure 12. OH(y,A0 column densities for two different tangent heights: 97 km for the top plots and 82 
km for the bottom plots. Column densities derived from the spectral data are shown in the center plots for 
»=1-9 in the low-TV range, ü=0-6 in the mid-tf range, and r;=0-3 in the high-tf range. Some of the column 
densities have been omitted from the 97-km data for clarity. Symbols used: circles, v=0 (open) v=l 
(solid); downward pointing triangles, v=2 (open), v=3 (solid); squares, v=4 (open), v=5 (solid)- upward 
pointing triangles, v=6 (open), v=7 (solid); diamonds, i,=8 (open), v=9 (solid). The best fit VR model is 
shown on the left-hand side, and the best fit CP model on the right-hand side, both for o=0-9 OH(u N) 
mode co umn densities are differentiated by line type according to vibrational level. For both models the 
low-ZV column densities decrease monotonically as the vibrational level increases from v=0 to u=9 
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view. A description of the populations determined in the 
fits, for all v and N, is shown in Figure 12 for tangent height 
ranges centered at 82 km and 97 km. For a given v level, 
the ratio of the low-TV to the high-//populations is 100-1000 
at 82 km but only 10-100 at 97 km, indicating a greater 
degree of rotational excitation (relative to the low-N 
populations) at the higher altitudes. 

OH spin sublevels.    As discussed in the Appendix, 
angular momentum coupling among the molecular rotation, 
electron spin, and electron orbital angular momentum vectors 
gives rise to a quadruplet line structure for each OH(v^f) 
vibration-rotation or pure rotation transition. For the low-N 
vibration-rotation transitions, the Ft and F2 transitions are 
widely separated in wavenumber, but the splitting due to A 
doubling is small (a few hundredths of a wavenumber) and 
cannot be resolved in the instrument-broadened data. Thus 
assuming the Einstein A  coefficients for each pair of 
A-doublet transitions are nearly equal, the vibratiort-rotation 
bands do not contain any information concerning the relative 
populations of the e and /parity states.   Spectral fits show 
that the spin-orbit states Yl3n and Ylm are in equilibrium at 
the kinetic temperature of the mesopäuse for low N. 

In the case of the high-TV levels probed by the pure 
rotation bands, the spin-rotation and A-doublet energy level 
splittings are of comparable magnitude, i.e., about 20 cm"1. 
The energy levels and dipole-ällowed pure rotation 
transitions are shown in Figure 13 for the (v=0, 
N=26-+N=25) transition.   Under the dipole selection rules! 
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Figure 13. Diagram of the four allowed spin sublevel 
transitions comprising the OH(v=Q,N=26->N=25) pure 
rotation transition. The wavenumber positions of the four 
transition lines are indicated at the bottom of the plot. The 
lines are resolved only as doublets under the CIRRIS 1A 
experimental resolution. 

pure rotation transitions connecting different spin-rotation (F 
and F-j) or electronic parity (A' and A") states are forbidden1 

Thus to the extent that the lifetimes for the OE(v,N*) levels 
are limited by pure rotation emission (or that v- and 
^-changing collisions are ineffective in mixing the 
components), the relative spin sublevel populations are 
preserved during the radiative cascade downward in N. This 
phenomenon in turn preserves the memory of any sublevel 
selective formation or decay mechanisms, whether of 
physical or chemical nature. 

Holtzclaw et al. [1993] have shown that the P- and 
/?-branch (AN=±1) fundamental band emission rates can be 
significant relative to the high-N pure rotation rates. For 
OH(u=l-3, A/>15), the pure rotation transitions are 1-10 times 
faster than the fundamental "transitions from the same upper 
state, with the fundamental transitions more important for 
v=3 and the lower range of N. However, the P- and 
Ä-branch vibration-rotation transitions, like the pure rotation 
transitions, preserve the spin-sublevel identities of the initial 
and final states. The ß-branch (AN=0) transitions, which 
connect the A' and A" parity states, have negligible rates for 
high AT. 

The pure rotation rates are also faster than computed 
collisional relaxation rates in the 80 to 110-km altitude 
range.     Figure  14 compares the pure rotation and the 
collision-induced rotational relaxation rates for two different 
altitudes, the latter values calculated from the kinetic model, 
described below.   Conceivably, every collision could serve 
to populate each of the four spin sublevels of a given 
OH(v,N) state with equal probability.    Limited data are 
available on this phenomenon in OH. Copeland and Crosley 
[1984] found that the collisional transfer rate between A 
components is approximately 1/3 to 1/2 of the total rate for 
collisions between OH(n3/2^=3/2-7/2) and Kfi. For higher 
values of the rotational quantum number, however, Sears et 
al.  [1989]  estimated a  10:1  propensity to preserve the 
A-doublet    identity    during    rotational    relaxation    of 
OD(D=0,N=37-40) in a 10:1 D2/03 mixture. The A-doublet 
energy level separation for those N values in OD is 13-14 
cm" , approximately equal to the separation for M=20 in OH. 
Figure   14  shows  that collisional scrambling will most 
effectively compete with radiative cascade for the lowest N* 
levels and at the lowest altitudes. 

As   discussed  previously   [Dodd  et  al.,   1993a],  the 
instrumental resolution is not quite adequate to resolve the 
quadruplet   structure   of   the   OR(v,N*)   pure   rotation 
transitions. Instead, the transitions are seen as triplets in the 
400-600 cm"1 region and doublets in the 750-1000 cm"1 

region. To determine four independent sublevel populations, 
it was assumed that sublevel ppulätion ratios are preserved 
as the OH population radiatively cascades, over all of the N 
levels  inferred  from  spectra  in  the  two pure  rotation 
passbands.   Pure rotation spectra from the two passbands 
could then be spectrally fit together to determine a set of 
spin   sublevel   populations,   in   effect   determining   four 
population values from a set of five intensities.    This 
procedure is partially justified by two observations discussed 
by Dodd et al. [1993a], i.e., that within each passband the 
spin sublevel intensity ratios are independent of N and that 
for a given value of N the effective temperature for the spin 
sublevel population distribution is vastly different from the 
kinetic temperature of the mesopause (200 K). 

Spectral  fits  to  determine  spin  sublevel  populations 
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Figure 14. Pure rotation radiative rates for OH(N—>N-l) as a function of N, for the u=0 manifold. Also 
shown are the model collision-induced rotational relaxation rates, calculated as the product of kR0T(bT) 
(equation (12)) and the total number density at 82-km and 96-km altitudes, respectively. Collisional 
relaxation dominates OB.(N) loss for low N, while radiative decay dominates the loss for high N. 

utilized the global fit method, developed earlier in an 
analysis of laboratory OH emission data [Dodd et al, 1991]. 
Using this method, numerous scans were fit simultaneously 
to a total of 5 + 10xn6 + 7xn5 parameters, where n6 and n5 

are the number of scans in the filter 6 and filter 5 regions, 
respectively, included in the fit. (Filter 7 data could not be 
used in the sublevel population determination due to the 
large ringing in unapodized spectra.) The five "global" 
parameters are the FWHM parameter w, the line shift 
parameter s, and three spin sublevel population ratios, all of 
which are taken to be constant over all of the scans. (The 
absolute scaling of the sublevel intensities is determined by 
the v multipliers.) The 10 "local" parameters for filter 6 are 
\IT and multipliers for the two H20 and seven OH 
vibrational level (u=0-6) basis functions. The seven 
parameters for filter 5 are 1/7" and multipliers for the two 
ozone hot band and four OH vibrational level (y=0-3) basis 
functions. Aside from w and s the local parameters are 
identical to those used in the scan-by-scan fits to the spectra, 
described above. Uncertainties in the spectral data were 
estimated from out-of-band noise levels and scaled as the 
inverse of the spectral response function. A simultaneous fit 
to spectra from both passbands yields model spectra in 
excellent agreement with the data [Dodd et al, 1993 a], 
despite the redundancy in the spin sublevel intensities (five) 
relative to the population multipliers (four). 

As a further check on the validity of the assumption 
concerning sublevel population preservation, pure rotation 
data were fit separately in five different tangent height bins, 
as shown in Figure 15.   For the three tangent height bins 

located at 90 km and above, the best fit populations do hot 
vary outside their respective (statistical) error bars. On the 
other hand, for the two tangent height bins below 90 km the 
A' populations change significantly. We interpret this result 
to indicate that the spin sublevel populations are affected by 
collisional scrambling in the lower tangent height bins. Thus 
all of the spectral data above 90 km were refit together, 
yielding the spin sublevel distribution 
n,(A') : n„(A") : I"I2(A') : n2(A") = 33 : 18 : 31 : 18 
reported previously [Dodd et al, 1993a]. The filter 6 and 
filter 5 spectral data were also fit separately for tangent 
heights above 90 km to determine spin sublevel population 
distributions, assuming only that the relative populations are 
constant within each separate range of N. For the flter 6 
region the distribution [II^A') + n2(A")] : I"I2(A') : n,(A") 
equals 52 : 29 : 19, while for the filter 5 region the 
distribution [n2(A') + n2(A')] : [fl^A") + n2(A")] equals 
64 : 36. 

The effects of L uncoupling could conceivably result in a 
significant difference between the A-doublet transition 
probabilities for a given upper state level OH(v,N,F). L 
uncoupling results from a small amount of mixing of the 
OH(A5Z+) wave function into the OH(X2ri) wave function. 
Holtzclaw et al. [1993], following Mies [1974], have 
estimated the perturbative effect of wave function mixing on 
the A coefficients of the OH vibration-rotation bands. They 
estimate the effect as of the order of <10% for OH(/V"<40) P- 
and Ä-branch transition dipole moments, with the magnitude 
of the perturbation scaling roughly as N. Transition dipole 
moments for pure rotation transitions, however, are governed 
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Figure 15. Best fit relative populations of the TI^A'), I"I2(A'), Tl^A"), and n2(A") spin sublevels. Best fit 
populations were determined by fitting pure rotation spectra from filters 5 and 6, grouped into five different 
tangent height bins. Typical 2a statistical error bars are shown for one tangent height bin. 

mainly by the large permanent dipole moment u(re) = 1.7 D. 
This value is at least an order of magnitude greater than the 
corresponding vibration-rotation transition moments. Thus 
the perturbation introduces uncertainty of the order of <1% 
in the OH pure rotation transition dipole moments (or <2% 
in the A coefficients) and is ignored in the present analysis. 

Origin of OH(ü^V) Populations 
As the next step in the analysis of the OH(u,A9 emissions, 

we consider possible chemical and physical sources of the 
OH(u^V), especially the novel highly rotationally excited 
element of the population. First, it is conceivable that the 
OH high-N levels are populated via radiative cascade from 
nascently produced vibration-rotation levels. A number of 
workers have measured the OH nascent vibrational 
distribution from H + 03 -» OH(u) + 02, in cells [Charters 
et al., 1971; Streit and Johnston, 1976; Klenerman and 
Smith, 1987] and in a molecular beam apparatus [Ohoyama 
et al., 1985]. As discussed by Dodd et al. [1991], these 
experimental measurements of the branching fractions %v 

suggest that the H + 03 reaction feeds OH(i>>6) exclusively. 
Assuming that to be the case, OH(v=6,M=24) is the highest 
nascent rotational level, given the reaction exothermicity of 
27,000 cm"1 (see Figure 10). The AW=0,±1 selection rule for 
dipole-allowed transitions places constraints on the levels 
accessible through radiative cascade. The highest N levels 
that can be produced via radiative cascade from the 
OH(6,24) state are N = 30, 29, and 28 for v = 0, 1, and 2, 
respectively. Nevertheless, significant emissions are 
observed in the spectral data for levels up to N=33 for i>=0-2. 

19 

The radiative feed mechanism cannot account for these 
emissions. 

Three further possible sources of the highly rotationally 
excited OH(v,N) have been mentioned [Smith et al., 1992]: 
first, excitation of thermal OH(u=0) by translationally excited 
oxygen atoms (Ofa?t); second, direct chemical production 
through the H+03 reaction; and third, collision-induced 
transfer of vibrational to rotational energy (VR transfer) from 
nascent QH high-u states. We consider the first mechanism, 
uppumping of OH(0) by ambient Ofast, unlikely.    The 
OH(i;^V*) radiance is observed to decrease by about a factor 
of 10 on progressing from nighttime to daytime conditions 
[Dodd et al,  1993a], commensurate with current model 
predictions for the diumal variation of the thermal OH 
concentration [Makhlouf et al, 1990].   On the other hand, 
the chemical  reactions  which give rise to Ofast in the 
mesopause region, such as 03 solar photodissociation, as 
well as dissociative recombination of NO+ and 02

t with 
electrons,  are  many  orders  of magnitude faster during 
daylight hours [Philbrick, 1985]. Thus assuming that the rate 
of thermalization of Ofast is independent of local time, the 
steady state Ofast concentration is predicted to be much 
higher during the daytime.  These estimates of the daytime 
concentrations   of  Ofast   and   OH   are  inconsistent  with 
OU(v,N*) production by Ofast pumping of thermal OH. 

Published studies of the H + 03 reaction do not rule out 
direct chemical production of high-AT OH. To our 
knowledge, all of these studies made use of overtone (Au>2) 
emission spectra for detection of the nascent OH(i>,A0 levels 
[Charters et al, 1971; Streit and Johnston, 1976; Ohoyama 
et al, 1985; Klenerman and Smith, 1987]. However, due to 
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relatively small Einstein A factors [Holtzclaw et ai, 1993], 
the OH overtones are insensitive to the presence of a small 
amount of population in high-TV levels. Moreover, two of the 
groups [Streit and Johnston, 1976; Ohoyama et ai, 1985] 
used Av>4 multiquantum transitions to probe the OH 
emissions, precluding detection of OH(i><4). Another group 
[Klenerman and Smith, 1987] does not state whether 
emissions from OH(u<6) were observed. Polanyi and Sloan 
[1975] have shown that the H + 03 reaction produces 
OH(i>=7-9) Fj and F2 spin sublevels in a statistical 
population ratio, i.e., N+l to N. This ratio is near unity for 
high N, consistent with the spin sublevel distribution derived 
for low v from the CIRRIS pure rotation spectra. 

The resonant VR energy transfer mechanism has much 
precedent in the literature.   The VR mechanism has been 
invoked to explain pure rotational lasing from highly excited 
rotational levels of OH [Smith and Robinson, 1978] and HF 
[Sirkin and Pimentel, 1981]. In their experiment, Sirkin and 
Pimentel [1981] observed particularly strong laser oscillation 
from the 7=14 rotational level of HF(u=0-3), which is nearly 
resonant  with  several  low-7 levels  of the  next higher 
vibrational level (see Figure 10; HF and OH have similar 
vibrational and rotational energy level spacings).    Lasing 
from 7 values as high as 31 in v=0 and 1 was also observed, 
suggesting multiquantum resonant VR transfer from low-7 
levels of i>=4-6. The kinetic model employed by Sirkin and 
Pimentel required substantial changes in the HF vibrational 
and rotational levels (At; as large as 5, A7 as large as 26) 
upon collision with buffer gas molecules.    More recent 
measurements of HF(u=l) relaxation by HF [Haugen et at, 
1984] have further substantiated the resonant VR transfer 
mechanism. Those researchers estimated that 20-40% of the 
molecules relax through the v=0, 7=10-14 set of levels, 
which are closely resonant with v=l, low 7.    Moreover, 
quasi-classical trajectory studies at higher energies (>0.2 eV) 
[Thompson, 1982a, b] demonstrated that collisional relaxation 
of OH(u,7) by Ar is governed by resonant VR transfer. 
While resonant VR energy transfer is known from laboratory 
experiments and from calculations, we know of no case 
where the mechanism has been shown to be operative in the 
Earth's atmosphere. 

Clearly, neither the direct chemical production mechanism 
nor the resonant VR transfer mechanism can be dismissed 
based on prior knowledge. Thus both mechanisms were 
investigated in detail using a first-principles kinetic code to 
predict OH(v,N) distributions as a function of tangent height. 
These studies are discussed below. 

Kinetic Model 

We have formulated an OH(v,N) state-specific kinetic 
model using the minimum number of OH formation and 
quenching pathways consistent with current understanding of 
mesopause conditions and pertinent OH reaction and energy 
transfer rate constants. Predictions made by any viable 
scheme must be consistent with observation, including the 
energies of the inferred OH(v,N*) (as high as 23,000 cm"1), 
the v and N distribution, and the tangent height dependence 
of the populations. We consider a detailed investigation into 
sublevel-dependent production and loss rates, as well as the 
collisional coupling of the four sublevel states, beyond the 
scope of the current model. In the following we discuss the 
elements of the model, which include the following in order: 

methods of computation and comparison with data, the 
hydroxyl quantum energy level description, the model 
atmosphere, OH chemical production and loss, pure rotation 
and vibration-rotation radiative decay, and collisional (i.e., 
nonreactive) deactivation. 

Line-of-sight Column Density Predictions 

OU(v,N) number densities were calculated by successively 
integrating the appropriate kinetic equations until negligible 
changes occurred in the calculated steady state number 
densities for all OH(o,A0. The Gear backward differentiation 
algorithm was used to integrate the coupled set of "stiff 
equations [Hindmarsh, 1980]. Stiff sets of equations occur 
for processes occurring under very different timescales. The 
equations were derived from the kinetic processes described 
in detail below. Number densities were calculated for 
altitudes between 78 km and 106 km, in 2-km bins; below 
and above these limits the OE(v,N) populations were 
negligible. 

Limb line-of-sight column densities from field experiments 
can often be inverted to yield altitude-dependent number 
densities for comparison with models. In this study we have 
instead chosen to model the hydroxyl column density data 
directly, generating forward predicting column densities from 
model number densities using  the following procedure. 
Calculated OH(v,N) number densities were multiplied by 
pathlengths determined from the shell size (2 km) and line of 
sight viewing angle, for each of several paths within the 
detector 2 vertical field of view (shown in Figure 16).  The 
derived column densities were then averaged over the field 
of view using the known sensitivity profile of the detector. 

Two main variations of the kinetic model, as described 
below, were used to generate a set of OH(v,N) column 
density predictions. Several elements of the model, including 
the altitude-dependent species concentrations and kinetic 
temperature, OH chemical production and loss rates, and 
OH(v,N) rotation-vibration and pure rotation radiative decay 
rates, were taken without adjustment from the literature. 
However, several kinetic parameters describing collisional 
relaxation   are  poorly   known  and   thus   were  varied  to 
determine their effects on column density predictions as well 
as the sensitivity of the predictions to their variation.   To 
facilitate comparisons between the model and the data for all 
OH(v,N) at each tangent height, the kinetic model was 
automated, such that the poorly determined parameters were 
allowed to vary freely. For a given set of model constraints 
the   best   fit   kinetic   parameters   were   determined   by 
minimizing %2, defined as 

log(D,. /M,) 

o,. ID. 
(v,N), (3) 

where D, and M{ are the data and model column densities, 
respectively, for OH vibration-rotation state i at a given 
tangent height, and the at are the corresponding 
uncertainties. The use of logarithms was required to 
correctly weight the data points, given the orders-of- 
magnitude dynamic range of the column densities. The o, 
are defined as 

JDATA,i -"MODEL » (4) 
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Figure 16. Relative response for the detector 2 field of view (FOV) in the vertical dimension, plotted 
against milliradian offset from the center of the FOV. The right-hand y axis shows the corresponding 
tangent heights, assuming that the FOV is centered at 90 km. The field stops are also indicated. The 
"diffuse cross-talk" response plateau results from nonnegligible signal from photons impinging outside the 
nominal FOV. This cross-talk is taken into account in the kinetic modeling of OH(v,N) column densities. 

where the oDATA4 are the uncertainties in the derived 
OH(u^V) column densities and crM0DEL is an estimate of the 
uncertainty in the model column density predictions. The 
quantity aMODEL results from uncertainty in the kinetic 
model input parameters, e.g., the altitude-dependent number 
densities and reaction rate constants, and is estimated to be 
30% of the corresponding OU(v,N) column density. This 
additional uncertainty is added independently of the value of 
°DATA,j- Typical values for oDATA|I- range from 5% of the 
column density Dt for low-N populations derived from the 
fundamental spectra (filters 1 and 2) to 50% of D, for high-// 
populations derived from the 400-600 cm'1 pure rotation 
band (filter 6). 

OH(ü^V) Energy Levels 

Our conventions concerning the labeling of ground 
electronic state hydroxyl energy levels are discussed in the 
Appendix. The manifold of OH vibration-rotation levels as 
a function of total energy is shown in Figure 10 [Coxon and 
Foster, 1982; Goldman etai, 1983]. In the figure, all of the 
levels with total energy less than the exothermicity of the 
reaction H + 03 -» OU(v,N) + 02, i.e., 27,000 cm"1, are 
shown. Thus all of the levels shown are energetically 
accessible by that reaction. For each OH(u,A0 energy level 
the energies of the four spin sublevels have been averaged. 
For simplicity, in the kinetic model the sublevels have also 
been consolidated into a single effective state for each v,N 
combination, with the mean energy and degeneracy (2N + 1) 
of the four sublevels. 

Model Atmosphere 

Altitude-dependent   kinetic   temperatures   and   number 
densities for N2,  02, O, and H were generated using 
MSISE-90 [Hedin, 1991], using the appropriate calendar 
date, local midnight, and a latitude of 40° S.   The chosen 
latitude and local time were assumed to adequately represent 
the ranges of the latitudes and solar zenith angles in the data 
set.   As seen in Figure 1, most of the data were obtained 
between -30° and -50° latitude.   Nighttime data were used 
with solar zenith angles between 110° and 160° (Figure 2). 

The MSISE-90 atmosphere model does not include 03 

number densities. Thus an ozone number density profile was 
generated from the MSISE-90 kinetic temperature and N2, 
02, O, and H profiles, assuming that the nighttime 03 

production and destruction mechanisms are given by O + 02 

+ M -» 03 + M and H + 03 -» OH + 02, respectively, for 
altitudes near the OH airglow layer. Temperature-dependent 
rate constants for the two processes were taken from DeMore 
et cd.  [1990].    The resultant 03 profile, along with the 
temperature   and   species   profiles   taken   directly   from 
MSISE-90, is shown in Figure 17. 

OH Chemical Production and Loss 

The sole production term for hydroxyl was taken to be 

H + 03   -   OH(u<;9) + O,, (5) 

with     the     nascent     vibrational     distribution 
v=9 : u=8 : v=l : v=6  equal  to   1 : 0.55 : 0.35 : 0.17,  as 

21 



3576 DODD ET AL.:  ANALYSIS OF HYDROXYL AIRGLOW EMISSIONS 

TEMPERATURE (K) 

200        210        220 190 230 
110 

Temp. 

Q 
D 
H 
i—( 

100 

90 

80 -L-JULLIUJ L_L 

•.*N, 

uuii i i mini i i mi- 

NUMBER DENSITY (cm  ) 

Figure 17. Kinetic temperature and species altitude profiles used in the kinetic model. Altitude profiles 
for N2, 02, O, H, and temperature were taken from the MSISE-90 atmosphere model [Hedin, 1991]; the 
O3 profile was determined from the other profiles, as explained in the text. Assumed conditions: April 30, 
midnight local time, 40° S latitude. 

measured recently by Klenerman and Smith [1987]. The 
overall rate constant for reaction (5) was assumed to have the 
temperature dependence [DeMore et ai, 1990] given by 

k5 = 1.4x10 10 
470 

r(K) 3   -1 cm s (6) 

The N distribution for the nascent product of H + 03 was 
parameterized through the use of a Boltzmann distribution, 
with the ^-dependent effective temperatures equal to 760 K, 
1230 K, and 1940 K for v=9, 8, and 7, respectively 
[Llewellyn and Long, 1978]. The effective temperature for 
v=6 was taken to be equal to 2600 K by extrapolation. 
Another reaction, 

O + H02   - OH(u<;6) + O. 2> 

has been discussed as a possible source of chemiluminescent 
OH(u) at the mesopause [Kaye, 1988; Sivjee and Hamwey, 
1987; McDade and Llewellyn, 1987]. However, it has not 
been established that reaction (7) plays a significant role in 
the nighttime airglow. Lack of knowledge concerning the 
radiational and collisional quenching of nascently formed 
OH(u) has hindered resolution of this question. 
Nevertheless, reasonable choices can be made for the 
quenching rates which obviate the need for a secondary 
source of OH(u) via reaction (7) [McDade and Llewellyn, 
1987].   In addition, about half of the observed OH high-N 

lines arise from molecules containing more internal energy 
than is available to the products of reaction (7). Because of 
these considerations we exclude reaction (7) from the source 
term. 

Chemical destruction of OH was assumed to be dominated 
by reaction with O atoms, namely 

OH + O   -   H + O-, (8) 

with the temperature-dependent rate constant [DeMore et al 
1990] given by 

120 

k, = 2.2x10"" er(K> em's"1. (9) 

The model O atom densities in the 80 to 110-km range, 
(7) when multiplied by the rate constant ks, yield an OH 

chemical destruction rate of the order of 10 s"1. This rate 
limits the lifetimes of the longest-lived OU(v,N) levels, i.e., 
the low-N and low-u states, particularly the low-N levels of 
OH(t>=0). The calculated steady state populations of the 
low-N levels of OH(u=0) are inversely proportional to the O 
+ OH reaction rate. Spencer and Glass [1977] measured a 
factor of 2 to 3 rate enhancement for the reaction of 
OH(i>=l) with O atoms over that for OH(i>=0), the O + 
OH(u=l) reaction occurring on every second collision. Thus 
the reaction rate of O atoms with OH(t;>l) was increased by 
a factor of 2.5 over the OH(L>=0) reaction rate. This 
modification   has   only   a   minor   effect   on   the   low-// 
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Figure 18. Einstein A coefficients for OH(u=l-3,AT) fundamental and pure rotation transitions [Holtzclaw 
et al. 1993], where v and N refer to the upper state. The fundamental A coefficients have been summed 
over the P, Q, and R branches. Both sets of A coefficients refer to the Ft manifold; the F2 A coefficients 
are similar. 

populations for the low-u levels and a negligible effect on 
the other levels. 

Radiative Cascade 

Pure rotation. OH pure rotation radiative decay has been 
incorporated using the Einstein coefficients calculated 
independently by Holtzclaw etal. [1993] and Goorvitch et at. 
[1992]. Both of these groups used the OH dipole moment 
function p(r) determined by Nelson et al [1990] and 
calculated transition probabilities which agree to within 1% 
for all vJJ. For large values of N the pure rotation rates 
equal several hundred per second and represent the single 
largest loss term for the atmospheric OH(v,N*). 

Vibration-rotation.   OH vibration-rotation cascade has 
been included using the values for u=l-9, Au=l-5, N=l-15 
determined by Nelson et al. [1990] and extended to higher N 
levels by Holtzclaw et al. [1993].   The Holtzclaw et al. 
calculation used the dipole moment function \i(r) and the 
nonrotating molecule potential VRKR from Nelson et al. and 
assumed a case b rotational kinetic energy term.     As 
discussed in the Appendix, the case b approximation is 
certainly valid for N values as large as 15. Holtzclaw et al. 
point out that the major uncertainty in the vibration-rotation 
transition probabilities results from ignoring mixing of the 
OH(/4 IT) wave function into the OH(X2n) wave function, 
as   discussed   above   for   the   OH   A-doublet   analysis. 
Uncertainties were estimated as ± 15% in the P and R 
branches for N=30, scaling roughly as N. Uncertainties were 
estimated to be far larger in the Q branches; however, the Q 
branches are very weak for large N and thus a negligible loss 
term for the atmospheric OH(v,N*). 
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As mentioned above, the fundamental band emission rates 
can be significant relative to the high-JV pure rotation 
emission rates, while the overtone (Au>2) rates are less 
important. Figure 18 shows the u=l-3 fundamental band 
emission rates, summed over the P, Q, and R branches, 
together with the pure rotation emission rates. The 
substantial radiative rates in the fundamental bands have 
been taken into account in the kinetic model. 

Collisional Relaxation 

Rotational relaxation. Rotational relaxation rates were 
derived by modeling the air broadening of absorption line 
widths in terms of the lifetimes of the rotational states 
involved in the transition. Because air-broadening data for 
OH are scarce, the HF molecule was used as a model. HF 
and OH have similar dipole moments (1.8 D for HF versus 
1.7 D for OH) and rotational constants B0 (21 cm"1 for HF 
versus 19 cm"1 for OH) and may well have similar line- 
broadening properties. Khayar and Bonamy [1982] have 
compared measured Ar-broadened HF pure rotation line 
widths to values calculated for Ar broadening of OH line 
widths and found that the broadening is about 50% larger in 
the case of OH; this result is taken into account below. 

Rates were calculated by fitting HF(l-O) vibrational 
fundamental air-broadening coefficients, measured at 202 K 
[Pine and Looney, 1987], to the following formula: 

Y = Mil [*(#.) + k(Nf)], 
2TZC J 

(10) 

where y is the broadening coefficient of the absorption line 
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half width at half-maximum intensity, in units of cm"1 atm"1, 
L(T) is Loschmidt's number, and k(N() and k(Nß are rate 
constants summed over all of the collision-induced loss 
mechanisms for the initial and final rovibrational levels, 
respectively, connected by the infrared transition. 

The collision-induced loss terms were taken to be 

with a and b determined through a least squares fit to the 
values *„=,.6(02), determined by Dodd et al. [1991]. The 
rate constants thus generated range from 1.0 x 10"13 cm3 s"1 

for u=l to 1.5 x 10"11 cm3 s"1 for v=9. The extrapolated rate 

*(*) =*coix +
*ROTW> <n> 

where kC0LL is a constant collisional dephasing term, and 

P|A£| 

N'*N 

(12) 

is the rate constant for collision-induced rotational energy 
transfer. The sum is over all rotational states TV not equal to 
the initial state value TV, and AE is ise energy difference 
between the initial and final states. 1;.*, "exponential-gap" 
dependence for rotational energy transfer rates was first used 
by Polanyi and Woodall [1972] to model HF rotational 
relaxation. The 2T/+1 degeneracy factor takes into account 
microscopic reversibility [Brunner and Pritchard, 1982]. 
The dephasing rate constant kcohL, a, and ß are adjustable 
parameters in the fit. 

The fit reproduced the values y for air broadening of the 
HF(l-O) P(l)-P(9) and /?(0)-/?(8) lines to within the 
estimated experimental uncertainty. Using the best fit values 
for a (6.6 x 10"10 cm3 s"1) and ß (1.7), the quantities 
^ROTW 

were determined for HF(u=0), then adjusted upward 
by 50% in accord with the calculation of Khayar and 
Bonamy [1982]. Rate constants kKCn(N), assumed to be 
independent of OH v level, were then fixed in the subsequent 
least squares fits to the OH(v,N) populations. Rates for 
collisional transfer out of a specific N level, plotted in Figure 
14, were calculated as the product of kRCfT(N) and the total 
number density at 82-km and 96-km altitudes. As seen in 
Figure 14, rotation level-changing collisions limit the 
OH(u,TV) lifetimes for low N, while spontaneous emission 
limits the lifetimes for high TV, the crossover occurring in the 
range TV=10-20. 

Very recently, Schiffman and Nesbitt [1993] measured 
OH(y=l<—0) room-temperature air-broadening coefficients, 
for TV"=l-4. For a given value of TV the OH broadening 
coefficients are about 2 times larger than HF coefficients 
measured at 295 K [Pine and Looney, 1987]. Scaling the 
kROT(N) values upward to agree with the OH air-broadening 
measurements does not qualitatively change the results of the 
kinetic modeling. Indeed, the model uncertainty introduced 
by extrapolating either data set to much higher values of TV 
is a more serious concern than the absolute scaling. 

Vibrational relaxation. Two separate models for the 
OH(v,N) vibrational relaxation were considered, one which 
takes the high-TV levels to be the product of vibration-to- 
rotation energy transfer from energy resonant states in higher 
v levels ("VR" model) and one which takes the high-TV states 
to be nascent products of the H + 03 —> OH + 02 reaction 
("chemical production," or "CP" model). 

VR model: This model incorporates collisional quenching 
of OH(v,N) by 02 with rate constants ku given by 

In k   =   av + b, (13) 

constant kv=9(02) is equal to a value recently measured by 
Chalamala and Copeland [1993], i.e., (1.7+1.1) x 10"n 

cm s" , within the uncertainty in the measurement. 
Multiquantum quenching is incorporated into the model using 
a parameterization similar to that introduced previously 
[Dodd et al., 1991], in which the probability of a downward 
transition v~>v, is taken to be proportional to l/(vrvß"'v, 
with an adjustable multiquantum parameter n. A value n=9 
denotes collisional relaxation of v=9 to produce a flat 
distribution of final states iy=0-8, with increasing single 
quantum character as vt decreases. Larger values of n (e.g., 
>12) denote single quantum relaxation for all v levels. We 
find that the %2 value is not sensitive to the chosen value of 
n, for H>9; for n<9, %2 worsens appreciably. Thus we have 
assumed single quantum relaxation of OH(i>) by 02, 
consistent with the findings of laboratory measurements of 
the vibrational relaxation of OU(v) by 02 [Dodd et al, 
1991]. 

Vibrational relaxation of OH(n) by N2 is known to be 
much slower than relaxation by 02. For v=2 the relaxation 
rate constant *„(N2) is at least 26 times smaller than £„(02) 
[Rensberger et al, 1989]; for v=9, ^(Nj) was found in one 
study to be at least 20 times smaller than Jfc^O^) [Finlayson- 
Pitts and Kleindienst, 1981] and in another to be at least 34 
times smaller [Chalamala and Copeland, 1993]. Thus 
despite the fourfold greater abundance of N2 versus 02 in the 
mesopause region, relaxation of OH(ü=l-9) by N2 is at most 
one-fifth the rate for 02-mediated relaxation. In addition, the 
mechanism of relaxation of OH(t;) by N2 has not been 
studied in any detail, at least partly due to the small values 
for kv(N2). Thus N2-mediated relaxation is ignored in the 
present model. 

Under the VR model, the assumption is made that the 
reaction between H atoms and 03 produces OH(&=6-9) only. 
For each initial level i in vibrational manifold v, a set of v-1 
final levels / most closely coincident in total energy to Ei 

was identified, with the proviso that Ef < Et+ 140 cm"1 (i.e.,' 
kBT at 200 K). The collision-induced resonant VR transfer 
mechanism was assumed to connect the initial state with 
these final states only. The VR transfer process corresponds 
to a right-to-left horizontal transition of OH(u,TV) in Figure 
10, conserving the total energy of the hydroxyl molecule. 

Trial models were generated using various species, such 
as N2, 02, and O, to induce resonant VR transfer in 
OH(u,/V). In the model atmosphere the major atmospheric 
constituents N2 and 02 decrease in density by 2 orders of 
magnitude between 80 and 110-km altitude, while the 
O-atom density rises an order of magnitude between 80 and 
95 km, then remains approximately constant (Figure 17). 
We find that the OU(v,N*) column density predictions based 
on N2/02-induced VR transfer are wholly inconsistent with 
the data, predicting far too much OH(v,N*) at the lower 
tangent heights and far too little OH(v,N*) at the higher 
tangent heights. On the other hand, O-atom-induced transfer 
is much more consistent with the data. The less prevalent 
species (e.g., 03, H) would require a physically unreasonable 
collision cross section in order to effect the necessary 
transfer. 
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Transfer of multiple vibrational quanta for O-atom 
quenching is provided through an expression similar to that 
presented above for 02 quenching. In this case, the 
probability of a downward transition vt—»u, is taken to be 
l/(vrvß", for which n=0 denotes a flat distribution of final 
Vf levels, and increasing positive values of n denote 
increasing single-quantum character. In addition, a second 
parameter C was introduced as a constant multiplier (units of 
cm s"1) for the v,N level-independent rate constant 
governing O-atom induced collisional energy transfer. The 
parameters n and C were allowed to vary in the fit to the 
OWy,N) column density data. The best fit value n is equal 
to 0, corresponding to a flat final state ty distribution. The 
best fit value C equals 4 x 10"u cm3 s"1, which corresponds 
to the measured rate of the O + OH -» 02 + H reaction at 
200 K. Thus the dominant product channel for O + OH 
collisions may involve bond-breaking for low-u OH but 
energy transfer for high-u OH. 

A complicating issue in the case of O + OH collisions 
involves possible formation of an intermediate H02 complex. 
H02 is bound by 3.1 eV with respect to the separated O + 
OH reactants [Varandas and Marques, 1992] and thus could 
be sufficiently long lived as to lose all memory of reactant 
quantum state. According to unimolecular reaction rate 
theory, such a complex would be predicted to decompose 
into O + OH and H + 02 fragments, with a statistical product 
state distribution governed by quantum state densities at the 
total energy of the complex. This prediction is inconsistent 
with the much more restrictive VR model product state 
prediction. On the other hand, the reaction O^D) + H2 -> 
OH(u,A0 + H also proceeds through a stable intermediate but 
gives rise to a highly nonstatistical distribution of rotationally 
excited OH(u=0-4) [Sloan, 1988].   Studies of the reaction 

dynamics on the fyO^A') potential energy surface have 
shown that production of high-N OH is enhanced through a 
long-range H-ÖH product transition state and a large exit 
impact parameter [Rynefors et al, 1985]. Thus it is possible 
that unanticipated dynamics control the outcome of inelastic 
collisions between OH and 0(3P). 

The left-hand side of Figure 12 shows the prediction made 
by the VR model for the OH(v,N) column densities for two 
different tangent heights. The cusps, or local maxima, 
observed in the populations for certain values of N result 
from energy resonances of the cusp level with the low-N 
levels of a higher vibrational state (see Figure 10). The VR 
model dictates that resonant VR transfer from the closely 
spaced low-JV levels into a given vibrational manifold 
populates a unique N level, producing a surplus of population 
in that level. The cusps could be evened out by relaxing the 
uniqueness condition of the resonant VR transfer mechanism. 
Even in the present model, the cusps are largely smoothed by 
the high rate of pure rotation radiative cascade, especially for 
the low-u, high-AT states. 

CP model: The CP model incorporates collisional 
quenching of OH(v) by 02 in a manner identical to the VR 
model. However, feed into the high-// levels occurs not 
through resonant VR transfer but instead through direct 
chemical production via the H + 03 reaction. In the CP 
model, the OH(p=6-9) nascent distribution given by 
Klenerman and Smith [1987] is amended to include low-u 
levels. The rotational level dependence of the model 
OH(u=0-5) chemical production rates can not be determined 
independently from the pure rotation data. Thus we have 
parameterized the feed rates according to a probability P(N) 
assuming a statistical distribution of nascent TV levels, namely 
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Figure 19. Product OH vibrational level branching fraction for H + 03 -> OH(u) + 02. Points marked by 
triangles are taken from Klenerman and Smith [1987]; points marked by circles represent additional 
population of the low-o levels required by the CP model.  See text for discussion. 

25 



3580 DODD ET AL.:  ANALYSIS OF HYDROXYL AIRGLOW EMISSIONS 

P(N) = (2TV+1) /£—^g—^ 
ROT' 

where ET0T, £VIB, ER0T are the total, vibrational and 
rotational energies, respectively, and £j.0T is equal to the 
27,000 cm"1 exothermicity of the H + 03 reaction. The 
2N+1 term gives the rotational degeneracy of product 
OH(L>,TV), while the square root term is proportional to the 
product translational partition function. Clearly we have not 
proved that the statistical model is correct in this case; 
instead, we will show that a simple model can be used to 
reproduce the data. For the CP model, the only parameters 
adjusted in the fit to the OH(u,TV) column densities are the 
fractions %{v) denoting the relative feed rates into the lower 
v levels. The amount of feed into the lower v levels 
required in order to match the data is indicated in Figure 19. 
It is seen that the level of feed into v-0 determined by the 
CP model is about 10% of that for v-9, with smaller 
percentages required for u=l-5. 

The OK(v,N) population distribution predicted by the CP 
model is shown on the right-hand side of Figure 12; it is 
seen to be similar to the VR model prediction. The CP 
model does not predict the cusps for certain values of TV both 
because it has no resonant transfer mechanism and because 
it uses a smooth function for the TV dependence of the 
chemical feed. 

Discussion 

Hydroxyl Vibrational-Rotational Distributions 

As seen from Figure 12, both the VR and the CP models 
predict an inversion in the rotational level populations in the 
range TV=8-13, even after dividing by the degeneracies 2N+1. 
This inversion is strongest for the lowest v levels and 
gradually diminishes with increasing v. A bimodal form for 
the rotational distribution is a well-known outcome of the 
exponential-gap form  for the  rotational  relaxation  rates 
[Polanyi and Woodall, 1972].   Under the exponential-gap 
model, high-TV levels are relaxed very slowly, while mid-TV 
levels   are  depleted  more  quickly  but  are   only   slowly 
populated from above.   Typically, a population minimum 
occurs, with the value of TV at the minimum determined by 
the steepness of the exponential decay in the rates.   If the 
OH rotational relaxation rates are made a weaker function of 
TV, the magnitude of the population inversions seen in Figure 
12 is reduced.   At the same time, the predictions made for 
low-TV and high-TV populations are little affected by variation 
of the exponential-gap parameter ß (equation (12)). For any 
reasonable value of ß, the closely spaced low-TV levels are 
always strongly coupled through TV-changing collisions, while 
production   and  loss   of the  high-TV  levels   are   always 
dominated by pure rotation emission.  Thus a best fit value 
for ß cannot be determined unequivocally in the absence of 
population data for N-5-12. 

Both models are consistent with the pure rotation radiative 
cascade dominating the feed and loss for the high-TV levels. 
This was ascertained by computing the flux of OH molecules 
(units of cm"3 s"1) into each TV level of v=0, at an altitude of 
90 km. The flux was calculated for each of five 
mechanisms: pure rotation radiative cascade, vibration- 
rotation radiative cascade, collision-induced rotational energy 
transfer, collision-induced vibrational energy transfer, and 
resonant VR transfer (VR model only) or feed from H + 03 

(14) (CP model only). For both models the flux due to pure 
rotation cascade is found to dominate over the other 
mechanisms by an order of magnitude in the range TV= 18-35. 
Pure rotation radiative cascade remains the most important 
feed mechanism for TV values as low as 15. 

Very recently, Pendieton et al. [1993] reported more 
detailed OH(u,TV) distributions obtained through ground-based 
FWI observations of Ai>=2 and 3 Meinel band emissions. In 
particular, P-branch emissions for v'=3, 6, and 7, and 
TV=1-12 were analyzed in detail. For those values of TV the 
inferred rotational state populations decrease monotonically 
with increasing TV, as opposed to the distinct population 
minimum predicted by the VR and CP models. The inferred 
populations for OH(u,TV=l-12) may be useful in 
discriminating between the exponential-gap and alternative 
models [Brunner and Pritchard, 1982] of OH^-WV^) 
collision-induced rotational relaxation. Pendieton et al. 
[1993] derive the population ratios (t>=3,TV=l):(u=3,TV=9) = 
60, (6,1):(6,11) = 50, and (7,1):(7,12) = 35, indicating a 
greater degree of rotational excitation (relative to TV=1) for 
the higher v levels. These ratios are consistent with the 
CIRRIS limb column densities, taken near the OH Av=l 
peak emission altitude (e.g, the 82-km populations shown in 
Figure 12). This consistency provides a valuable check on 
the methods and resulting populations obtained from both 
experiments. Further analysis taking the ground-based 
observations into account is in progress. 

OH(u,TV) Model Altitude Distributions 

The VR and CP kinetic models predict similar altitude 
distributions. Figure 20 shows CP model number densities 
for the thermal and rotationally excited components. For the 
purposes of the figure, the thermal and rotationally excited 
distributions were generated by summing the rotational level 
populations over TV=l-7 and TV>1 Irrespectively. For the 
excited distributions, TV levels are included up to 27,000 cm"1 

total energy (Figure 10). Altitude distributions are shown for 
thermal OH(0-9), and for rotationally excited OH(0-6). 
Figure 20 shows that for the thermal component the u=l 
number densities peak at about 87 km, while those for v-9 
peak at about 89 km. McDade [1991] has summarized the 
available data concerning the altitude distribution of the 
various OH(y) levels. OH Meinel band emissions have been 
observed using rocket-bome broadband radiometers and have 
also been extensively modeled. Both the data and the 
models suggest that the peak OH(u) number densities should 
occur at higher altitudes for higher v levels. The model 
calculations of McDade [1991] show that the altitude spread 
in the peak OH(i>=l-9) number densities should not exceed 
1-2 km, consistent with the present results. 

The rotationally excited distribution peaks 0-2 km higher 
in altitude than the thermal component, depending on the v 
level. The rotationally excited component also displays less 
dependence of the peak altitude on v, with all levels peaking 
at about 89 km. To our knowledge, no other models of the 
altitude distributions of the only recently discovered [Smith 
et al., 1992] OH high-TV populations have been reported. 

Sources of Angular Momentum 

The OH levels observed in the pure rotation spectra 
contain a substantial amount of angular momentum, the 
origin of which must be rationalized under any viable 
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Figure 20. OH(u) number density predictions from the GP kinetic model for the thermal and rotationally 
excited components. The thermalized populations have been summed over N=l-7, while the excited 
populations have been summed over all A*>11, consistent with total energy less than 27,000 cm"1. In both 
cases the populations have been summed over the four spin sublevels. OH(vJN) model number densities 
are differentiated by line type according to the vibrational level. Vibrational levels v=2, 4, 6, and 8 have 
been omitted for clarity. 

mechanistic model. In the case of the VR model, a large 
amount of angular momentum transfer necessarily occurs 
during O-OH collisions. For instance, a large proportion of 
the IOW-D, high-// population results from direct transfer from 
v=9, N=l-7, since v=9 is the most highly populated nascent 
vibrational state of the H + 03 reaction. Thus transfer from 
v=9 to the low-u levels requires typical .AN values of 30. 
The angular momentum imparted to the highly rotationally 
excited OH molecule must arise chiefly from the orbital 
angular momentum of the OH + O constituents, in either the 
reactant or the product channels [Mikulecky and Geriete, 
1992]. The orbital angular momentum Lh=iwb, where \i is 
the reduced mass of the system, v is the relative velocity, 
and b is the impact parameter. To impart maximum angular 
momentum to the product OH, the reactant and product L 
vectors are assumed to be antiparallel, such that the vector 
equation 

AN   = LpRODUCTS ~ ^REACTANTS 

ti(vxb„ - vxbR) 
(15) 

holds. Setting the average relative velocity equal to 720 
m s' at 200 K, the average impact parameter can be 
estimated assuming a hard-sphere potential, namely 

N 
k 

ID 
(16) 

where the rate constant k is taken to be 4 x 10"11 cm3 s"1, the 
value obtained by the kinetic fit to the population data. The 
parameter b is calculated to be 1.3 Ä, i.e., slightly larger than 
the OH bond length of 1.0 Ä. Using these values for v and 
b along with u = 8.2 amu, AN<24 is calculated, roughly 
consistent with the AN value required for the VR model. 

For the CP model, the OH angular momentum must arise 
in the course of the H + 03 reaction, the dynamics of which 
have been studied theoretically [Chen et al., 1981; Dupuis et 
al., 1986]. Two low-energy pathways for the reaction have 
been identified, one involving colinear approach of the H 
atom along an 0-0 bond and a planar transition state and the 
other involving perpendicular approach of the H atom, 
directed at one of the terminal O atoms. Chen et al. [1981] 
point out that for the planar transition state, violent 
oscillation in the incipient OH bond would likely transfer 
momentum into (counterpropagating) rotation of the OH and 
02 products. This momentum transfer would be less likely 
in the case of perpendicular approach of the H atom. If at 
least a portion of the reactive trajectories proceed via a 
coplanar transition state, this mechanism could serve to 
populate the OH high-// states. The counterrotating 02 

molecule   would   help   provide   conservation   of angular 
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momentum. The small rotation constant of 02 (ß0 = 1.4 
cm' ) allows the production of high-/ levels with only 
modest investments of energy. For instance, production of 
02(/=25) requires only 940 cm"1 of energy, which is about 
the rotational level spacing in high-// OH. 

A-Doublet Distribution 

As discussed above, the A-doublet ratio U(A')IY\{A") =1.8 
± 0.3  was  determined from the pure rotation emission 
intensities for the range #=13-33 [Dodd et al, 1993a].  For 
high N the  O-atom pTi-oibital  containing the unpaired 
electron is in the plane of rotation in the Tl(A') case and 
perpendicular to the plane of rotation in the n(A") case 
[Alexander et al, 1988]. Preference for the Tl(A') component 
has been observed in chemical reactions that form OH, such 
as H + 02 [Kleinermanns and Wolfrum, 1984], 0('D) + H2 

[Mikulecky and Gericke, 1992], and 0(lD) + H20 [King et 
al, 1992], and from inelastic collisions of OH with H2 

[Andresen   et  al,   1984a].      Preference   for   the   n(A") 
component has been observed in the photodissociation of 
H20 [Andresen etal, 1984b]. To our knowledge, published 
accounts   do   not   address   the   nascent   OH   A-doublet 
population  distribution  in  the  H  +  03  reaction.     The 
populations could be probed experimentally, for instance 
through LIF detection on the OH A-X transition [Sloan, 
1988]. 

It was mentioned above that a planar H-03 transition state 
could favor formation  of high-N OH.     A planar H-03 

transition state could also favor production of the Yl(A') 
A doublet, according to arguments made in the literature for 
similar reactions [Andresen and Rothe, 1985].   For planar 
H-03 the incipient OH pU orbital containing the unpaired 
electron is oriented in the plane of the complex.    If the 
torques responsible for rotational excitation of the product 
OH also lie in the plane, preferential population of the Tl(A") 
A doublet occurs. It is possible, then, that the two separate 
channels of the H + 03 reaction suggested by Kaye [1988] 
preferentially   populate   high-u    OH   and    high-N   OH, 
respectively.    Clearly, the H + 03 reaction bears further 
study. 

Finally, two groups have attempted to calculate a "prior" 
expectation for the population ratio U{A')IU{A") in high-/V 
levels of OH resulting from a chemical reaction. These 
models assume no dynamical constraints to the motions of 
the nuclei in the transition state for the reaction H + OX -» 
HO + X. Bronikowski and Zare [1990], using a very simple 
geometrical argument, predict U{A')IIl(A")=2. Hanazaki 
[1993], on the other hand, argues that the former study 
contains flaws and predicts n(A')/TI(A")=l for an 
unconstrained H + OX reaction. No attempts are made here 
to interpret the observed A-doublet ratio in terms of a prior 
expectation, pending the outcome of this disagreement. 

Implications for Energy Budget 

Population of the OH high-N levels, by any mechanism, 
could have a significant effect on models of the energy 
budget of the mesopause [Mlynczak and Solomon, 1993]. 
OH{v,N*) levels will radiate much of their initial energy 
back out into space. Thus they provide an additional cooling 
mechanism for the mesopause region, the magnitude of the 
effect depending on the flux through those levels. The 
measured nascent product distribution for i>=6-9 [Klenerman 
and Smith, 1987] accounts for roughly 90% of the available 

exothermicity of the H + 03 reaction. The remaining 10% 
feeds into the kinetic energy of the fragments and rotation of 
the 02 molecule, thus heating the atmosphere. If the CP 
mechanism is correct, models of the nascent product 
distribution for the H + 03 reaction would have to be 
revised, possibly resulting in a significant difference in 
estimates for the amount of residual energy feeding into 
those degrees of freedom. This difference would also have 
to be taken into account in a calculation of the effects of 
chemical production of OU(v,N*) on atmospheric heating. 

Summary 

A large number of OH(v,N) pure rotation and vibration- 
rotation earthlimb spectra have been obtained through the 
ORRIS 1A space shuttle experiment. These spectra have 
been analyzed to yield OU(v,N) column densities in the 
Earth's airglow region between 20 and 110 km. Partially 
resolved pure rotation emission from OH levels with up to 
2.3 eV of rotational energy has been observed, as well as 
fundamental emission from OH(u=l-9). The pure rotation 
emission has been analyzed to determine the relative spin 
sublevel populations, indicating equal amounts of the spin- 
rotation states but an approximately 2:1 Tl(A')fYl(A") ratio in 
the A components. 

A first-principles kinetic model has been developed to 
predict OHO.A9 altitude-dependent number densities, which 
are convolved with the detector field of view for direct 
comparison with the data. The model incorporates laboratory 
values for the OU(v=6-9,N) relative branching fractions from 
the H + 03 reaction.   Two adaptations of the model have 
been shown to be consistent with all aspects of the OH(v,N) 
column density data set.   The first adaptation is a resonant 
VR energy transfer mechanism, under which vibrational 
energy in nascently produced OH(L>=6-9) is exchanged for 
rotational  energy   in  product  OH(low  v,  high  N)  upon 
inelastic collisions with O atoms.   In the second adaptation 
the   observed   high-TV  levels   are   taken   to   be   nascent, 
chemiluminescent product states of the H + 03 reaction. 
Neither    mechanism    can    be    discounted    based    on 
considerations of angular momentum, nor on the basis of the 
observed A-doublet population ratio.   The identification of 
the correct mechanism would provide great insight into the 
dynamics of highly rotationally excited hydroxyl in the upper 
atmosphere and better quantify the effects on energy budget 
models of the mesopause. 

Appendix:  Angular Momentum Coupling 
in OH(X2U) 

For small values of the molecular rotation the OH wave 
functions are well approximated assuming Hund's case a 
angular momentum coupling. For case a, both the electron 
orbital angular momentum vector L and the electron spin 
vector S are strongly coupled to the internuclear axis. This 
coupling results in the two "spin-orbit" manifolds Fi (Q=3/2) 
and F2 (Q=l/2). The quantum number /, representing the 
total angular momentum, is used to label the rotational 
levels. 

With increasing rotation, S rapidly uncouples from the 
internuclear axis and couples instead to the end-over-end 
rotation vector R, a situation described by Hund's case b. 
The resultant "spin-rotation" wave functions, also labeled F, 
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and F2, can be described as linear combinations of the case 
a spin-orbit wave functions [Zare, 1988]. The rotational 
quantum levels are labeled by N, which is the total angular 
momentum apart from electron spin. A labeling scheme for 
OH rotational levels independent of the angular momentum 
coupling case uses the formal correspondence N= J- 111 for 
the Ft manifold and N = J+ 1/2 for the F2 manifold. Thus 
the positive integer values N are used to label rotational 
states for both case a and case b, with AM the lowest energy 
level for both F1 and F2 manifolds. For convenience we 
have adopted this convention. 

For nonzero values of the rotational angular momentum 
the electronic orbital angular momentum L is slightly 
uncoupled from the internuclear axis, removing a further 
degeneracy and resulting in "A doubling."    The e and / 
A-doublet states have opposite total electronic-rotational 
parity and can be used to label the OH levels regardless of 
coupling case. In the case b (high AO limit for 2Tl diatomic 
molecules such as OH, the parity states have a definite 
physical interpretation:  le and 2/levels are symmetric with 
respect to reflection of the electronic coordinates in the plane 
of rotation (T1(A') symmetry) and 2e and 1/ levels are 
antisymmetric (TI(A")) [Alexander et al., 1988; Zare, 1988]. 
Like the N labeling, the TKA^/IliA") nomenclature can be 
used to formally label the A-doublet states for both coupling 
cases, even though it has a strict symmetry interpretation 
only in the case b limit.  The relative population of the two 
A components provides a clue as to the dynamics involved 
in OH formation (see Discussion section). 
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Photochemical-dynamical modeling of the measured response of 
airglow to gravity waves 
1. Basic model for OH airglow 

U.B. Makhlouf,1 R.H. Picard, and J.R. Winick 
Phillips Laboratory, Geophysics Directorate, Hanscom Air Force Base, Massachusetts 

Abstract A photochemicaj-dynamical model for the OH Meinel airglow is developed and used 

tZZ thf ^T m °H emiSSi°i1 dUC t0 atmosPhe™ g«vity waves propagating through 
the mesosphere. The linear response of the OH Meinel emission to gravity wave perturbations 

SS^S? aSSTn^eallstlc Photochemistry and gravity wave dynamics satisfying Hines 
(1960) isothermal windless model. The current model differs from prior models in that it con- 

£ th? SS!?00' "t/™fIeXdted hy?°Xyl P°Pulations fOH(v)] instead of fluctuations 
in the production rate of OH(v). Two types of correction terms to the latter class of models are 
,noi°ntinV  fV1nl^VuCti°n0f excited"state Populations by the gravity wave and one involv- 
ing quenching of OH(v) by collisions with perturber molecules. Effects of these additional 
terms are expressed m terms of the so-called Krassovsky ratio r\, which relates relative fluctu- 
ations m the column intensity measured by a passive optical instrument to relative fluctuations 
in the ambient temperature. The extra wave advection term is found to be unimportant under 
typical conditions but quenching is important and has two major effects: (1) It makes T, a vibra- 
tional-level-dependent quantity, and (2) it can lower T\ by more than 50% depending on the 

•wave period A typical range for T] over a reasonably chosen range of wave parameters was 
found to be from less than 1 up to 9. The measuring instrument was also explicitly considered 
in the model formulation. Instead of simply assuming that the instrument measured the bright- 
ness-weighted temperature, as is commonly done in gravity wave response models, two com- 
mon instruments for determining temperature from passive column-integrated measurements 
were explicitly modeled. The instruments modeled consisted of (1) a moderate-resolution 
instrument, such as aMichelson interferometer, which infers the temperature from the ratio of 
two rotational lines m a vibrational band (the rotational temperature) and (2) a high-resolution 
instrument, such as a Fabry-Perot interferometer, which uses the Doppler width of a single line 
to infer the temperature (the Doppler temperature). For gravity waves with large phase velocity 
(large-scale waves), calculations by both of these methods are found to be generally in agree- 
ment with each other and with the brightness-weighted temperature. However for gravity 
waves with small phase velocity (small-scale waves) the two realistic simulations can differ 
from simulations using the brightness-weighted temperature by as much as 35% The effect of 
vertical standing waves is considered by modifying the Hines model to include a rigid ground 
boundary. It is found that the standing waves have a profound effect on the phase of the gravity 
wave response. Values of T\ generated from the model are compared with published 
ground-based OH Meinel measurements of a quasi-sinusoidal short-period gravity wave by 
Taylor et al. (1991) from Sacramento Peak, New Mexico, at 15° elevation, as well as with the 
Syalbard polar-night data of Viereck and Deehr (1989). The agreement was found to be reason- 
able m both amplitude and phase for standing waves. 

1. Introduction Deehj. 1989; Taylor and mi im. Jaylor gt ^ J99]]_ 

Since such structures have been related to the passage of 
Many observations of the hydroxyl airglow emis-     atmosPheric internal gravity waves (IGWs) [Hines, 1960] 

sions reveal evidence of temporal and spatial structures in.    throuSh the emitting layer, their observation in the OH 
these emissions [e.g., Krassovsky, 1972; Peterson and    emission layer can be "sed as a probe to study the IGWs 
Kieffaber, 1973; Krassovsky et al., 1977; Noxon, 1978;     and their role in the dvnamics of the middle atmosphere. 
Takahashi et al., 1985; Taylor et al, 1987; Viereck and    ,      The so"called Krassovsky ratio i) [Krassovsky, 1972] 

is a measure of the airglow response to a periodic dynam- 
—r-  ical perturbation such as an IGW and relates the observed 

Now at Stewart Radiance Laboratory, Bedford, Massachu-    relative fluctuations in the airglow brightness to the rela- 
tive fluctuations in the ambient temperature averaged 

Copyright 1995 by the American Geophysical Union. over the emission layer, 

Paper number 94JD03327.                                                                                                    ABvv'/Bovv' 
0148-0227/95/94JD-03327S05.00 ^v =      AT/T  (1) 
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where £0vv. is the steady state unperturbed column bright- 
ness on the transition between vibrational level v and level 
v\ ASVV. is the fluctuation in this brightness, and TQ and 
Ar are the steady state temperature and its fluctuation. 
(The subscript v in T) is used only to emphasize vibrational 
level dependency.) 

The value of T| is independent of the amplitude of the 
perturbation in the regime where the response is linear. In 
addition, it has been shown, in principle, to depend on the 
airglow photochemistry and dynamics. Krassovsky 
[1972] showed that r\ was dependent upon the order of the 
rate-limiting reaction and wrote 

^ = —1-^ (2) 

where y = Cp/cv is the specific heat ratio and u. is the coef- 
ficient of temperature dependence T~v-, of the rate con- 
stant k(T) for the rate-limiting reaction (in the case of the 
OH Meinel bands, this is the three-body formation reac- 
tion for 03). This relation was revisited recently by Hines 
and Tarasick [1987]. 

' When the IGW period is much longer than the photo- 
chemical lifetimes, the chemical production and loss rates 
are determined by the instantaneous species concentra- 
tions, and one would expect Krassovsky's expression for 
T|, equation (1), to be approximately correct. However, 
Walterscheid et al. [1987] showed that when the IGW 
period shortens enough to become comparable to the pho- 
tochemical lifetime, the simple Krassovsky result given 
by equation (2) is modified due to coupling of the chem- 
istry and dynamics, which makes the response dependent 
on wave period.-They formulated an Eulerian photochem- 
ical-dynamical model for the hydroxyl airglow IGW 
modulation problem by coupling a five-reaction photo- 
chemical model from a set of O^/HO^. reactions described 
by Winick [1983] with Hines [1960] dynamical model for 
an IGW in an isothermal windless atmosphere. 

The Krassovsky ratio T| that Walterscheid et al. 
[1987] calculated pertained to a single atmospheric height 
level, since they did not integrate across the OH emission 
layer, and hence their results were applicable only when 
the vertical IGW wavelength was large compared with the 
layer thickness (that is for a large-scale wave or a thin 
emitting layer). In a later publication, Schubert and 
Walterscheid [1988] extended the calculations to an air- 
glow layer with a finite thickness. They used a bright- 
ness-weighted temperature (BWT) [Weinstock, 1978; 
Noxon, 1978] to obtain an T) value applicable to a col- 
umn-integrated measurement. Schubert et al. [1991] 
incorporated eddy diffusivity and molecular viscosity ' 
effects [Hickey, 1988a, b] into the model. The latter were 
shown to have an effect on long-period, small-verti- 
cal-scale gravity waves. 

These models have been extended to other radiating 
states including the 02b

I25
+ state, source of the 02 atmo- 

spheric bands [Tarasick and Shepherd, 1992a; Zhang et 
al., 1992; Hickey et al., 1993], and the sodium nightglow 
[Plane and Hickey, 1993]. 

Nevertheless, there still remain important effects 
which have been neglected in the existing.models. In par- 
ticular, most OH airglow models have'ignored the effects 
of quenching [Walterscheid et al., 1987; Schubert and 
Walterscheid, 1988; Schubert et al., 1991]. Quenching is 
well known to have a significant effect on the steady state 
OH emission profile and integrated column radiance. We 
will show in this paper that quenching also has a profound 
effect on the response of the OH Meinel emission to IGW 
forcing. A recent paper by Tarasick and Shepherd [ 1992b] 
also included quenching of individual vibrational levels 
but made approximations that avoided solving the full set 
of photochemical-dynamical equations. In particular, one 
of their approximations was to drop two members of the 
reaction set of Walterscheid et al.,[\ 987], denoted here by 
(R2) and (R4) below. By contrast, in this paper we solve 
the fully coupled photochemistry and dynamics to deter- 
mine the role of quenching and find no need to reduce the 
reaction set or introduce further simplifying assumptions. 

When defining temperature for an inhomogeneous 
atmospheric emission layer, modelers have universally 
assumed that the BWT is the quantity of interest. How- 
ever, no instrument measures the BWT directly, and in 
this paper we compare T| values based on the BWT to T| 
values determined from experimentally observable tem- 
perature measures, namely, the rotational temperature 
(Tmt), based on the ratio of line intensities in a rovibra- 
tional band, and the Doppler temperature (TDop), based on 
the width of a single Doppler-broadened emission line. 

Other researchers have often tended to use generic 
unperturbed atmospheric profiles, including density pro- 
files for reactive species such as 03, O, H, and H02, 
instead of profiles appropriate to the season, latitude, and 
time of day of the measurements to which they were com- 
paring their model results. An exception is Hickey et al. 
[1992], who have used minor species profiles output from 
the two dimensional photochemical model of Garcia and 
Solomon [1985] for the month and latitude of interest. 
Since there can be a significant seasonal/latitudinal 
dependence [Le Texier et al, 1987, 1989] to the unper- 
turbed OH Meinel emission profile, as well as a diurnal 
variation, in this paper we have chosen profiles for the 
major species in the background atmosphere from an 
existing climatological model [Summers, 1993], then 
adapted a diurnal photochemical model [Winick et al, 
1985] to determine the profiles of the reactive minor spe- 
cies. 

In addition, our model is formulated to allow for an 
oblique line of sight (LOS). Using a flat-Earth approxima- 
tion, following Tarasick and Hines [1990], we compare 
our model results with oblique-looking data on a 
quasi-sinusoidal wave event recorded by Taylor et al. 
[1991] from Sacramento Peak, New Mexico. 

In our model we have followed closely the approach 
of Walterscheid et al. [1987] in linearizing the coupled 
continuity equations for the response of major and minor 
species of interest to the applied IGW including all pho- 
tochemical couplings. Unlike Walterscheid et al., how- 
ever, we have calculated the photon emission rate from 

%"\ 
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each vibrational transition separately rather than assum- 
ing that the emission rate is equal to the production Täte of 
the vibrationally excited OH. Our kinetic scheme then 
couples fourteen species: the five of Walterscheid et al. 
plus the nine lowest vibrationally excited states of OH. 
This formalism enables us to identify vibrational-level- 
dependent loss effects. In addition, we add a few minor, 
but nonnegligible, reactions from Winick [1983] to the 
photochemical scheme which they used. 

Although we focus on the OH Meinel airglow in this 
paper, many of the methods we use and points we make 
are quite general and would apply equally well to other 
radiating species. This is true, for example, of the method 
of incorporating quenching and of the nature of effects 
due to inhomogeneous atmospheres. 

We continue in the next section (section 2) by 
describing the model used for the background atmo- 
spheric composition along with the diumal photochemi- 
cal model for the reactive minor species. Section 3 
describes the chemistry of the production and loss pro- 
cesses used to calculate the OH vibrational level popula- 
tions, [OH(v)], including both their steady state values 
and their response to IGW perturbations. We write the 
continuity equations for the populations of the nine rele- 
vant vibrationally excited levels of OH, plus the five reac- 
tive O^/HO^. species, and briefly discuss their steady state 
solution, including the impact of quenching. Section 4 
describes the IGW isothermal windless model and the cal- 
culation of the first-order response of the OH vibrational 
populations coupled to the reactive minor species. In sec- 
tion 5 we compare different methods used to infer the 
effective temperature in an inhomogeneous atmosphere 
from airglow observations, among themselves and with 
the BWT customarily used in models. We use the compar- 
ison to assess the influence of atmospheric stratification 
and of the temperature determination method on the 
amplitude and phase of the Krassovsky ratio. We discuss 
the effect of quenching on the linear emission perturba- 
tion in section 6. In section 7 we introduce the isothermal 
model with a ground boundary condition, yielding verti- 
cal standing waves.  Section 8 discusses interference 
effects occurring in the 'short-vertical-wavelength limit 
for an isothermal atmosphere, and we compare the results 
of model calculations with experimental data and with 
other models. After comparing our results with the mea- 
surements of Taylor et al. [1991] and Viereck and Deehr 
[1989], we find that our simulations are in general agree- 
ment with many features of the data, especially for IGWs 
with periods less than 1 hour. In the case of the latter data, 
we find that vertically  standing gravity  waves  were 
required in the model to obtain better agreement. We con- 
clude in the last section (section 9) by recapitulating the 
main points and discussing requirements for future work. 

In a follow-on paper we will consider the effects of 
background winds and of a non isothermal atmosphere on 
the IGW and, in turn, on the OH(v) dynamical response. 
We will also perform more detailed comparisons with 
data. 

34 

2. Background Atmospheric and Diurnal 
Models 

We start with a simple one-dimensional (1-D) diurnal 
photochemical   model   to   generate   photochemically 
self-consistent number-density profiles for reactive minor 
species in the atmosphere, in particular for [O], [H], [OH], 
[03], and [H02]. The diurnal model generates profiles for 
a specified latitude, day of the year, and time of day. and 
was used previously by Winick et al. [1985] to predict the 
time dependence of [03] and 02(!Ap emission near the 
dawn terminator for the SPectral Infrared Rocket Experi- 
ment (SPIRE) [Stair et al, 1985]. The model includes Op 
HOj, NO.,., and C10x chemistry and allows eddy transport 
of Ox and HO^. The time-dependent continuity equations 
for the minor species are solved by the family technique 
[e.g., Winick, 1983]. Chemical reaction rates in the model 
were updated from the latest Jet Propulsion Laboratory 
[1990] compilation, supplemented by rates from recent 
publications as described in the next section. Eddy-diffu- 
sion coefficients have been updated from Strobel et al. 
[1987]. The major species density profiles, [02(z)] and 
[N2(z)], as well as profiles for temperature T(z), pressure 
p(z), methane density [CH4(z)], and water-vapor density 
[H20(z)] are taken from the trace constituent climatolog- 
ical model of Summers [1993]. This climatological model 
was compiled from data and is supplemented by output 
from a two-dimensional photochemical model. Profiles 
for every month and all latitudes, in multiples of+10°, are 
contained in the model. Background atmospheric profiles 
of [N2], [02], and [H20], in addition to the temperature T, 
are shown in Figures 1 (a) and (b) for June at 30°N lati- 
tude. This specific latitude and time are chosen because 
below we compare our model with observations made 
from the White Sands Missile Range Tracking Station at 
Sacramento Peak (30°N, 105.8°W), New Mexico, during 
the new-moon period on day 165 in 1983 near local mid- 
night [Taylor et al., 1991]. 

The profiles from the model of Summers [1993] (Fig- 
ures 1) are entered into the 1-D diurnal model, initial start- 
ing profiles for the reactive minor species are assumed, 
and the simulation is run through 15 diurnal cycles until 
the initial transient dies away and a diumally reproducible 
steady state results. Minor species density profiles are cal- 
culated from 30 to 120 km. The results for the density pro- 
files of reactive species in the O^ and HO^ families from 
70 to 100km with the input from Figure 1 are shown in 
Figure 2. 

3. Steady State Vibrational Level Production 
and Loss Processes 

The minor species profiles, generated from the 1-D 
diurnal model, are used as an input to our kinetic model 
for vibrational level populations OH(v), which includes 
an expanded reaction set for production and loss of OH 
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Figure 1. Background atmospheric profiles for June, 30°N latitude from the climatological model of 
Summers [1993] used as input to the 1-D photochemical model. Altitude range plotted is restricted to 
range of interest for OH airglow. (a) Altitude profiles of [N2], [02], and [H20]. (b) Temperature profile. 

vibration. This reaction set includes chemical quenching £ 
of OH(v) by atomic oxygen and collisional quenching by (R4) H + 02 + M   4    H02 + M 
the molecular species 02 and N2. The following reactions k 

are used in our OH vibrational kinetic model: (R5) 03 + H02  4    OH(v=0) + 2 02 
klv k6 

(Rl) H + 03    -4    OH(v) + 02 v=6-9 (R6) OH(v = 0) + O3   ->   H02 + 02 

*2v 
(R2) 0 + H02   -*    OH(v) + 02 

(R3) 0 + 02 + M  4     O3 + M 

100 

v=0-3       (R7) OH(v = 0) + HO2  h    H20 + 02 

(R8) OH(v) + 0  -4    H + 02 

r 

^     90 - 

o 
T3 
3 
•a 

102    103    104    105    106    107    108    109   1010   1011   1012 

Number Density (cm"3) 

Figure 2. Minor-species profiles generated by the 1-D photochemical model for local midnight dav 
165 at 30°N latitude. °   ' 
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■9v 
(R9) OH(v) + 02 j± OH(v-l) + 02 

k9v,R 
k10 

(RIO) OH(v) + N2 g   OH(v-1) + N, 

■v=0-9 

v=l-9 
c10v,/? 

(Rll) OH(v)   y»n      OH(v-n) + hv 

v=l-9, n=l-6, v-n>0 

The rate constants kh..., kw are listed in Table 1. The rates 
of the reverse reactions, k9vR and k10vR, resulting in col- 
lisional excitation, are determined from k9v and k10v by 

■9v,R =     h ■9v 
detailed balance; for example jfc 

exp[-(Ev-Ev_i)/kBT), where Ev is the energy of vibrational 
level v and kB is Boltzmann's constant. The band-aver- 

aged Einstein A coefficients Avv.n are from Table 1 of 

Turnbull and Lowe [1989], although an alternate set of A 

coefficients is available from Nelson etal. [1990]. 

The basic five-reaction kinetic scheme for total [OH] 
employed by Walterscheid etal. [1987], selected from the 
reactions of Winick [1983], consists of reactions (Rl) - 
(R4), plus reaction (R8). To extend the reaction set to 
OH(v) kinetics, we have added to these reactions (1) 

quenching of OH(v) by 02 and N2 (reactions (R9) and 
(RIO)), (2) radiative decay (reaction (Rll)), and less 
importantly, (3) additional sources and sinks of OH(v = 0) 
(reactions (R5) - (R7)). In addition, we have introduced 
vibrational level dependence in a number of reactions. For 
example, we have allowed reaction (R2) to be a source of 
vibrationally excited OH and have used the OH destroy- 
ing reaction (R8) to chemically quench OH(v). 

Since the work of Bates andNicolet [1950], reaction 
(Rl) between atomic hydrogen and ozone has been 
known to be the primary reaction producing OH(v). The 
vibrational levels v = 6 - 9 are populated using the branch- 
ing ratios of Klenerman and Smith [1987]. The secondary 
OH production reaction (R2) in our model is assumed to 
produce OH(v) in v = 0 - 3 in our model, although all lev- 
els v < 6 are energetically accessible in the reaction. Sig- 

nificant differences of opinion exist in the literature 

concerning the role of this secondary reaction. Some 

researchers [Llewellyn et al, 1978; McDade and Llewel- 

lyn, 1987] believe that reaction (R2) does not produce 
vibrationally excited OH. Lunt et al. [1988] cite labora- 
tory evidence that vibrationally excited OH is produced in 
reaction (R2), but they were unable to measure the vibra- 
tional branching ratios. Löpez-Moreno et al.   [1987] 

Table 1.    Rate Constants for OH(v) Production and Loss Processes 

Rate 
constant 

Value0 
Comments 

lv 1.4xl(r10exp(-470/7)6(v)      b(y) is branching ratio for reaction (Rl),b 

K2v 

KSv 

K9V 

«lOv 

^v,v-n 

3.0xl0"n d(y) 

6.0x10"34(300/7)23 

5.7xl0"32(30O/7)'-6 

l.lxlO'14 

1.6xl0-12exp(-940/7) 

4.8x10'" 

a8(v)xl0"n 

a9(v)xl0"13 

a10(v)xl(r14 

b{9) = 0.48, b(S) = 0.27, b{l) = 0.17, 
b(6) = 0.08, b(v) = 0. for v = 0 - 5. 

d(\) is the branching ratio for reaction (R2),c 

d(Q) = 0.52, d(l) = 0.34, d(2) = 0.13, 
d(3) = 0.01, d(v) = 0. for v = 4 - 9 

three-body 03 production 

three-body H02 production 

production of OH(0) only 

chemical loss of OH(0) only 

chemical loss of OH(0) only 

a8(0)=3.9, ag(l)=10.5, ag(v)=25. for v = 2 - 9 

a9(l)=1.3, a9(2)=2.7, <W3)=5.2, a9(4)=8.8, a9(5)=17., 
a9(6)=30., a9(7)=54., 09(8)=98., a9(9)=l70. 

a10(D=0.58, a,0(2)=1.0, a,0(3)=1.7, a10(4)=3.0, 
a10(5)=5.2, a,0(6)=9.f, fl]0(7)=16., aw(S)=27., 
a10(9)=48. 

Band-averaged Einstein A coefficients from Table 1 of 
Turnbull and Lowe [1989] 

a Here T is the temperature in Kelvin. Reacdon,rate constant units are s"1 for a unimolecular 
reaction, cm s"1 for a two-body reaction, and cnrs"1 for a three-body reaction 

D Klenerman and Smith [1987] 
c Kaye [1988]. 
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assumed that this reaction produces OH(v) in the vibra- 
tional states v = 3 - 6, while Kaye [1988] allowed it to pro- 
duce OH only in low vibrational levels v = 0 - 3. Overall, 
however, this secondary reaction is believed to be of rela- 
tively minor importance as a production mechanism for 
vibrationally excited OH at night [Kaye, 1988; R.P. Lowe, 
private communication 1991], by contrast to its para- 
mount influence in that role under sunlit conditions [Le 
Texier et al, 1987]. Consequently, we have found that the 
assumption made concerning its vibrational yield, 
namely, whether it is assumed to produce only ground 
state hydroxyl or vibrationally excited OH to varying 
degrees, will have bearing on the calculated Krassovsky 
ratio at night only near the terminator. Nevertheless, there 
will be some effect on the altitude profile of volume emis- 
sion from the assumption made concerning the O + H02 

vibrational yield. Moreover, reaction (R2) will remain 
important in determining the partitioning of odd oxygen 
between H02 and OH, since it is the primary loss mecha- 
nism for H02. 

The most important additions to the kinetic scheme 
are the collisional quenching and radiative loss reactions, 
reactions (R9) - (Rll). The last reaction (Rll), represent- 
ing radiative loss for the various vibrational levels, 
includes both single quantum and multi quantum transi- 
tions. Multi quantum transitions are strong due to the 
large anharmonicity of the vibrating molecule, and the 
largest rate is the first overtone (Av = 2) when v > 2. Even 
higher overtones (Av > 3) often exceed the fundamental. 
The total radiative loss rates, £V>AVV>, scale roughly with 
v, increasing from 22.74 s"1 for v = 1 to 275.9 s"1 at v = 9 
at T= 200 K [Turnbull and Lowe, 1989]. 

Many- of the quenching rate constants required in 
reactions (R9) and (RIO) are uncertain. Existing experi- 
mental measurements are incomplete, and there are few 
theoretical guides. Quenching by the molecular species is 
generally%assumed to proceed by single-quantum transi- 
tions, in accord with the results of Schwartz, Slawsky, 
Herzfeld   (SSH)   theory   for   vibrational   relaxation, - 
although there is some question concerning the validity of 
this assumption, especially for higher v [Dodd et al, 
1990]. The rate constants for quenching by molecular 
oxygen, reaction (R9), are taken from Dodd et al. [1991] 
for v = 1 - 6, from Knutsen and Copeland [1993] for v = 7 
- 8, and from Chalamala and Copeland [1993] for v = 9. 
The rates increase by more than 2 orders of magnitude 
between v = 1 and v = 9 (see Table 1). Sappey and Cope- 
land [1990] have also measured the rate for v = 12, which 
is about the same as the rate for v = 9. The quenching rate 
constants for molecular nitrogen, reaction (RIO), were 
obtained in a similar manner by interpolating and extrap- - 
olating logarithmically between measurements at v = 2 
[Rensberger et al., 1989] and v = 12 [Sappey and Cope- 
land,  1990] (see Table  1). The N2 quenching rates 
increase almost as much between v = 1 and v = 9 as do the 
corresponding 02 rates, but quenching by N2 is much less 
important, since its rates are a factor of 20-35 less than the 
corresponding 02 rates. The effect of quenching by both 

02 and N2 on the OH Meinel band volume emission pro- 
files will be felt most strongly at lower altitudes, manifest- 
ing itself as an attenuation of the bottom side of the profile 
and a raising of the peak altitude. 

Reaction  (R8)  represents sudden-death chemical 
quenching by atomic oxygen. Its treatment is also quite 
important, in spite of the fact that the rates for this reac- 
tion are somewhat controversial. For v=0 the rate constant 
was taken from Hampson and Garvin [1977], and for v= 
1 the value of Spencer and Glass [1977] was used. The 
latter authors noted a factor of 2 - 3 enhancement of the 
reaction rate constant for v = 1 compared to v = 0, so that 
every other collision resulted in a reaction for v = 1. For v 
= 2-9, there are no experimental values available for kiv 

However, Sivjee and Hamwey [1987] noted that it is not 
possible to explain the results on the v dependence of OH 
Meinel altitude profiles [Rogers etal, 1973; Baker, 1978] 
unless the values of kSv remain large for higher v. They 
chose a rate constant of 4.0xl'0"10 cm3/s to fit their data. 
However, we refrain from using Sivjee and Hamwey's 
value, since it exceeds the gas kinetic collisional limit 
(2.5xl0"10 cm3/s) in the OH airglow layer. At the end of 
this section we examine the effect of the choice of the 
chemical quenching rate constant k2v on the steady state 
[OH(v)] profiles. 

We also add to the vibrational-kinetic model further 
production and loss processes for OH(v=0). Reactions 
(R5) - (R7), although only small contributors, are added 
to make the reaction set more complete and attempt to 
bring the sum of [OH(v)] calculated by the kinetic model 
into closer agreement with the total [OH] calculated by 
the 1-D diurnal model. 

The procedure is now to insert the reactions (Rl) - 
(Rll) into the Eulerian continuity equation for the 
[OH(v)], v = 0,..., 9: 

dN.. 
-gf = Qv-LvNv-diV(NvV) (3) 

where 
Nv number density of OH(v) = [OH(v)]; 
<2v photochemical production rate for level v; 
Lv  photochemical loss frequency for level v; 
V gravity wave velocity field and its Cartesian 

components (u, 0, w). 

These equations are coupled to similar continuity equa- 
tions for the other Ox and HO^ species involved in OH 
photochemistry. The values of Qv and Lv are determined 
from reactions (Rl) - (Rll) along with the rate constants 
in Table 1. The volume emission rates /vv. are easily cal- 
culated by multiplying the vibrational-level populations 
Nv by the corresponding Einstein A coefficients, 

Our main purpose is to investigate the IGW response 
of this system, which we do in the next section. However, 
in the remainder of this section we briefly examine the 
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solution of equation (3) in the unperturbed steady state, 
with no IGW present. In the steady state, with no back- 
ground wind (V0 = 0), the divergence term in equation (3) 
vanishes, and the resulting equations describe photo- 
chemical equilibrium with production equals loss. We 
obtain 

0 = ßvo-£«fA, vO     ^vCr   vO 

whose solution is 

[OH(v)]0^Nv0 = ^2 

(4) 

(5) 

The unperturbed volume emission rates 7VV>0 are then 
obtained by replacing Nv by N^ from equation (5), 

Iwo = \AOH{v)], (6) 

Using the reactions (Rl) - (Rll) and the results in 
Figure 2 for the case mentioned above (day 165, 30°N, 
local midnight), we have carried out a sensitivity study to 
show the influence of quenching on the steady state solu- 
tions (equation (5)). To do this we employed both a fast 
gas kinetic rate (2.5xl0"10 cm3/s) and a slow rate 
(2.2xl0"n cm3/s) for quenching by atomic oxygen of 
OH(v) with v = 2 - 9. A large difference was found as a 
result of Using the fast and slow rates, especially for the 
lower vibrational states. The results are illustrated in Fig- 
ure 3, where we show the effect of the choice of the rate 
constant £8v on a high (v = 9) and a low (v = 3) OH energy 
level: Although atomic oxygen is a minor species com- 
pared to N2 and Q2 around the peak of the emission layer 

near 88 km, it is still an important quencher of OH, espe- 
cially on the top side of the layer and for the lower vibra- 
tional levels, as can be seen in Figure 3. Quenching has a 
greater effect on the lower vibrational levels, since they 
are longer-lived. For example, the radiative lifetime for 
OH(9) is 3.6 ms at 200 K whereas the OH(l) lifetime is 
44 ms. Notice that the [OH(v)] peak altitude is lowered 
slightly as the quenching is increased, in accord with 
rocket measurements [Rogers et al., 1973; Baker, 1978]. 
For our model calculations, we have chosen to use the fast 
rate (2.5xl0"10 cm3/s) for v= 2-9. Thus every collision of 
an OH(v) molecule with atomic oxygen destroys the OH. 

We also solved equations (5) for all the OH excited 
vibrational populations N^ (v = 1 -9) with inclusion of 
quenching. The results are shown in Figure 4 and indicate 
that (1) the OH(v) vibrational distribution is not strongly 
altitude dependent and (2) the peaks of the vibrational 
level populations for v = 1 - 9 fall within a 2-km span of 
altitude, with the v = 9 peak at a slightly higher altitude 
than the v = 1 peak. This is attributed to quenching by 
atomic oxygen, which occurs preferentially on the topside 
of the layer and affects the longer-lived state v = 1 more 
"than the shorter-lived state v = 9. 

In the next section we consider the IGW model and 
the linear response of the OH Meinel bands to the IGW. 

4. Internal Gravity wave Dynamical Model 
and Airglow Linear Response 

We assume that a monochromatic -IGW perturbs the 
photochemical system described in section 3. We further 
assume that the IGW amplitude is small enough so that 
the wave and the corresponding airglow response can be 
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Figure 3. Effect of choice of rate constant for chemical quenching of OH vibration by atomic oxygen 
[reaction (R8)] on photochemical equilibrium profiles of [OH(v=3)] and [OH(v=9)j generated by OH 
vibrational kinetic model. The profiles are shown for a fast rate of 2.5xl0"10 cm3/s and for a slow rate 
an order of magnitude less (2.2x 10"u cm3/s). 
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Figure 4. Photochemical equilibrium altitude profiles of [OH(v)] v = 1-9, generated by OH vibrational 
kinetic model using input profiles for day 165, local midnight, 30°N and fast O chemical quenching 
rate 

treated in the linear approximation [Hines, I960.; Walter- 
scheid et al, 1987]. We calculate the perturbation due to 
the IGW in the total molecular number density Ntot, the 
temperature T, and the horizontal and vertical components 

. u and w of the velocity V, using Hines' [I960] windless 
isothermal IGW model. 

The Hines model is used in this paper because (1) it 
yields simple analytic solutions and (2) it allows us to 
compare our results with those of other investigators who 
have used it extensively. We have also modeled the effect 
on airglow of a wave in a non isothermal atmosphere with 
a sheared background wind [Makhloufet al., 1990, 1991]. 
This is a more realistic model for wave propagation that 
can support waves ducted by the thermal structure of the 
atmosphere, as well as being a more consistent one. How- 
ever, this model is less convenient, since it requires a 
numerical solution of the primitive equations. Since a 
number of important features can be illustrated without 
-including background wind and non isothermal effects 
and we wish to perform meaningful comparisons with 
prior work which used the windless Hines model, we treat 
only the isothermal, windless case in this paper. The effect 
of using a realistic gravity wave model in a non isother- 
mal atmosphere with background winds will be consid- 
ered further in a follow-on publication. 

The next step is to linearize equation (3), along with 
similar continuity equations for the species O, 03, H, and 
H02, about the zero-order steady state solution of equa- 
tion (5), plus the corresponding steady state solutions for 
the other species. We consider each vibrational level of 
OH as a separate chemically active species, so that we 
have a total of 14 species. The corresponding densities are 
denoted by W,- (i=0, 1,..., 13), representing in turn [OH(v)] 
(v = 0-9), [03], [O], [H], and [H02], while the corre- 
sponding production and loss rates are denoted by Ö, and 

L,-. The number densities of 02 and N2 are assumed to 
change only negligibly due to photochemistry and to be 
affected by the IGW dynamics only. 

With no background wind, u and w then have no 
steady state component and are strictly first-order quanti- 
ties. We expand the remaining variables in the continuity 
equations to first order about their steady state values by 
writing, for example, X = XQ + AX, for a generic variable 
X, where the subscript 0 denotes the steady state value and 
AX is the difference from the steady state. Assuming hor- 
izontal homogeneity, the first-order linearized form of 
equation (3) is then 

dAN, 

Bl% 
dz 

., (du    3MA 

-N<TX 
+ Tz)- 

i0 
(7) 

■w 

In the Hines IGW model, fluid-parameter perturba- 
tions have space-time dependences given by the factor 
exp[f(cuf - kzz - k^)], where x * 0 will be necessary later 
to describe an oblique LOS. Moreover, all perturbations 
in minor-species densities and related quantities will be 
proportional to this same factor in a linear response 
model. Putting the space-time factor into equation (7) and 
dividing by Ni0, we obtain a set of coupled equations for 
the relative fluctuations in Nh 

AN;     Aß. 
(L,0 + im) —- = _'_AL,. + /A:..K- N. i0 N. 

I'O 

dw    1 3Na 

dz NiQ dz 
w   (8) 

Substituting the zero-order number density, the per- 
turbed production and loss rates for each species, and the 
IGW particle velocity in equation (8), we obtain 14 linear 
algebraic equations for the 14 unknown species density 
perturbations AN,- driven by the IGW velocity. Solving 
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these equations, we obtain, in particular, the desired per- 
turbations in the OH level populations A[OH(v)] = ANi=v 

v = 1 - 9. The perturbed volume emission rate is then Ivv/ 
= Ivv'o + A/vv. to first order, where 

A/vv, = AmA[OH{v)} (9) 

Dividing equation (9) by equation (6), we see that 
Alvv'/IwV = AAyNV0. Since the A coefficients have can- 
celled, we see that the fractional fluctuation in the emis- 
sion rate is the same for all bands originating in the same 
upper level v. Using equation (8) for ANJN^ and noting 
from equation (4) that Lv0 Nv0 = Qv0, we obtain an equa- 
tion for the relative fluctuation in the emission rate, 

A/   ,, 
vv/,       Id) 

VV0K VO 

Aß     AL 
V V 

(10) 
VO VO 

LvoV   x      dz    [OH(v)]       dz 

In the gravity wave branch at least, we have co < 
Brunt-Väisälä (BV) frequency co^ = 27t/[5 min] near the 
mesopause, while Lv0 > E v> Avv. > 22 s_L Hence the sec- 
ond term on the left-hand side of equation (10), which 
arises from the time derivative, could be ignored in the 
continuity equations of the hydroxyl level population 
fluctuations A[OH(v)] for v > 0. The corresponding term 
could also be ignored .in the continuity equations for 
[OH(v=0)] and [H02] over most of the altitude range of 
interest (80 - JOO km). This is apparent from Figure-5,- 
which is a plot of the chemical lifetime Li0~l of the reac- 
tive fth'species versus altitude. Nevertheless, even though 

the terms in question are small, they will be retained for 
completeness in both numerical and analytical solutions. 

It is also apparent from Figure 5 that the lifetimes of 
OH(v=0) and H02 are very nearly the same and track each 
other over the whole range of interest. This is because 
reaction with atomic oxygen is the dominant loss channel 
for each of these species, so that for z > 80-85km, the ratio 
of the lifetimes is XHO2^OH(0) = LOH(0)'/LHO2 = 
*8yPv*2v]s=l-3. 

Equation (10) shows that the fractional first-order 
perturbed volume emission rate is a sum of three terms, 
which represent (1) production rate fluctuations AQJQ^, 
(2) loss-rate fluctuations AL/L^, and (3) fluctuations that 
arise from the divergence term of the continuity equation 
and represent wave transport, that is, advection and com- 
pression, of [OH(v)]0. In the model of Walterscheid et al. 
[1987] and the extended model of Schubert and Waltersc- 
heid [1988], fluctuations in the loss rate and in the diver- 
gence term were not considered. That is, only the first of 
the three terms in equation (10) was included, so that A/vv. 

7/vv.0 was equal to AQ^Q^. These authors allowed pro- 
duction of excited OH only by the H + 03 reaction (Rl). 
Since the branching ratio b(v) for this reaction cancels in 
the numerator and denominator of AQJQVQ, they obtained 
relative emission rate fluctuation A/ / /0 « AQ/Q0 which 
were independent of the vibrational level v. By contrast, 
our approach treats the population of each vibrational 
level separately, considering the effect of quenching, pro- 
duction from other OH levels, and transport on its fluctu- 
ations. This is a major difference between our approach 
and that of Walterscheid et al. [ 1987] and leads to a vibra- 
tional level dependence of the response to an IGW, as we 
will see further in section 6. 

TTTTj I     I   I I IMI| 1—I   I I III 

io-; 10 10° 101 102        103 104 105 106 

Chemical Lifetime (sec) 

Figure 5. Chemical lifetime versus altitude from the 1-D photochemical model for photochemically 
active odd-hydrogen and odd-oxygen species. 
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The scale of the transport term, which is the last term 
in equation (10), is the ratio of two lengths, namely, (1) 
the distance which a typical IGW velocity will move a 
parcel in the [OH(v)] lifetime and (2) either the IGW 
wavelength or the [OH] scale height. This means it could 
be ignored in the equations for A/vv> and A[OH(v)] (v * 0), 
since the OH(v) lifetime is so short (although we keep it). 
Hence it will have little direct effect on the Krassovsky 
ratio. Note, however, from Figure 5 that it cannot be 
neglected in the determination of the fluctuations of [O] 
and [03], which are long-lived species and which drive 
the chemical fluctuations of [OH(v)]. Thus the transport 
term has an indirect effect on the OH brightness fluctua- 
tions. 

5. Inferring Temperature From Airglow 
Emission 

Experimenters have used measurable airglow proper- 
ties to calculate the effective temperature of the radiating 
region in a number of ways. For example, they have 
inferred the temperature from the measured ratio of rota- 
tional line intensities in a band or from the measured half 
width of a Doppler-broadened emission line. The Krass- 
ovsky ratio Tj is commonly computed from temperatures 
inferred from remotely sensed airglow data in this way. In 
an isothermal atmosphere or for an infinitesimally thin 
emission layer, such techniques measure the local temper- 
ature; however, for an extended layer in a non isothermal 
atmosphere, what is- measured is some average of the 
atmospheric temperature over the emission layer. Model- 
ers (as well as some experimenters) have typically 
assumed that the BWT is the quantity measured [e.g., 
Weinstock 1978; Hihes andTarasick, 1987; Walterscheid 
et al., 1987; Schubert et al., 1991], in which the local tem- 
perature is weighted by the local band volume emission 
rate and integrated over the layer. We show that a realistic 
model should consider the method of temperature mea- 
surement which will affect the results obtained. This will, 
avoid errors which can occur when T[ values computed 
from the BWT are compared with data. 

We calculate T\V using three different methods to 
specify an effective temperature: the brightness weighted 
temperature and two methods used in field temperature 
measurements, the rotational temperature and the Dop- 
pler temperature. We intend the experimental methods 
implemented in this section to be merely illustrative of the 
class of measurement techniques and not to mimic any 
particular investigator's method. However, it is possible 
to simulate all the details of a particular method, should 
the goal of the investigation be a detailed comparison of a 
particular data set with the model. In each method we 
evaluate the steady state effective temperature and its 
fluctuation occurring in the denominator of equation (1). 

Brightness-weighted temperature. Theoreticians 
and modelers have typically used the BWT to calculate 

Tiy. The brightness Bw seen by a column-integrating air- 
glow instrument, which occurs in the numerator of the 
definition of T|v (equation (1)), is defined as the integral of 
the volume emission rate along the LOS: 

BvV = jlvv.(x,z)dl = BVV.0 + ABV (11) 

where the integral has been expanded to first order in 
IGW parameters and 

dl = dz sec 0 
where 

6        is the LOS zenith angle 
Iw' -  /vv'o + A/vv> 

■^vv'o _ J Avo (z)dl, 

ABVV. = JA/VV. (*, z) dl 

The plane-parallel assumption for the atmosphere has 
been made. Then the BWT is defined 

(7)v 

\lw(x,z)T{x,z)dl 
= J- j- = <r>v0 + ■A<r>v   (12) 

Thus we see that "volume-emission-weighted tempera- 
ture" would be a more accurate name for the BWT. 

Expanding equation (12) to first order, we find that 
the steady state BWT and the fluctuation in the BWT are 
given by 

<T> 
VO D 

BW0 

and 

A<r>v = rlv+r2v-r3v 

(13) 

(14) 

where \lvv.0(z)&T(x,z) 

ßvv'0 

dl 

n,= 
_JMvv.(x,z)Tn(z) dl 

Bw-o 

Aß . 
T3* = <:r>v0-5— 

•"vv'O 

We find that for small-scale waves, the terms T\v arising 
from the temperature perturbation AT and T2v -Tjv arising 
from Alyy' are comparable in size, whereas for larger scale 
waves, the term Tlv dominates. 

Rotational Temperature. The rotational tempera- 
ture is inferred by measuring the brightness on a mini- 
mum of two rotational lines in one of a molecular 
emitter's rovibrational bands and assuming that these 
rotational lines conform to a Boltzmann distribution. 
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From the line-pair ratios, an effective Trot can be deter- 
mined. 

In a realistic atmosphere, the ratio of the intensities of 
two rotational lines, denoted by subscripts a and b, respec- 
tively, in a single vibrational band can be written as: 

AhJNb(x,z)dl B (15) 

where Na(x, v), the population of rotational state a, is 
determined from the total vibrational level population 
Nv(x, z) by thermal equilibrium at the local temperature, 

N{xz)= NM*)*.e**[-E,/kBnx,z)] 
A,) Zv[T(x,z)] (16> 

with a similar expression for Nb, where 
Aa, Ab rovibrational Einstein coefficients; 

£a,tdegeneracy factors of the specified rota- 
tional lines; 

Eabenergy of specified rovibrational level; 
referred to energy of lowest rotational 
state in level v; 

kB Boltzmann's constant; 
Zv(7)rotational partition function in band 

v=Igaexp(- Ea I kBT) (sum over all rota- 
tional states in band). 

In the case of an isothermal atmosphere, T(z) = TQ, we 
see from equation \(15).:that R.   = BaKbIBbAa = gjgb 

■\ 2*P[-(Ea- ^b^B^oi is Boltzmann distributed. Clearly, 
'.■' When T(z) is not constant, R is not Boltzmann distributed, 

• but assuming that it is we can define an effective Tro( fox 
the emitting region by 

£,-£.. 
T""     kB\n.{BaAhgh/BbAaga) 

07) 

where BJBb is the measured line pair brightness ratio. 
The steady state rotational temperature Twt0 is obtained 
by replacing BJBb in equation (17) by its' steady state 
value Ba0/Bb0. Assuming now that the atmosphere is per- 
turbed by an IGW, we expand equation (17) to first order 
in the wave amplitude and find that the relative tempera- 
ture fluctuation is proportional to the difference of the rel- 
ative brightness fluctuations of the two lines being 
measured; that is, 

A7 rot ^B^rnt.O 

1 rnt, 0 

ABa   ABh 

(Ea-Ej{B7o~Wo} 

ABL   AB.. 

(18) 

} 
Bh0       Ba0 KBbOAaSj 

where BJBa0 is obtained by expanding Ba to first order in 
the numerator of equation (15) and is given in the appen- 
dix. The ratio AB^B^ is obtained in a similar fashion 
from the denominator of equation (15). Once the relative 
temperature fluctuation is calculated, it is used with the 

relative brightness fluctuation of the corresponding vibra- 
tional band from equation (11) to calculate the Krass- 
ovsky ratio T]^ 

Doppler Temperature. The Doppler temperature is 
inferred from the spectral width of a single emission line, 
for example, a single rotational line in a hydroxyl rovibra- 
tional band. Such measurements can be made by highly 
dispersive instruments such as Fabry-Perot interferome- 
ters [Hernandez, 1980, 1986] or special-purpose Michel- 
son interferometers [Thuillier and Herse, 1991; Shepherd 
etal, 1993]. At sufficiently high altitude the emission line 
shape is Gaussian due to the Doppler line broadening and 
the Maxwellian velocity distribution, and the spectral vol- 
ume emission of the line is [Goody and Yung, 1989; Her- 
nandez, 1986] 

/(V,JC,Z) = 
\Na{x,z) 

-exp 
a (x, z) (19) 

Jna (x, z) 

where v0 is the center frequency of the line and a is the 
Doppler line width from line center to the lie point, given 
by 

a (x, z) = - 
v„ \lkBT{x,z) 

m (20) 

(the full width at half-maximum (FWHM) is 2 (ln2)1/2a); 
c is the speed of light, m is the molecular mass of the emit- 
ting species, and Na is given by equation (16). The peak 
of the profile v0 will be a function of x and z if there is a 
wind, since it will be Doppler shifted by an amount pro- 
portional to the radial component of'the particle velocity. 
Determining the peak of the profile' enables wind mea- 
surements to be made. Application of the basic techniques 
to, OH rovibrational bands is discussed, for example, by 
Hernandez and Smith [1984] and Shepherd et al. [1993]. 
Since wind measurement is not our purpose in this paper, 
we ignore the spatial dependence of v0. 

The spectral brightness and its expansion to first 
order are 

B{y) = jl(v,x,z)dl = B„(v) + A£(v) 

where 

fioM = jlQ(v,z)dl 

AB(v) = JAI(v,x,z)dl 

(21) 

(22) 

(23) 

Here /0(v, z) is obtained by making the substitutions 
Na0(z) for Na, a0(z) for a, and T0(z) for Tin equations (19) 
and (20), while perturbing these same equations yields 

A/(v,x,z) 

<x0(z) (24) 

AT{X,Z)   ayv, (x, z) 
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where ANa/NaQ is given in the appendix and we have used 

Act(s,z) = lAT(x,z) 
a0(z)        2  TAz) (25) 

The steady state and perturbed spectral brightness 
profiles, obtained by substituting 10 and AI from equation 
(24) into equations (22) and (23), are clearly not Gauss- 
ian. We would expect /0(v, z) to be Gaussian only in an 
isothermal atmosphere, since the weighted sum of a Gaus- 
sian shaped line of different widths obtained by 
line-of-sight integration through a varying temperature 
field will not be Gaussian. We assume that the observer 
measures an effective Doppler width by assuming that the 
spectral profile is close to Gaussian, that is, 

B(v) =B(v0)«ppl-M (26) 

Substituting aeff as mentioned above, any detailed 
measurement scheme can be implemented in the model, 
and the results will depend on the details. For illustrative 
purposes, we assume that measurements of B(v) are made 
at v0 and at some other frequency, say vv Then aeff can 
be obtained by solving equation (26), using JB(V0) and 
B(v{), and the effective Doppler temperature TDop follows 
by substituting aeff into equation (20): 

qn lit 
1 Dop 

m fCCteff 
2kBK (27) 

"To obtain the ^unperturbed values of Doppler width and 
Doppler temperature, aeffi0 and TDop0, we substitute the 
steady state values of spectral brightness, B0(vQ) and 

^(Vf), into equation (26). The first-order perturbed val- 
*ues, Aoccff and ATDop, are" obtained by expanding equa- 
tions (26) and (27) to first order to obtain •'• 

AT
DQP = (AB(V0    AB^\n W

vo) 
Toap,o      ^o(vi)     B0(v0)J   nU0(v,) 

(28) 

In the model simulation the quantities appearing in equa- 
tion (28) are evaluated using equations (22)-(24). 

The T) is evaluated using the TDop fluctuation from 
equation (28). To determine the line brightness fluctuation 
AB and the background brightness B0 in the numerator of 
the ratio, we integrate equations (22) and (23) over the 
line, obtaining 

B a0 -\ 
BQWdv 

ABU = JAB (v) dv 

(29) 

(30) 

If, as is the case for the OH Meinel emission, the line is 
part of a molecular band, we have a choice. We can use 
either the total band brightness fluctuation AZ?VV-, equation 
(11), in the numerator of 7]^ or the line brightness of equa- 
tions (29) and (30), which refers to a single rotational line 

in the band. We choose the latter procedure here because 
the line brightness is more likely to be known by measure- 
ments with a .highly dispersive instrument capable of 
resolving the structure within a Doppler line. Notice, 
however, that these are not equivalent procedures. The 
population of rotational state a, given by equation (16) not 
only fluctuates when the band population Nv fluctuates, 
but also fluctuates when the temperature T does. Conse- 
quently, the values of r\y calculated will be different. The 
relation between these inequivalent response functions T|v 

can be calculated using the equation for ANJN^ in the 
appendix. 

To illustrate the differences between these distinct 
definitions of 7]^ we assume a wave with a horizontal 
phase velocity Vphx = (o/kx of 40 m/s, propagating in the 
midlatitude atmosphere described in section 2, the same 
atmospheric conditions for which Figures 1-5 were plot- 
ted. Figure 6 shows the amplitude of r\v=6 calculated from 
the model OH(6-2) band radiance for zenith viewing, as a 

•4-* 

w 
o 

•3 

& 

Period (sec) 
Figure 6. Amplitude of Krassovsky's r\, airglow response 
function to a gravity wave, for the OH(6-2) Meinel band gen- 
erated by photochemical-dynamical (PHD) model and for a 
vertical line-of-sight. The wave is a small-scale wave with a 
horizontal phase speed Vphx=40m/s. Curves are plotted for 
three different definitions of an effective temperature in a non 
isothermal atmosphere: a brightness-weighted temperature 
(BWT), a rotational temperature (7/TOr), and a Doppler temper- 
ature (T.Dop). The curves are shown from the short-period cut- 
off at the BV frequency to a period near 3 hours. 
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function of wave period t, using the temperature defini- 
tions described above for the BWT, the Trot, and the TDo 

It is seen that ft ^ can differ by 20-50% over the range 
of periods shown, with the |T)BWT| being an overestimate 
and \*\Dop\ yielding the lowest values. Figure 7 is the same 
as Figure 6, except that a larger-scale wave with a hori- 
zontal phase velocity of 140 m/s is used. There is an over- 
all reduction in the value of IT^I, but qualitatively the 
results are similar to those shown in Figure 6, with per- 
haps slightly smaller percentage differences for the 
larger-scale gravity waves. 

Since r\v = lrjvl exp(/<j)v) is a complex quantity, it is 
also interesting to compare its phase values $„ calculated 
by the three procedures. Figures 8 and 9 show plots of the 
phases for the BWT, Tmt, and TDop cases, for the 
small-scale and large-scale waves of Figures 6 and 7. The 
phase values between 0° and 180° indicate that the OH 
brightness leads the gravity wave temperature variation. 
The phases in Figure 8 increase from 45° to 80° with 
increasing period. The order of the phase results is 
reversed from the amplitude results, with the BWT under- 
estimating <|>v by about 10°. While <|>v is smaller at a fixed 
period for the results shown in Figure 9 compared to those 
of Figure 8, varying-from 20° to 55°, the general increase 
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Figure 8.*As in Figure' 6", but showing the phase of the 
response function T]^ to the small-scale wave Vphx=40m/s'. • 

of <|>v with increasing period in the two cases is qualita- 
tively similar. 

', In the next section we explore the effect of quenching 
on the value'of hivl and <|>v and look at the resulting vibra- 
.tionäl-level dependence of TJV. 

6. Effect of Quenching on Gravity Wave 
Response 

The effect of quenching on r\ is considerable, espe- 
cially for small-scale waves, which can have vertical 
wavelengths comparable to the thickness of the airglow 
emission layer. Figure 10 shows a plot of fn^jl employ- 
ing the BWT as a function of period, with and without 
quenching by [O], [OJ, and [N2] as described in the 
quenching model of section 3, a vertical line-of-sight, and 
.the small-scale wave case considered above (Vplu = 40 
m/s). When quenching is neglected, Irj^l increases by 40 
to 130%, with larger changes occurring at longer periods. 
Quenching also causes T\v to become dependent on the 
vibrational level v. Figure 11 repeats the v = 1 result for 
lr|vl from Figure 10, along with the corresponding results 
for v = 6 and v = 9. The v = 6 curve has already been plot- 
ted as the BWT result in Figure 6. The response function 
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Figure'9. As in Figure 7, but showing the phase of the 
response function T|v=6 to the large-scale wave Vphx=140m/s. 

peaks near periods of 15 min in all cases, but there is a 
25-35%, variation in amplitude for the different vibra- 
tional levels. In general, values of mj are larger for the 

. higher 'vibrational levels than for the v = 1 level. There is 
little difference between fa^l and Itl^l, except at longer 
periods where ITI^I drops rapidly and approaches hv=il- 
.the results for the phases §v of the response functions, 
corresponding to the amplitude results in Figure 11, are 
shown in Figure 12. As for the amplitude, the v = 6 case 
is replotted from the BWT plot in the section 5 results 
(Figure 8), The v = 1 phase shift is the greatest, with up to 
a 12° difference between the phase shifts for the three lev- 
els. We have not plotted any results for large-scale waves, 
but for them the effect of quenching on TJV is smaller, 
being roughly limited to 5%. 

An experiment which measures simultaneously OH 
Meinel bands originating from several vibrational levels v 
should be able to confirm the effect of quenching on the 
airglow response function T|v and observe the vibra-' 
tional-level dependence discussed in this section and 
shown in Figures 11 and 12. 

7. Effect of Standing Waves: Modified Hines 
Model 

Another phenomenon which can have an appreciable 
effect on the airglow response to an IGW is the occur- 

rence of standing waves. (When we compare our model to 
data in the next section, we will demonstrate that the 
model described so far is inadequate.) The simplest way 
to obtain standing waves within the framework of the cur- 
rent Hines [I960] isothermal model is to modify it slightly 
by assuming a downward propagating wave which is 
reflected from the ground (z = 0), leading to a standing 
wave. The presence of vertical standing waves can mod- 
ulate the amplitude of the airglow response to an IGW by 
shifting the position of a wave node relative to the peak of 
the airglow layer. In addition, as was suggested by Hines 
and Tarasick [1993] and elaborated by us [Makhloufet 
al, 1993; Picärd et cd., 1994], it can lead to large changes 
in the phase of the response function. Entirely similar 
behavior is seen when standing waves are formed by duct- 
ing of short-period waves, resulting from Doppler shifting 
by background winds and/or BV frequency variations 
with altitude in a non isothermal atmosphere. When com- 
paring our model with airglow data, we find that traveling 
wave models are inadequate and that standing waves are 
essential to explain the phase of the response. This will be 
demonstrated in the next section. 

The existence of reflection at a rigid ground boundary 
forces the vertical velocity fluctuation w(x, z, t) to be zero 
at the ground 'z==Gk- Under this condition, the linearized 

14 

•4-* 

w 
'S 
o 

I        i   ' I    I   I 1 III 1 1—\   i mi 

\ - 
\ - 

no quenching 
quenching included 

-i i 1111ii -i i ■ ■■!" 

102 103 

Period (sec) 

104 

Figure 10. Effect of quenching on T| v=1 as a function of period 
for the small-scale wave Vpj,x = 40 m/s. Neglect of quenching 
leads to a large increase in the amplitude. 
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Figure 11. Plots of T)v for v = 1, 6, and 9, showing vibra- 
tional-level dependence of T|v resulting from quenching. The 
v = 1 curve is the same as the ".quenching included" curve of 
Figure 10, while the curve for v '= 6 is repeated from the B WT 
result in Figure 6.' 

hydrodynamic equations can be combined into a single 
second-order differential equation [Tuan and Tadic 
1982]: 

dz 
V = 0 (31) 

where V (z) = ( (O/p^JAPe^^'-^ is the pressure 
fluctuation normalized to remove the exponential growth 
with altitude, AP is the pressure fluctuation, and p0 is the 
steady state mass density. The rigid boundary condition 
can be written 

where 

dz z = 0 

X 
(         2Ni 

_    1   8    ab 

Ac2~ 8) 

(32) 

The solution to equation (31), subject to the boundary 
condition of equation (32), is given in terms of the arbi- 
trary constant wave amplitude C by 

Y(Z)  = c[{kz + ix)e"k't+{kz-i1)eiKC\ (33) 

From this solution and the linearized hydrodynamic 
equations the horizontal and vertical wave velocities, 
which are used in the linearized continuity equation (7), 
are obtained {Makhlouf, 1989]: 

Ckk 
u (x, z,t) = 

2   1/2 
»P.      L 

coskTz + r-siukz Z        £ z 

z/w nw-k^x) 
e      e (34) 

,2        2 
,   , ,N iC   .  ■   ,    . ki+l     z/2H i(at-kx) w (x> Z' r) = ~Tn (Sin*^) —2 le      e 

P, «>i-0> 
(35) 

In equation (34) and (35), ps = po(z=0). 
It is clear from equations (34) and (35) that the solu- 

tions are standing waves in the z direction and that w has 
a node at the ground. 

In the next section we will compare results obtained 
using the isothermal model, both with and without stand- 
ing waves, to data and to other models. We will demon- 
strate that the standing wave model is often necessary to 
reconcile theory and observations. 
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Figure 12. Phase of t|v for v = 1,6, and 9, corresponding to the 
amplitudes of the response function shown in Figure 11. 
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Figure 13. Amplitude of rj-v forDfi<:&-2);bandas function of 
wave period for waves with constant horizontal wavelength 
Xx=100km.-The result'of using the.same three effective tem- 
peratures used in Figure 3 in calculating ^ is shown, with the 
differences disappearing toward the right siäe'of the'figüre as 
the vertical wavelength'decreases and interference-effects 
occur. 

8. Discussion and Comparison With 
Experiment and Other Models 

We have assumed that the dynamical perturbation of 
the atmosphere and of its airglow emission is due to a sin- 
gle monochromatic linear IGW. The wave parameters sat- 
isfy a dispersion relation [Hines, 1960], whereby we can 
express the wave frequency co = 2TC/T in terms of Vpbx and 
the vertical wavelength \ = 2%lkz or, inverting this rela- 
tion, express Xz as a function of co and Vphx, 

\ = 2% 
(    2 2 

Yphx 

coÜ-co2^ 
(36) 

where co6 is the BV frequency (~2.05xl0'2 s"1), coa is the 
acoustic cutoff frequency (~2.27xl(r2 s"1), and c is the 
speed of sound (~ 295 m/s). The numerical values are for 
typical mesopause conditions. 

We see from equation (36) that in the gravity wave 
branch (co < (üb) and for a fixed Vphx, Xz decreases as x 
increases. When A.z is small enough to be comparable to 
the OH layer thickness (or 6-8 km FWHM, from Figure 4, 
with the smaller width applying to the lower vibrational 
levels), constructive and destructive interference between 
brightness fluctuations and between temperature fluctua- 
tions starts to occur. Then the fluctuation from one part of 
the layer can be out of phase with the fluctuation from 
another part of the layer, and hence cancellation can 
occur. Both the brightness and the temperature fluctuation 
can go through a series of maxima and minima as the ver- 
tical wavelength is reduced further. This can result both in 
very large and very small values of fn.v I and leads to oscil- 
lations in Inv I as kz changes. These are accompanied by 
oscillations in the phase <j)v of the response function. 

However, we see no evidence of interference as the 
period increases in Figures 6-12. The reason is also appar- 
ent from the dispersion relation, where we see that when 
co < (üb and Vpbx is fixed, \ varies only slowly with co 
unless co is very close to <ab. For example, in the 
large-scale wave case of Figures 7 and 9, where Vphx = 
140 m/s, Xz = 53 km for a period of 16 min, while, for a 
period of 160 min, Xz =51 km. So the vertical wavelength 
is much larger than the layer half-width and hardly 

CO 

3 
W 

CO 

•—i—i i 11111— 

150 - 

100 - 

• 

50 

■ 

0 

-150 - 

103 

Period (sec) 

Figure 14. The phase of T|v corresponding to the 
shown in Figure 13. The differences in this case 
negligible. 

amplitudes 
are almost 

47 



CO 

M 
o 

a 

MAKHLOUF ET AL.: AIRGLOW RESPONSE TO GRAVITY WAVES 
11,305 

-i—i—i i    I J—i i_ 

400 500 600 
-J—i i i_ 

700 800 

Period (sec) 

900 1000 1100 

oscillation measured by Taylor et al ri9911™OHniVhlnfr     I COrTesPondmS t0 quasi-sinusoidal 
model phase speed v£ Jhdd cÄ£^^^*^^^^ 

changes with period, which is why one sees no interfer- 
ence effects in this case. The lack of interference effects 
makes it easier to see the effect of quenching and v depen- 
dence, as well as the effect of the definition of the (non 
isothermal atmosphere) effective temperature. 

To see the interference effects which occur at small . i ,   '""wi uvtm di small 
A.z, one must keep kx fixed while evaluating the response 
function (rather than  Vphx). (See  also Schubert and 
Walterscheid [1988] and Schubert et al.[\99\]) Then 
from equation (36), it is easily seen that Xz decreases rap- 
idly, m the gravity wave branch, as x increases. Figure 13 
shows a plot of (n, | as a function of period, once again for 
a vertical LOS, but now for a constant horizontal wave- 
length, Xx = 100 km. Over the range of periods plotted in 
Figure 13, Xz is 75 km for x = 10 min and 5 km when x = 
100 mm. Maxima and minima due to the constructive and 
destructive interference become obvious in Figure 13 as x 
increases, beginning near x = 80 min, where the vertical 
wavelength has decreased to about 6 km. We note that 
similar interference effects are evident in the r\ plots of 
Hmesand Tarasick [1987], Schubert and Walterscheid 
11988], and Schubert et al. [1991]. Figure 14 is a plot of 
the phase of T\V as a function of period for fixed Xx = 100 
km, corresponding to the amplitude plot of Figure 13 
Large phase-shift excursions also start to occur when x 
reaches 80 min, with the phase changing rapidly with 
increasing  period.   Notice   also   that   the   differences 
between the Krassovsky T\ values for the three effective 
temperature definitions disappear as Xz decreases. This is 
due to two facts. (1) Differences between the three values 
of jiv are due entirely to the inhomogeneity of the atmo- 
spheric temperature. (2) When Xz 12 is less than the emis- 
sion layer half width, only  the homogeneity of the 

48 

temperature over a half wavelength counts. The discrep- 
ancies between the various response function definitions 
disappear as the half wavelength decreases and the tem- 
perature becomes effectively more homogeneous We 
note that the interference effects seen here can be reduced 
markedly or eliminated if one has a finite duration wave 
train, or wave packet, as is invariably the case in reality 
Then the response plotted in Figures 13 and 14 must be 
averaged appropriately over the frequency range present 
in the wave packet. • 

Effects such as interference show the importance of 
properly documenting the horizontal wave speed or the 
horizontal wavelength at the time of observation When 
such information is lacking, comparing model results 
with experimental data can be very misleading Often a 
spectrum of waves with a distribution of wavelengths or 
phase speeds corresponding to a single dominant wave 
period will be simultaneously present in the atmosphere 
and modulating the atmospheric emissions. We will con- 
sider that situation in a future publication. 

In the remainder of this section, we wish to begin 
comparing our model results against observations and 
other models. There exist in the literature several spectro- 
scope data sets for which Krassovsky ratios have been 
reported [Sivjee and Hamwey, 1987; Viereck and Deehr 
1989; Swenson et al., 1990; Taylor et al., 1991]. One of 
the most interesting observations by Taylor et al [1991] 
at Sacramento Peak, New Mexico, showed a well-defined 
short-period,   quasi-sinusoidal   wave  packet  with   an 
observed period of 13.7 min. The Utah State University 

froSfm ,fie,ld-widened Michelson interferometer 
(IRFWI), looking at a 15° elevation angle, observed a 
time series of the OH(3-l) Meinel band spectrum from 
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which a time series of the band radiance and the Tm were 
extracted. Coaligned with the Michelson interferometer 
was a low-light-level television camera that detected a 
sharp structure in the OH layer moving with a horizontal 
phase speed of 28 m/s. Using the data from the television 
camera and the interferometer, the amplitude and phase of 
the Krassovsky ratio were calculated (\r\ I = 8 and <j> = 48°) 
and plotted as the experimental points with error bars in 
Figures 15 and 16, respectively. The model values of T^ 
for ^phx = 28 m/s are also shown in Figures 15 and 16 as 
a function of period. The measured Krassovsky ratio 
agrees with the model within the error bars. However, we 
note that background winds, which can Doppler shift the 
gravity wave frequency, were not measured, nor were 
they accounted for in the model. We have considered the 
effect of climatological background winds including tides 
[Makhloufet al, 1991] and will publish this work in a 
future paper. 

In Figure 17a, we compare the fr|v=61 values com- 
puted from our modified model, which includes standing 
waves due to a ground reflection, as described in section 
7, with the data of Viereck andDeehr [1989]. These data 
were recorded afLongyearbyen, Svalbard (78°N), around 
winter solstice. The instrument used was an Ebert-Fastie 
spectrometer, set at 30° off zenith, which scanned from 
820 nm to 875 nm every 30 s, covering the OH(6-2) band. 
The long uninterrupted nighttime conditions allow con- 
tinuous measurements of the airglow to be made spanning 
several full days. No information is available about the 
existence of isolated" quasi-sinusoidal waves in the data 
set, and no horizontal wavelength" or phase speed mea- 
surements were made, 

• The data for the magnitude of T\ were compared 
against our model runs at constant Vphx. It was found that, 
two large horizontal phase speeds had to be used to 
achieve model results comparable with the data. A value 

°f vphx = 148-6 m/s (solid line with plus signs) was 
required to approximate the short-period waves with T < 
1 hour. The trend of the model as a function of period 
agrees well with the trend seen in the data, although the 
uncertainties in the measurement preclude reading too 
much into this agreement. Nevertheless, it should be 
noted that none of the previous models [Schubert and 
Walterscheid, 1988; Schubert et al., 1991; Tarasick and 
Shepherd, 1992b] were able to obtain agreement with the 
data in this short-period region. The large-period waves 
with 2 hours < x < 4 hours were compared to a standing- 
wave model calculation with a horizontal phase speed of 
151.8 m/s (solid line). The model is in agreement with the 
data, with the same caveats given above. For x > 4 hours, 
the model results are not in agreement with the data, but 
tidal effects should be taken into consideration, which we 
did not do in this paper. In addition, eddy viscosity, eddy 
thermal conduction, and inertial effects can play a role at 
the longer periods [Hickey, 1988a, b; Schubert et al, 
1991]. In the latter studies it was shown that the Coriolis 
and eddy dissipation effects are generally unimportant at 
the scales, we are considering except for periods greater 
than about 4 hours. 

Of course, in addition, there is no reason why a single 
wave should be present in the data at any given period. 
Rather, the atmosphere can support a whole spectrum of 
different wavelengths simultaneously with the same 
period, and both observations and models [e.g., Dewan 
and Good, 1986] of gravity wave saturation effects seem 

•to suggest that this is indeed the case. We will discuss 
such effects in a future publication. 

InFigure 17b we overlay results from the other model 
calculations mentioned above [Schubert et al:, 1991; 
Tarasick and Shepherd, 1992b] on the data of Viereck and 
Deehr and our model calculations both of which' are 
repeated from Figure 17a. Each of the modelers has 
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Figure 16. Phase of response function T]v corresponding to Figure 15, with data point of Taylor et al 
[1991] shown. 
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FIgure 17(a). Amplitude of T\ for the OHMeinel (6-2) band from PHD model compared with measure- 
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Figure 17(b). The data and model curves of (a), compared to other models having vertical traveling 
waves. These include model results (1) from Schubert et al. [1991], with constant horizontal wave- 
length X* = 500 km (square-dot) and A, = 1000 km (filled circles), and (2) from Tarasick and Shepherd 
[1992b], with constant phase speed V hx = 125 m/s (dashes) and Vphx = 65 m/s (dash-dot). Both model 
results of Tarasick and Shepherd [1992b] assume a constant background wind of 100 m/s in the plane 
of the wave vector and the line-of-sight. 

SO 



11,308 MAKHLOUF ET AL.: AIRGLOW RESPONSE TO GRAVITY WAVES 

adjusted model parameters to match or span the range of 
the data. The model results of Schubert et al. [1991] are 
drawn for constant horizontal wavelengths, Xx = 500 km 
and 1000 km (dots and open circles, respectively), and are 
the only model results which include eddy viscosity and 
eddy thermal diffusivity. Hence they might be expected to 
give better agreement with the data at the longer periods. 
Tarasick and Shepherd [1992b] are the only modelers 
who added a background wind (V0 = 100 m/s, in the plane 
of the wave vector and the line of sight). Their model 
results are shown for two phase speeds, Vphr = 65 m/s 
(dash-dot line) and 125 m/s (dashed line). Both the model 
of Schubert et al. and the model of Tarasick and Shepherd 
assume traveling waves in the vertical direction, unlike 
our model, which assumes standing waves due to a 
ground reflection. At short period the model of Schubert 
et al. is unable to obtain agreement with the data. Quench- 
ing, which reduces r\ and is included in an approximate 
way in the model of Tarasick and Shepherd and more 
exactly in our model, may help to explain the very small 
values of r\ observed by Viereck and Deehr at short 
period. 

Figure 18 shows the model phase plot corresponding 
to Figure 17a, using the same symbols, along with Viereck 
and Deehr's [1989] data. The model phase results agree 
with the data for short-period waves, where the data tend 
to have phase shifts near zero. On the other hand, model 
phase results for our basic traveling-wave isothermal 
model without ground reflection (not shown) cannot be 
made to agree with the short-period data, yielding values 
greater than 50°. This is confirmed by the works of Schu- 

bert et al. [1991] and of Tarasick and Shepherd [1992b], 
which were unable to achieve agreement with Viereck 
and Deehr's short-period phase data with traveling-wave - 
models. We have plotted results for long period from our 
basic traveling-wave model in Figure 18 (solid line with 
filled circles). Here we have assumed a constant horizon- 
tal phase speed Vvhx = 266.5 m/s, and phases near 14°, in 
somewhat better agreement with the data, are obtained. 
Note that as was mentioned above, eddy viscosity and 
eddy thermal conductivity effects ignored in this model 
are important for periods longer than 4 hours. The travel- 
ing-wave model of Schubert et al. \ 1991 ], which includes 
eddy viscosity and eddy thermal conductivity, seems to 
agree rather well with the long-period phase data. 

The way to achieve short-period phase results in 
agreement with data was suggested by the work of Eines 
and Tarasick [1987], which demonstrated that evanescent 
waves can lead to small phases. In addition, recent work 
by Hines and Tarasick [1994] supports the current study 
in showing that small phases (or alternately phases near 
180°) can result for any standing waves. With the ground 
reflection in our model, standing waves occur at all peri- 
ods. However, for the long-period waves in the present 
example, there is a phase shift to near 180°, as is clear 
from Figure 18, in agreement with the prediction of Hines 
and Tarasick [1994]. We have found above that the model 
phase in the standing-wave isothermal model with ground 
reflection does not agree well with data for these 
long-period waves. However, we will show in a follow on 

; publication that wave ducting in realistic non isothermal 
atmospheres can lead to phases which are only near zero 
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Figure 18. Data of Viereck and Deehr [1989] (open circles) for phase of T| corresponding to the ampli- 
tudes shown in Figure 17(a), as compared to an isothermal standing-wave PHD model. As in Figure 
17(a), two standing-wave model results for two different phase speeds are shown (solid line with +) for 
Vphx = 148-6 m/s; (solid line) for Vphx = 151.8 m/s. A traveling-wave PHD model result is also shown 
for a constant Vphx=266.5 m/s (filled circles). 
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(or 180°) at short periods, while the long-period phase can 
take on other values. This is to be expected since only 
short-period waves will be ducted by the thermal structure 
of the atmosphere and exist as standing waves. 

9. Conclusion 

We have developed a fully coupled photochemi- 
cal-dynamical (PHD) model to study the structure in 
atmospheric emissions due to modulation by internal 
gravity waves and have applied this model to the OH 
Meinel band airglow. A number of effects in the real 
atmosphere and in real measurements have been shown to 
affect the magnitude and phase of the airglow linear 
response function, or Krassovsky r| ratio. Since our model 
calculates modulation of the level populations rather than 
modulation of the production rate, it is fully capable of 
taking quenching into account. We have shown that 
quenching has a significant effect on the airglow response 
to an IGW. Not only does it have a large effect on the 
amplitude and phase of the response function r\, but it also 
makes the response a vibrational-level-dependent quan- 
tity. Atmospheric temperature inhomogeneities were also 
shown to affect significantly the value of T\, since they 
lead to different T] values for different methods of infer- 
ring the effective temperature from the airglow emission. 
We have seen that T| values determined from Trol can dif- 
fer from those determined from TDop and that both differ 
significantly from n calculated using the BWT, which is 
commonly used in model investigations. The differences 
between the various T| disappear as the vertical wave- 
length becomes shorter and the atmospheric temperature 
becomes effectively more homogeneous. 

We   compared  our   model   with   the   midlatitude 
off-zenith observations of Taylor et al. [1991] and with 
the high-latitude data of Viereck and Deehr [1989]. The 
model predicts well  the value of ri  for an isolated 
short-period, quasi-sinusoidal wave which Taylor et al. 
observed. The agreement of the model In. I with Viereck 
and Deehr's data is also good, but there is some disagree- 
ment concerning the phase of r\, especially for periods 
greater than 2 hours. Many of the zenith-looking observa- 
tions show similar small differences in phase between the 
brightness fluctuations and those of the temperature, 
whereas the models show larger phase shifts. Standing 
waves are capable of yielding phases near zero, as we 
demonstrated by adding to the isothermal IGW model a 
ground reflection. In the real atmosphere, standing waves 
can result from atmospheric background winds and tem- 
perature variations, with consequent Doppler shifting and 
wave ducting. This wave ducting appears to be important 
in explaining observations, as will be discussed further in 
a follow-on publication. 

Appendix 
Expanding the numerator of equation (15) to first 

order, one gets 

where Bfl0 is obtained from Ba by replacing JVv(x, z) by 
Nv0(z) and T(x, z) by 70(z) in equations (15) and (16) and 

ABa =AaJANJx,z)dl 

Now ANa is determined by expanding equation (16) to 
first order, with the result 

Wa(x,z) = ANv(x,z) [  (Eu-<E>)AT(XjZ) 

where we have used 

AZV(T0,AT) _     <E>   AT(x,z) 

ZylT0(z)]        kBT0(z)   T0(z) 
and defined 

<E> = zÄfTTzJll^ exp(-; kBT0(z) 
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Determination of horizontal and vertical structure of an unusual 
pattern of short period gravity waves imaged during ALOHA-93 

M J- Taylor 
Space Dynamics Laboratory and Physics Department, Utah State University 

D.C. Fritts and J.R.Isler 
Laboratory for Atmospheric and Space Physics, University of Colorado 

Abstract An all-sky CCD itaager has been used to measure the 
properties of short period gravity waves present over the 
Hawaiian Islands daring the ALOHA-93 campaign.   Observa- 
tions of emissions from four different altitudes provided a 
capability to describe the vertical as well as the horizontal 
structure of the wave field.   On several occasions during this 
campaign an unusual morphology wave pattern was detected . 
that consisted of a group of small-scale waves oriented "in the 
same direction.   These were most noticeable in the 01 (557.7 
mm) emission, altitude -96 km, and were usually observed in 
association with a larger scale gravity wave.     This paper 
presents a preliminary analysis of data recorded on the night of 
22 October during which both types of waves were prominent. 
The   small-scale ' waves   exhibited   highly   coherent   phase 
structures at each emission altitude, consistent with a ducted 
wave motion. The spatial «tensity and phase modulation of this 
display is indicative of interference between two waves with 
similar   characteristics .and   slightly   different   propagation 
directions.    The larger scale wave motion was observed to 
propagate perpendicular to the small-scale waves, and showed 
evidence of phase progression with altitude, implying upward 
energy propagation.   These data have been interpreted in the 
context of simultaneous wind measurements from an MF radar. 

Introduction 

Since gravity waves were first recognized as an important 
atmospheric phenomenon [Hines, 1960} considerable observational 
and theoretical research has ensued. These efforts have established 
the importance of such motions in driving the mean circulation and 
thermal structure of the raesosphere and lower thermosphere via 
wave energy and momentum transports [Fritts,- 1989], yet the pro- 
cesses responsible for the variability, interactions and saturation of 
the gravity wave spectrum remain poorly understood at present. 
Images of me nightglow emissions from several different layers offer 
a unique three-dimensional measurement capability for quantifying 
the effects of small-scale wave motions on the upper mesosphere and 
lower thermosphere (-80-100 km). Most nightglow image measure- 
ments reported in the literature concern short-period motions (<1 
hour) and fell into two distinct categories termed "bands" and 
"ripples". Bands are extensive, ioog-lasting wave patterns exhibiting 
horizontal wavelengths (>^)of several tens of kilometers and horizon- 
tal phase velocities (v>,) of up to 100 ms"J [Qairemidi et al., 1985]. 
These patterns have  been  attributed to vertically propagating 
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short-period gravity waves (Taylor et al, 1987]. Ripples are short- 
lived (<45 min) small-scale wave patterns (fa -5-15 km), of 
restricted spatial extent [Peterson, 1979], and are thought to be 
generated in-sira by localized shear instabilities in the wind geld 
[Taylor and Hapgood, 1990]. This paper describes an unusual 
morphology short-period wave pattern which appears to fell in 

• between these two categories and was observed concurrently with a 
well-developed band display progressing on an almost orthogonal 
heading. Both wave motions occupied much of the visible sky at 
nightglow emission altitudes, but exhibited very different propaga- 
tion characteristics. 

Nightglow and Radar Observations 

During the ALOHA-93 campaign (6-23 October, 1993) a high- 
performance all-sky CCD imaging system was operated at Haleakala 

_ Crater (20.8°N, 156.20W, 2970m) to measure gravity waves within a 
-450 km radius of Mass, Hawaii. Sequential observations of the 
NBR OH(715-930 am) and 0^0,1) At bands (centered at -S65 nm) 
and the 0\557.7 am) and Na(589.2 nm) line emissions were 
recorded in a cyde time of-9 min. Weil-defined gravity wave bands 
and ripple events were observed on many occasions in each of these 
emissions [Taylor ^ a*-> 1995], 

On several nights a most unusual wave pattern was imaged 
consisting of organized groups of small-scale waves, all oriented in 
the same direction and often extending over a large area of sky. In 
many cases these waves appeared in association with a set of larger 
scale bands oriented approximately orthogonal to the smaller-scale 
structures. This phenomenon was most pronounced on the night of 
22 October. Correlative radar wind profiles were also obtained with 
the Hawaii MF radar located on Kauai, Hawaii {22°N, 160CW), 
-375 km to the WNW of Maui. During ALOHA-93 the radar 
registered considerable amplitude variability of the diurnal tide psler 
and Fritts, 1995]. Here, the radar data have been used to define the 
average horizontal winds at nightglow altitudes. The winds were 
averaged over 3 hour intervals in order to focus on motions coherent 
over the horizontal distance separating the two sites. 

22 October Nightglow Wave Display 

All four nightglow emissions registered wave structure through- 
out this night, from 0830 to 1530 UT. Figure 1 shows four images 
of the OI(557.7 nm) nightglow emission illustrating the morphdcgy 
of these waves at -96 km altitude. They reveal a dramatic series of 
wave motions, with ih& dominant structures at early times consisting 
of several groups (rows) of small scale, ripple-like, waves but with a 
large >* of 19 ± 05 km and lifetimes > 2 hours. Figure 2 plots the 
position and extent of this wave pattern at 09:27 UT is Figure la. 
Image sequences reveal a phase speed of -40 ras": towards the S£ 
(azimuth -137°) and an apparent drift of she wave group towards the 
NE (azimuth -47°) at -25 ms's.  Figure Id shows  a similar set of 
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Figure I. Four all-sky images showing the 01(557.7 nm) wave 
patterns (integration time 90s)..Im2ges a,b,c show the extent and 
apparent lateral motion of the small-scale .wave pattern that was 
most conspicuous during the period 08:30-10:30 LT. Image d 
shows the morphology of the iarser scale gravitv wave at 12:40 
UT. "- 

small-scale waves (imaged -3 hours ister), superposed with ar. 
extensive, nearly orthogonal baric pattern exhibiting a Ab = 3S * 2 
km and vj, ■= 34 ± 3 ms"1 moving towards the SW (azimuth -234°). 
Figure 3 shows the Na(5S9.2 nm) and O^'O,!) data corresponding 
desely to the OI images a: 0955 UT and 12:40 UT. These 
emissions occur at -90 and -94 km attitudes respectively, and can be 
used to assess the vertical structure of the two wave motions. 

MF Radar Wind Profiles 

Figure 4 shows profiles of the horizontal winds obtained with the 
MF radar for 3-hour intervals centered at 0930 UT and 1230 UT 

/ 

-c 

ale size and geographical Figure 2. Map showing the horizontal sc 
extent of the small-scale waves imaged at 09:27 LT (assuming an 
emission height of 96 km). The arrows indicate the observed phase 
progression towards the SE and the apparent drift motion of the rows 
towards the NR For comparison three of the larger scale bands 
evident in Figure Id are also plotted. 

N       09:49U7 Cb) N      09=53 U! 

W  E 

m^ä'V ^A 

12:3SU1 

0,(0.1) 

Figure 3. Four all-sky images showing wave structure in the Na 
and 0: images at 09:50 LT and 12:40 UT. 

and projected into the observed directions of motion of the two wave 
patterns of Figure 1 (i.e. toward the SE and SW). In Figure 4a winds 
of-25 to35 ms"* towards the NW existed overall emission altitudes, 
opposite to the direction of the small-scale wave motion, suggesting 
an intrinsic phase speed of -70 ms"1 and an intrinsic period of -45 
ruin. Winds toward the SW during this period were alO ms"1 . The 
profiles of Figure 4b reveal a mean wind towards the N, with a 
component directed opposite to the observed phase motion of the 
large scale wave of-20-30 ms":, implying an intrinsic phase speed of 
-60 ms** and an intrinsic period of -10.6 min. 

Implications for Wave Dynamics 

Short Wavelength Motions 

Inspection of the image data of Figures i and 3 reveals a number 
of interesting properties. One important feature is the high degree of 
correlation between the small-scale waves imaged at different 
altitudes. Comparison of the eariy OI, Na and O; (and OH) waves 
show dose alignment at the zenith when compensation was made for 
the slightly different times of the three images. This suggests a wave 
motion with little or no phase variation with altitude, such as 
expeaed for motions ducted near a local maximum of horizontal 
veioaty or stability [Chimonas 3nd Hines, 1986; Fritts and Yuan, 
19S9J. Detailed analysis (not shown) also suggests a phase retar- 
dation of the upper layers relative to these below, which appears 
symmetric about the zenith, indicating that this wave motion was 
vertically coherent across the sky. 

-Vertical phase coherence by itself provides persuasive 
evidence for ducted gravity waves, but there are other data that 
further support this case. These are the radar wind profiles 
shown in Figure 4, the first of which indicates a large negative 
mean wind in the direction of phase progression below -98 km. 
With a A* of 19 km, a scale height H -6 km and an assumed 
static stability N: -2x10"" s"2, we infer from the Taylor-Goldstein 
equation a vertical waver.umber (rn) squared given by 
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Figure 4. Time averaged wind measurements determined by the MF 
radar. The crosses shew the SE-ward wind component in the 
direction of motion of the small-scale waves, and the diamonds the 
SW-ward wind component in the direction of motion of the bands. 

m2 = N2/(c-u)2-k2-l/4H2 
(1) 

where we have neglected shear and curvature effects of the mean 
wind profile and c is the observed phase speed, u is the mean wind 
in the direction of wave motion and k is the horizontal wave number. 
When m >0 the motion is vertically propagating, when m2 <0 the 
wave is vertically evanescent. Eq.(l) thus allows us to compute how 
large an intrinsic phase speed (c-u) is required for evanescent (or 
ducted) behavior. In this case, a value of (c-u) -50 ms"1 or larger is 
required. However, (c-u) values below -£6 km (where the emission 
layers occur) are typically 70 ms"1. Thus, the suggestion that these 
motions represent ducted waves is also supported by the environ- 
mental data. A final feature of the observed structures supporting 
this interpretation is the intensity variation of the different nightglow 
features with height This is shown in Figure 5 for the prominent 
small-scale waves observed around 0955 UT. The larger response 
of the OI relative to the Qj and Na features at lower altitudes is 
strongly suggestive of a wave duct at greater altitudes. 

The morphology of these small-scale wave motions was most 
unusual and to our knowledge has not been previously reported 
[Taylor et al., 1995]. In particular, Figure 1 shows the wave, forms to 
be staggered, with alternating bright and dark forms in adjacent rows 
(Figure 2). One possible explanation for this unusual pattern is the 
superposition of two band-type motions having similar charac- 
teristics, but slightly different directions of propagation i.e., similar 
periods, horizontal wavelengths and amplitudes, but somewhat 

different azimuths. For example, two identical waves with horizon- 
tal wavelengths of -19 km propagating at phase speeds of -40 ms'1 

and -20° apart, toward azimuths of 125° and 145° N, would produce 
a row-like pattern having an apparent wavelength of 193 km and 
phase speed of 40.6 ms"1. Such a superposition would also account 
for the staggering of bright and dark forms in adjacent rows because 
the superposed motions would generate an interference pattern with 
a fringe spacing of, in this case 19 km/2Sinl0° = 55 km, which is 
consistent with the observed separation between the bright forms in 
alternating rows. Furthermore, a slightly larger phase speed for the 
component propagating at 145° N would easily account for the 
apparent drift motion of the wave group towards the NR 

Long Wavelength Motions 

The bands propagating towards the SW were evident for most of 
the night but were very prominent at later times. In this case, an 
intrinsic phase speed of -60 ms"1 combined with a larger horizontal 
wavelength (-38 km) implies a large vertical wavelength (X*) of-40 
km. This wave is quite distinct from the evanescent character of the 
ducted wave discussed above and indicates a role for this motion in 
the vertical transport of energy and momentum. Further evidence of 
the vertical progression of this wave motion was again provided by 
the optical data which suggest a small phase shift with altitude 
consistent with a large K- The orthogonal orientation of the smaller- 
scale waves to these bands is suggestive of a direct relationship 
between these two wave motions but the mechanism is not obvious. 
However, the horizontal wavelengths and lifetimes of the small-scale 
waves are too large to result from a convective instability induced by 
the long wavelength motion breaking as it propagated into the lower 
thermosphere [Fritts etal., 1993]. 

Summary 

We have presented a preliminary analysis of the wave motions 
observed in the OI, Na and O2 nightglow emissions on 22 October, 
1993. This night was selected because of the distinct wave struc- 
tures present and the availability of correlative MF radar wind data. 
The coherence of the small-scale waves over -80-100 km altitude 
and their high intrinsic phase speed suggest a ducted motion 

01 [09:S5UT) 

0, (10:02UT) 

No (09:59UT) 

150 200 
Pixels 

Figure 5. Intensity scan across the central, prominent, row around 
0955 UT for the OI, O2 and Na emissions. The OI structures were 
most pronounced at -7% modulation, with -3% for the O2 and only 
-1% for the Na (the OH wave modulation was barely detectable). 
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with a vertically evanescent character at nightglow altitudes. The 
unusual morphology of these patterns discriminates them from small- 
scale "ripple" events and in this case an explanation for their appear- 
ance may lie in the interference of two comparable band-type 
motions progressing at dosely spaced azimuths. Similar type small- 
scale waves were observed on several occasions during this cam- 
paign (primarily at OI wavelengths), and their orientations were also 
found to be near perpendicular to that of a concurrent larger scale 
wave pattern. A detailed study on the role of the larger scale wave 
motions will be made in due course. Together, these observations 
suggest an important capability for quantitative gravity wave studies 
combining optical measurements of wave structure over an extended 
altitude with simultaneous ground-based wind measurements. 
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Abstract 

A two-laser, pump-probe arrangement has been used to measure room-temperature rate constants for the collision-in- 
duced relaxation of NO(u = 2, 3) by O atoms. The rate constants k0(v) are equal to (2.2 ± 0.2) X 10" " and (2.5 ± 0.3) X 
10~" cmJ s~' for v = 2 and 3, respectively. These values are significantly lower than previously measured values for 
v = 1, but are in accord with model predictions assuming the role of a metastable N02* intermediate. The NO self-relaxation 
rate constants kNO(v) have been measured to be (3.2 ± 0.3) X 10"l2 and (4.0 ± 0.4) X 10~12 cm3 s~' for v = 2 and 3, 
respectively, in reasonable agreement with published results. 

1. Introduction 

The NO v = 1 -> 0 vibrational transition consti- 
tutes an important background infrared emission 
source in the terrestrial thermosphere, and is also a 
significant thermospheric cooling mechanism. The 
efficient pumping of the N<Xv = 1) level by oxygen 
atoms is a basic feature in standard models of the 
thermosphere, and has been confirmed in laboratory 
studies of NO(t;) collisional relaxation [1-3]. In 
addition, spectral fits to high resolution thermo- 
spheric emission data have shown that the higher-u 
levels are significantly populated [4]. It has been 
suggested that at least a portion of the population in 
NO(y> 2) levels arises from further vibrational ex- 
citation of NO(y = 1) in collisions with O atoms [5]. 
However, aside from the shock tube studies of NO(y 
= 1, 2) at 2700 K by Glanzer and Troe [3], vibra- 
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tional energy transfer rate constants for collisions of 
NO(u > 2) with O atoms have not been determined. 
These rate constants are necessary for the unambigu- 
ous identification of the source of the derived higher- 
v thermospheric populations. In this work, we extend 
the laboratory measurements of the collisional relax- 
ation of NO(y) by O to v = 2 and 3. 

2. Experiment 

The primary experimental apparatus consisted of 
a 5 cm internal diameter stainless steel observation 
cell clamped to a 5 cm ID glass flow tube, together 
with two pulsed lasers to enable time-resolved exci- 
tation and probing of NO(v = 2, 3) populations. The 
interior surfaces of the observation cell and the flow 
tube were teflon-coated to reduce oxygen atom re- 
combination. The flow tube was pumped by a Roots 
blower backed by a mechanical pump, with a butter- 
fly valve adjusted to provide a linear flow speed of 
120 cm s~' at a pressure of 10 Torr. Gas flows were 
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controlled using factory-calibrated MKS controllers, 
and the total pressure measured using an MKS Bara- 
tron head. Partial pressures were calculated from the 
total pressure using the ratio of the corresponding 
individual flow rates to the total flow rate. All 
experimental runs were performed at ambient tem- 
perature, approximately 295 K. 

The observation cell had removable side arms 
with Brewster angle window mounts for the intro- 
duction of laser pulses, along with windows flush- 
mounted on the top and bottom of the cell for 
chemiluminescence and laser-induced fluorescence 
(LIF) detection. The cell was also fitted with two 
teflon rings concentric with the longitudinal axis of 
the tube, located upstream and downstream of the 
side arm window positions. Each ring supported a 
grid of fine nickel wire biased at 0 and +45 V, 
respectively, to enable multiphoton ionization (MPI) 
detection. During operation of the experiment, tran- 
sient signals (on the order of 10~9-10~8 A) were 
amplified using an Ithaco 1211 current amplifier. 

Argon was used as the buffer gas, with small 
amounts of NO, N20, and NO, added for particular 
aspects of the experiment. Prior to entering the flow 
tube, Ar was passed through a copper coil cooled to 
— 90°C to minimize any water or hydrocarbon impu- 
rities. Nitric oxide was purified by flowing the com- 
mercially obtained gas through a copper coil cooled 
to - 125°C, then stored at 1000 Torr in a glass bulb. 
The resultant NO purity was verified through MPI 
spectra using the A-X 0-0 y-band, and also through 
visual inspection of the purified gas, which was 
completely colorless if N02 impurity was efficiently 
removed. The N02 was purified using a freeze- 
pump-thaw cycle at -40°C. Titration results ob- 
tained using N02 purified in this manner and those 
obtained using N02 directly from the cylinder were 
the same within error. Nitrous oxide (Matheson, 
99.99% stated purity) was used as obtained from the 
vendor. 

Tunable infrared laser pulses at 2.7 and 1.8 u.m 
for pumping of the NO 2-0 and 3-0 vibrational 
overtone transitions, respectively, were generated by 
mixing dye laser output with residual Nd:YAG fun- 
damental output in a LiNb03 crystal (Quanta-Ray 
DCR-2A, PDL-2, IR WEX). Pulses of approximately 
400 (xJ at 2.7 jj,m and 5 mJ at 1.8 u,m were 
generated in this manner, with a laser bandwidth of 

1.1 cm-1 and a temporal width of about 10 ns. 
Ultraviolet probe pulses were produced by doubling 
the output of a dye laser in a KD * P crystal, then 
mixing the doubled light with residual Nd:YAG 
fundamental output in a KDP crystal, yielding 1-2 
mJ, 10 ns pulses with a bandwidth of 1.4 cm-1 

(Quanta-Ray DCR-2A, PDL-1, WEX-1). Probe 
pulses were delayed relative to pump pulses using an 
SRS DG535 digital delay generator, with the ob- 
served time separation jitter of 0.5 |xs limited by the 
triggering circuitry of the two 10 Hz repetition rate 
Nd:YAG lasers. The pump and probe pulses were 
weakly focused to give approximate diameters of 1.5 
mm and 4 mm, respectively, in the detection region. 
The two beams were counterpropagated and over- 
lapped within the cell. 

Oxygen atoms were formed in a microwave dis- 
charge through an Ar/N20 gas mixture. Ar(l000 
seem) and N20 (3-30 seem) and N20 (3-30 seem) 
were flowed through a magnesium oxide tube, which 
protruded into the larger diameter glass flow tube. 
An additional 500 seem of unexcited Ar was flowed 
through a glass loop injector upstream of the magne- 
sia tube outlet in order to entrain the discharge 
product and carry it down the flow tube. Unlike an 
02 discharge, the N20 discharge minimizes the pro- 
duction of 02(!d) and 03 metastable species which 
could compete with O atoms in NO(u) relaxation [6]. 
Piper et al. [6] detail a method whereby the N20 
flow is adjusted to optimize the O-atom production 
while essentially eliminating the formation of N 
atoms and NO as well as oxygen metastables. 

The oxygen atom concentration was determined 
by titrating with N02, providing absolute number 
densities to within a few percent accuracy [2]. The 
chemiluminescent N02 produced in the titration was 
observed 7.5 cm downstream of the N02 glass loop 
injector using a phototube and a 580 nm bandpass 
filter. The O-atom yield was observed to be about 
10%, calculated based on a comparison of the effec- 
tive O-atom throughput (0.3-3 seem) to the N20 
flow introduced into the microwave discharge tube. 
The relative O-atom density was monitored using 
LIF by pumping the O 2p33p 3P-2p4 3P two-photon 
transition at 225.6 nm with a weakly focused UV 
pulse, then detecting the 844.7 nm fluorescence with 
an RCA 31034A phototube equipped with an 850 
nm bandpass filter. Addition of NO into the cell 
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region for the purposes of the pump/probe study 
resulted in a 5% decrease in the O-atom density, 
owing to a small amount of NO + O + M -*■ N02 + 
M recombination. For a given microwave power, the 
derived O-atom concentrations were reproducible to 
within ±5% in the day-to-day operation of the 
experiment. 

Because the derived rate constants k0(v) rely on 
the accuracy of the O-atom concentration measure- 
ment, an alternative O-atom source was used as a 
consistency check. A known concentration of oxygen 
atoms was generated through photolysis of N02 at 
355 nm using the tripled output of a Nd:YAG laser, 
telescoped down to 1.4 mm diameter. The resultant 
O atoms were detected via LIF using a focused UV 
laser beam to probe a small portion of the pump 
laser volume. Unit photodissociation of the N02 in 
the pump volume was ensured by varying the pump 
laser fluence and observing a constant LIF signal, 
consistent with the N02 absorption cross section 
cr355 = 4-7x 10-19 cm2 and quantum photolysis 
yield <Pi55 = 0.986 [7], together with the estimated 
pump laser fluence of 1 X 10l9 photons cm-2. The 
signal was compared to that obtained with the mi- 
crowave O-atom source, using the same probe laser 
power and geometry. The normalized LIF signals 
were found to agree to within 20%, corroborating the 
N02 titration results. 

3. Results and discussion 

The NO v' = 2 and 3 levels were populated by 
pumping various (Ü, it, J')-(n, 0, J") overtone 
rotational transitions. The NO v level populations 
were probed using two-photon MPI, taking advan- 
tage of the strong 2-2 and 3-3 vibrational bands in 
the NO A-X y-band system, with wavelengths near 
221.9 and 219.7 nm, respectively. The MPI signals 
were maximized by tuning the probe laser wave- 
length to correspond to one of the A-X band head 
positions. The IR and UV laser powers did not drift 
appreciably over the course of a scan. The rotational 
and spin-orbit state populations in the excited v 
level were collisionally equilibrated on a timescale 
very short compared to vibrational relaxation, as 
evidenced by the fact that the decay rates did not 
depend on the particular levels being pumped or 
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Fig. 1. Time dependence of the NO(«; = 2) MPI signal arising 
from the UV probe laser pulse, both before and after the firing of 
the IR pump laser at r = 0 JJLS. Conditions: 8.25 Torr total 
pressure, with densities of Ar (2.6X 1017 cm-3), N20 (5.2X 1015 

cm-3), andNO(1.7X1014 cm-3). An O-atom density of 5.1 X 
10M cm"3 is also present, formed from a 110 W microwave 
discharge. 

probed. For each delay time the ion signal was 
averaged over 10 laser shots. A LeCroy 9310AM 
oscilloscope was used to digitize the transient sig- 
nals, with further off-line numerical processing per- 
formed on a PC. 

Fig. 1 shows a typical decay curve for"NO(u = 2) 
and [0] = 5.1 X 1014 cm-3, with the IR excitation 
pulse occurring at t = 0 jxs. Following excitation, 
the temporal profile of the ion signal is well de- 
scribed by the equation 

7(/)=/0exp(-^)+c, (l) 

to within the S/N limits of the run, which varied 
between 10 and 200. The ion signal baseline was 
negligible in the absence of the microwave dis- 
charge, but became more important as the discharge 
power was increased. This background signal arose 
from partial photodissociation of the small amount of 
N02 present (via NO + O recombination) to form 
additional NO(y), which was ionized within the 
same laser pulse [8]. However, any nascent NCX» 
photolysis product would have insufficient time to 
collisionally deactivate on the timescale of a single 
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laser pulse. Thus, the ion background did not affect 
the measurement of the NO decay kinetics. 

Non-exponential decay profiles were observed 
when high IR beam fluences were employed, i.e. 
with the IR beam focused at the cell. Wysong [9,10] 
details kinetic modeling which suggests that a pro- 
portion greater than 10"3 of NO in the vibrationally 
excited state can lead to second-order decay kinetics 
through NCX»-NO(V) collisions. Saupe et al. [11] 
have observed an anharmonic vibration-vibration 
pumping mechanism in NO which can produce very 
high vibrational excitation. Under the present condi- 
tions, we estimate maximum NO( v = 2)/NO and 
NO(i> = 3)/NO population ratios of 7 X 10"4 and 
2 X 10~4, respectively, based on the effective laser 
fluence and the NO absorption line strengths [12]. 
No attempts were made to model non-exponential 
decay curves in this work. 

3.1. NO / O-atom relaxation 

Figs. 2 and 3 show Stern-Volmer plots for the 
measured decay rates of NO v = 2 and v = 3, re- 
spectively, as a function of O-atom concentration. 
The different symbols represent results obtained on 
different days, indicating good reproducibility. 
Weighted least-squares fits to the measured rates 
were used to determine the rate constants k0(u). The 
v-intercept values are consistent with the additive 
loss of NO(y) arising from several mechanisms, 
including diffusion of excited species out of the UV 
probe field of view, linear transport out of the field 
of view owing to the bulk flow, and, to a lesser 
extent, radiative relaxation and collisional relaxation 
by the Ar buffer gas. In the case of the O-atom 
quenching experiments, the intercept also includes 
small contributions from NO and N02 collisional 
quenching. 

Table 1 presents the derived rate constants k0(v 
= 2, 3), along with literature values for comparison. 
The k0(v = 2, 3) are about a factor of 2-3 lower 
than previously measured values of k0(v= 1). Fer- 
nando and Smith [2] and Lilenfeld [l] used NO(y = 
1-0) IR fluorescence as the probe of the NO(u = 1) 
time-dependent populations. In their measurement, 
Fernando and Smith [2] formed NO(L>= 1) using 
energy transfer from HCl(i> = 1) in a slowly flowing 
gas mixture, with the HC1 initially excited by a 
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Fig. 2. Stem-Volmer plot of NCXu = 2) disappearance rates as a 
function of O-atom concentration. The different symbols represent 
data obtained on different days; each point is the average of 3-7 
determinations, with the 2cr error bars indicated. Conditions: 
8.15-8.35 Torr total pressure, with densities of Ar ( = 2.6X 1017 

cm"3), N20 ((1.8-5.2)X10'5 cm"3), and NO (=1.7X1014 

cm-3). The microwave power was adjusted between 10 and 110 
W, with the N20 flow optimized at each setting as described in 
Piper et al. [6]. 
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Fig. 3. Stem-Volmer plot of NO(y = 3) disappearance rates as a 
function of O-atom concentration. The different symbols represent 
data obtained on different days; each point is the average of 3-7 
determinations, with the 2cr error bars indicated. The experimen- 
tal conditions are similar to those described in the Fig. 2 caption. 
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Table 1 
Rate constants k0(v) for the room-temperature relaxation of 
NCXu = 1-3) by O atoms (units of 10"" cm3 s" '). Error bars 
listed for the present work represent two standard deviations in the 
scatter in the measured rates 

u=l v = 2 Ref. 

5 + 1 
6.5 ±0.7 
1.7 

2.2 ±0.2      2.5 ±0.3 

2.1 

present work 
Lilenfeldfl] 
Fernando and Smith [2] 
Quack and Troe [13] 

chemical laser. In the Lilenfeld [1] measurement, 
NO(u = 1) was formed by pumping NO(u = 0) with 
a near-resonant CO laser line. Unfortunately, we are 
not at present equipped to excite the v = 1 level to 
permit a more direct comparison with these studies, 
although it seems unlikely that the rate constants 
would decrease so markedly from v — 1 to 2. The 
fact that the measured k0(v = 2, 3) values are signif- 
icantly lower than the k0(v = 1) literature values 
suggests a possible bias resulting from an overesti- 
mate of the O-atom concentration. However, such a 
bias was not evident in either of the O-atom mea- 
surements detailed in Section 2. 

Glanzer and Troe [3] performed the only previous 
experimental measurement of k0(v) for v > 2, in a 
shock tube with an effective temperature of 2700 K. 
They obtained k0(v) = (3.7 + 1.7) X 10"'' and (4.0 
±L7)Xl<rM cm3s""' for v= 1 and 2, respec- 
tively, which for v = 2 is almost a factor of two 
larger than the present measurement. The Glanzer 
and Troe v = 2 result can also be compared with the 
present result using the corresponding cross sections 
<r0(v = 2), obtained from the rate constants by divid- 
ing by the relative velocity of NO and O. This yields 
cr0(i; = 2)= 1.7 X 10-16 and 2.9X10-16 cm2 at 
2700 and 295 K, respectively, implying a high-tem- 
perature cross section that is about 40% smaller than 
the room-temperature cross section. 

The efficiency of the O + NO(i;) vibrational re- 
laxation process suggests the role of a metastable 
N02* intermediate. If the reaction proceeds through 
such an intermediate, the rate constant k0(v) can be 
approximated by 

*o(")=*c*(»)> (2) 

where kc is the second-order rate constant for com- 
plex formation, and *(u) represents the fraction of 

complexes which dissociate to yield a lower NO v 
level [13]. The quantity kc can be approximated by 
the high-pressure limit of the NO + O + M -> N02 

+ M recombination rate constant k™ec, equal to (3 ± 
1)X10"" cm3s-1 in air [7]. Various statistical 
theories can be used to calculate values of *(y). 
Fernando and Smith [2] discuss three such ap- 
proaches in the calculation of ^(u=l), yielding 
values ranging from 0.88 to 0.95. Quack and Troe 
[14] present a simplified form of their statistical 
adiabatic channel model which predicts x(v) = 0.88, 
0.95, and 0.97 for v= 1-3, respectively. Assuming 
that the complex formation rate constant is indepen- 
dent of v [13], these values can used to predict 
*0(»)«2.6X10-", 2.9 X 10-", and 2.9X10-" 
cm3 s"1 for u=l-3, respectively, in reasonable 
agreement with the present data. 

A more sophisticated prediction can be obtained 
from the complete statistical adiabatic channel model 
of Quack and Troe [13], whose calculated rate con- 
stants for O-atom-induced relaxation of NOiv = 1, 2) 
are listed in Table 1. The theoretical value for k0(v 
= 2) is the sum of rate constants calculated for 
relaxation of NO v = 2 into v = 1 and 0, and is seen 
to be in excellent agreement with the present result. 
For 2100 K, Quack and Troe predict k0(v) = 1.2 X 
10_" and 1.6 X 10-" cm3 s"1 for v=\ and 2, 
respectively, about 25% lower than the room-temper- 
ature predictions and in significant disagreement with 
the larger values measured by Glanzer and Troe [3] 
at 2700 K. However, the predicted negative tempera- 
ture dependence is consistent with the formation of 
an intermediate complex. 

3.2. NO self-relaxation 

To help benchmark the O-atom decay measure- 
ments, rate constants were determined for the self-re- 
laxation of NO(u = 2, 3) by NO. Table 2 presents 
the derived rate constants, which were obtained from 
Stern-Volmer plots similar to those shown in Figs. 2 
and 3. Values of kN0(v = 2) spanning more than a 
factor of two have been reported by various groups 
(see Table 1 in Wysong [9]). Many of the measure- 
ments, however, suffer from experimental complica- 
tions that could significantly reduce the accuracy of 
the derived relaxation rate constants [9]. More re- 
cently, Wysong [9] and Islam et al. [15] have inde- 
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Table 2 
Rate constants kN0(v) for the room-temperature relaxation of 
NCXu = 2, 3) by NO (units of 10" ■12 cm3 s   ')• Error bars listed 
for the present work represent two standard deviations in the 
scatter in the measured rates 

v = 2 v = 3 Ref. 

3.2 + 0.3 4.0 + 0.4 present work 
3.10+0.16 Wysong [9] 

3.26 + 0.24 Wysong[l0] 
2.44 + 0.3 2.22 + 0.2 Islam et al. [15] 

pendently measured km(v = 2) using laser IR 
pump/UV probe techniques similar to ours. The 
Wysong measurement is in excellent agreement with 
the present result, while the Islam et al. value is 
somewhat lower. Wysong separated the measured 
km(v = 2) disappearance rate constant into vibra- 
tion-vibration and vibration-translation compo- 
nents; Table 2 reports the total disappearance rate in 
order to be consistent with this work. 

Wysong [10] and Islam et al. [15] have also 
measured km(v = 3) values using laser pump/probe 
techniques. As shown in Table 2, the Wysong result 
is in fair agreement with the present measurement, 
while the Islam et al. value is almost a factor of two 
lower. These differences persist despite the similarity 
of the experimental methods and data reduction pro- 
cedures. We can offer no explanation for the discrep- 
ancies at this time. 

4. Summary 

Room-temperature rate constants for the quench- 
ing of NO(v = 2, 3) by O atoms and by NO have 
been determined. The self-quenching values are in 
reasonable accord with previous results. The rate 
coefficients for O-atom quenching are about a factor 
of 2-3 lower than previous measurements for v — 1, 
but agree well with a statistical adiabatic channel 
model prediction. The high relaxation efficiency and 
lack of a significant v dependence are consistent 
with the formation of an N02* metastable intermedi- 
ate. 
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Fractional population of NO(v — 1) from vibrational relaxation of 
NO(o = 2, 3) by O and NO 
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Significant populations of NO in excited vibrational levels v > 2 have recently been observed in the lower thermosphere, for 
which the relaxation rates and pathways are largely governed by collisions with O atoms. Laboratory experiments can provide 
accurate kinetic parameters for modelling and interpreting such steady-state y-dependent population distributions. In this study, 
a two-laser, pump-probe arrangement has been used to measure the fractional population of NO(t> - 1) arising from the 
collision-induced relaxation of NO(u = 3) by O atoms and, in an ancillary experiment, NO(u = 2, 3) by NO. The branching 
fraction x0(v = 3 -> 2) = 0.35 ± 0.12 for O-atom collisions. The Xo value is consistent with a long-lived NOJ collision complex, in 
which the total energy is randomly distributed among the internal degrees of freedom prior to dissociation, and agrees with a 
recent quasiclassical trajectory calculation. For collisions with NO, xN0(u = 3 -*• 2) = 0.73 ± 0.19, indicating a significant multi- 
quantum component. The branching fraction ZNO(" = 2— 1) = 1.19 ± 0.31 can be considered an effective value only, since its 
interpretation relies on an assumption regarding the relaxation mechanism. The rate constants k0(v = 3) = (3.0 ±0.6) x 10 "u 

cm3 s-1 for the vibrational relaxation of NO(p = 3) by O atoms, and /cNO(i> = 2) = (2.7 ± 0.5) x 10"12 cm3 s-1 and k^v = 3) = 
(3.4 ± 0.7) x 10"12 cm3 s-1 for the relaxation of NO(u = 2, 3) by NO have also been obtained, and are in good agreement with 
previous results from this laboratory. 

1    Introduction 

A great deal of attention has recently been focused on the 
chemical sources and sinks of NO in the lower thermosphere. 
Reactions (1) and (2) constitute the dominant NO production 
mechanisms:1-4' 

tional uppumping reaction 

NO(y = 0) + O - NO(» = 1) + O (3) 

N(4S) + 02 - NO(c < 7) + O 

N(2D) + 02 - NO(u s£ 18) + O 

(1) 

(2) 

Reactions (1) and (2), in conjunction with other NO formation 
reactions, can clearly give rise to a large degree of vibrational 
excitation in the NO product, consistent with laboratory mea- 
surements.5 Evidence that excited u-level populations of NO 
are present in the thermosphere is exemplified by recent 
observations of NO(u > 2) fundamental band radiance in 
high-resolution earthlimb emission data from the ORRIS 1A 
mission.*'7 Excited NO(o) populations are especially prevalent 
in auroras, for which the NO production rate can be vastly 
increased. NO populations up to v = 5 were detected in 
CIRRIS 1A measurements of naturally occurring auroras,6 

and up to v = 12 in the EXCEDE III space-based artificial 
aurora experiment.8 The decay pathways of the vibrationally 
excited NO populations will partially govern the resultant 
infrared background radiance and the extent to which the 
initial chemical energy is converted into thermal heating. 
Kinetic models for the production and decay of NO vibra- 
tional levels have been developed,9,10 but need to be updated 
and enhanced with more accurate input parameters. 

Vibrational energy transfer in thermospheric NO is domi- 
nated by collisions with oxygen atoms, since both N2 and 02 

are inefficient relaxers.11-13 However, relatively little is known 
concerning the rates and pathways of NO(o)/0 vibrational 
excitation or relaxation. In 1979 Fernando and Smith14 per- 
formed a landmark measurement of the room-temperature 
rate constant k0{v = 1) for NO(c = 1) vibrational relaxation 
by oxygen atoms. Their measurement is particularly impor- 
tant, since it is related through detailed balance to the vibra- 

Reaction (3) is a primary mechanism for lower thermospheric 
cooling through the conversion of kinetic energy into 
NO(a = 1 -► 0) fundamental band emission, which largely 
escapes into space. The temperature dependence of fc0(B = 1) 
in the 500-1200 K range has not been empirically determined, 
increasing the uncertainty with which the Fernando and 
Smith measurement can be applied to models of the lower 
thermosphere. 

Our group has recently examined the analogous process for 
NO(t = 2, 3),15 providing the only determination of the 
O-atom-induced quenching rates for NO(u > 2), aside from a 
shock-tube measurement of NO(c = 2) relaxation at 2700 K.16 

The determination of additional independent relaxation rate 
constants and single/multiquantum relaxation pathways 
would be of great use in modelling the dynamics of nascently- 
formed high-u NO in the thermosphere. The problem is poten- 
tially very similar to that of OH(o < 9) collisional quenching 
at the mesopause,17 in which the question of collision-induced 
single- vs. multi-quantum decay remains largely unanswered. 

In this paper we extend our earlier work on the relaxation 
of NO(c = 2, 3) by O and NO, and report measurements of 
the branching fractions of initially populated NO(v = 2, 3) 
into the lower o — 1 level. In the case of O-atom relaxation, 
this represents the first measurement of a detailed vibrational 
relaxation pathway. The results can be compared with the sta- 
tistical models of Quack and Troe,18a9 who calculated path- 
ways based on the presence of a long-lived NO? intermediate, 
viz. 

NO(tiJ + O - NOJ - NO(Bf) + O (4) 

The measurements can also be compared with the more recent 
semiclassical trajectory calculations of Duff and Sharma20 on 
the same system. All of these studies are in general agreement 
that the final vibrational state populations are approximately 
equal, i.e. independent of ot. 

J. Chem. Soc. Faraday Trans.. 1997. 93(16), 2637-2644       2637 
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2    Experimental 

The experimental apparatus and methodology were very 
similar to that used in our previous study of NO(u = 2, 3) 
vibrational relaxation15 (see Fig. 1). The primary apparatus 
consisted of a 2 in (in = 2.54 cm) internal diameter glass flow 
tube, coated on its internal surfaces with halocarbon wax in 
order to minimize oxygen-atom recombination. Clamped to 
the flow tube was the detection cell, which consisted of a 
stainless-steel cube bored through to give the same 2 in inter- 
nal diameter, and Teflon-coated on its internal surfaces. Two 
10 cm long side-arms containing a series of black anodized 
aluminium light baffles were attached at right angles to the 
flow tube axis, in order to pass laser light through Brewster- 
angle windows. The cell provided the capability for multi- 
photon ionization (MPI) and laser-induced fluorescence (LIF) 
detection of trace species in the gas flow. Vibrational level 
populations of NO were probed in the previous study using 
1 + 1 resonance-enhanced MPI; in this study we used the LIF 
technique as described in the following. 

Fig. 2 shows an example schematic of the IR pump-UV 
probe   methodology   for   initial   excitation   of   NO(u = 2). 
NO(u = 2, 3) rotational levels were populated using tunable 
IR laser pulses, generated by mixing visible dye laser output 
with the 1.06 um Nd : YAG fundamental in a LiNb03 crystal. 
Residual visible and 1.06 um radiation was eliminated by 
passing the mixed output through a silicon window at Brew- 
sters angle (for 1.8 urn), and additionally through a germa- 
nium window, also at Brewsters angle (for 2.7 urn). Laser pulse 
energies in the 2.7 urn region with frequencies corresponding 
to several of the v = 0 - 2, J" -* J" + 1 R-branch transitions 
were found to vary by a factor of three owing to varying 
absorption by water vapour in room air. The 2-0 R(J" = 6.5) 
and 3-0 R(J" = 7.5) transitions were used in the two cases, 
with a fractional excitation of ca. 10~5-10~* of the total NO 
population {vide infra). The IR pulse was weakly focused using 
a 500 mm CaF2 lens positioned 370 mm before the cell, giving 
a 1/e2 Gaussian beam diameter of ca. 3 mm. 

NO(y = 1-3) time-dependent populations were detected 
using LIF and various bands in the A-X y-band system. To 
generate the detection laser wavelengths, an Inrad Autotrack- 
er II was used to frequency-double laser light from a 
Nd : YAG-pumped dye laser. The detection beam was shaped 

Fig. 2 Schematic of laser excitation/detection methodology. In (a), a 
tunable IR laser excites a small fraction of the NO» = 0 population 
to v = 2. Collisions with relaxer species then transfer the initially 
excited population to lower v levels on a timescale of tens of us. In (b), 
a UV laser is used to probe either the initially excited v = 2 level, or 
the B = 1 level which is populated by collisional relaxation. Detection 
is accomplished using the y(0-0) band, which occurs at a shorter 
wavelength. Detection via the y(2 - v") bands is performed in a similar 
manner. Note that the separation between the A and X levels is not 
drawn to scale. 

into a circular cross-section using a pair of cylindrical lenses, 
then sent through a pair of 1 mm diameter irises prior to entry 
into the cell in order to precisely maintain its position relative 
to the larger IR beam. UV pulse fluences were kept very low 
(1-10 uJ) to avoid saturation of the strong y-band transitions. 
A Burleigh WA-5500 pulsed wavemeter was used to monitor 
both the IR and UV dye laser frequencies to be certain they 
were not drifting off resonance. While we did observe inaccu- 
racies in these measurements consistent with the instrument 

- UV laser 

to vacuum pumps O L 

/ 
PMT (downlookira 

Ar/Np inlet—s, 

i 
■ 1 mm iris 

s^. 

microwave discharge 

 NO injector 
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Fig. 1    Experimental apparatus. See text for discussion. 
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specification (e.g. ±0.1 cm"1 at 600 nm, ±0.2 cm"1 at 300 
nm), the reading remained stable over the course of several 
days in the absence of optics readjustment. 

The NO y-band fluorescence was detected at a shorter 
wavelength than the pump wavelength, largely eliminating 
background arising from laser light scatter off the windows, 
the microwave discharge, and from NO* fluorescence, which 
extends from 400 nm into the near-IR. In many cases it was 
easy to detect the NO(c) under photon-counting conditions, 
although the fluorescence signals were typically much strong- 
er. Two y-band series were used, the y{2 — v") series, in which 
the y(2-2) and y(2-3) bands at 222 and 231 nm were pumped, 
and the y(2-0) band at 205 nm detected, and the y(0-u") series, 
in which the y(O-l) and y(0-2) bands at 237 and 247 nm were 
pumped, and the y(0-0) band at 227 nm detected. The y(2-0) 
detection method gave rise to about a factor-of-two better 
S/N, owing to more favourable A-X Franck-Condon factors. 
Fluorescence was detected by a Hamamatsu R166 solar-blind 
PMT, in conjunction with 10 nm FWHM bandpass filters 
(Corion Corp., Andover Corp.) centred at 206.5 and 224.4 nm, 
respectively. In each case the use of the same upper state 
allowed relative v" population measurements to be accom- 
plished without needing to account for such factors as detec- 
tor wavelength response and NO(A, v) fluorescence lifetime. 

Between 8 and 32 laser shots were averaged for each time 
element, resulting in typical run times of between 3 and 13 
min for 250 time values. At each time delay the integrated LIF 
signal and the UV and IR laser fluences were separately aver- 
aged on digital oscilloscopes, and the averaged values stored 
on a laboratory computer. In the data workup the LIF signals 
were ratioed by 50 point running averages of the IR and UV 
laser fluences to account for long-term drift, which was gener- 
ally < 10%. These ratioed signals were then converted to rela- 
tive populations of the NO(w) populations by dividing by the 
product of the appropriate Boltzmann population factor and 
linestrength22 of the rotational level probed, and by the 
u" -*■»' Franck-Condon factor.23 In each case a rotational 
transition was chosen that was separated from its nearest 
neighbours by more than the FWHM bandwidth (0.7 cm-1) 
of the UV laser. 

A mixture of ca. 25 seem N20 in 1100 seem Ar was flowed 
through a McCarroll cavity microwave discharge in order to 
form O atoms. A 0.5 in od. Pyrex tube was used instead of the 
magnesium oxide tube used previously. The discharge region 
was followed by a Woods horn and a right angle in order to 
minimize stray light in the fluorescence detection region. An 
additional 425 seem Ar was introduced through a loop injec- 
tor just upstream of the discharge effluent in order to mini- 
mize turbulence. One seem NO was introduced a few mm 
upstream of the detection region, through an injector formed 
from a 1 in long, 0.125 in od Teflon tube aligned along the 
laser axis, with about ten small holes pointing downstream. 
This arrangement was found to minimize mixing of the 
injected NO with oxygen atoms prior to the laser pump- 
probe sequence. Reactions (5) and (6) reduce the O-atom con- 
centration, and give rise to NO(t) background through the 
sequence 

NO + O + M - NOJ + M 

N02 + O - NO(o sg 9) + 02 

(5) 

(6) 

with rate constants k5 = 2.4 x 10"14 cm3 s"1 (at 8.5 Torr) 
and k6 = 9.7 x 10"12 cm3 s"l.21 The observed NO LIF back- 
ground was linear in laser power, consistent with the presence 
of a small amount of NO(c) created through reactions (5) and 
(6). Conceivably, photolysis of N02 followed by detection of 
product NO(c) in the same laser pulse could also give rise to a 
background signal, though such a process would have a quad- 
ratic laser power dependence at the low probe fluences used. 
In our previous study we found that reactions (5) and (6) 

reduced the O-atom density by about 5% upon the addition 
of NO. The chemiluminescent NO* formed in reaction (5) was 
used to advantage in adjusting the various flow rates to mini- 
mize the turbulence in the cell region. The microwave dis- 
charge was operated at ca. 110 W. The O-atom density was 
measured to be 1.8 x 1015 cm"3 through N02 titrations,24 

about a factor of three higher than densities achieved in our 
previous study employing the magnesium oxide discharge 
tube.15 

For the NO(c = 2, 3)-NO self-relaxation studies, the micro- 
wave discharge and the N20 flow were turned off, and mix- 
tures of either 50 seem NO-1525 seem Ar or 10 seem NO-215 
seem Ar were used, corresponding to NO number densities of 
8.6 x 1015 cm"3 and 1.2 x 1016 cm"3, respectively. For both 
flow rates the total pressure was set to ca. 8.5 Torr by throt- 
tling the downstream vacuum pump, giving rise to linear flow 
velocities of 120 and 17 cm s"1, respectively. The measured 
branching fractions did not depend on the flow speed. In 
general, the observed NO(u) decay rates were dominated by 
O-atom- and NO-induced collisional relaxation, respectively. 
The collision-induced decay rates of NO(c = 2, 3) by Ar and 
N20 were <100 s"1, and the NO(D = 2, 3) radiative decay 
rates are ca. 30 s~'. The transport loss rate of NO(u) from the 
laser field of view is accounted for in the kinetic equations 
outlined below. 

3   Data interpretation and reduction 

Rotational energy transfer in NO in general occurs at or near 
gas kinetic rates,25-27 with little dependence on the initially 
excited J level. The 8.5 Torr Ar bath gas gives rise to an NO 
rotational energy transfer timescale of ca. 10-20 ns, based on 
the NO(y = 2, 3; J) removal rate constants of ca. 2-3 x 10"10 

cm3 s-1 measured by Islam et o/.25 In addition, Islam et a\F 
have recently measured a large number of state-to-state ro- 
vibronic rate coefficients for collisions of initially created 
NO(» = 2, ß, J) with NO, He and Ar. It was found the ß- 
changing collisions of NO with Ar occur at no greater than 
10% of the rate for ß-preserving collisions,27 which places a 
lower limit of 100 ns on the timescale for ß-changing colli- 
sions. However, these rotational and spin-orbit equilibration 
time scales are still about a factor of 100-1000 times smaller 
than the timescale for NO vibrational decay in our experi- 
ment. 

Fig. 3 shows a series of NO(u = 3) LIF spectra, obtained at 
various times following IR excitation, along with a synthetic 
spectrum calculated assuming a room-temperature distribu- 
tion of rotational populations. The v = 0 -* 3, R(J" = 7.5) Fi 

and F2 vibrational overtone transitions are separated by only 
0.07 cm-1, far less than the IR laser bandwidth of 1.1 cm"1, 
and both the Ft and F2 J' = 8.5 levels are initially populated 
in the upper vibrational state. Each of the two excited rota- 
tional populations gives rise to four resolved emission lines 
shortly after the IR pump pulse (Fig. 3). The entire v = 3 man- 
ifold is seen to fill in and approximate the predicted room- 
temperature spectrum after <100 ns, consistent with the 
rotational energy transfer timescales estimated above. Thus, 
since the rotational level populations reequilibrate on a time- 
scale short compared to vibrational relaxation, the vibrational 
populations can be probed using any one of a number of 
y-band rotation-vibration transitions. 

Too high a concentration of vibrationally excited NO can 
lead to 'ladder-climbing' effects, in which the excited species 
exchange energy in an efficient, near-resonant process23 

NO(c') + NO(u") - NO(o' - 1) + NO(i<" + 1) (7) 

Wysong,11'29 in previous measurements of NO(u = 2, 3) self- 
quenching rates, found that NO(t>) fractions > ca. 10"3 of the 
total NO concentration led to discernible second-order effects 
in model calculations of NO(u) vibrational relaxation. It is 
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Fig. 3 Time series of NO y(3, 3) laser-induced fluorescence spectra 
following IR excitation of NO(t = 3) at r = 0 ns. Collisions with Ar 
bath gas molecules efficiently transfer the initially formed F, and F2 
v = 3, T = 8.5 populations to other rotational levels. After ca. 100 ns 
the rotational level populations are equilibrated at ambient tem- 
perature. 

straightforward to estimate the excited fraction by comparing 
the maximum NO(u = 2) population to the background 
NO(u = 1) population, where both are obtained from normal- 
ized LIF signals. The Boltzmann equilibrium v = 1 back- 
ground population is equal to a 1.1 x 10~* fraction of the 
v = 0 population at 295K. From observations of several data 
sets, the initially pumped NOl> = 2) population was found to 
equal about one-half of the ambient v = 1 population, a 
5 x 10 ~5 fraction of the total NO. The maximum NO(c = 3) 
population is estimated to be about one-half that of 
NO(i- = 2), based on relative IR laser fluences and band- 
widths, and absorption coefficients and Doppler linewidths of 
the NOfX) 3-0 and 2-0 overtone bands. 

In a typical experiment the UV laser was first tuned to 
detect the initially populated NO(i') level, and several NO(c) 
time series obtained. The UV laser frequency was then adjust- 
ed to detect NO(c - 1), and again several time series accumu- 
lated. Data on several different days were obtained in this 
manner for each different excited species-quencher pair. For 
u = 3 _ 2 relaxation this was relatively straightforward, owing 
to  negligible  population   of the   lower  v  level   in   room- 
temperature NO. For v = 2 — 1 relaxation, however, the ca. 
10  * fraction of the total NO concentration in v = 1 resulted 
in a large background signal in the absence of IR excitation. 
This background signal dominated the noise observed on the 
v = 1 signals. For NO(o = 2) self-relaxation the noise could be 
sufficiently   reduced  through  signal  averaging  to  obtain   a 
branching fraction ZNO(U = 2-1). For NO(o = 2. 3)-0 relax- 
ation the combination of reactions (5) and (6) gave rise to an 
additional source of background signal for NO|i- = 1), and to 
a lesser extent for NO(t = 2).30 These complications obviated 
an acceptable measurement of &,(" = 2 — 1). 

Fig. 4 shows  time-dependent NO(o)  populations and  a 
model fit for a sample NO(t = 3)-0-atom run. The rate pro- 
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Fig. 4 Quenching of NO(» = 3) by O atoms. The IR laser fires at 
r = 0, which populates the o = 3 level. NO(u = 3) decays exponen- 
tially, while NO(» = 2) grows in over time according to the branching 
fraction Xo(v = 3 — 2) and the relaxation rate constants k0(v). The 
NO(t> = 2) population builds up only modestly because Xo(" =3 — 2) 
is relatively small, and k0(v = 2) a k0(u = 3). The NO(v = 2, 3) back- 
ground LIF signals have been subtracted; the background signals are 
about 6 x (v = 2) and 0.5 x („ = 3) the magnitude of the transient 
signals. 

cesses governing the relaxation of initially excited NO(u ■■ 
are written 

NO(n = 3) -t- O *0<» = 3-2)J:0(i, = 3) 
NO(t- = 2) + O 

NOf> = 2) ■+■ O 

NO(c = 2, 3) 

ko(v = 2) 
NO(n sg 1) + O 

■3) 

(8) 

(9) 

- disappearance (10) 

In eqn. (8)-(10), k0(v) is the rate constant for O-atom-induced 
relaxation of NO(i-), z0(u = 3 - 2) is the branching fraction for 
single-quantum decay, and rT is the transport loss rate out of 
the UV laser field of view. The transport loss rate has both 
convective and diffusive components under the present condi- 
tions, and can be estimated as 5 x 103 s~l based on the 
observed decay rate of NOfu = 1) (vide infra), i.e. ca. 10% of 
the O-atom-induced decay rate. Reactions (8)-(10) were 
modelled using the coupled differential equations 

</[NO(i> = 3)] 
dr - [NO(t- = 3)]{rT + kM(v = 3)[M]}     (I) 

d[NO(v = 2)] 
dr -[NO(t> = 2)]{rT + k„(v = 2)[M]J- 

+ [NO(i> = 3)]{ZM(t, = 3 -2)fcM(i; = 3)[M]} 

(ID 

In eqn. (I) and (II) [NOfifl and [M] refer to time-dependent 
species concentrations, with M being the identity of the chief 
quencher species, i.e. O atoms or NO as appropriate. Trial 
integrations performed on a PC showed second-order reac- 
tions such as eqn. (7) to be unimportant owing to the very 
small amount of excited level populations present. 

Fig. 5 and 6 show time-dependent NO(r) populations and 
model fits for sample NO(t = 3)-NO and NO(« = 2)-NO 
runs, respectively. The NO(c = 3)-NO kinetics are governed 
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Fig. 5 Quenching of NO(o = 3) by NO. The larger build-up of 
NO(o = 2) relative to the NO(« = 3)-0 system shown in Fig. 4 is due 
mostly to the larger branching coefficient xN0(i> = 3 — 2). 

by a set of equations very similar to those given in eqn. (I) and 
(II). except for the identity of the relaxing species. The 
NO(c = 2)-NO system, however, follows a somewhat different 
scheme. Two relaxation pathways are possible, depending on 
whether the relaxation of an initially excited NO(t = 2) mol- 
ecule gives rise to a pair of NO(t> = 1) molecules through the 
efficient near-resonant vibration-to-vibration (V-V) energy- 
transfer process31 

NO(» = 2) + NO(t> = 0) - NO(» = 1) + NO(u = 1)   (11a) 

or to a single NO(i> = 1) molecule through a vibration-to- 
translation (V-T) process, generally assumed to be much 

200      ,       300 

delay time/^s 

Fig. 6 Quenching of NCXv = 2) by NO. The NO(o = 1) population 
build-up is substantial due to the large branching fraction XNO(

V
 = 

2 — 1) (see text), and to the slow decay of NOfu = 1), which is govern- 
ed by the transport loss rate rT out of the detection laser field of view. 
The NO(t> = I) background LIF signal is about twice that of the tran- 
sient signal, and has been subtracted. 

slower due to the large energy defect: 

NO(» = 2) + NO(t> = 0)-NO(B = 1) + NO(o = 0)   (lib) 

Either reaction would be followed by the slow quenching of 
NO(» = 1), 

NO(» = 1) + NO - 

with fcN0(y= 1) = 7 x 10"14 c 

• NO(» = 0) -r NO (12) 

or ca. 700 s-1 under 
the present conditions. Reactions (11) and (12) were modelled 
viz. 

i[NO(f = 2)] 
dr 

rf[NO(i> = 1)] 
dr 

= - [NO(» = 2)]{rT + fcN0(i; = 2)[NO]}   (III) 

-[NO(c = l)]{rT + Mt = l)[NO]} 

+ [NO(«» = 2)]{ZNOC = 2- DW» = 2)[NO]} 

(IV) 

In eqn. (Ill) and (IV), km(v = 1, 2) are the appropriate disap- 
pearance rate constants, and xno(v = 2—1) is the observed 
fractional population of NO(t> = 1) upon decay of NO(i> = 2). 
Since the observed decay rate of product NO(y = 1) is domi- 
nated by transport loss, rT can be determined directly through 
least-squares fitting. In this case accounting for transport loss 
increased the best-fit #N0 value by ca. 40%. 

Eqn. (I) and (II) were used to model the population time 
evolution in the NO(t> = 3)-0 and NO(t = 3)-NO systems, 
and eqn. (Ill) and (IV) in the NO(» = 2)-NO system. In each 
case the appropriate differential equations were numerically 
integrated using trial kinetic parameters to generate a solution 
against which the data could be compared. A non-linear least- 
squares fitting routine was used to determine the best fit 
through the automatic adjustment of the kinetic parameters. 
In general, a total of four parameters was allowed to vary in 
the fits: the decay rates fcM(ü)[M] for the upper and lower v 
level populations, the branching coefficient XM(

V
 ~* v ~ 1). and 

an arbitrary scaling parameter. While not the object of this 
study, the best-fit NO(t) decay rates were found to be con- 
sistent with previous measurements11,15,25,29 and are re- 
ported below. For O-atom quenching the decay constant 
k0(v = 2)[0] could not be accurately determined due to poor 
S/N. Instead, k0(v = 2) was held equal to k0{v = 3), consistent 
with the published values in Dodd et al.is Also, for NO(t> = 2) 
relaxation the decay of NO(u = 1) is dominated by transport 
loss, as described above: 

4   Results and Discussion 

The least-squares fitting results were averaged to yield the 
branching fractions x shown in Tables 1 and 2. The scatter in 
the best-fit x values gave rise to standard deviations of 5-10% 
for relaxation by NO, and ca. 20% for relaxation by O atoms. 
The error bars quoted in Tables 1 and 2 include these errors, 
with an additional 25% of the best-fit result added in quadra- 
ture to account for the estimated systematic error in the 

Table 1 
O" 

Branching fractions XcA" -* w — 1) for relaxation of NO(») by 

o = 2 -» 1 o = 3-2 ref. 

0.37 
0.43 

0.35 ± 0.12 
0.35 + 0.12 

0.29 

present work, decay rates varied 
present work, decay rates fixed 
Quack and Troe18 

Duff and Sharma20 

° Values of /0 from the present work were obtained either by allowing 
the NO(i') decay rates to vary in the fit, or by fixing them using 
known parameters. See text for discussion. 

J. Chem. Soc. Faraday Trans.. 1997. Vol. 93 2641 

69 



Table 2   Branching fractions Wv —u - 1) for relaxation of NO(t>) 
by NO° 

= 2-*l u = 3-2 ref. 

1.19 + 0.31* 0.73 ± 0.19        present work, decay rates varied 
1.11 ±0.30» 0.74 ±0.19        present work, decay rates fixed 

° Values of xNO from the present work were obtained either by allow- 
ing the NO(c) decay rates to vary in the fit, or by fixing them using 
known parameters. See text for discussion. * Observed fractional 
population of v - 1, for which the interpretation depends on an 
assumption regarding the reaction mechanism. See text for discussion. 

experiment. The non-linear least-squares fits used to deter- 
mine the branching fractions x were also performed by fixing 
the NO(» = 2, 3) decay rates using the known O and NO 
number densities and the rate constants measured by Dodd et 
al.15 The resultant branching fractions are also given in 
Tables 1 and 2, and are seen to be in excellent agreement with 
the x values obtained when the rates are adjusted in the fit. 
This agreement is consistent with the good agreement between 
the best-fit rate constants kjp = 2, 3) obtained in the present 
work and those obtained previously.15 The rate constant 
results are discussed below, with the best-fit fcN0(y = 2, 3) from 
the present work given in Table 3. 

NO(p = 3)-0 

In Table 1, the measured branching fraction Xo(v = 3 -<■ 2) = 
0.35 + 0.12 is seen to be in good agreement with the predic- 
tion of 0.29 made by the recent quasiclassical trajectory calcu- 
lation of Duff and Sharma20 (DS). A second calculation 
highlighted in Table 1 is taken from the statistical adiabatic 
channel model of Quack and Troe18 (QT), which was orig- 
inally developed to model the rates of unimolecular disso- 
ciation. The latter model calculates the rate of dissociation of 
a strongly bound 'activated complex', taking into account the 
coupling of initial and final state angular momenta. It is 
ideally suited for the NO(v)-0 system, given the 3 eV binding 
energy available to an NOf intermediate. 

The QT and DS calculations both predict NO final vibra- 
tional state vs population distributions that are approximately 
independent of vt. For the initially populated level i\ = 2, 
both models predict final state populations that are weighted 
slightly toward v, = 0 (Table 1). The DS study predicts that 
for higher v-, levels this proclivity toward low-u final states dis- 
appears, and that the final state populations are divided 
equally among the levels vt < vt. This distribution is consis- 
tent with a long-lived NOJ intermediate [reaction (4)], as are 
the large relaxation rate coefficients.'' 

QT predict from first principles a room-temperature 
k0(v = 2) value which is in good agreement with that recently 
measured by Dodd et al.is It is likely, however, that the QT 
calculation underestimates the actual rate constant, since it 
considers only one of the two attractive potential-energy sur- 
faces that arise in the interaction of ground-state NO and O. 
The DS trajectory calculation uses both attractive 
(1 2A' + 1 2A") surfaces, resulting in a kQ(v = 2) value which is 
ca. 50% higher than the QT result, and ca. 30-40% higher 

Table 3    Rate constants kHO(v) for the relaxation of NO(u = 2, 3) by 
NO at ca. 295 K (units of 10"i2 cm3 s"1)" 

u = 2 ref. 

2.7 ± 0.5 
3.2 ± 0.3 

2.72 ±0.15" 
2.44 ± 0.3 

3.4 ± 0.7 
4.0 ± 0.3 

3.26 ± 0.24 
2.22 ± 0.2 

present work 
Dodd et a/.15 

Wysong11-29 

Islam et al.2i 

' The measured value of &NO(u = 2) (ref. 11) was listed incorrectly in 
Table 2 of ref. 15, and is given correctly here. 
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than the empirical result.15 However, the DS paper points out 
the complexity inherent in a system with a total of 18 adia- 
batic doubly degenerate electronic states. The only existing ab 
initio calculation of the 0(3P) + NO(X 2II) potential-energy 
surfaces does not include the effects of non-adiabatic coup- 
ling.32 Clearly more effort is needed in both the experimental 
and theoretical areas in order to resolve the discrepancies and 
further understanding of the NO(t>)-0 system. 

There exist at least two worthwhile extensions to the experi- 
ments described herein. First, it would be useful to measure 
the temperature dependence of the branching fractions in the 
500-1200 K range, i.e. for thermospheric temperatures, albeit 
these measurements may be difficult using the present appar- 
atus due to the increased ambient population of excited v 
levels and the resultant LIF background. Alternatively, a 
photolytic source of NO(») such as NO,30 could be employed 
in order to mitigate the background NO signal. Some 
temperature-dependent rate coefficients for NO(c = 2, 3) 
relaxation by NO and other stable species have been mea- 
sured,1125 though it is difficult to predict the effect of tem- 
perature on the NO(Uj ->■ vt) branching fractions in the absence 
of detailed experimental or theoretical information. The 
NO(u)-0 system in particular is lacking in information. 

A second extension is suggested by the observations of 
Lipson et al.33 and Sharma et a/.,34 who independently 
derived steady-state NO(t; = 1) spin-orbit populations from 
high-resolution earthlimb IR emission data. The spin-orbit 
populations were found to depart strongly from local ther- 
modynamic equilibrium, favouring the lower F, component. 
Effective spin-orbit temperatures of ca. 200 K at higher alti- 
tudes were derived,33-34 in contrast to the kinetic temperature 
of ca. 900 K inferred from the NO(u = 1) rotational distribu- 
tion observed simultaneously. It has been proposed33 that the 
subthermal spin-orbit distribution results from selective for- 
mation of the v = 1 Fj spin-orbit level in uppumping colli- 
sions of NO(t = 0) with O. Thus, measurements of the 
spin-orbit dependence of NO(o) relaxation rate constants 
would be valuable, as well as measurements of NO(i> = 1, Q) 
final state propensities in the uppumping of NO(t> = 0) by O. 
These experiments may require a molecular beam apparatus 
instead of the cell arrangement used here, due to the efficiency 
with which collider species (e.g. He and Ar) interconvert the 
NO spin-orbit components.27 

NO(» = 3)-NO 

The branching fraction xNO(u = 3 -» 2) = 0.73 ± 0.19 listed in 
Table 2 is significantly lower than the value of unity predicted 
assuming a single-quantum relaxation mechanism, but instead 
indicates some degree of multiquantum behaviour. It is gener- 
ally accepted that NO vibrational self-relaxation proceeds via 
the resonant V-V transfer mechanism (13) for the lower v 
levels:2535-35 

NO(c) + NO(0) -> NO(» - 1) + NO(l) (13) 

As v increases reaction (13) gradually becomes more endo- 
thermic owing to a small degree of vibrational anharmonicity, 
ca. 28 cm"1 per v level, which slows the reaction. The reaction 
endothermicity exceeds the room-temperature kT value at 
v = 9, and Yang et al.36 have suggested that the V-V mecha- 
nism (13) is unimportant for v > 8. For v ^ 13 the fcNO(i;) 
values increase rapidly, which the authors attribute at least 
partially to the onset of multiquantum relaxation pathways. 
In one experiment, Yang et al. populated NO(u = 19), then 
monitored NO(u = 17-19) populations as a function of delay 
time in a manner very similar to the present work. They deter- 
mined x»o(v= 19-18) = 0.47, ZNO(19 - 17) = 0.33, and 
*NO(18 — 17) = 0.48,36 consistent with a high degree of multi- 
quantum behaviour. 
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NO(» = 2)-NO 

The measured branching fraction ZNO(" = 2 -♦ 1) = 1.19 
± 0.31 is also listed in Table 2. Unfortunately, the NO(i> = 2)- 
NO measurement performed here does not unambiguously 
identify the reaction mechanism. Such an identification 
requires determining (1) the relative contributions of single- 
and double-quantum relaxation, and (2) for the single- 
quantum component, the relative contributions of the V-V 
process (11a) and the V-T process (lib). Thus, the measured 
XHO(v = 2 -<• 1) value is consistent with an effective single- 
quantum branching fraction of 0.5-1.0, depending on the con- 
tributions of (11a) and (lib) to the single-quantum 
component. We note, however, that all interpretations of 
XNO(f = 2 -»1) are in disagreement with the expectation of a 
negligible V-T contribution to the overall disappearance 
rate.36 Clearly a more definitive experiment could be used to 
determine the precise mechanism of the NO(c = 2)-NO relax- 
ation process. For instance, a small amount of admixed iso- 
topically labelled NO* in unlabelled NO could be excited to 
v = 2, followed by observing the population time evolution of 
both NO*(B = 1) and NO(c = 1). 

Wysong11--9 performed semiquantitative measurements of 
the extent of single-quantum behaviour in NO(u = 2) self- 
relaxation. The NO(u = 2) population was excited via tunable 
IR laser excitation of ambient NO, using an apparatus very 
similar to that of the present work. Transient population of 
NO(v = 1) was measured to be 'about twice' that of initially 
excited NO(t> = 2), consistent with the single-quantum V-V 
transfer mechanism governed by eqn. (13). 

Stephenson31 performed a landmark measurement of the 
rate constant for reaction (14a) by measuring the rate of 
appearance of NO(i> = 2): 

NO(t> = 1) + NO(i> = 1) - NO(u = 2) + NO(u = 0)   (14a) 

NO(u = 2) + NO(c = 0) - NO(i> = 1) + NO(u = 1)   (14b) 

As pointed out by Hopkins and Chen,37 who pioneered the 
measurement technique and data interpretation in the analo- 
gous process in HCl(u), the necessary simplification of the 
kinetic equations can lead to an overestimate of fe14., by as 
much as 25%. The rate constant fe14a can be related to fe14b 

through detailed balance; at room temperature, fc18b = 
0.87A:14a. Thus, assuming that reaction (14b) proceeds wholly 
as shown, measurements of the vibrational relaxation of o = 2 
can be related to Stephenson's measurement. Subsequent 
determinations of the rate constant for reaction (14b) are 
lower than that derived from Stephenson's work by factors 
ranging from 1.3 to 2.4,11-15'35-38-39 with the later, more reli- 
able measurements11,15'3S in good agreement with each other 
and with the Stephenson value, albeit just within the com- 
bined error bars. 

It is important to note that despite the degree of effort in 
measuring the disappearance rates of NO(») in collisions with 
itself and with other species, we are unaware of any explicit 
measurements of the relaxation pathways aside from the 
NO(t = 19) study of Yang et al.36 The v = 4-8 region is par- 
ticularly open to investigation at this juncture, although it is 
not easily accessible using either the stimulated emission 
pumping technique of Yang et al., nor the IR pumping tech- 
nique owing to rapidly decreasing 0-t>' absorption coefficients. 
Yang et al?6 predict that the relaxation proceeds via a single- 
quantum mechanism for v levels as high as c= 14; this has 
not been experimentally verified. 

NO(« = 2, 3) Disappearance rate constants 

The best-fit NO(u = 2, 3) decay rates can be combined with 
the known quencher species concentrations to determine 
relaxation rate constants. The rate constants result essentially 
from one- or two-point Stern-Volmer plots, and thus have 

lower precision than the values measured previously in this 
laboratory;15 here we quote ca. 20% error bars. Using the 
measured O-atom density of 1.8 x 1015 cm-3, the rate coeffi- 
cient k0(v = 3) was determined to be (3.0 ± 0.6) x 10"ll cm3 

s-1. This result agrees well with the value of 
(2.5 ±0.3) x 10"u cm3 s"1 reported by Dodd et a/.,15 in 
which NO(c = 2, 3) time-dependent populations were detected 
using MPI, and the maximum O-atom density was much 
lower, ca. 0.5 x 1015 cm-3. Thus the current measurement 
provides a valuable corroboration of the previously measured 
k0(v = 2, 3). 

For NO self-quenching, the relaxation rate constants were 
determined to be fcN0(t; = 2) = (2.7 ± 0.5) x 10"12 and 
fcNO(t, = 3) = (3.4 ± 0.7) x 10"12 cm3 s"'. The kso{v = 2) 
value is average of 2.5 x 10"12 and 2.9 x 10"12 cm3 s"1 

obtained from analyzing the decay of initially excited 
NO(t> = 3) and NO(i> = 2), respectively. The rate constants 
kNO(v = 2, 3) are compared in Table 3 with values measured 
using similar laser IR pump-UV probe experiments. The two 
sets of values are seen to be in general agreement with the 
exception of the Islam et al.ls measurement of fcNO(t> = 3), 
which is about 40% lower than the mean of the other three 
values and outside the error bars of any of them. While the 
Islam et al. kN0(v = 2) measurement is also lower than the 
others, it is in good agreement with two of them and just 
outside the error bars of the third. 

5   Summary 
We have measured the fractional population of NO(t> — 1) 
arising from the collision-induced relaxation of NO(t> = 3) by 
O atoms and NO(u = 2, 3) by NO. The branching fraction 
Xo(v = 3 -* 2) is consistent with the existence of a long-lived 
NO* collision complex, and agrees well with the results of a 
recent quasiclassical trajectory study20 of NO(i> = 3)-0-atom 
collisions on a calculated potential-energy surface. The 
2NO(y = 3 -* 2) value is significantly lower than the value of 
unity arising from a V-V, single-quantum relaxation mecha- 
nism, and suggests a multiquantum component. For 
NO(t> = 2) self-relaxation the xso(v = 2 -»1) value cannot be 
used to unambiguously assign the mechanism, owing to the 
possible, unknown contribution of resonant uppumping of 
NO(» = 0) to NO(u = 1) in the relaxation process. Both NO 
self-relaxation results imply a significant V-T component to 
the quenching process, contrary to the relatively low rate for 
NO(o = 1) self-relaxation. Rate constants for the vibrational 
relaxation of NO(» = 3) by O and NO(u = 2, 3) by NO were 
obtained in the course of fitting for the branching fractions, 
and are consistent with previous results from this laboratory. 

This work has the strongest application in improving the 
accuracy of auroral models, in which the NO production rate 
is greatly enhanced over the quiescent atmosphere. Auroral 
energy deposition is typically a maximum in an altitude 
region where the O-atom density is also high, i.e. in the lower 
thermosphere near 100 km. Thus, O atoms play a key role in 
determining the NO(t>) population distribution.9 The recent 
measurements of NO(o 3s 2) fundamental band radiance in the 
quiescent atmosphere6-7 also point up the need for more accu- 
rate energy-transfer parameters for the NO(u)-0 system. 
Finally, the observation of subthermal NO spin-orbit dis- 
tributions in the lower thermosphere33,34 suggests the need 
for additional measurements and theory concerning final state 
propensities in NO(u, J, Q) collisions with O atoms. 
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Abstract. We describe a model for the response of atomic oxygen and hydroxyl airglow to a gravity 
wave. The airglow models uses a realistic atmospheric-gravity-wave model, describing the wave 
velocity and pressure fluctuations in the presence of a nonisothermal background temperature profile 
and background winds. The gravity-wave model is coupled to the OH photochemical model of 
Makhlouf et al. [1995] and to a simple chemical model for the 557.7 nm airglow as described below. 
It is shown that the chemistry of the 557.7 nm airglow does not affect the phase of the Krassovsky 
T], due to the short chemical lifetime of the O('S) and the 02(c1ru) precursor states, whereas for the 
OH airglow the chemistry and dynamics couple for wave periods of 10-25 min; and chemistry does 
affect the-phase of T|. The effect of standing waves and traveling waves on the phase of r) is shown 
to be different, and this behavior can be used to differentiate between freely-propagating waves and 
ducted waves. These effects are illustrated by applying the model to examples of Airborne Lidar and 
Observations of Hawaiian Airglow (ALOHA-93) campaign data. A combination of model 
prediction and ground-based measurements from the ALOHA-93 campaign are used to estimate the 
vertical eddy diffusivity D2Z due to nonlinear gravity waves following the formulation of Weinstock 
[1976]. The estimated values of D^ vary between l.OxlO2 and 5.0x103 m2/s,'which is in the range 
of measured and inferred values. 

1. Introduction 

In a previous paper fay Makhlouf et al. [1995], hereinafter 
referred to as MPW, a photochemical-dynamical model for the OH 
Meinel airglow was developed and used to study the fluctuations in 
the OH airglow emissions. These fluctuations were assumed to be 
due to the passage of internal gravity waves (IGW) from low-alti- 
tude sources through the OH layer. In that study, the IGW was 
assumed to propagate in an isothermal atmosphere, which allows 
for an analytic solution of the fluid-dynamic equations [Hines, 
I960], traveling-wave solutions of the dynamical equations were 
used to drive a simple photochemical model for the odd-oxygen 
and odd-hydrogen species, from which OH Meinel-band emission 
rates were calculated. We studied the behavior of the Krassovsky 
ratio ri [Krassovsky, 1972], which is a measure of the airglow 
response to a periodic dynamical perturbation such as an IGW, 
relating the observed relative fluctuations in the airglow brightness 
to the relative fluctuations in the temperature. The traveling-wave 
solution was found not to be satisfactory for short-period waves, 
since it could not predict a zero phase for i\, as observed in many 
of the measurements [Viereck and Deehr, 1989; Hecht et al., 1987]. 

Copyright 1998 by the American Geophysical Union. 

Paper number 97JD03082. 
0148-0227/98/97JD-03082S09.00 

Hence, following up on a suggestion of Hines and Tarasick [1994], 
standing-wave solutions were also studied in MPW by forcing the 
vertical velocity fluctuation at the ground to be zero, ensuring an 
IGW node there. This led to a bi stable phase of 0° or 180° for T|, 
with a rather sharp transition region between the two states. 

Another way to produce standing waves is to assume a realistic 
nonisothermal atmosphere which, while producing traveling waves 
at long periods, will naturally lead to standing waves at short peri- 
ods due to Brunt-Väisälä ducting [e.g., Wang and Tuan, 1988]. The 
short-period waves are reflected from the temperature gradient in 
the lower thermosphere occurring when the wave frequency 
approaches the local Brunt-Väisälä frequency. This ducting will be 
modified and accentuated by the presence of winds (Brunt-Doppler 
ducting), which can Doppler shift the wave frequency to the local 
Brunt-Väisälä frequency [Pitteway and Hines, 1965]. 

In the current paper, a nonisothermal dynamical model of this 
type is developed and applied to both the 557.7 nm atomic oxygen 
green-line emission and to the OH airglow. The fluctuations are 
again due to IGW, which now are propagating in the presence of a 
background temperature profile and background winds. The wind 
profile is taken from the model of Hedin [1996], modified to match 
measurements whenever actual wind measurements exist. The 
fluid-dynamic equations are solved numerically, and the solutions 
are used to calculate the Krassovsky ratio for the green-line and the 
OH Meinel emission. The Krassovsky ratio is a response, or trans- 
fer, function measuring the response of airglow to a dynamical per- 
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6262 MAKHLOUF ET AL.: AIRGLOW RESPONSE TO GRAVITY WAVES 

turbation. We calculate another transfer function T, which is 

defined as the ratio of the relative brightness fluctuation to the rel- 
ative density fluctuation, finding that T is especially useful to 

describe green-line response. This transfer function is used to esti- 
mate the vertical eddy diffusivity D^ arising from nonlinear wave 

interaction, following the method of Weinstock [1976]. A prelimi- 

nary application of this method is described by Makhlouf et al. 

[1997]. However, in this paper, we will use the Doppler lineshape 

to obtain the brightness fluctuation as discussed by MPW, and then 

the transfer function T is calculated to estimate D2, while Makhlouf 

etal. [1997] used the brightness-weighted method to estimate i. 

2. The OO-S) Chemical Kinetics 

The kinetic mechanism of the production of the 0(lS), which is 
the source of the 557.7 nm green line, has been widely debated in 
the literature. Chapman [1931] first proposed that the 0(lS) state is 
formed by a three-body reaction of ground-state atomic oxygen 
0(3/>), namely 

Barth [1961] suggested that the 0(lS) state is not formed by a 
Chapman-type reaction, but is formed by a two-stage mechanism 

, that involves a precursor state, 
ßk, 

(Rl) O + O + M   ->    o; +  M 
k2 

l 

(R2) 02 +0-H>   0('S) + 02. 

Both in situ-observation [Thomas et al.,' 1979; Thomas and 
Young, 1981] and theoretical considerations [Bates, 1981, 1992] 
strongly favored the Barth-type mechanism. -The question then is, 

..WhaUs the identity of the precursor? Through a process of elimi- 
nation, Thomas [1981] concluded that the precursor is most likely 
to be either 02(A'3Au) or 02(c'ru). A spectrum of the Venus night- 
glow obtained by Venera 9 [Krasnopolsky et al., 1976], showed 
emissions from only v=0 of 02(A3£+

U ), 02(A), and.02(c), but no 
557.7 nm airglow from 0(lS).The quenching of 02(A) and 02(A') 

at v=0 is exothermic for the 0('5) state while the quenching of 
02(c) is endothermic for v < 2. So Krasnopolsky [1981] concluded 
that the Barth precursor must be 02(c) and must be in a vibra- 
tionally excited state v > 3. 

Using a Barth-type mechanism with 02 = 02(c) as the precursor 
to O('S) in reaction (R2), a model scheme to calculate the 557.7 nm 
airglow emission is developed as follows: 

(R3) 

(R4) 

(R5) 

(R6) 

(R7) 

(R8) 

(R9) 

k$(v) 

O^c'r^v-D + M 

02 + hv 

02(c'z-u,v)+  02,0-H> O" + products... 

02(c1Z-u,v) + M   A  '       n.r-h 
, A,(v) 

02(c'Z-u,v)4 
A2 

0('S)->     0(3P) + hv 
,     A3 

O('S) -*     O('D) + hv(557.7nm) 

0(IS) + 02-^   0(3P,'D) + 02 
k 

0('S) + o4    0(3P,'D) + 0. 

This reaction set includes collisional removal of the precursor by 
02 and by O (R3), vibrational deactivation of the precursor (R4), 
radiative relaxation of the precursor and of 0(lS) (R5)-(R7), and' 
quenching of CX'S) (R8)-(R9). In (R3), 0*2* is an electronic'state 
other than the c state. Electronic quenching of 02(c) by N2 was 
neglected due to lack of sufficient data. One recent measurement 
reported collisional quenching of 02(c, v=9) by N2 [Copeland et 
al., 1996],. but" no information is available on the quenching by N2 

of other vibrational levels. 

In reaction (Rl), it is assumed that the 02(c) is produced in high 
. vibrational levels, v>10. Single-quantum vibrational deactivation 
'then takes place to lower vibrational levejs'through collisions with 
02. The vibrational deactivation rates Kvv., are derived based on 
the Schwartz, Slawsky, and Herzfeld (SSH) theory [Schwartz et al., 

.1952] for the transition probabilities of an anharmonic osqillator. 
Using this theory and some approximations from Degen's [1972] 
model, the vibrational deactivation rate constants are expressed as 

Table 1.    Reaction and Transition Rates Used 

Rate 
Constant Value 

ßk, ß4.7xlO-:,3(30<yT)2cm(V1 

ß=0.04 

k2 2.5xl0-|2cm3s'' 

k-,(v) z(v)KI0fori=O2 

5z(v)K|,, for i=0 
Klü=xlÖ-|4cm-Vl 

A,(v) Values from Bates [1989], 
reduced by a factor of 3. 

A2 0.17 s"1 

A3 1.18 s-1 

k4 4.9xl0'l2exp(-850/T)cm3s- 

k5 2xl0-|4cm3s-' 

Comments and 

References 
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Bates [1992] 
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z(v)=[7, 12, 16, 29, 33, 37, 
38,41,45,59,88,167,274, 
426,647,921,1269] for 
v=0,16 
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K , = v 
V, V - 1 

(AE 
V, V- 1 

A£, e~GK 1.0' (1) 
'i,o ; 

where v is the vibrational level number, AEVV- is the energy differ- 
ence between levels v and v\ 

1 1 

o = '1 4(AE i) 

■AEuo-AE
v,v-i 

■cl 2 ,3 

2*r 

q is a constant that depends on the collisional partners, and T is the 
kinetic temperature. 

Knowing the two constants K, 0 and cb one can calculate all the 
vibrational deactivation rates for the 02(c) vibrational levels. 
Lopez-Gonzalez et al. [1992] fit data taken on the Herzberg II 
bands (which originate in the c state) and obtained KI 0=9xl0"14 

cm /s and c,=2.0 K/Ccm"1)2 as best fits, and these values are used 
in our calculations. Table 1 summarizes all the reaction and transi- 
tion rates used. The function z(v) is chosen to give the best fit to the 
vibrational-distribution measurement of Slanger and Huestis 
[1981] and is forced to give the exact measured rates of Copeland 
etal. [1994, 1996] for v=9, lOand 11. The rate k;

3(v) of quenching 
by [O] is assumed to be five times the rate of quenching by 02, 
based on Krasnopolsky's [1986] analysis of the, Herzberg II band 
measurements by Thomas [ 1981]. •   '     . 

The minor-species profiles that are used in the O('S) kinetic 
model are generated from the one-dimensional diurnal model 
described by MPW, which uses the climatologies} model of Sum- 
mers [1993] as an input. Using reactions (Rl)-(R9);*'and the reac- 
tion rates in Table 1, the 0(lS) density is calculate^ assuming it is 
m a photochemical equilibrium state where the production is" equal 
to the loss. Figure 1 shows the steady state 0(lS) number density 
as obtained from the above chemical scheme. .OH vibrational level 

profiles output by the diurnal model and OH vibrational population 
model (see MPW) are also shown in Figure 1. 

3. Nonisothermal Gravity Wave Model 
and Airglow Response 

We start with the equations of fluid motion in the atmosphere, 
assuming that motions are adiabatic and neglecting eddy viscosity, 
eddy thermal conductivity, and the coriolis force. The coriolis and 
eddy dissipation effects are generally unimportant at the scales ve 
are considering here and become important only for wave periods 
greater than 4 hours [Hickey, 1988a, b; Schubert et al., 1991]. The 
dissipationless fluid equations are then: 

5000 

Number Density (cm-4) 

10000 

Figure 1. Steady state O('S) and OH(v) number densities (v=l,9) 
calculated for the ALOHA-93 conditions. 

where 

§e + Pv.Ä,o 

pg7 = Pl-v, 

Dp _ ypDp 
Dt       p Dt 

P = pRT, 

(2) 

(3) 

(4) 

(5) 
D      3    . _ 
Dt     dt 

is the convective derivative; p, p, and T are the density, pressure, 
and temperature; f = (0,0,-g) is the acceleration due to gravity; Ä 
= (u, 0, w) is the velocity field; y is the ratio of specific heats; and 
R is the universal gas constant. 

The thermodynamic quantities p, p, and T and the velocity i 
are measured quantities that contain a perturbation component due 
to IGW propagating in the atmosphere. These perturbations are 
deviations from the mean quantities p0, p0, and ü (the back- 
ground winds). In this model we will account for the effects of 
mean zonal winds ,(VW) and meridional winds (Vns), while mean 
vertical winds are negligible and are ignored. The z direction is 
taken to be vertical and the perturbations are assumed to vary har- 
monically in time and in x, where the x direction is taken along the 
wave vector; that is, 

P = Po(z) + P'(z) exp(icot - ikxx), 
' P = P0(z) + p'(z) exp(icot - ikxx), 
T = T0(z)+T'(z)exp(icot-ikxx), ((,) 

u =? Vox(z) + u'(z) expöcöt - ikxx), 
w = w'(z) exp(icot - ikxx), 

where primes denote perturbed wave quantities, co = intrinsic fre- 
quency, kx = horizontal wave number, and Vox = Vew cosij) + V^ 
sin<(> is the background wind speed along the wave direction, where 
<)> is the angle between the eastward direction and the wave vector. 
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Substituting the variables in equation (6) into the hydrodynamic 
equations, equations (2)-(5) and neglecting terms of second order 
and higher in the wave amplitude, we obtain a set of linearized 
hydrodynamic equations 

mined. From equations (7)-(lI), relative temperature fluctuation 
T'(z) can be expressed in terms of ¥ as 

9p 3  , 

dz        *o      vo Bz 

T. 
T 

1 

dV 
iQpou' + P0-^rw' = ik

xp' 

dp 2 9    dp 

dz dz 

— = £._£]. 
T „      p      p   ' o      ' o    v o 

(7) 

(8) 

(9) 

(10) 

(11) 

"tjp'oal-n2 
ay 
dz' 

r + 8d-y) 

(  2 
co, - ti 

I CO, 

¥ ■(14) 

Finally, the horizontal velocity fluctuation u'(z) is obtained from 
equation (7) by substituting the values for w' and p'. 

The next task is to determine the response to the IGW of minor 
species and airglow emissions. The minor-species number densi- 
ties satisfy the Eulerian continuity equation, 

dN. 

TT - a, .L./v\-V.(/V.d), (15) 

where Q = co - kxVox is the Doppler-shifted frequency and c is the 
speed of sound. 

There are several approaches to simplifying the linearized fluid 
equations, equations (7)-(ll) which are summarized in standard 
references [e. g., Gossard and Hooke, 1975; Tuan and Tadic, 1982; 
Holton, 1992]. We choose to follow a slightly different procedure! 
Using simple algebra, we eliminate variables and obtain two cou- 
pled differential equations in z for the scaled pressure perturbation 
¥=cop0- p' and the scaled vertical velocity (p=Po

i/2
w\ The vari- 

ables ¥ and <D are scaled to remove the effect of the quasi-exponen- 
tial variation of the background atmospheric density. The result is 

,     ' .     dV    _.„      .af  2    „2\ 
■   ' . ä7--ry = 'nL<Vß> 02) 

where Nj, Q;, and Lj are, the number density, photochemical pro- 
duction rate, and photochemical loss frequency, respectively, for 
the ith species. 

We assume that a monochromatic IGW perturbs the photochem- 
ical system described in section 2. We further assume that the IGW 
amplitude is small enough so that the wave and the corresponding 
airglow response can be treated in the linear approximation. We 
expand the variables in the continuity equation, equation (15), to 
first order about their steady state values by writing X = X + AX 
for a generic variable X (X0 = steady state value, and AX = wave 
perturbation) and assume that AX varies sinusoidally in x and t as 
in equation (6). The linearized form of equation (15) is then: 

AN.      AQ. ,   dN. 1       w 

10 
w'.   (16) 

lO 

a* 
dz ' 

r + 
k dV    . 
x  . ox 

Q.   dz co o2      2 
£2     c 

VP, (13) 

where cob = Brunt-Väisälä frequency and 

is the negative of Eckart's coefficient [Gossard and Hooke, 1975]. 
Elimination of <f> from these equations leads to a single second- 
order equation for f which is equivalent to the Sturm-Liouville 
equation of Tuan and Tadic [1982]. Alternatively, eliminating ¥ 
leads to a second-order equation for <D which is a scaled version of 
the Taylor-Goldstein equation for w' [Gossard and Hooke, 1975]. 

Equations (12) and (13) are solved numerically using a Runge- 
Kutta-Fehlberg (RKF) algorithm of fourth order [See, e. g., Burden 
et at., 1981 ]. The integration step size was chosen to be 0.5 km, and 
a tolerance of lxlO"6 was used for the truncation error, so that the 
solution remained stable and convergence was ensured. 

We solve the coupled equations subject to the Dirichlet bound- 
ary condition where we specify a value for *P and <J> at the lower 
boundary. A vertical velocity equal to zero at the ground (z=0)- 
implies that the waves are standing waves for any frequency, with 
upgoing and downgoing waves of equal amplitudes at z=0. See also 
equation (33) of MPW. 

The other fluid variables of interest are determined simply from 
the solutions ¥(z) and 4>(z). The pressure perturbation p'(z) and 
vertical velocity w'(z) are deduced directly by unsealing ¥ and *. 
Equation (9) then allows the density perturbation p'(z) to be deter- 

The dertsity of the background atmosphere p is assumed to change 
negligibly due to the photochemistry and to be affected only by the 
IGW perturbation. We have already made this assumption tacitly in 

•writing the continuity equation for the total atmospheric mass den- 
'sity above in equation (2) or (8). For the case of O('S) green-line 
emission, we insert production and loss processes from reactions 
(R1)-(R9) into equation (16), obtaining three coupled linear alge- 
braic equations for the relative fluctuations in the three species 
number densities [O], [O('S)] and [02(c)J. Solving these three 
equations, we obtain the fluctuations A[0], A[0('5)], and A[02(c)] 
due to the IGW. 

A convenient and commonly used response, or transfer, function 
for airglow modulation by an IGW is Krassovsky's ratio T] [Krass- 
ovsky, 1972], as mentioned in section 1. The denominator of rj con- 
sists of the relative temperature perturbation AT/T0. We assume 
that the required temperature is inferred remotely from airglow 
measurements. In the case of the 557.7 nm airglow, temperature 
can only be inferred from the width of the emission line, assumed 
to be Doppler, using a spectral instrument of high resolving power 
such as a Fabry-Perot interferometer. We assume that the instru- 
ment is ground-based, although the method can be modified easily 
to accommodate a space-based instrument. The measured spectral 
brightness B(v) has two components, a background emission B0(v) 
and a fluctuation part AB(v) due to the IGW, which are given by 

Here 

B0M = J/0(v, z)dl 

AI(v,x,z)dl. 

/(V,x,z) =  /o(V,z) + A/(V,;c,z) 

(17) 

(18) 

(19) 
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Table 2.   Gravity Wave Parameters and Eddy Diffusion 

Wave Events 

1 

Day, UT 283 

Time, UT noo 

Apparent phase speed, m/s 77.0 

Wind speed along wave direction, m/s 17.0 

Direction of propagation of the wave 320 
counterclockwise from east 

Horizontal wavelength X^, km 

Apparent wave period T„h^, min 

Intrinsic wave period Tjm, min 

AB/B„, % 

Eddy diffusivity using brightnes- 
weighted method, m2/s 

20.1 

4.4 

5.6 

9.8 

1.5xl02 

292 

0923 

60.9 

30.0 

250 

14.6 

4.0 

7.9 

7.2 

3 

295 

1255 

34.0 

-22.2 

220 

38.0 

18.6 

11.3 

5.5 

4.5X103      9.2xl02 

Eddy diffusivity using Doppler line       0.13xl02      4-OxlO3     0.69xl02 

and background winds m/s 

RESPONSE TO GRAVITY WAVES 

°('s); Vphr77-0 "ft Background winds 

6265 

Period (min) 

Figure 2. Comparison between the amplitude of TI, as a function of 
period for .the OCS) and OH(3-l) emission and a constant horizon- 
tal phase speed of 77.0 m/s. A standing-wave solution at all peri- 
ods, brought about by a ground reflection, and Doppler temperature 
measurements are assumed. 

^3[0( S)Kx,z) 

VS a.(x, z) 
-exp 

.ocO ■,z)J 

is the'spectral volume emission rate, separated into a steady state 

part I0 and a perturbation AI, dl = dz sec 9 (9 = angle of line of sight 

from the zenith) is the element of photon path, v is the photon fre- 
quency, VQ is the center frequency of the emission line, and a is 
the Doppler line width (line center to 1/e point) given by 

a(x,z) = 
vo  2kBnx,z) 

(20) 

(Note that the full width at half-maximum (FWHM) is 2 (ln2)1/2a). 
In equation (20), cL is the speed of light, and m is the molecular 
mass of the emitting species. 

From MPW, the relative fluctuation in the Doppler temperature 
ATryTDo, as inferred from the path-integrated Doppler line, is 
given by Aß(Vj)    AB(vo) 

lDo 
In 

(B (v )N (V   o' 
B (v,) 

(21) 

where v: is an arbitrary frequency in the emission line. Using equa- 
tions (17), (18), and (21), the Krassovsky ratio TI can be calculated 
as 

TI = 
(A5/5o) 

(22) 

Using the green-line photochemical model described in section 
2 above and the hydroxyl photochemical model described by 

MPW, coupled with the dynamical model, the Krassovsky T) was 
calculated for three quasi-sinusoidal wave events recorded by Tay- 

lor et cd. [1995a, b, c] during the Airborne Lidar and Observations 

of Hawaiian Airglow (ALOHA-93) campaign [Gardner, 1995]. 

The characteristics of the waves measured by the instrument com- 
plex, consisting of CCD imager, OH Michelson interferometer, 

sodium wind/temperature lidar, and MF radar, are summarized in 
Table 2. 

We use these data for ALOHA cases 1-3 to infer some of the 
characteristics of the airglow response to an IGW in a nonisother- 

°('s); Vpiur?™ mfe; Background winds 

50      Period (min)      m 

0H(3-1); Vpla=77.0 m/s; Background winds 

1S0 

60      Period (min)     m 

Figure 3. Same comparison as Figure 2, but for the phase of TI. 
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mal windy atmosphere. Figure 2 shows a plot of the amplitude of 

T| versus period for a constant apparent horizontal wave phase 

speed of 77.0 m/s, as measured in ALOHA wave event 1. The top 

panel shows In I for green-line airglow, and the bottom panel shows 

it for the OH(3-l) band emission, using the OH(3-l) Doppler tem- 

perature to calculate T\ in the latter case. The structure in the ampli- 

tude of n at the short-period end of the spectrum is due to changes 
in the standing wave relative to the emission layer as the period 

changes. Two types of changes are relevant, (1) vertical displace- 

ments of the standing-wave nodes relative to the emission layer 
peak and (2) changes in the vertical wavelength, which alter the 
way in which the relatively broad airglow layer low-pass filters the 

wave. The vertically standing short-period waves become evanes- 
cent (usually in the lower thermosphere) when Q(z) = co^z). 

In Figure 3 the phases of n corresponding to the amplitudes in 
Figure 2 are plotted. Notice that sharp maxima or minima of In I in 

Figure 2 are associated with 180° phase jumps in Figure 3. One 

interesting feature of the 557.7 nm airglow IGW response is that 

the phase is always zero or 180°; that is, the brightness fluctuations 

are either in phase or completely out of phase with the temperature 

fluctuations. Keep in mind that the solution in this case is forced to 
be a vertically standing wave for any period due to the reflection 

condition at the ground boundary. The behavior of the green-line 

phase agrees with the argument of Hines and Tarasick [1994], who 

consider a case where the species reacting to produce the radiating 

excited state are passive tracers not subject to chemical effects. 

They showed that, subject only to dynamical irffiuences, the.phase 
is always zero or 180° for vertically standing waves. We have 

included the'effects of chemistry in our 0(lS) calculation, with no   . 

effect on the phase of n. The reason for this is that the chemical' 
lifetimes of the 0('5) and the precursor species 02(c) are less than 
0.8 s in the upper mesosphere and the lower thermosphere, which 

is negligibly small compared to the Brunt period. The OH(v) air- 
glow case is quite different, and the results in Figure 3 reflect this 

difference, showing the occurrence of phases other than zero and 

0('s); vPhr=60-9 nVs; Background winds 

200\ 

50       Period (min)      m 

0H(3-1); ^,=60.9 m/s; Background winds 

150 

100 

-100- 

mr" IIIIIKIII**" 

i 

i   i 
>v 

] ■ 

-mh 
so     _ inn 

Period (min)       "" 150 

Figure 5. Same as Figure 3, except for wave event 2, where the hor- 
izontal phase speed is 60.9 m/s. 

180°. Here there is coupling between chemistry and dynamics, 

Since the chemical lifetime of ozone which is the main source of 
excited OH through the H+O-, reaction is of the order of 10-25 min 
in the region of the OH Meinel emission layer (see MPW}. 

In Figures 4>3nd 5, we have carried out calculations similar to 
those of Figures 2 and 3, except that the 6haracteristics of the wave 

in ALOHA case 2 (Table 2) are used.- In particular, the wave has an. 

°('s); V=77-° m/s: Background winds 

°('s); Vp»x=60-9 m/s; Background winds 

Period (min) 

__0H(3-1); V^60-9 m/s: Background winds 
i 

Period (min) 

Figure 4. Same as Figure 2, except for wave event 2, where the hor- 
izontal phase speed is 60.9 m/s. 

SO 100 Period (min) 

0H(3-1); VpllI=77.0 m/s; Background winds 

750 

Period (min) 

Figure 6. Comparison between the amplitude of n as a function of 
period for the O('S) and OH(3-l) emission and a constant horizon- 
tal phase speed of 77.0 m/s, but for no ground reflection leading to 
a traveling-wave solution except at short periods. 
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°('s); vpia=77-° m's; Background winds 
-T- 

Period (min) 

0H(3-1); ^=77.0 m/s; Background winds 

SO .      . 100 
Period (nun) 

Figure 7. Comparison between the phase of T] corresponding to 
Figure 6. 

apparent phase speed of 60.9 m/s. The results are quite similar to 
those for case -1, with considerable structure in rnj (Figure 4) asso- 
ciated-with 180° phase jumps (Figure-5). 

'One benefit of studying-the 557.7 ran airglow is that for short- 
period waves (period less than 30 min), the airglow response can be 
used to distinguish between standing and traveling waves, since a 
measured phase value other than 0° and 180° forn, unequivocally 
indicates a traveling wave. 

Next, we solved the coupled fluid differential equations, equa- 
tions (12) and (13), once again for the wave of case 1 without forc- 

ing the wave vertical velocity to be zero at z=0; that is, we sought 
a traveling-wave solution this time. The results are shown in Fig- 
ures 6 and 7, where we plot the amplitude and phase, respectively 
of Ti for the O('S) and OH(3-l) emissions using this solution. One 
notices that, indeed, for periods greater than 10 min, the amplitudes 
and phases of T) are featureless, with the phases nearly constant at 
some value other than 0° or 180°. As the wave period is decreased, 
the wave can become ducted from the temperature structure or 
from the wind structure. For periods less than 10 min, there is sharp 
structure in rql associated with phases which tend to zero or 180°. 

4. Vertical Diffusion and Alternate 
Response (Transfer) Function 

In the middle-atmosphere models, the effect of turbulence and 
interacting wave processes on constituent transport is often param- 
etrized in terms of an effective eddy diffusivity [e. g., Wmick, 
1983]. This procedure is based on applying a closure hypothesis to 
the fluid equations which results in a relation between the eddy flux 
and the gradient of the average concentration by an eddy diffusion 
coefficient, in analogy to the Fickian diffusion equation. This eddy 
diffusivity often becomes a freely adjustable parameter in models 
without explicit reference to the underlying physical processes 
responsible for it. In the current study we attempt to obtain the eddy 
diffusivity resulting from one physical process, namely nonlinear 
interaction of IGW, using IGW parameters from actual ALOHA 
.observations. In so doing, we follow a method proposed by Wein- 
stock [1976]. The nonlinear interaction causes the particles to drift 
away from a pure sinusoidal motion, causing spreading, and this 
results in diffusion when viewed over a sufficiently long temporal 
scale. 

Since Weinstock's [1976] method is based on the knowledge of 
Ap rather than AT, it is convenient to introduce an alternate 
response, or transfer, function to use instead of T|. This function, 
which we call x and which is defined by 

°(1s); vPia
=77-0 "i/s; Background winds 

50        Period (min)       10° 

OpS); Vphl=77.0 m/s; Background winds 

150 

50        _   .   .,   . ,        100 Period (mm) 150 

Figure 8. Amplitude and phase of the transfer function x in the 557.7 nm airglow for the ALOHA case number 1. 
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i = 
(6.B/B) 

Ü^Y (23> 
is a function similar to the Krassovsky T\, except that its denomina- 
tor consists of the relative density fluctuation rather than the rela- 

tive temperature fluctuation. Using the model described above to 

predict T, we can then estimate the relative density fluctuation from 

a measurement of the relative brightness fluctuation along with the 

IGW parameters. Figure 8 shows the amplitude and phase of the 
transfer function x obtained for the 557.7 nm airglow for the case 

of ALOHA event 1 (Table 2). Calculating the relative density fluc- 
tuation Ap/p0 from the transfer function T, one can then estimate 

the vertical diffusion coefficient DB, in the region where the partic- 
ular airglow emission resides, using the formula derived by Wein- 
stock [1976] 

D zz 
**<*«V£ 2 2 4 + (y-i)Vr w A 

„3 
« 2  4 

+ 4TI T    K 
w 

(24) 

, Xx=27t/kx is the horizontal wave- where A = HT£ /I6(y-l)27t2 

length, £= (T2 -Tg )1/2, Tw=27t/co is the wave period, lh=2nl^ is 

the Brunt period, and H is the atmospheric scale height. 

Makhloufet al. [1997] gave a complete description of how this 

method was applied to some of the ALOHA-93 data. In that calcu- 
lation, the transfer function i was calculated using a nonisothermal 

atmosphere- with no background winds and using a brightness- 
weighted method to calculate x instead of a more experimentally 
realistic one which in this case is using the Doppler line shape The 

last two rows of Table 2 compare Dn obtained from a brightness 
weighted temperature to the current calculation using the Doppler 

Iineshape method, where the background winds are incorporated 
into the model. In the three cases one notices a reduction in the 

value of Dn when the Doppler line calculation is implemented 

The reduction in the D,, is due to the reduction in the estimated rel- 

V 1tf 
Vertical Eddy Diffusion (m2/s) 

Uf 

Figure 9. The range of values of DZ2 used in the one-dimensional 
photochemical model of Ulwick et al. [1994]. These values were 
used in order to .obtain a good fit between resonance fluorescence 
measurements during the Dynamic Adapted Network for the 

.Atmosphere (DYANA) campaign and the model output 

ative density fluctuation Ap/p0. 

5. Summary and discussion 

In this paper, we have presented a model for airglow response to 
IGW traveling in a realistic nonisothermal atmosphere with winds. 

This model can be used in conjunction with ground-based or space- 
based observation of airglow emissions to enhance our understand- 
ing of the dynamics of the mesosphere and lower thermosphere 
region. Calculations of IGW response are carried out using this 
model for three cases of sinusoidal waves observed in the ALOHA- 
93 campaign, with and without a reflecting boundary condition at 
the ground, which leads to standing waves at all periods. For short- 

period waves, the model yields values of the phase of Krassovsky's 
r\ which agree, for the case of 0(lS), with the analytical formula 

derived by Hines and Tarasick [1994] which ignores chemical 

effects. For the case of OH airglow, deviations from the analytical 

formula are seen due to the much longer chemical lifetimes 
involved. 

The model is also applied to estimating the effective vertical dif- 

fusion coefficient D^ due to nonlinear wave processes for the three 

ALOHA-93 cases following the method of Weinstock [1976]. D 

is an important parameter in atmospheric numerical models, where 
it is usually treated as a free parameter to be adjusted in order to 

achieve agreement between model predictions and observations. 
Figure 9 shows a profile of the range of values of D^ required in 

the one-dimensional photochemical model of MPW in order to 

obtain a good fit between model predictions and a series of high- 

latitude  rocketborne  resonance-fluorescence  measurements of 
atom.c oxygen [Ulwick et al., 1994]. These numbers are compara- 
ble or lower than the values of Da derived for the ALOHA cases 

However, the numbers in Figure 9 represent values appropriate to 

high latitude, where the latter measurements took place in Kiruna 
Sweden (67.9° latitude). The values listed in Table 2 are for mea- 

surements over Maui, Hawaii (20.8° latitude). Ebel [1980] devel- 
oped an empirical model which shows the value of D^ at lev and 

midlatitudes to exceed the values at high latitude in all seasons by 
as much as a factor of 4. The Dzz values obtained here from the 
green-line emission, especially wave number .wo, agree wiih the 
Ebel [1980] assessment. 

Many researchers have tried to directly measure D^ using rock- 
ets, [e. g., Zimmerman and Keneshea, 1981]. others have trie-.i to 
use averaged meteorological quantities like wind variance to 

develop a model for eddy diffusion in the mesosphere and lovver 
thermosphere regions [Ebel, 1980]. In this method, we are attempt- 

ing to infer D^ indirectly using a modeled transfer function t in 
conjunction with the theoretical formula derived by Weinstock 

[1976]. The values of D   derived from this ALOHA-93 data vary 

from 1.0x10^ to 5.0 xlO3 m2/s, which also agree with the range of 

values derived by Weinstock [1976]. However, these values are pre- 

limmary, and much more data from different locations and times 
and for different airglow emitters need to be analyzed to build a sta- 
tistical database of Dzz and to put a bound on the variability of D„ 
used in numerical models. 
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