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Drop/Gas Interactions of Dense Sprays 

1. Introduction 

Sprays and spray processes have been studied extensively due to their many applications; 

see Faeth (1990,1996) and Faeth et al. (1995) and references cited therein. Unfortunately, sprays 
are complex multiphase turbulent flows and fundamental understanding of their properties is not 

well developed — particularly those processes relating to the near-injector dense portion of the 

flow. This is a serious deficiency because the dense-spray region involves the breakup of the 
liquid to form a dispersed phase, which is crucial to the mixing properties of sprays, and also 
generates the initial conditions required to analyze the structure of the better understood dilute 
portion of sprays. Thus, the objective of the present investigation was to study two aspects of 
dense sprays that involve drop/gas interactions, namely: (1) secondary drop breakup (which is 
the most significant rate process of dense sprays) and the related problem of primary breakup of 

nonturbulent liquid jets in crossflow (which is an important spray breakup process for many 
propulsion systems); and (2) turbulence generation by dispersed phases, which is the most 
significant source of turbulence production within dense sprays. The research has relevance to 
air-breathing propulsion systems, liquid rocket engines and internal combustion engines, among 

others. 

The following description of the research is brief. Additional details may be found in the 
articles, papers and theses resulting from the investigation that are summarized in Table 1. The 
table also provides a summary of the participants in tiie investigation, oral presentations of 
research results and a summary of honors/awards obtained during the grant period. Finally, for 
convenience, several articles resulting from the research are reproduced in appendices, as 
follows: Aalburg et al. (2002a), Chen et al. (2000), Chen and Faeth (2000), Chen and Faeth 

(2001), Chou and Faeth (1998), Dai and Faeth (2001) and Mazallon et al. (1999). 

The following report considers secondary breakup and turbulence generation, in turn. 

Each part is written to stand alone so that readers can skip to portions of the report of interest to 

them. 
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2. Secondary Breakup 

2.1 Introduction 

Secondary breakup of drops is an important fundamental process of multi-phase flows 
with applications to liquid atomization, dispersed multiphase flow, spray drying, combustion 
instability, heterogeneous detonations, the properties of rain and interactions between high-speed 
vehicles and rain, among others. In particular, recent studies of the structure of dense sprays 
confirm the conventional view of liquid atomization that primary breakup of the liquid surface 
yields drops that intrinsically are unstable to secondary breakup and that secondary breakup 
tends to control mixing rates in dense sprays in much the same way that drop vaporization tends 
to control mixing rates in dilute sprays, see Faeth (1990,1996), Faeth et al. (1995) and references 
cited therein. Motivated by these observations, the objectives of the present investigation were 
to study drop deformation and breakup for well-defined shock-wave disturbances. 

A problem that is closely related to the secondary breakup of drops when exposed to 
shock-wave disturbances is the primary breakup of round nonturbulent liquid jets subjected to 
uniform crossflows. In particular, a recent experimental study of the breakup of round 
nonturbulent liquid jets in uniform crossflows due to Mazallon et al. (1999) found both 
qualitative and quantitative similarities between the primary breakup of liquid jets in crossflow 
and the secondary breakup of drops to shock-wave disturbances. In addition, the primary 
breakup of nonturbulent liquid jets in uniform crossflows is of practical interest due to the use of 
injectors involving flows of this type for both the primary combustors and the afterburners of 
high-performance aircraft. Motivated by these observations, the primary breakup of 
nonturbulent liquid jets was considered during the present investigation using computational 
methods similar to those considered during the present secondary breakup studies. The main 
focus of the present report, however, involves the secondary breakup properties of dispersed 
phases such as drops. Thus, findings concerning liquid jet breakup will not be considered any 



further here, although the article describing the experimental jet study of Mazallon et al. (1999) 

can be found in Appendix E, and the computational aspects of the work are described by Aalburg 

et al. (2002b). 

Reviews of past work on secondary breakup are reported by Faeth (1990,1996), Faeth et 

al. (1995), Hinze (1995), Hsiang and Faeth (1992,1993,1995) and references cited therein. 

These reviews indicate that regimes of drop deformation and breakup, and that the outcomes of 

breakup (i.e., drop size and velocity distributions after breakup) when liquid/gas density ratios 

are large and effects of liquid viscosity are small (small Ohnesorge number conditions), are 
known reasonably well. On the other hand, earlier work has shown the drop breakup processes 
can extend over significant distances and times compared to characteristic distances and times of 
the dense spray region. This observation motivated experimental studies of the temporal 
properties of secondary breakup in the bag and shear breakup regimes at large liquid/gas density 
ratios during prior experimental work in this laboratory due to Chou et al. (1997) and Chou and 
Faeth (1998). An objective of the present investigation was to extend these studies by 
completing a similar experimental study of multimode breakup at large liquid/gas density ratios. 

The following discussion of this study is brief, more details can be found in Dai and Faeth 
(2001). Finally, the articles by Chou and Faeth (1998) and Dai and Faeth (2001), both of which 
appeared during the present report period, can be found in Appendices E and F, respectively. 

Another limitation of earlier studies of secondary drop breakup is that they generally 
have been limited to experimental studies carried out at large liquid/gas density ratios that can be 
readily provided by experiments carried out at atmospheric pressure. In order to avoid the 
problems of experimentation at elevated pressures required to examine secondary drop breakup 
at the small liquid/gas density ratios of many practical applications, these conditions were 
studied during the present investigation using computational methods. The following discussion 
of this study also is brief and more details can be found in Aalburg et al. (2002a) which can be 

found in Appendix A. 

2.2 Experimental Methods 

Apparatus. A shock tube with the driven section open to the atmosphere was used to 
generate shock-wave disturbances. The driven section was rectangular (38x64 mm) with a length 

of 6.7 m to provide 17-24 ms of uniform flow behind the shock wave. Shock strengths were 
weak (shock Mach numbers of 1.01-1.15); therefore, gas properties behind the shock waves 
approximated air at normal temperature and pressure. A vibrating capillary drop generator, with 
electrostatic selection to control the drop spacing, was used to provide a continuous drop stream 

to interact with the shock wave at the test location. 



Instrumentation. Drops were observed in two ways: pulsed shadowgraph photographs 
to visualize the breakup process, and single- and double-pulsed holography to observe the 
outcome of breakup. See Hsiang and Faeth (1992,1993,1995), Chou et al. (1997) and Chou and 
Faeth (1998) for the details and experimental uncertainties of these measurements. 

Test Conditions. Test conditions can be summarized most easily using the drop 
deformation and breakup regime map of Fig. 1. This map shows the various deformation and 
breakup regimes as a function of Weber and Ohnesorge numbers, as suggested by Hinze (1955). 
Only one region was considered during the present experimental study secondary breakup, 
namely, multimode breakup with We of 15-140, Oh less than 0.1, and liquid/gas density ratios 

greater than 500. 

2.3 Computational Methods 

The time-dependent, incompressible and axisymmetric Navier-Stokes equations were 
solved using the projection methods of Chorin (1968) with a multigrid Poisson solver for the 
pressure equation. The discretization in space was carried out on a staggered grid according to 
the marker and cell (MAC) method of Harlow and Welch (1965). The level set method of 
Sussman et al. (1994) was used to capture the liquid/gas interface and yielded the local fluid 
properties of each cell with a smooth transition between the gas and the liquid phases near the 
interface. A redistancing algorithm according to Sussman and Fatemi (1999) was used to 
maintain the level set as an accurate distance function at all times. The interface calculations 
allowed for effects of surface tension, pressure and shear forces, with surface tension represented 
as a body force distributed over an interface having finite thickness, following Brackbill et al. 
(1991). The discretization in both space and time were second-order accurate. 

The domain size was typically 7.5 r0xl5 r0 and was covered with a moving grid having 
192x384 cells. The boundary conditions were symmetric along the sides, with a fixed velocity 
across the inlet and a fixed pressure along the outlet. Tests of various-sized solution regions and 
finer grids caused less than a 3% change near breakup conditions in the results reported during 
this study. The simulations were started with an initially motionless radial plane of the drop 
being subjected to a sudden divergence-free velocity field. Except for the evaluation of the drop 
deformation for a constant body force, buoyancy was neglected. The flow was assumed to be 
isothermal with constant liquid and gas phase properties. 

2.4 Results and Discussion 

The multimode breakup regime is characterized by a wide variety of breakup 
topographies, which makes it a difficult regime to quantify, see Dai and Faeth (2001) for 
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extensive photographs of multimode breakup at various Weber numbers (We = 15, 20, 25, 32, 
40, 50 and 81) and Chou et al. (1997) and Chou and Faeth (1998) for companion visualizations 
of the secondary breakup of drops in the bag and shear breakup regimes that bound the 

multimode breakup regime. 

Important variables needed to treat the transient properties of secondary breakup in the 
multimode breakup regime are the times required for the onset and end of breakup. 
Measurements of these properties are plotted as a function of We, for pL/pG > 500 and Oh < 0.1, 
in Fig. 2. Results appearing in the figure include measurements of Hsiang and Faeth (1992), 
Chou et al. (1997), Chou and Faeth (1998) and the present investigation for We of 15-150, which 
spans the range from bag to well into the shear breakup regime (note that the ranges of the 
various breakup regimes are marked on the plot). The onset of breakup gradually decreases from 
t/t* = 3 to 2 as We increases in the multimode breakup regime. In contrast, the end of breakup is 
at t/t* = 4 for bag breakup increasing to t/t* = 7.5 at We = 40 and then decreasing once again to 
t/t* = 5 at We = 80, which is the start of shear breakup. For larger We, it is well known that t/t* 
at the end of breakup remains relatively constant up to the largest values of We where breakup 
has been observed (Faeth 1996). The rather different behavior in the multimode breakup regime 
involves the development of a plume-like drop structure as We increases from the bag breakup 
regime, with this structure dominating the breakup process at We = 40, to finally an evolution 
from the plume breakup process to shear breakup as We increases in the range 40-80, see Dai 
and Faeth (2001) for a complete discussion of these transitions. 

Within the multimode breakup regime, there are four kinds of drops that are formed: 
small drops formed from breakup of the bag associated with bag breakup, large drops formed 
from breakup of the ring structure at the base of the bag, relatively large drops formed by 
breakup of the plume structure mentioned in connection with Fig. 2, and finally, drops of various 
sizes formed from the core (parent or drop-forming) drop that dominates the shear breakup 

process. 

The volume fractions of drops formed from these four drop breakup structures in the 
multimode breakup regime are plotted as a function of the Weber number in Fig. 3. At the start 
of the multimode breakup regime, We = 15, 75% of the drop volume comes from the ring and 
the rest, 25%, from the bag. The volume of drops coming from the bag and ring progressively 
decreases with increasing Weber number, with drops from bag and ring disappearing at We = 30 
and 40, respectively. The volume of drops formed from the plume reaches a maximum of 
roughly 25% at We = 30, whereas the volume of drops formed from the core drop begins to 
increase at We = 18 and becomes 100% at We = 40. 
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The sizes of the ring, plume and core drops during multimode breakup are plotted as a 
function of We in Fig. 4; the sizes of the bag drops were too small to be resolved during the 
measurements. The sizes are given in Fig. 4 as SMD/d0 for each regime, with each drop group 
being approximately monodisperse. As in Fig. 3, the drops formed from the core drop dominate 
properties for We > 40; in this region, the complete size distribution is reasonably approximated 
by the root normal distribution if the core drop is not included, as discussed by Chou et al. 

(1997). 

The velocities of the parent (core or drop-forming) and post-breakup drops are plotted as 
a function of time during breakup in Fig. 5. Chou and Faeth (1998) present a simplified analysis 
that is to be helpful for correlating these drop velocities. The parent drop exhibits considerable 
acceleration during the pre-breakup period, caused by growth of its cross-stream dimension due 
to drop deformation which increases its drag (somewhat like opening an umbrella on a windy 
day). Near the onset of breakup, the velocities of post-breakup drops are larger than the parent 
drop because these drops are small and tend to accommodate to the gas velocity faster than the 
relatively large parent drop. Finally, similar to bag breakup, see Chou and Faeth (1998), final 
values of u„ and us-Up tend to be comparable, which implies a reduction of the relative velocity of 
the parent drop by roughly 50% during the time of breakup. This is substantial and highlights 
the importance of treating secondary breakup as a rate process rather than by jump conditions. 

Finally, the rate of removal of drop liquid from the parent drop is plotted as a function of 
time during breakup in Fig. 6, for the relatively simple case of near-bag breakup conditions, 
where theory has been reasonably successful in describing breakup events, see Dai and Faeth 
(2001) for discussion of the more complex multimode regime. For bag breakup, the breakup of 
bag and the ring occurs relatively rapidly as singular events; these become smoothed out during 
the more complex multimode regime. 

Given the results of Chou et al. (1997), Chou and Faeth (1998) and Dai and Faeth (2001), 
a reasonable beginning has been made in defining the temporal properties of secondary drop 
breakup at the large liquid/gas density ratios and small Ohnesorge number conditions 
representative of conditions in sprays at atmospheric pressure. Thus, the next, or computational, 
phase of the study, was undertaken in order to begin to gain a better understanding of secondary 
breakup at the small liquid/gas density ratio and large Ohnesorge number conditions encountered 
in the spray combustion processes of practical propulsion systems. These results will be 

considered next. 
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2.5 Computational Results and Discussion 

Prior to considering the deformation and breakup properties of drops subjected to shock- 

wave disturbances, the numerical predictions were evaluated using earlier measurements and 

computations of the properties of solid spheres and deforming drops. This included both steady 

wake lengths and the drag coefficients of solid spheres as a function of Reynolds number (but 

limited to conditions prior to transition to oscillating wakes at Re = 130). 

The wake length, L, measured from the downstream stagnation point on the drop to the 

point where the flow reattaches at the axis, normalized by the drop diameter is plotted as a 
function of Reynolds number in Fig. 7. The steady wake length progressively increases with 
increasing Reynolds number and present predictions are in good agreement with existing 

measurements and earlier predictions. 

Figure 8 is an illustration of the drag coefficient calculated from the momentum loss in 

the gas phase across the drop plotted as a function of the Reynolds number; the agreement 

between measurements and current predictions is excellent. Although CD is relatively constant 

for large Re, it exhibits a large increase as the Re approaches the Stokes range; this behavior will 
be shown to have a large impact on drop deformation and breakup that was not recognized 

earlier due to limitations of experiments. 

Past measurements at large liquid/gas density ratios have shown that drop breakup is 
associated with drop deformation levels ((dc-d0)/d0) exceeding 60% (Hsiang and Faeth 
1992,1993,1995). Thus, this criterion was adopted to provide estimates of drop breakup 
conditions, thereby avoiding the intractability of complete numerical simulations of breakup 
which would involve large numbers of spatial and temporal grid points due to large range of 
spatial and temporal scales and three-dimensional nature of actual drop breakup processes (see 

Chou et al. 1997; Chou and Faeth 1998; Dai and Faeth 2001). 

Exploiting the deformation threshold for breakup just mentioned, breakup regime boundaries 

for liquid drops subjected to shock-wave disturbances were found in terms of the classical We- 
Oh coordinates first proposed by Hinze (1955). The resulting plot is illustrated in Fig. 9. 

Parametric conditions shown on the plot include predicted breakup boundaries for Re = 25 and 
pL/pG = 2, Re = 50 and pL/pG = 2, 8, 32 and °°, and Re = 100 and pL/pG = 2. The measured 

breakup regime boundary of Hsiang and Faeth (1995) is also shown on the plot. First of all, it 
should be noted that predicted variations of the breakup regime boundary are not large for 
variations of pL/pG in the range 2-~; therefore, it appears that the liquid/gas density ratio does not 

have a large effect on the fundamental secondary breakup properties of drops.  Finally, the 
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extrapolated breakup line for pL/pG = «. agrees quite well with the large pL/pG measurements of 

Hsiang and Faeth (1995), even for large Oh conditions, which helps justify the present 

deformation threshold for breakup. 

The influence of the Reynolds number on drop breakup for pL/pG = 2 is seen to be small 

for Re > 50. But results at Re = 25 indicate significantly increased resistance to breakup as Re 

becomes small — toward the Stokes regime. Studying present computed results shows that this 

behavior comes about due to the effect of Reynolds number on drag, shown in Fig. 8. For Re < 
50, drag coefficients increase appreciably as the Stokes range is approached. This increases the 
rate of acceleration of the drop toward the ambient velocity so that the velocity defect (and thus 
the local Weber number) at the maximum deformation condition is reduced. As a result, larger 

initial Weber numbers are needed for breakup. This effect was not observed for past 

measurements of drop breakup because test conditions generally did not consider Re < 50 where 

variations of CD with the Reynolds number become important. 

Somewhat analogous to the effect of Re to increase the drop drag coefficient, thus 
causing droop acceleration to reduce relative drop/gas velocities when maximum deformation 

conditions are reached, is the effect of increasing Ohnesorge number on the Weber number 
needed for breakup. The results illustrated in Fig. 9 show that for small Ohnesorge numbers (Oh 
< 0.1), liquid breakup is relatively independent of the Ohnesorge number and is first observed for 
Weber numbers on the order of 10; whereas for large Ohnesorge number (Oh > 1), Weber 
numbers at the onset of breakup progressively increase and become proportional to the square of 

the Ohnesorge number, or: 

log(We) = 2-log(Oh) (1) 

which implies 

VWe/Oh = const (2) 

This behavior can be explained based on effects of liquid viscosity slowing the rate of 
deformation of the drop as the Ohnesorge number increases; as a result, the velocity difference 
between the drop and the ambient gas (for the corresponding local Weber number) is reduced 
compared to small Ohnesorge number conditions. As a result, larger initial Weber numbers are 

needed for breakup (Hsiang and Faeth 1995). 

On the other hand, the computations also revealed an effect of liquid/gas viscosity ratio at 

large Oh, this was not observed during the experiments due to problems of experimentally 



22 

1,000,000■  i i mini    i um»!    ' "'""I    ' '"""I    ' 
B Re = 50 

100,000 

10,000 

DROP BREAKUP AT 

1,0001-   Re=50AND 
3 E    PL'PG = 

PL/PGS2    Mt/MG = 0-1 

n * ■    ■ ■  •  ill    i i mm1     ,J     "'    ' """ll    ' '""'„„ 
°()0001        0.001 0.01 0.1 1 10 100 

OHNESORGE NUMBER 

Figure 9 Measured and predicted breakup regime map in the classical drag- 
force/surface-tension-force (We) and viscous-force/surface-tension force (Oh) 
coordinates of Hinze (1975). Measurements from Hsiang and Faeth (1995), predictions 
from the present investigation. From Aalburg et al. (2002a). 



23 

reaching these conditions. This behavior is illustrated by the lines of constant viscosity ratio 
\iJ\iG, which are specified completely by the values of We and Oh for given values of Re and 

pL/pG) and which have been drawn for \ij\ic = 0.1, 1, 10 and 100 for pL/pG = 2 and Re = 50 in 

Fig. 9. It is evident that while for small Ohnesorge numbers, where the surface-tension-forces 
dominate over liquid viscous forces, the ratio of drag-forces/surface-tension-forces (the We 

number) is the governing breakup parameter, conditions at large Ohnesorge numbers, where 

liquid viscous forces dominate over surface-tension-forces, involve a rather restricted range of 

HL/|xG for a given Reynolds number and liquid/gas density ratio. 

The large effect of liquid/gas density ratio on the Hinze form of the secondary breakup 
map regime is not desirable and alternative plots were sought. A better approach for 
representing conditions where effects of liquid viscosity were large, large Oh, was to account for 

liquid viscous effects directly by plotting the ratio of drag to liquid viscous forces instead of the 

ratio of drag to surface-tension forces, as follows: 

drag   forces        _ _      |pL      HG  _  VWe 
sRe     ÜL     ÜLiJ^l (3) 

liquid viscous forces ^pG      \ih Oh 

This turns out to be precisely what the analysis of the slopes of the breakup lines at large Oh 
yielded in Eq. 2. Figure 10 is an illustration of the breakup regime map in the new coordinates, 
plotting the ratio of drag to liquid viscous forces, We1/2/Oh, as a function of the ratio of surface 
tension to liquid viscous forces, 1/Oh. This approach yields secondary drop deformation and 
breakup regime boundaries that are relatively independent of both liquid/gas density and 
viscosity ratios and are in excellent agreement with existing measurements of these properties at 

small Oh. 

2.6 Conclusions 

There were two phases to this portion of the investigation: (1) an experimental study of 
the secondary breakup properties of drops in the multimode breakup regime, and (2) a 
computational study of the deformation and breakup properties of round liquid drops subjected 
to shock-wave disturbances. The experimental study of drop breakup in the multimode breakup 
regime involved Oh > 0.1 where effects of liquid viscosity are small, and yielded the following 

major conclusions: 

1. With increasing Weber numbers, the multimode breakup regime begins at the end of the bag 
breakup regime at We = 18 and ends at the start of the shear breakup regime at We = 80. 
The multimode breakup regime can be subdivided into a bag/plume breakup regime for We 
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= 18-40 and a plume/shear breakup regime for We = 40-80 with the transition between these 

regimes fixed by the disappearance of bag and ring structures and the attainment of a 

maximum breakup time. 

2. With increasing We in the range 18-80, t/t* at the onset of breakup decreases from a value 

of 3.0 to a value of 2.0 at the onset of shear breakup. The end of breakup has values of t/t* 
= 4.0 and 5.0 at the end of bag breakup and the beginning of shear breakup but reaches a 

maximum value of t/t* of 7.5 at the transition between the bag/plume and plume/shear 

regimes at We = 40 because Rayleigh breakup of the plume is slow. 

3. Drop deformation and drag properties prior to the onset of breakup appear to be relatively 
universal for We of 13-150. The drop/drag coefficient transitions from values similar to 
spheres to values similar to thin disks as the cross-stream dimension of the drop DLmax/d0 

varies in the range 1.0-2.0 and the onset of breakup is approached. These two effects cause 
drop/drag forces to increase 16:1 in the deformation period for present test conditions, with 

associated drop accelerations leading to breakup onset. 

4. Liquid volume fractions associated with the bag, ring, plume and core drops have been 
found for We of 18-80, and the sizes of ring, plume and core drops have been found for the 
same range of conditions. The sizes of drops formed by breakup of the bag and the core 
drops were not found but should approximate the known behavior in the bag and shear 
breakup regimes until specific information becomes available. The velocities of the parent 
drop were similar to behavior observed by Chou and Faeth (1998) for bag breakup, whereas 
the velocities of post-breakup drops exhibited continuous variations with increasing t/t* and 

did not indicate any sudden changes at transitions to new breakup regimes. 

5. The mass removal rates of liquid from the parent drop resembles behavior in the bag 
breakup regime at small We and behavior in the shear breakup regime at large We. The 
differences between these behaviors are not large compared to experimental uncertainties, 
however, yielding a reasonable correlation of liquid removal rates for spray modeling 

purposes. 

The conclusions of the present computational study of the deformation and breakup 
properties of round liquid drops subjected to shock-wave disturbances are as follows: 

1. Predictions and measurements of wake and drag properties of spheres, and the deformation 
and breakup properties of drops subjected to steady and shock-wave disturbances are in 

good agreement. 
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2. The liquid/gas density ratio has only a small effect on the the deformation and breakup 

properties of drops. 

3. The effects of Re number are small for large Re. However, as Re approaches the Stokes 

range, the We required for breakup increases significantly with decreasing Re due to 

corresponding increases of the drag coefficient. 

4. At large Oh, surface tension has a negligible influence on breakup. Then plotting the ratio 
of drag to liquid viscous forces, WeI/2/Oh, as a function of surface tension to liquid viscous 
forces, 1/Oh, yields breakup regime boundaries that are constant for large Oh, however, and 

are relatively independent of the liquid/gas density ratio. 

3. Turbulence Generation 

3.1 Introduction 

Turbulence generation by drops controls the turbulence properties, and thus the mixing 

properties, within dense sprays (Faeth et al. 1990,1996; Faeth et al. 1995). This behavior follows 
because velocities are relatively uniform in dense sprays, inhibiting the conventional production 
of turbulence, whereas the relative velocities of drops are large, which implies significant flow 

disturbances from drop wakes within dense sprays. 

Drop-generated turbulence differs from grid-generated turbulence because drops are 
present throughout the flow, and their arrival at any point is random, yielding a truly stationary 
turbulent field. In contrast, grids generate turbulence at a plane of the flow yielding an unsteady 
flow field that subsequently decays. Thus, drop-generated turbulence is unique compared to 
conventional turbulence and has been studied very little in spite of its importance to practical 
spray processes. Motivated by these observations, turbulence generation was studied during this 

phase of the present investigation. 

Past studies of turbulence generation have mainly considered homogeneous dilute 
dispersed flows (Lance and Bataille 1982, 1991; Parthasarathy and Faeth 1990; Mizukami et al. 
1992). Lance and Bataille (1982,1991) studied homogeneous air/water bubbly flows downstream 
of a turbulence-generating grid. Effects of turbulence generation were observed as progressive 
increases of turbulence levels with increasing void fractions. Unfortunately, these results are 
difficult to interpret due to combined effects of turbulence generation and grid-generated 

turbulence. 
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Initial work in this laboratory on turbulence generation is described by Parthasarathy and 

Faeth (1987, 1990) and Mizukami et al. (1992). Aside from qualitative observations of 
turbulence generation in bubbly jets (Parthasarathy and Faeth 1987) experimental conditions 

consisted of uniform fluxes of nearly monodisperse spherical glass beads falling at roughly 

constant speeds in stagnant (in the mean) air and water. Measurements included phase velocities 

and turbulence properties of the continuous phase. Turbulence properties were analyzed using a 

stochastic method based on Campbell's theorem (Rice 1954) that involved synthesis of 
randomly-arriving particle wakes. The measurements showed that particle-generated turbulence 
had rather different properties from conventional turbulence. The theory helped explain this 
behavior as a result of the random arrival of particle wakes so that mean wake properties 
contribute to the apparent turbulence field. However, although the stochastic theory assisted data 
interpretation, quantitative predictions were not very satisfactory because particle wake 
properties at intermediate Reynolds numbers (typical of drops in sprays) in turbulent 
environments were unknown and had to be extrapolated from results at large Reynolds number 
turbulent wakes in nonturbulent environments. These studies were also problematical because 
the nearly stagnant (in the mean) continuous phases caused significant experimental uncertainties 
due to the resulting large turbulence intensities (up to 1000%) along with problems of buoyant 

disturbances. 

Subsequent work sought to resolve the properties of wakes at intermediate Reynolds 
numbers in turbulent (roughly isotopic) environments (Wu and Faeth 1993,1994,1995). It was 
found that these wakes scaled in the same manner as self-preserving laminar wakes (Schlichting 

1975) but with enhanced viscosities due to the presence of turbulence. Thus, the wakes were 
termed "laminar-like tuiVulent wakes." Naturally, the properties of laminar-like turbulent wakes 
differed considerably fiom the wake properties assumed by Parthasarathy and Faeth (1990) and 
Mizukami et al. (1992). These results also suggested that turbulence generation dominated flows 
are likely to consist of laminar-like turbulent wakes embedded in relatively large inter-wake 
turbulent regions. Nevertheless, differences between the ambient turbulence properties of the 

wake studies and actual flows dominated by turbulence generation are a concern. 

Based on this status, the specific objectives of the present study were as follows: (1) to 
complete new measurements of flow properties resulting from turbulence generation with 
reduced experimental uncertainties, (2) to use the measurements to determine the nature of the 
wake disturbances and the potential for wake-to-wake interactions during turbulence generation, 
and (3) to use the measurements to highlight differences between turbulence fields associated 
with turbulence generation and more conventional turbulence. The present discussion of the 

study is brief, see Chen et al. (2000) and Chen and Faeth (2000,2001) for more details. 
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3.2 Experimental Methods 

Apparatus. A sketch of the test apparatus appears in Fig. 11. The arrangement consists 

of a vertical counterflow wind tunnel with upflowing air and freely-falling particles. The air flow 

system consisted of a rounded inlet, a flow straightener and a contraction with air flow supplied 

by a variable-speed blower at the top of the tunnel. The particle flow was provided by a variable- 

speed screw feeder with the particles dispersed by an array of screens and finally aligned to the 
vertical direction using a flow straightener. The test section has a 305 x 305 mm crossection with 

glass side walls to provide optical access. 

Instrumentation. Particle number fluxes were measured by collecting particles in a 

thin-walled cylindrical container that could be traversed across the test section. 

Gas and particle velocities were measured using a traversible laser velocimetry (LV) 
system. A single-channel dual-beam, forward-scatter, frequency-shifted LV was used, finding 

streamwise and crosstream velocities by rotating the optics accordingly. The air flow was 
seeded with oil particles for gas velocity measurements but was not seeded for particle velocity 
measurements. Particle velocity signals were readily determined due to their large signal 
amplitudes and nearly constant velocities. Wake discrimination measurements were also made, 
allowing the properties of the interwake region to be measured as described by Chen and Faeth 

(2001). 

Test Conditions. The experiments involved nearly monodisperse spherical glass 

particles having nominal diameters of 0.5, 1.1 and 2.2 mm. These particles yielded Reynolds 
numbers in the range 106-990. Turbulence inti-nsities relative to the mean gas velocity (1.1 m/s) 
were less than 25%. The flows were dominaLcdby turbulence generation with direct dissipation 
of turbulence due to particles less than 2%. Particle volume fractions were less than 0.003% so 
the flows were very dilute. The resulting relative turbulence intensities due to turbulence 

generation were in the range 0.2-5.0%. 

Recent experiments have considered polydisperse (bimodal) particle flows, provided by a 

second particle feeder. The particles for these experiments consist of binary pairs of the 
monodisperse particle populations considered during the first phase of the study. Study of the 
polydisperse flows is still in progress and information about these flows is not yet complete; 
therefore, the following discussion will be limited to the monodisperse flows where test results 

and analysis are relatively complete. 
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Figure 11 Sketch of the counterflow particle/air wind 

tunnel. From Chen et al. (2000). 
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3.3 Results and Discussion 

Apparatus Evaluation. Sampling measurements showed that particle fluxes varied less 

than 10% over the central 205 x 205 mm cross-section of the flow where velocity measurements 

were made. Mean and fluctuating particle and gas velocities were uniform over the same cross- 

section for positions ±100 mm from the normal measuring plane. 

Particle Wake Properties. Direct temporal records of streamwise and crosstream 

velocities properly indicated wake disturbances that increased in frequency with increasing 
particle fluxes. Typical records indicating effects of particle Reynolds numbers for mid-range 
particle loadings are illustrated in Fig. 12 (Note that u and v records were not obtained at the 

same time). Relatively large negative spikes are observed on the streamwise velocity records 
indicating wake disturbances. Corresponding disturbances on the crosstream velocity records are 
absent for the 0.5 mm particles and have both negative and positive (or both) values for the 
larger particles. This behavior is expected based on the known properties of laminar-like 
turbulent wakes (Wu and Faeth 1994, 1995). In particular, mean crosstream velocities in these 
wakes are always small whereas the crosstream turbulence contribution is small for the 0.5 mm 
particles whose Re are below the onset of eddy shedding into the wake. In contrast, laminar-like 
turbulent wakes properties of the 1.1 and 2.2 mm particles have significant crosstream velocity 
fluctuations which explains the crosstream wake disturbances seen for these conditions. Thus, 
the results of Fig. 12 are strongly supportive of laminar-like turbulent wake behavior for the 

present test flows. 

A further evaluation of particle wake properties is illustrated in Fig. 13. These results 
involve measurements of mean velocities in particle wakes for various particle sizec. 
Measurements were obtained for various maximum velocity defects which represent results fu 

paths of the LV measuring volume at various radial distances from the wake axis. Effects of 
turbulence were handled by averaging several velocity records. Predictions for the same mean 
velocity defects, particle sizes and ambient turbulence intensities were obtained from the 
laminar-like turbulent wake properties reported by Wu and Faeth (1994, 1995). The agreement 
between measurements and predictions is excellent, supporting the presence of laminar-like 

turbulent wake properties for turbulence generation processes typical of sprays. 

The proportions of wake and inter-wake regions were estimated based on the laminar-like 
turbulent wake properties combined with stochastic simulations to find realizations of particle 
positions. Laminar-like turbulent wakes were associated with each particle conservatively 
assuming that wake radii were equal to twice the characteristic wake radii and extended in the 
streamwise direction until the maximum mean velocity defect equaled the ambient rms turbulent 

fluctuations. These results indicated that wake cross-sectional areas generally were less than 30% 
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of the available cross-sectional area and that less than 25% of the wakes experienced direct 

wake/wake interactions (mainly weak interactions far from both particles). Thus, the present test 

flows involve laminar-like turbulent wakes surrounded by relatively large inter-wake regions 

with occasional strong wake/wake interactions: actual dense sprays should be similar (Chen et al. 

2000). 

Interwake Properties (Relative Turbulence Intensities). Correlations of the properties 

of the turbulent interwake region were sought by drawing analogies between the turbulent 

interwake region and grid-generated turbulence. Past experimental observations show that 

turbulence downstream of grids can be divided into three regions: (1) a developing region near 
the grids, where the wakes from grid elements are merging and the turbulence flow is 
inhomogeneous and anisotropic; (2) an initial-decay region where the turbulent flow is nearly 
homogeneous and is locally isotropic; and (3) a final decay region, where viscous effects 
dominate, regions containing vorticity become sparse (giving the appearance of isolated 
turbulent spots from single-point measurements), and the turbulence decays more rapidly than in 
the initial decay region. Thus, comparing the turbulent interwake region with grid-generated 

turbulence suggests that the wake disturbances of turbulence generation correspond to the 
developing region of grid-generated turbulence and that the turbulent interwake region of 
turbulence generation corresponds to either the initial- or final-decay regions of grid-generated 
turbulence. Batchelor and Townsend (1948a,b) suggest a value of Rex = 5 as the condition for 

the onset of the final-decay region for grid-generated turbulence; therefore, the present turbulent 
interwake regions involving Rex = 0.4-3.5 have significant potential for behavior analogous to 

the final decay region. 

The analogy between the present turbulent interwake region and grid-generated 
turbulence was based on an expression fo/ grid-generated turbulence from Batchelor and 

Townsend (1948a,b), as follows: 

(ü'or v')/Ü = ß[CDM/(x-x0)]n (4) 

where ß is an empirical factor and they propose n = 1/2 and 5/4 in the initial- and final-decay 

periods, respectively. For present conditions the turbulent interwake region was homogeneous; 
therefore, a reasonable analogy to the distance from the grid for grid-generated turbulence is a 
distance on the order of the mean particle spacing. The length corresponding to the product of 
mesh size and drag coefficient for grid-generated turbulence was taken to be the particle wake 
momentum diameter 9, which similarly involves the product of the particle diameter and drag 

coefficient. Given these analogies, the expression corresponding to Eq. (4) for the turbulent 

interwake region becomes 
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(ü'or v'yup = ß(6/Cp)
n (5) 

where ß may not necessarily be the same for ü' and v'. Introducing expressions for 6 in terms 
of Cd, dp and I, and eliminating n~from the resulting expression using the formula for £ yields 
the following potential correlation for the relative turbulence intensities of the turbulent 

interwake region 

(ü'or v')/Up = ßD1"3 -   " (6) 

where D is a dimensionless dissipation factor defined as follows: 

- ■ <«'■>• - %m 
During the earlier turbulence generation studies of Parthesarathy and Faeth (1990) and Mizukami 
et al. (1992), expressions very similar to Eqs. (6) and (7) were developed that proved to be 
reasonably effective for correlating their relative turbulence intensity measurements. Their 
expressions were developed using a simple stochastic analysis to synthesize the properties of 
particle wake disturbances alone (with no consideration of a turbulent interwake region) based 
on Campbell's theorem, similar to the analysis of electrical noise from Rice (1954). The 
resulting correlation was identical to Eq. (6) except that D was replaced by an alternative 
dimensionless dissipation factor Dp, defined as follows: 

Dp = edp(Cd/8)1/3/U3
p / (8) 

The dimensionless dissipation factors D and Dp are closely related for the stagnant flow 
conditions considered in by Parthesarathy and Faeth (1990) and Mizukami et al. (1992) where Ü 
= 0, noting that the effect of the different powers of Cd in Eq. (7) and (8) is small because Cd is 
on the order of unity for the conditions of all of these experiments. Based on the measurements 
of Parthesarathy and Faeth (1990) and Mizukami et al. (1992), this correspondence between the 
two correlations suggests that n = 3/2. This estimate is reasonably close to the value n = 5/4 
suggested by Batchelor and Townsend (1948a,b) where Eq. (4) is used to correlate turbulence 
intensities in the final-decay period of grid-generated turbulence, which is also consistent with 
the present relatively small values of Rex noted earlier. 

Present measurements of streamwise and cross-stream relative turbulence intensities, 
within the turbulent interwake region for all three particle sizes, are plotted in Fig. 14 as a 
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function of D according to Eq. (6). The correlation is seen to be remarkably good, over the two- 
order-of-magnitude range of D considered during the present experiments. Best-fit correlations 

of the measurements found by linear regression had powers of 0.48 and 0.56 (with standard 

deviations of both these powers of 0.03) for streamwise and cross-stream relative turbulence 
intensities, respectively. As a result, there is no statistical significance for the differences 

between the powers of these fits and the value of n = 3/2 found by Parthesarathy and Faeth 

(1990) and Mizukami et al. (1992). Thus, for consistency with this earlier work, the 

measurements were correlated as shown in Fig. 14 using the earlier value of n to yield 

ü'AJp = 9.2D1/2,     v'/Up = 7.9D m (9) 

The standard deviation of the coefficients of Eqs. (9) are 1.5 and 1.6, respectively, and the 

correlation coefficients of both these fits are 0.98, which is excellent. 

The difference between the coefficients of the streamwise and the cross-stream relative 

turbulence intensities is not statistically significant. Thus, the turbulent interwake region is 
isotropic within present capabilities to evaluate this behavior. Slight anisotropy favoring the 
streamwise direction, however, is not unexpected. In particular, the present wake discrimination 
system was not totally effective, which introduces some streamwise velocity bias because of 
uneliminated streamwise mean velocity disturbances from wakes. In addition, past studies of 
grid-generated turbulence at small turbulent Reynolds numbers (Re,, of 36-72, which is 

somewhat larger than the present range) from Bennett and Corrsin (1978) yielded values of 
U7 v' in the range 1.09-1.22, which is similar to the present mean value of ü7 v' = 1.16 found 
from Eqs. (9). Thus, potential for a small fundamental level of anisotropy for the turbulent 

interwake region cannot be ruled out. 

The correspondence between the correlations of Eq. (6) involving D, based on sole 
consideration of the turbulent interwake region, and involving Dp, based on sole consideration of 
wake disturbances helps explain the effectiveness of Dp for consideration of the relative 
turbulence intensities observed by Parthesarathy and Faeth (1990) and Mizukami et al. (1992), 
even though the wake disturbances did not contribute significantly to these measurements (i.e., 
wake disturbances were largely eliminated by their phase-discrimination systems). Thus, the 
nearly identical definitions of D and Dp suggest that either approach is fortuitously appropriate 

for both the turbulent interwake and wake disturbance regions of flows caused by turbulence 
generation (even though the detailed properties of these two flow regions differ considerably). 

Interwake Properties (Probability Density Function). The probability density 

functions (PDF's) of the flow in the interwake region were measured, see Chen and Faeth (2000) 
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for the details. Within experimental uncertainties, the PDF's were Gaussian, as anticipated for 

the final-decay period of isotropic turbulence. 

Interwake Properties (Energy Spectra). The energy spectra of the interwake region 

generally corresponded to the expectation of spectra for isotropic turbulence, see Chen and Faeth 

(2000). The spectra were independent of particle size and loading and approximate the spectra 

of simplified isotropic turbulence as discussed by Hinze (1975). A very interesting property of 

this turbulence was that it exhibited an extensive range of scales, roughly 1000:1, even though 
turbulence Reynolds numbers were small, e.g., less than 4. Consideration of length scales, taken 
up next, however, will show that this is a rational property of turbulence in the final-decay period 
which is surprising only because past measurements of the properties of turbulence in the final- 
decay period are relatively rare, and thus the properties of turbulence in this region are generally 

not well known. 

Interwake Properties (Length Scales). Numerous studies of isotropic turbulence at 

large turbulence Reynolds numbers show that the rate of dissipation of turbulence kinetic energy 

can be estimated from values of velocity fluctuations and integral length scales using the 

following equation (Hinze 1975): 

A = eLu/(ü')3 (10) 

where A, the dimensionless integral length scale, is believed to be a constant on the order of 

unity. All properties on the right hand side of Eq. (10) have been measured during the present 
investigation so that values of A can be found at much smaller Rex than considered in the past. 

The resulting values of A from the present investigation are plotted as a function of Rex 

in Fig. 15, providing results at small Reynolds numbers, Rex = 0.4-3.5. Results for isotropic 

turbulence from several past experiments, and from direct numerical simulations (DNS),22"25 

along with a DNS data fit due to Sreenivasan (1998), are plotted along with the present 
measurements. The earlier determinations of A involve relatively large turbulence Reynolds 
numbers, 20 < Rex < 800, which places these flows in the initial decay period of isotropic 

turbulence where the turbulence is fully developed and acts over the entire flow region similar to 
conventional turbulence. In contrast, present measurements at small values of Rex exhibit very 

enhanced rates of dissipation, which is typical of behavior in the final decay period where the 
vorticity is sparse and turbulence appears to involve disconnected spots when single-point 
measurements are observed. This behavior is also consistent with previous indications that inter- 
wake turbulence was in the final decay period, based on relative turbulence intensities as 

discussed in connection with Fig. 14. 
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Figure 15 Normalized integral length scales as a function of the turbulence Reynolds number for 

regton of pSgfneraied turbulence from the present investigation From Chen and Faeth 
(2000). 
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The measurement and predictions at large Rex yield scattered values of A in the range 

0.3-2.0 which are on the order of unity and independent of Rex, as expected. Sreenivasan(1998) 

suggests that these variations of A are due to different initial conditions or grid geometries of the 
flows that were considered. In contrast, present values within the final decay period indicate 

strongly enhanced dissipation as Rex decreases (indicated by increasing values of A), analogous 

to strongly enhanced dissipation as Rex decreases (indicated by decreasing values of the 

turbulence intensity) along the axis of turbulent wakes in the final decay period, see Wu and 
Faeth (1993). The present measurements of A within the final decay period yield a best fit 

correlation as follows: 

A = 1130 Re^2'33; 0.4 <Rex< 3.5 (11) 

where the experimental uncertainty of the power of Rexis 0.16 and the correlation coefficient of 

the fit is 0.96. Combining all the observations of A illustrated in Fig. 15, it is evident that A 
exhibits three regimes: (1) a large Rexregime (the initial-decay period) with Rex> 100, which 

corresponds to classical homogeneous isotropic turbulence at large Reynolds numbers; (2) a 
small Rex regime (the final-decay period) where Rex< 10, which corresponds to present turbulent 

inter-wake conditions; and (3) a transition regime with 10 < Rex < 100, between the two outer 

limiting regimes. 

It is interesting to consider the variation of the length scale ratio, I^/A,, as a function of 

Rex, in the three regimes of A that were just defined. It is easy to show that this ratio assumes the 

following forms: 

Final-decay period: 
LJX = 75 Ref133; 0.4 < Rex < 3.5 (12) 

Initial-decay period: 

L„/X = A Rex/15,20 < Rex (13) 

Transition period: 

LJX = 2.2,   4< Rex<20 (14) 
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The correlations of Eqs. (12)-(14) are illustrated in Fig. 16, along with results from available 
measurements and DNS simulations. Taken together, the various correlations provide reasonably 

good fits of results in the final-decay, transition and initial-decay periods. 

The nature and location of transition to the final decay period seen in Fig. 16 seems quite 
reasonable. In particular, the variation ofhjl with decreasing Re„ for fully-developed turbulent 

flows must change as Rex becomes small because realizable flow properties cannot involve a 

Taylor length scale (a microscale) larger than the integral scale (a macroscale), or conditions 
where LJXX < 1. Thus, it is not surprising that the transition to the final-decay period, where 

hjXx increases with decreasing Rex, occurs when LJX reaches values on the order of unity. 

Increasing values of LJX with increasing Rex in the initial-decay period is well 

understood (Schlichting 1975; Tennekes and Lumley 1972), as a result of the relatively inviscid 
large-scale features (on the scale of integral scales) combined with progressively smaller 
microscales of turbulence as turbulence Reynolds numbers increases. The corresponding 
increasing values of Lu/X with decreasing values of Rex in the final-decay period occurs for very 

different reasons. In this case, vortical regions are sparse although they still spread throughout 
the entire flow, yielding large integral scales in the presence of small dissipation scales; i.e.,-the 
dimensions of turbulent spots become small in comparison to the dimensions of the flow as a 
whole when the vortical regions of the flow become more sparse as turbulence decay proceeds. 

3.4 Conclusions 

This investigation considered the properties of turbulence generated by uniform fluxes of 
monodisperse spherical particles moving in air at normal pressure and temperature. Test 
conditions included monodisperse glass beads having diameters of 0.5-2.2 mm,, particle vclame 
fractions less than 0.003%, particle Reynolds numbers of 106-990, turbulence generation rates of 

0.2-5.0%. The major conclusions of the study are as follows: 

1. Particle wake properties of the present turbulence-generated processes corresponded to 
the laminar-like turbulent wakes observed by Wu and Faeth (1994,1995) for spheres at 

intermediate Reynolds numbers in turbulent environments. 

2. The turbulent interwake region is homogeneous and nearly isotropic with PDF's of 
streamwise and cross-stream velocities well approximated by Gaussian functions. 

3. Relative turbulence intensities in the turbulent interwake region were correlated 

effectively by analogy to the known properties of isotropic grid-generated turbulence, 
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e.g., Batchelor and Townsend (1948a,b), by scaling these properties with the mean 
particle spacing normalized by the particle wake momentum diameter, to yield a 

dimensionless dissipation factor. 

4. The present dimensionless dissipation factor, based on consideration of inter-wake 

turbulence alone, is nearly identical to an earlier dimensionless dissipation factor found 

by Parthesarathy and Faeth (1990) and Mizukami et al. (1992). based on consideration of 
particle wake properties alone. This fortuitous agreement of correlations for the turbulent 

inter-wake region and for wake disturbances is no doubt responsible for the simple 

correlations of overall relative turbulence intensities (involving both regions) as a 
function of dimensionless dissipation factor observed during earlier work, by 

Parthesarathy and Faeth (1990) and Mizukami et al. (1992). 

5. For present turbulence generation conditions, and probably for most practical dispersed 
flows, the turbulent inter-wake region exhibited very small turbulence Reynolds numbers 
(Re^<4) and was in the final decay period where vortical regions fill the entire inter-wake 

region but are sparse, i.e., where turbulence appears to involve disconnected turbulent 

spots when single-point measurements are observed. 

6. Within the final decay period, macroscale/microscale ratios (e.g., hjX) decrease with 

increasing turbulence Reynolds numbers as opposed to increasing similar to fully- 
developed isotropic turbulence at large turbulence Reynolds numbers. Quite plausibly, 
the transition from the final decay region to the fully-developed turbulence region occurs 
when I^M- is on the order of unity; this condition corresponds to a turbulence Reynolds 

number on the order of ten which is similar to conditions at the transition of turbulent 
wakes in noniurbulent environments to the final decay period, see Wu and Faeth (1993). 

7. As a result of the behavior of length scale ratios in the final-decay period, illustrated in 
Fig. 16, and the fact that mean velocities in particle wakes contribute to turbulence 
properties (unless measured with wake discrimination systems), the range of length scales 
in flows resulting from turbulence generation is unusually large, as noted by past workers 
making measurements of the properties of turbulent flows resulting from turbulence 

generation, e.g., Parthesarathy and Faeth (1990) and Mizukami et al. (1992). 
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ABSTRACT 

A computational study is described that addresses the 
deformation and drag properties of round drops 
subjected to shock wave disturbances. The objective 
of the  present study was to consider secondary 
breakup of drops at small liquid/gas density and 
viscosity  ratios  that  are difficult to address by 
experiments but are more representative of conditions 
in     practical     sprays.     The     time-dependent, 
incompressible   and   axisymmetric   Navier-Stokes 
equations were solved in conjunction with the level 
set method and the calculations were evaluated based 
on earlier results for wake and drag properties of 
solid spheres and deformation and secondary breakup 
properties   of   drops.   The   agreement   between 
predictions   and   measurements   was  quite   good. 
Similar to an early proposal by Hinze, the properties 
of breakup were mainly affected by the Weber 
number,  We,  and  the Ohnesorge number,  Oh. 
However, for large Oh, the computations revealed an 
effect of the liquid/gas viscosity ratio that was not 
observed during experiments. A better approach for 
representing these conditions was to account for 
liquid viscous effects directly by plotting the ratio of 
drag to liquid viscous forces, We1/2/Oh, as a function 
of the ratio of surface tension to liquid viscous forces, 
1/Oh. Effects of the liquid/gas density ratio on drop 
breakup were found to be remarkably small. The 
Reynolds number, however, was found to have a 
considerable effect on drop breakup as the Stokes 
flow regime was approached. This behavior appears 
to be caused by the progressive increase of the drag 
coefficient as Reynolds numbers become small. 
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NOMENCLATURE 

CD = drag coefficient 
d    = drop diameter 
L    = wake length   

Oh = initial Ohnesorge number, HLl^pL
ado 

Re = Reynolds number, pcudl nG 

u    = streamwise velocity 
r     = drop radius 
t     = time   

t*   = characteristic breakup time, d0/u0-JpL/ pG 

We = initial Weber number, pcu\d^la 

H    = molecular viscosity 
p    = density 
o    = surface tension coefficient 

Subscripts 

0 = initial condition 
c = cross stream dimension 
G = gas phase property 
L = liquid phase property 

INTRODUCTION 

The study of the deformation and drag properties of 
round drops subjected to shock wave disturbances is 
motivated by applications to the secondary breakup 
of drops within sprays found in power and propulsion 
systems. The current work is an extension of past 
studies of secondary drop breakup in this laboratory 
using experimental methods1 . These studies 
established breakup regime transitions which were 
mainly affected by the Weber number, We, as a 
measure of the ratio between ambient drag to surface 
tension forces, and the Ohnesorge number, Oh, as a 
measure of the ratio between the liquid viscous to 
surface tension forces, similar to an early proposal of 
Hinze.7 Due to experimental constraints, these results 
were limited to large liquid/gas density ratios, 
pL/pG=580-12,000,   with   the   Reynolds   number 

1 
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varying in the range 300-16,000. Thus, the influence 
of the density ratio and the Reynolds number could 
not be investigated independently. Further, due to 
problems of experimentally reaching breakup 
conditions at large Oh, which are typical of practical 
high pressure combustion applications, the transition 
to breakup for Oh>10 remained unknown. 

The objective of the present study was to consider the 
onset of secondary breakup of drops at the small 
liquid/gas density and viscosity ratios that are 
difficult to address by experiments but are more 
representative of conditions in practical sprays at the 
pressures typical of power and propulsion systems. 

Since drop breakup is a complex, three-dimensional 
process, due to the formation of nodes, a detailed 
simulation would require, locally, a very fine grid 
and would have to be three-dimensional as well. 
Experimental results, however, have shown that 
breakup starts when the drop deformation, measured 
as the ratio between the cross-stream diameter, dj, to 
the initial drop diameter, do, exceeds approximately 
70%. By adopting these findings it is possible to 
estimate the onset of breakup without having to 
calculate the details of the breakup process itself, 
pending the future feasibility of such numerical 
calculations. The numerical computations were thus 
axisymmetric and allowed independent variation of 
all relevant parameters of drop breakup properties. 

The calculations were evaluated based on earlier 
results for wake sizes and drag coefficients of solid 
spheres, steady drop deformation under a constant 
body force and the onset of breakup due to shock 
wave disturbances. Numerical simulations were 
carried out for a range of parameters to study the 
effects of Weber number, Ohnesorge number, 
Reynolds number, liquid/gas density ratio and 
liquid/gas viscosity ratio on the deformation and 
breakup of liquid drops. 

COMPUTATIONAL METHODS 

The time-dependent, incompressible and 
axisymmetric Navier-Stokes equations were solved 
using the projection method of Chorin8 with a 
multigrid Poisson solver for the pressure equation. 
The discretization in space was carried out on a 
staggered grid according to the marker and cell 
(MAC) method of Harlow and Welch9. The level set 
method of Sussman et al.10 was used to capture the 
liquid/gas interface and yielded the local fluid 
properties of each cell with a smooth transition 
between the gas and the liquid phases near the 
interface.  A redistancing algorithm according to 

Sussman and Fatemi" was used to maintain the level 
set as an accurate distance function at all times. The 
interface calculations allowed for effects of surface 
tension, pressure and shear forces, with surface 
tension represented as a body force distributed over 
an interface having finite thickness, following 
Brackbill et al.12 The discretizations in both space 
and time were second-order accurate. 

The domain size was typically 7.5 r0 x 15 r0 and was 
covered with a moving grid having 192 x 384 cells. 
The boundary conditions were symmetric along the 
sides, with a fixed velocity across the inlet and a 
fixed pressure along the outlet. Tests of various-sized 
solution regions and finer grids caused less than a 3% 
change near breakup conditions in the results 
reported in this study. The simulations were started 
with an initially motionless radial plane of the drop 
being subjected to a sudden divergence-free velocity 
field. Except for the evaluation of the drop 
deformation for a constant body force, buoyancy was 
neglected. The flow was assumed to be isothermal 
with constant liquid and gas phase properties. 

RESULTS AND DISCUSSION 

Computational evaluation 

Prior to considering the breakup properties of drops 
subjected to shock wave disturbances, the numerical 
predictions were evaluated based on earlier 
measurements and computations of the properties of 
solid spheres and deforming drops. These included 
both the steady wake lengths and the drag 
coefficients behind solid spheres as a function of 
Reynolds number (limited to conditions prior to the 
transition to oscillating wakes at Re=130), am> the 
deformation of drops subject to constant body forces. 

The top illustration of Fig. 1 shows the streamline 
pattern behind an almost stationary and non- 
deforming drop, achieved by making the liquid/gas 
density ratio and the surface tension very large 
(pL/pG=1000, We=0.25, Oh=0.2). The wake length, 
L, measured from the downward stagnation point on 
the drop to the point where the flow reattaches at the 
axis, normalized by the drop diameter, is plotted as a 
function of Reynolds number in Fig. 2. The steady 
wake length progressively increases with increasing 
Reynolds number and present predictions are in good 
agreement with existing measurements. 

Figure 3 is an illustration of the drag coefficient, 
calculated from the momentum loss in the gas phase 
across the drop, plotted as a function of the Reynolds 
number for Re=30-120. The agreement between past 
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measurements and current predictions is excellent. 
Although CD is relatively constant for large Re, it 
exhibits a large increase as the Re approaches the 
Stokes range. 

The bottom illustration of Fig. 1 is an illustration of 
the steady state streamlines and shape of a drop being 
accelerated by a constant body force (gravity). The 
calculations simulated an ethylene glycol drop 
dispersed in paraffin oil at three different Weber 
numbers, achieved by varying the diameter of the 
drop. The predicted deformation, measured in terms 
of the ratio of the maximum and minimum 
dimensions of the drop, is compared with 
measurements from Hsiang and Faeth3 in Fig. 4, 
finding good agreement between predictions and 
measurements. 

Drop deformation and breakup 

The properties of drops subjected to shock wave 
disturbances for a given do and given gas phase 
properties (p0 and Ho) are affected by the Weber 
number, the Ohnesorge number, the liquid/gas 
density ratio and the Reynolds number. In the 
following, the influence of the variation of each of 
these variables on the deformation and breakup of 
drops will be discussed, i.e. while one variable was 
being modified, the remaining three variables were 
held constant. 

The deformation properties of liquid drops subjected 
to shock wave disturbances are illustrated by plots of 
normalized deformation, äydo, as a function of 
normalized time, t/t*, in Fig. 5. The property dc is the 
maximum cross stream dimension of the drop at any 
given time and t* is the characteristic breakup time 

- 'defined by Ranger and Nicholls.13 The top illustration 
in Fig. 5 illustrates the effect of Weber number for 
constant Oh=0.01, pL/pG=2 and Re=50. The 
maximum degree of deformation progressively 
increases as the Weber number increases, eventually 
exceeding the breakup limit of approximately 60% 
deformation for We>64. For conditions prior to 
breakup, the drop shape oscillates during relaxation 
back to a round shape configuration. 

The middle illustration of Fig. 5 illustrates the effect 
of varying the Ohnesorge number for We=32, 
PL/PG=2 and Re=50. For values of Oh<0.01, varying 
Oh has almost no effect on either the amplitude or the 
frequency of deformation. Increasing the Ohnesorge 
number beyond 0.01, however, causes a progressive 
decrease of the maximum deformation, and 
eventually leads to a nonoscillatory relaxation 
process for Oh>1.0. 

The bottom illustration of Fig. 5 illustrates effects of 
varying the liquid/gas density ratio for We=16, 
Oh=0.01 and Re=50. Increasing the liquid/gas 
density ratio implies increasing the relaxation times. 
Normalizing the time by the characteristic Ranger 
and Nicholls breakup time, however, helps scale 
liquid/gas inertial effects correctly, so that the 
frequency of oscillation in terms of t/t* tends to be 
relatively independent of the liquid/gas density ratios. 
Note, that while the characteristic time, t*, scales 
with (Pi/Pc)"2. tne acceleration of a drop with a 
constant drag coefficient is proportional to Pi/Pc- 
This means, that drops having large density ratios 
have a greater velocity defect with respect to the 
ambient velocity. Therefore, increasing the liquid/gas 
density ratio tends to increase maximum levels of 
deformation. 

Plotting the maximum deformation as a function of 
gas/liquid density ratio reveals the limited influence 
of the density ratio on the overall deformation of 
drops. Figure 6 is an illustration of the Weber number 
at breakup, i.e. where deformation levels exceed 
60%, as function of the gas/liquid density ratio for 
various Ohnesorge numbers at Re=50. The effect of 
the density ratio is nearly linear so that extrapolation 
to PG/PL

->0 was not problematical. 

Exploiting the extrapolation procedure and the 
deformation threshold for breakup, breakup regime 
boundaries for liquid drops subjected to shock wave 
disturbances were found in terms of the classical We- 
Oh coordinates first proposed by Hinze.7 The 
resulting plot is illustrated in Fig. 7. Parametric 
conditions shown on the plot include predicted 
breakup boundaries for Re=25 and PL/PG=2; Re=50 
and PL/PG=2. 8, 32 and °°; and Re=100 and Pi/pG=2. 
The measured breakup regime boundary of Hsiang 
and Faeth3 is also shown on the plot. First of all, it 
should be noted that predicted variations of the 
breakup regime boundary are not large for variations 
of pL/pG in the range 2-«. The extrapolated breakup 
line for PL/PG=°° agrees quite well with the large 
pL/pG measurements, of Hsiang and Faeth.3 

The influence of the Reynolds number on drop 
breakup for pL/Pc=2 is seen to be small for Re>50. 
But results at Re=25 indicate significantly increased 
resistance to breakup. Studying present computed 
results shows that this behavior comes about due to 
the effect of Reynolds number on drag, shown in Fig. 
3. For Re<50, drag coefficients increase appreciably 
as the Stokes range is approached. This increases the 
rate of acceleration of the drop toward the. ambient 
velocity so that the velocity defect (and thus the local 
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Weber number) at the maximum deformation 
condition is reduced. As a result, larger initial Weber 
numbers are needed for breakup. This effect was not 
observed for past measurements of drop breakup, 
because test conditions generally did not consider 
Re<50 where variations of CD with the Reynolds 
number become important. 

Somewhat analogous is the effect of increasing 
Ohnesorge number on the Weber number needed for 
breakup. The results show that for small Ohnesorge 
numbers (Oh<0.1), liquid breakup is relatively 
independent of the Ohnsiorge number and is first 
observed for Weber numbers on the order of 10; 
whereas for large Ohnesorge numbers (Oh>l), Weber 
numbers at the onset of breakup progressively 
increase and become proportional to the Ohnesorge 
number: 

log(We) = 2-log(0/i) 

which implies:     -4We IOh~ const 

(1) 

(2) 

This behavior has been explained based on effects of 
liquid viscosity slowing the rate of deformation of the 
drop as the Ohnesorge number increases; as a result, 
the velocity difference between the drop and the 
ambient gas (or the corresponding local Weber 
number) is reduced compared to small Ohnesorge 
number conditions. Therefore, larger initial Weber 
numbers are needed for breakup. 

On the other hand, the computations also revealed an 
effect of liquid/gas viscosity ratio at large Oh, that 
was not observed during the experiments due to 
problems of experimentally reaching these 
conditions. This behavior is illustrated by the lines of 
constant viscosity ratio U^HG* which are specified 
completely by the values of We and Oh for given 
values of Re and PL/PG. and which have been drawn 
for HL/HG=0.1, 1, 10 and 100 for pL/pc=2 and Re=50 
in Fig. 7. It is evident, that while for small Ohnesorge 
numbers, where the surface-tension-forces dominate 
over liquid viscous forces, the ratio of drag 
forces/surface-tension-forces (the We number) is the 
governing breakup parameter, conditions at large 
Ohnesorge numbers, where liquid viscous forces 
dominate over surface-tension-forces, involve a 
rather restricted range of ]hJ\^c for a given Reynolds 
number and liquid/gas density ratio. 

The large effect of liquid/gas viscosity ratio on the 
Hinze form of the secondary breakup regime map is 
not desirable and alternative plots were sought. A 
better approach for representing conditions where 
effects of liquid viscosity were large, large Oh, was 

to account for liquid viscous effects directly by 
plotting the ratio of drag to liquid viscous forces, 
instead of the ratio of drag to surface tension forces, 
as follows 

drag forces 
• = Re 

liquid viscous forces 

This turns out to be precisely what the analysis of the 
slopes of the breakup lines at large Oh yielded in Eq. 
2. Figure 8 is an illustration of the breakup regime 
map in the new coordinates, plotting the ratio of drag 
to liquid viscous forces, We1/2/Oh, as a function of 
the ratio of surface tension to liquid viscous forces, 
1/Oh. This approach yields secondary drop 
deformation and breakup regime boundaries that are 
relatively independent of both liquid/gas density and 
viscosity ratios and are in excellent agreement with 
existing measurements of these properties at small 
Oh. 

CONCLUSIONS 

The conclusions of the present study of the 
deformation and breakup properties of round liquid 
drops subjected to shock wave disturbances are as 
follows: 

1. Predictions and measurements of wake and drag 
properties of spheres, and the deformation and 
breakup properties of drops subjected to steady 
and shock wave disturbances, are in good 
agreement. 

2. The liquid/gas density ratio has only a small 
effect on the deformation and breakup properties 
of drops. 

3. The effects of Re number are small for large Re. 
However, as Re approaches the Stokes range, the 
We required for breakup increases significantly 
with decreasing Re due to corresponding 
increases of the drag coefficient. 

4. At large Oh, surface tension has a negligible 
influence on breakup. Then plotting the ratio of 
drag to liquid viscous forces, We1/2/Oh, as a 
function of surface tension to liquid viscous 
forces, 1/Oh, yields breakup regime boundaries 
that are constant for large Oh, however, and are 
relatively independent of the liquid/gas density 
ratio. 
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Fig. 1 Steady streamline patterns for the wake behind 
a non-deforming, stationary drop and behind a drop 
accelerated by a constant body force. 

Fig. 3 Measured and predicted drag coefficients as a 
function of Reynolds number. Measurements from 
Roos and Willmarth,19 predictions from Le Clair et 
al.,20 Johnson and Patel,18 and the present 
investigation. 
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Fig. 2 Measured and predicted steady wakelength 
behind a drop as a function of Re for values smaller 
than the onset of instabilities (Re<130).. 
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Fig. 5 Predicted drop deformation as a function of 
time for various Weber numbers, Ohnesorge numbers 
and density ratios at Re=50. 
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Fig. 6 Predicted Weber number at breakup as a 
function of gas/liquid density ratio for various 
Ohnesorge numbers. 
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Fig. 7 Predicted and measured breakup regime map 
in the classical drag-force/surface-tension-force (We) 
and viscous-force/surface-tension-force (Oh) 
coordinates of Hinze.7 Measurements from Hsiang 
and Faeth,3 predictions from the present 
investigation. 
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Fig. 8 Predicted and measured breakup regime map 
for drops in the revised drag-force/liqu£ nscous- 
force (Wel/2/Oh) and surface-tension-force/liquid- 
viscous-force (1/Oh) coordinates. Measurements 
from Hsiang and Faeth,3 predictions from the present 
investigation. 
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Interwake Turbulence Properties of Homogeneous 
Dilute Particle-Laden Flows 

I.-H. Chen* and G. M. FaetiV 
University of Michigan, Ann Arbor, Michigan 48109-2140 

The properties of turbulence generated by uniform flux* of monodisperse spherical particles 1~™8*™f » 
uJmrTflowmg gas were studied experimentally, emphasizing the P^^^^^^^'^f'^ 
wT.7u"urbances, i.e., the turbulent intend, region. Mean and fluctuating «dues, pnfcablhty denstty functions, 
InTene™^ of treamwis, and cross-strewn ve.od.ies were measured within a „»nterf.ow.ng parüd./.ur 
wtad 3l S parücl, wake discriminating laser velodmetry. Test conditions induded nearly monod^pers« 
g^ sphere haTg diameters of 0*4» mm, partide Reynolds numbers of 106-990, me» p^tid. spaongsof 
SnuTpartide v„lume fractions less than 0.003*. direct rates of dissipation of turbulence b, particles .«* 
tanV%Tnd turbulence generation rates suffident to yield streamwis« relative turbulence intensities ». UK rang« 

^at are «11 approximated b, Gaussian functions. Relative turbulence intensities were correlated effectively based 
™X, to ^ Properties of isotropic grid-g.nerated turbulence b, scaling with the mean P^»P»^ 
„omaLd by the partidVwak, momentum diameter. For present turbulence generation condition, üie turbulen 
rmelÄon had turbulence Reynolds numbers of 0.4-3.5 and was in tit« 8-1 decay period when= vortical 
regions f,12urbulen. in.erwake region but are sparse. This implies enhanced rates of --P»«»^ *"*£* 
ktaetic energy and decreasing macroscale/microscale ratios of the turbulence with mcreas.ng ^towmlxn 
as „STincreasing ratios with increasing Reynolds numbers typical of conventional fully developed «.tropic 

turbulence. 

Nomenclature 
A = dimensionless integral length scale; Eq. (10) 
C,f = panicle drag coefficient 
D = dissipation factor; Eq. (7) 
DF = Parthasarathy dissipation factor; Eq. (8) 
dp = particle diameter 
£«(*) = streamwise energy spectrum 
/ = frequency 
K = kurtosis of probability density function (PDF) 
k = wave number, 2JT/S 
L„ = streamwise integral length scale 
lK = Kolmogorov length scale, (u3/e)'/4 

lp = mean particle spacing; Eq. (1) 
M =meshsizeofagr;H. 
n = power in tui'imence decay law; Eq. (4) 
n" = particle numbe: flux 
Re = particle F.jiiolds number, dpl/p/n 
Rc = turbulence Reynolds number, Rex = Xü'/v 
S =skewnessofPDF 
s = distance 
lK = Kolmogorov time scale, (v/c)"2 

Up       = mean streamwise relative velocity of a particle 
u = streamwise gas velocity 
uK       = Kolmogorov velocity scale, {ev)"' 
v - cross-stream gas velocity 
x = streamwise distance 
Xe        = streamwise virtual origin location 
ß = empirical factor; Eqs. (4) and (5) 
t = rate of dissipation of turbulence kinetic energy 
e = wake momentum diameter, (C/dJ/8)"2 

X. = Taylor length scale; Eq. (3) 
v = molecular kinematic viscosity of air 
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Superscripts 

(~)       = mean value 
O'       = rms fluctuating value 
Qa     = mean-square fluctuating value 

Introduction 
TURBULENCE generation is the direct disturbance of the 

continuous-phase velocity field by the wakes of dispersed- 
phase objects in dispersed multiphase flows. Turbulence generation 
supplements the conventional production of turbulence caused by 
mean velocity gradients in the continuous phase. Turbulence gen- 
eration is most important when the dispersed-phase objects have 
large relative velocities (large Reynolds numbers) and relatively 
large relaxation times compared to characteristic turbulence times. 
Such conditions are typical of many practical dispersed multiphase 
flows having significant separated-flow effects, e.g., sprays, particle- 
laden jets, bubbly jets, rainstorms, etc. In spite of its importance, 
however, turbulence generation has not received much attention so 
that current understanding and capabilities for predicting its proper- 
ties are very limited. Motivated by these observations, the objective 
of the present investigation was to extend past studies of turbu- 
lence generation in this laboratory1-3 to consider the properties of 
the continuous-phase region surrounding individual particle (drop) 
wake disturbances, i.e., the turbulent interwake region. 

Earlier observations of flows resulting from turbulence generation 
in this laboratory have involved uniform fluxes of nearly monodis- 
perse spherical particles moving at near terminal velocities in still 
water,1 still air,2 and upflowing air.3 The resulting flows are homoge- 
neous and stationary with turbulence production entirely caused by 
turbulence generation. An interesting feature of these flows is that 
the local rate of dissipation of turbulence kinetic energy mainly con- 
trols continuous-phase turbulence properties and that this parameter 
is readily found as the local rate of loss of particle mechanical energy 
per unit volume (the particle dissipation rate). All other continuous- 
phase properties of the flow [moments, probability density functions 
(PDFs), spectra, etc.], however, are not known and must be related 
to particle properties and particle dissipation rates. 

The most recent study in this laboratory, involving particles 
in upflowing air,3 avoided earlier problems of measurements in 
still environments that yielded flows having very large turbulence 
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intensities.1-2 It was found that relative turbulence intensities were 
proportional to the square root of the rate of dissipation in ac- 
cord with a simplified stochastic theory of turbulence generation 
described in Refs. 1 and 2. Other properties, however, were not ex- 
plained by the simplified stochastic theory and exhibited features 
not seen in conventional homogeneous turbulence: PDFs of stream- 
wise velocities were not Gaussian, whereas PDFs of cross-stream 
velocities were Gaussian, and the energy spectra of both velocity 
components exhibited prominent -1 power decay regions in addi- 
tion to the usual -\ power decay inertial region. These differences 
from conventional turbulence properties were attributed to efTec« 
of particle wakes that cannot be separated from other flow prop- 
erties by conventional phase-discriminating velocity measurements t 

because the arrival of particle wakes in these flows is random. De- 
tailed observations, however, showed that particle wake properties 
approximated the properties of the laminarlike turbulent wakes ob- 
served for particle wakes at intermediate Reynolds numbers in con- 
ventional turbulent environments, described in Refs. 4-6, in spite of 
the unusual features of continuous-phase turbulence resulting from 
turbulence generation. Given estimates of the wake properties, it was 
subsequently shown that most practical turbulence generation pro- 
cesses involve particle wake disturbances surrounded by a relatively 
large turbulent interwake region.' 

Stochastic analysis to estimate the overall properties of flows 
dominated by turbulence generation involves straightforward con- 
ditional averaging of the properties of the wake disturbances and 
the turbulent interwake region. At the present time information is 
available concerning the laminarlike turbulent wake behavior of the 
wake disturbances5,6 and the overall properties of flows dominated 
by turbulence generation.1"3 The missing element for predictions 
of the overall flow properties of turbulence generation involves in- 
formation about the properties of the turbulent interwake region. 
Thus, the objectives of the present investigation were to complete 
conditional measurements of the properties of the turbulent inter- 
wake region for the range of conditions considered in Ref. 3 and to 
exploit existing methods in the turbulence literature to interpret and 
correlate the measurements. 

Present measurements were carried out in a counterflow parti- 
cle/air wind tunnel considering nearly monodisperse glass spheres 
having particle fluxes sufficient to yield relative turbulence inten- 
sities of 0.2-1.5%. Measurements were made using particle wake 
discriminating laser velocimetry to find moments and PDFs of veloc- 
ities, energy spectra of streamwise velocity fluctuations, and char- 
acteristic time and length scales. These results were interpreted and 
correlated by studying potential analogies between the turbulent 
interwake region of turbulence generation processes and homoge- 
neous grid-generated turbulence, e.g., the studies of grid-generated . 
turbulence of Refs. 8-12 and references cited therein. The pres»it " 
description of the study is brief; more details and a tabulation c' the 
data can be found in Chen et al.3 

Experimental Methods 
The apparatus consisted of a vertical counterflow wind tunnel 

with upflowing air moving toward the suction side of the blower 
and freely falling nearly monodisperse spherical glass particles that 
were introduced at the top of the wind tunnel using a particle feeder 
(see Ref. 3 for a complete description). The air flowpath consisted 
of a rounded inlet, a flow straightener, and a 16:1 contraction ratio to 
the 305 x 305 mm cross-section windowed test section. The particle 
flowpath consisted of a variable-speed particle feeder, a screen array 
particle dispersion section, a honeycomb particle flow straightener, 
and a particle acceleration section to yield near terminal velocity 
particles at the test section. The particles were collected in a flexible 
plastic funnel below the air inlet. 

Measurements included particle number fluxes by sampling and 
particle and gas velocities by a traversible laser velocimetry (LV) 
system. The particle measurements are described in Ref. 3; there- 
fore, the following discussion will be limited to the gas veloc- 
ity measurements. A single-channel, dual-beam, forward-scatter, 
frequency-shifted LV was used, based on the 514.5-nm line of an 
argon-ion laser. Streamwise and cross-stream velocities were found 
by rotating the optics accordingly. A beam expander was used to 
yield a measuring volume diameter and length of 55 and 425 p.m. 

respectively. The airflow entering the wind tunnel was seeded with 
oil drops having a l-/xm nominal diameter for the air velocity mea- 
surements. Velocities were found from the low-pass filtered analog 
output of a burst counter signal processor. The combination of fre- 
quency shifting plus a constant sampling rate of the analog output of 
the signal processor eliminated effects of directional bias and am- 
biguity and velocity bias. The glass particles were inspected with 
a microscope after they were collected, which showed that the par- 
ticles did not collect seeding particles and were not damaged dur- 
ing passage through the test apparatus; therefore, they were reused. 
Heavy seeding levels were used so that effects of LV step noise 
were deferred to scales roughly an order of magnitude larger than 
the Kolmogorov scales. In spite of the heavy seeding, however, ef- 
fects of turbulence modulation by LV seeding particles were small. 
For example, the seeding particles had good response for present 
test conditions so that effects of slip were small. For such condi- 
tions the locally homogeneous flow approximation is acceptable, 
and effects of turbulence modulation by seeding particles are re- 

' fleeted by the increased apparent density of the continuous phase 
caused by the presence of the seeding particles. With seeding par- 
ticle volume fractions smaller than 2 x 10"', however, the density 
increase was less than 0.029b with correspondingly small effects of 
turbulence modulation. 

Conditional sampling was carried out by installing a particle de- 
tector so that disturbances from particle wakes could be deleted 
from the velocity record. The particle detection system consisted of 
a He-Ne laser sheet whose width was controlled by an adjustable 
slot. The sheet was observed through a laser line filter from a direc- 
tion nearly normai to the path of the sheet, using another adjustable 
slot to control the length of the sheet that was observed. The LV 
measuring volume was positioned just below the He-Ne laser sheet 
at the center of the region observed. The required dimensions of the 
region of the laser sheet that was observed were estimated according 
to the laminarlike turbulent wake correlations of Refs. 5 and 6. The 
region included had a radius larger than twice the characteristic lam- 
inarlike wake radius (as defined in Refs. 5 and 6) from the particle 
wake axis. When strong scattering from a glass sphere was detected, 
velocity signals were not processed to contribute to the conditional 
properties of the turbulent interwake region for the time required 
for the particle wake to pass through the measuring plane. This time 
was selected so that the maximum mean velocity defect of the wake 
disturbance at the plane of the measurements was smaller than the 
velocity fluctuation level of the turbulent interwake region. Satura- 
tion of the particle detector occasionally allowed wake disturbances 
from a nearby panicle to be recorded; such conditions were treated 
using velocity amplitude discrimination as discussed in Ref. 3. Fi- 
nally, PDFs of streamwise and cross-stream velocities were used to 
access the effectiveness of the particle wake discrimination system 
as discussed later. 

Velocity records having drop-out periods that resulted when dis- 
turbances caused by particle wakes were removed were analyzed 
direcdy by correcting the sampling time for most velocity statis- 
tics, e.g., moments and other PDF properties. In contrast, obtaining 
correct temporal power spectra in the presence of dropout periods re- 
quires special treatment as described by Buchhave13 and Buchhave 
et al.14 (see Ref. 3 for the present application of these methods). 
Upflow velocities in the wind tunnel were set to provide absolute 
turbulence intensities less than 15% so that LV measuring condi- 
tions were excellent. Therefore, use of Taylor's hypothesis to convert 
measured temporal power spectra and scales to spatial spectra and 
scales is appropriate.10 Sampling periods were adjusted to provide 
experimental uncertainties (95% confidence) less than 5% for mean 
velocities, less than 10% for rms velocity fluctuations, less than 
10% for PDFs within one standard deviation of the most probable 
velocity and less than 20% for temporal power spectra at frequen- 
cies smaller than the reciprocal of the temporal integral scale with 
uncertainties smaller elsewhere. 

Test conditions are summarized in Table 1. Panicle propenlc« 
were measured as described in Ref. 3. The particles were nearly 
monodisperse with standard deviations of particle diameter» leu 
than 10% of the mean particle diameters (Table I). The- parti- 
cles approached terminal velocity conditions to thai wtk« prop- 
erties were quasisteady and the multiphase flow *H approiilMMly 
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Table 1   Summary of Its! conditions* ^^ 

Parameter 0.5 (0.047) 

Nominal particle diameter (mm) 

1.1 (0.109) 2.2 (0.126) 

l/p.mm/s 
Re 
Cd 
tfürldx)IVp. 
6, mm 
n", kpart/m2s 
(„tin 
cV/s3 

t%, mm 
iK.ms 
UK. nun/s 
ü'/Up,% 
X, mm 
Rex 
Lu, mm 

3370 5530 7000 

106 373 990 

1.22 0.79 0.54 

2 11 14 

0.183 0.299 0.519 

71-950 4-56 0.5-10 

13-32 41-97 77-208 

0.088-1.17 0.041-0.54 0.012-2.3 

0.2-0.5 0.3-O.6 0.4-0.7 

4-14 5-16 8-37 

34-60 31-54 21-44 

0.5-1.5 0.2-0.6 0.2-0.6 

0.7-0.9 0.6-0.8 1.2-1.8 

0.7-2.5 0.4-1.5 1.4-3.5 

11-35 42-178 23-156 

«Round glass beads (density of 2300 kg/m3) falling in upflowing air al sundard temper- 
ature and pressure (air density of 1.16 kg/m3 and kinematic viscosity of 15.9 mm ft) 
having a mean velocity of 1.1 m/s. Parameter ranges for each panicle sue given in 
order of lowest-highest particle number fluxes, respectively. 
"Standard deviations given in parentheses. 

homogeneous (e.g.. rales of particle acceleration at the measuring 
location were in the range 2-14% of the mean particle velocity per 
meter); nevertheless, measured particle velocities at the measuring 
location were used to find other particle properties rather than as- 
suming terminal velocity conditions. Assuming that the particles are 
falling randomly, the mean particle spacing is given by 

l. = [Wp-ü)ln"Y m 
which yields values of 13-208 mm with corresponding particle vol- 
ume fractions less than 0.003%. 

The direct dissipation of turbulence kinetic energy (dissipation) 
by particles was less than 4%; see Chen7 for a discussion of this 
estimate. In addition, dissipation within the wake disturbances was 
also small compared to the turbulent interwake region. This can 
be seen by noting that dissipation from mean velocities in the wake 
disturbances is small because of the small Mach numbers of these 
flows so that the ratio of the dissipation in the interwake region to the 
flow as a whole can be estimated by the corresponding estimate of 
the ratio of the turbulence kinetic energies of these two regions. This 
latter ratio is best estimated by the ratio of the square of the cross- 
stream velocities of these two regions (to avoid bias of the overall 
fluctuations by mean velocities in the wake disturbances) yielding a 
value of 88% (Ref. 7). This implies that dissipation within the wake 
disturbances is only roughly 12% of the total dissipation, which 
is smaller than the experimental uncertainties of turbulence kinetic 
energies (mean square velocity fluctuations); therefore, a reasonable 
approximation for the rate of dissipation in the turbulent interwake 
region can be found from the rate of turbulence generation by the 
particles, as follows: 

e = nn"d2
pCiU2

f/% (2) 

Given c, the Kolmogorov scales can be computed from their def- 
initions. For these dissipation rates relative turbulence intensities 
caused by turbulence generation were in the range 0.2-1.5%. Mea- 
surements to be discussed later will show that interwake turbulence 
is similar to homogeneous isotropic turbulence so that Taylor's dis- 
sipation length scale can be estimated from the following equation; 

X = V5v5a/c)i (3) 

Present values of X are somewhat larger but comparable to 
Kolmogorov length scales (i.e., X/f *• = 1 -3-3.5), which is nol unex- 
pected in view of the relatively small turbulence Reynolds numbers 
0.4-3.5 of the present turbulent interwake regions. Finally, stream- 
wise integral length scales were obtained from energy spectra as 
discussed later, yielding values comparable to mean particle spac- 
ings, i.e., 11-178 mm. 

Evaluation of the apparatus is discussed by Chen el al. and 
Chen.7 Measurements of panicle number fluxes and phase veloc- 
ities showed that they varied less than experimental uncertainties 

over the central 205 x 205 mm cross section of the flow, extending 
200 mm in the streamwise direction, which surrounded the location 
where measurements were made. Similar measurements showed 
that flow properties varied less than experimental uncertainties as a 
function of lime. Thus, present flows were properly homogeneous 
and stationary with turbulence within the turbulent interwake region 
produced by turbulence generation. 

Results and Discussion 

Relative Turbulence Intensities 
Correlations of the propertif. of the turbulent interwake region 

were sought by drawing analogies between the turbulent interwake 
region and grid-generated turbul-nce. Past experimental observa- 
tions show that turbulence downstream of grids can be divided into 
three regions; 1) a developing region near the grids, where the wakes 
from grid elements are merging and the turbulent flow is inhomoge- 
neous and anisotropic; 2) an initial-decay region where the turbulent 
flow is nearly homogeneous and is locally isotropic; and 3) a final- 
decay region, where viscous effects dominate, regions containing 
vorticity become sparse (giving the appearance of isolated turbulent 
spots from single-point measurements), and the turbulence decays 
more rapidly than in the initial decay region. Thus, comparing the 
turbulent interwake region with grid-generated turbulence suggests 
that the wake disturbances of turbulence generation correspond to 
the developing region of grid-generated turbulence and that the tur- 
bulent interwake region of turbulence generation corresponds to ei- 
ther the initial- or final-decay regions of grid-generated turbulence. 
Batchelor and Townsend1' •,2 suggest a value of fie* » 5 as the con- 
dition for the onset of the final-decay region for grid-generated tur- 
bulence; therefore, the present turbulent interwake regions involving 
R*»« 0.4-3.5 (see Table 1) have significant potential for behavior 
analogous to the final decay region. 

The analogy between the present turbulent interwake region and 
grid-generated turbulence was based on an expression for grid- 
generated turbulence from Batchelor and Townsend." •l2 as follows: 

iS'orv')/i = ßlCJM/U-x„)T W 

where ß is an empirical factor and they propose n = j and f in 
the initial- and final-decay periods, respectively. For present condi- 
tions the turbulent interwake region was homogeneous; therefore, a 
reasonable analogy to the distance from the grid for grid-generated 
turbulence is a distance on the order of the mean particle spacing. 
The length corresponding to the product of mesh size and drag co- 
efficient for grid-generated turbulence was taken to be the particle 
wake momentum diameter 6, which similarly involves the product 
of the particle diameter and drag coefficient. Given these analogies, 
the expression corresponding to r=q. (4) for the turbulent interwake 
region becomes 

{.ü'mi'v'-\ = ßi,eiiry (5) 

where ß may not necessarily be the same for«' and 5'. Introducing 
expressions for 0 in terms of G and dp, Eq. (1) for «,, and elim- 
inating n" from the resulting expression using Eq. (2) yields the 
following potential correlation for the relative turbulence intensities 
of the turbulent interwake region: 

■     (i'oti')/Ul, = ßD"p (6) 

where D is a dimensionless dissipation factor defined as follows: 

cdr(Cj/S)i 
-- wi„y (7) 

irt/J«/,-«) 

During the earlier turbulence generation studies of Refs. 1 and 2. 
expressions very similar to Eqs. (6) and (7) were developed that 
proved to be reasonably effective for correlating their relative tur- 
bulence intensity measurements. Their expression was developed 
using a simple stochastic analysis to synthesize the properties of 
particle wake disturbances alone (with no consideration of a turbu- 
lent interwake region) based on Campbell's theorem, similar to the 
analysis of electrical noise from Rice.15 The resulting correlation 
was identical to Eq. (6) except that D was replaced by an alternative 
dimensionless dissipation factor DP, defined as follows: 

D, = ed^Cmi/Ul (8) 
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Fig. 1 Streamwise and cross-stream relative turbulence intensities as 
a function of the dissipation factor for various particle sizes. 

The dimensionless dissipation factors D and Dr are closely related 
for the stagnant flow conditions considered in Refs. 1 and 2 where 
ü = 0, noting that the effect of the different powers of Cj in Eqs. (7) 
and (8) is small because Cj is on the order of unity for the conditions 
of all of these experiments (see Table 1). Based on the measurements 
of Refs. 1 and 2, this correspondence between the two correlations 
suggests that n = \. This estimate is reasonably close to the value 
n = j suggested by Batchelor and Townsend,"12 where Eq. (4) is 
used to correlate turbulence intensities in the final-decay period of 
grid-generated turbulence, which is also consistent with the present 
relatively small values of Rei noted earlier. 

Present measurements of streamwise and cross-stream relative 
turbulence intensities, within the turbulent interwake region for all 
three particle sizes, are plotted in Fig. 1 as a function of D according 
to Eq. (6). The correlation is seen to be remarkably good, over the 
two-order-of-magnitude range of D considered during the present 
experiments. Best-fit correlations of the measurements found by 
linear regression had powers of 0.48 and 0.56 (with standard devia- 
tions of both these powers of 0.03) for streamwise and cross-stream 
relative turbulence intensities, respectively. As a result, there is no 
statistical significance for the differences between the powers of 
these fits and the value of n = \ found in Refs. 1 and 2. Thus, for 
consistency with this earlier work, the measurements were corre- 
lated as shown in Fig. 1 using the earlier value of n to yield 

(9) 

The standard deviation of the coefficients of Eqs. (9) are 1.5 and 
1.6, respectively, and the correlation coefficients of both these fits 
are 0.98, which is excellent. 

The difference between the coefficients of the streamwise and 
the cross-stream relative turbulence intensities is not statistically 
significant. Thus, the turbulent interwake region is isotropic within 
present capabilities to evaluate this behavior. Slight anisotropy fa- 
voring the streamwise direction, however, is not unexpected. In 
particular, the present wake discrimination system was not totally 
effective as discussed later, which introduces some streamwise ve- 
locity bias because of uneliminated streamwise mean velocity dis- 
turbances from wakes. In addition, past studies of grid-generated 
turbulence at small turbulence Reynolds numbers [R<i of 36-72, 
which is somewhat larger than the present range (see Table 1)] from 
Bennett and Corrsin16 yielded values of ü'/v' in the range 1.09-1.22, 
which is similar to the present mean value of ü'/v' = 1.16 found from 
Eqs. (9). Thus, potential for a small fundamental level of anisotropy 
for the turbulent interwake region cannot be ruled out. 

The correspondence between the correlations of Eq. (6) involving 
D, based on sole consideration of the turbulent interwake region, 
and involving Dr, based on sole consideration of wake disturbances, 
helps explain the effectiveness of Df for consideration the relative 
turbulence intensities observed in Refs. 1 and 2, even though the 

ü7l/f = 9.2D!, C7(;P = 7.9D3 

(u-üyü1 

Fig. 2 typical PDFs of streamwise velocities for various particle sizes 
and number fluxes. 

wake disturbances did not contribute significantly to these mea- 
surements (i.e., wake disturbances were largely eliminated by their 
phase-discrimination systems). Thus, the nearly identical definitions 
of D and Dr suggest that either approach is fortuitously appropri- 
ate for both the turbulent interwake and wake disturbance regions 
of flows caused by turbulence generation (even though the detailed 
properties of these two flow regions differ considerably). 

Potential departures of the turbulent interwake region from the 
behavior of isotropic turbulence were studied further by consider- 
ing the PDFs and the higher-order (skewness and kurtosis) statis- 
tical moments of streamwise and cross-stream velocities. Typical 
measured streamwise and cross-stream PDFs of velocities for var- 
ious panicle sizes and loadings are plotted in Figs. 2 and 3. Fits 
of the measurements are also shown on the plots, corresponding to 
best Gaussian fits based on rms velocity fluctuations. These PDFs 
are plotted using logarithmic scales to highlight potential effects of 
wake disturbances and the performance of the fits at the extremities 
of the distributions where the PDFs become small. 

PDFs of cross-stream velocities illustrated in Fig. 3 are sym- 
metric, which is consistent with absence of any preferred direction 
for cross-stream velocities because of contributions from either the 
turbulent interwake region or from wake disturbances that were not 
completely eliminated by the wake discrimination system of the LV. 
The cross-stream PDFs are also in generally good agreement with 
the Gaussian fits. The main exceptions are slight upward biases near 
both edges of the distributions, which are thought to be caused by 
increased experimental uncertainties near the extremities of the dis- 
tributions because of sampling limitations (e.g., normalized PDFs 
at these locations are very small, on the order of 10"3). 

In contrast to the symmetric PDFs of cross-stream velocities, the 
PDFs of streamwise velocities illustrated in Fig. 2 exhibit a distinct 
asymmetry. This involves an upward bias of the measurements from 
the Gaussian distribution near -2.5 standard deviations, whereas 
the positive sides of the distributions agree quite well with Gaussian 
distributions. This behavior, however, no doubt results from small 
disturbances caused by mean streamwise velocities in the particle 
wakes that were not eliminated by the present particle wake dis- 
crimination system. 
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Tig. 3   Topical PDFs of cross-stream velocities for various particle sizes 
and number fluxes. 

Higher moments of the PDFs averaged over all of the measure- 
ments in the turbulent interwake region, can be summarized as fol- 
lows: values of S(u) and S(v) are -0.5 and 0.0, with standard 
deviations of 0.4 and 0.1, respectively; and values of tf (u) and 
K (u) are 7 and 8, both with standard deviations of 2. The depar- 
tures of measured values of skewness from the Gaussian value of 
5 = 0 are not statistically significant, although the measurements do 
suggest a contribution of wake disturbances to the somewhat larger 
negative skewness of the PDF of streamwise velocities. The depar- 
tures of the measured values of kurtosis from the Gaussian value of 
K = 3 also borders on the limit of statistical significance, particu- 
larly in view of the larger experimental uncertainties of this high- 
order moment caused by sampling limitations. Thus, the present 
PDF measurements within the turbulent interwake region are ad- 
equately described by Gaussian functions, similar to conventional 
isotropic turbulence. 

Energy Spectra 
Streamwise energy spectra within the turbulent interwake region 

were obtained using Taylor's hypothesis to transform measured 
temporal spectra to spatial spectra as already described. The cor- 
responding integral length scales were found by noting that the 
normalized amplitude of the energy spectra plots 2JT £,(*)/(«'2L,) 
approaches the value of four as the normalized wave number of 
these plots kL,l(2n) becomes small, analogous to temporal spec- 
tra as discussed by Hinze.10 The resulting normalized energy spec- 
tra of streamwise velocity fluctuations are illustrated in Fig. 4 for 
various particle sizes and loadings. Correlations of energy spectra 
for approximate isotropic turbulence are also shown on the plot for 
comparison with the measurements. The approximate spectra repre- 
sent the simplification of isotropic turbulence discussed by Hinze,10 

where correlations of velocity fluctuations are assumed to satisfy ex- 
ponential functions. This simplification implies that the -1 power 
decay of the energy spectra within the inertial subrange of turbulence 
is approximated by a -2 power decay. 

Although the energy spectra illustrated in Fig. 4 are separated 
by particle sizes to help readability, the spectra are independent 
of both panicle size and loading and agree reasonably well with 
the isotropic turbulence approximation described by Hinze.10 Thus, 
the prominent -1 power decay region of the spectra of the over- 

Fig. 4 Energy spectra of streamwise velocity fluctuations for various 
particle sizes and number fluxes. 

all flow (wake disturbances plus the turbulent interwake region) of 
continuous-phase turbulence resulting from turbulence generation, 
seen in Refs. 1-3, disappears when the particle wake disturbances 
are removed. This finding implies that the -1 power decay region 
seen for the overall flow is caused by wake disturbances. Finally, the 
present spectra are truncated at large wave numbers to avoid step 
noise caused by sampling limitations, with full spectra expected to 
reach wave numbers characteristic of Kolmogorov scales at values 
of kL.IQx) on the order of 100. Thus, the present interwake tur- 
bulence exhibits a substantial range of scales, roughly 1000:1, even 
though turbulence Reynolds numbers are small, less than 4. Consid- 
eration of length scales in the present turbulent interwake regions, 
however, will show that the present large range of scales represent 
reasonable behavior for turbulence in the final decay period, which 
is characteristic of the turbulent interwake region for present test 
conditions. These same considerations of length scales will also 
show that the present large range of scales appears for very different 
reasons than in high-Reynolds-number isotropic turbulence. This 
behavior will be discussed next. 

Length Scales. 
Numerous studies of isotropic turbulence at large turbulence 

Reynolds numbers show that the rate of dissipation of turbulence 
kinetic energy can be estimated from values of velocity fluctuations 
and integral length scales using the following equation10: 

A = eL.Hu1? (10) 

where A, the dimensionless integral length scale, is believed to be a 
constant on the order of unity. All properties on the right-hand side 
of Eq. (10) have been measured during the present investigation so 
that values of A can be found at much smaller Rek than considered 
in the past. 

The resulting values of A from the present investigation are 
plotted as a function of Re» in Fig. 5, providing results at small 
Reynolds numbers Rti =0.4-3.5. Results for isotropic turbulence 
from several past experiments,17"21 from direct numerical simu- 
lations (DNS),25"25 and from a DNS data fit from Sreenivasan26 

arc plotted along with the present measurements. The earlier 
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determinations of A involve relatively large turbulence Reynolds 
numbers, 20 < Re, < 800, which places these flows in the initial 
decay period of isotropic turbulence where the turbulence is fully 
developed and acts over the entire flow region similar to conven- 
tional turbulence. In contrast, present measurements at small values 
of Re, exhibit very enhanced rates of dissipation, which is typical 
of behavior in the *Wl-decay period where the voracity is sparse 
and turbulence ppears to involve disconnected spots when single- 
point measuremrr.« are observed.""12-"» This behavior is also 
consistent w.m earlier indications that interwake turbulence was m 
the final-decay period, based on relative turbulence intensities as 
discussed in connection with Fig. 1. 

The measurement and predictions at large Re, yield scattered val- 
ues of A in the range 0.3-2.0, which is on die order of unity and 
independent of «ft. as expected. Sreenivasan26 suggests that these 
variations of A are caused by different initial conditions or grid 
geometries of the flows that were considered. In contrast, present 
values within the final-decay period indicate strongly enhanced dis- 
sipation as Re,, decreases (indicated by increasing values of A), 
analogous to strongly enhanced dissipation as Re, decreases (in- 
dicated by decreasing values of the turbulence intensity) along the 
axis of turbulent wakes in the final-decay period (see Ref. 4). The 
present measurements of A within the final-decay period yield a 
best fit correlation as follows: 

A = U30Ref 0.4 < Re, < 3.5 (11) 

Initial-decay period: 

L./X = ARe,/\5, 20 <Re, (13)' 

Finally, in the transition region. Ling and Huang27 find A ~Kei'. 
which implies the following. 

Transition period: 

L./X = 2.2, 4 < Re, < 20 (14) 

The correlations of Eqs. (12-14) are illustrated in F,g **»>«"* 
results from available measurements and DNS simulations. Taken 
together, the various correlations provide reasonably good fits of 
results in the final-decay, transition, and initial-decay periods. 

The nature and location of transition to the final-decay period 
seen in Fig. 6 seems quite reasonable. In particular, the variation of 
L./X with decreasing Re, for fully developed turbulent flows must 
change as Re, becomes small because realizable flow properties 
cannot involve a Taylor length scale (a microscale) arger than the 
integral scale (amacroscale), or conditions where L./X < ' • Thus, it 
is not surprising that the transition to the final-decay period, where 
L./X increases with decreasing Re,, occurs when L./X reaches 
values on the order of unity. ...... 

Increasing values of L./X with increasing Re, in the initial-decay 
period is well understood'10 as a result of the relatively inv.s- 
cid large-scale features (on the scale of integral scales) combined 
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where the experimental uncertainty of the power of Re, is 0.1«i and 
the correlation coefficient of the fit is 0.96. Combining all of the 
observations of A illustrated in Fig. 5, it is evident that A exhibits 
three regimes: l) a large Re, regime (the initial-decay period) with 
Re, > lOO, which corresponds to classical homogeneous isotropic 
turbulence at targe Reynolds numbers; 2) a small Re, regime (the 
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with progressively smaller microscales of turbulence as turbulence 
Reynolds numbers increase. The corresponding increasing values 
of LJX with decreasing values of Rex in in the final-decay period 
occurs for very different reasons. In this case vortical regions are 
sparse although they still spread throughout the entire flow, yield- 
ing large integral scales in the presence of small dissipation scales, 
i.e., the dimensions of turbulent spots become small in comparison 
to the dimensions of the flow as a whole when the vortical regions 
of the flow become more sparse as turbulence decay proceeds. 

Conclusions 

This investigation considered the properties of turbulence gener- 
ated by uniform fluxes of monodisperse spherical particles moving 
through air at standard temperature and pressure, emphasizing 
the properties of the turbulent interwake region. Test conditions 
included nearly monodisperse glass beads having diameters of 
0.5-2.2 mm, particle Reynolds numbers of 106-990, mean particle 
spacings of 13-208 mm, particle volume fractions less than 0.003%, 
direct rates of dissipation of turbulence by particles less than 4%, 
and turbulence generation rates sufficient to yield streamwise rel- 
ative turbulence intensities of 0.2-1.5%. The major conclusions of 
the study are as follows: 

1) The turbulent interwake region is homogeneous and nearly 
isotropic with PDFs of streamwise and cross-stream velocities well 
approximated by Gaussian functions. 

2) Relative turbulence intensities in the turbulent interwake re- 
gion were correlated effectively by analogy to the known prop- 
erties of isotropic grid-generated turbulence, e.g., Batchelor and 
Townsend,"12 by scaling these properties with the mean particle 
spacing normalized by the particle wake momentum diameter to 
yield a dimensionless dissipation factor. 

3) The present dimensionless dissipation factor, based on consid- 
eration of interwake turbulence alone, is nearly identical to an ear- 
lier dimensionless dissipation factor found in Refs. 1 and 2, based 
on consideration of particle wake properties alone. This fortuitous 
agreement of correlations for the turbulent interwake region and 
for wake disturbances is no doubt responsible for the simple cor- 
relations of overall relative turbulence intensities (involving both 
regions) as a function of dimensionless dissipation factor observed 
during earlier work.1"3 

4) For present turbulence generation conditions and probably for 
most practical dispersed flows, the turbulent interwake region ex- 
hibited very small turbulence Reynolds numbers (R«t < 4) and was 
in the final-decay period where vortical regions fill the entire inter- 
wake region but are sparse, i.e., where turbulence appears to involve 
disconnected turbulent spots when single-point measurement we 
observed. 

5) Within the final-decay period macroscale/microsca'. .auos 
(e.g., L*/k) decrease with increasing turbulence Reynolds num- 
bers as opposed to increasing similar to fully developed isotropic 
turbulence at large turbulence Reynolds numbers. Quite plausibly, 
the transition from the final-decay region to the fully developed 
turbulence region occurs when L,/k is on the order of unity; this 
condition corresponds to a turbulence Reynolds number on the or- 
der of 10, which is similar to conditions at the transition of turbulent 
wakes in nonturbulent environments to the final decay period (see 
Ref. 4). 
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Continuous-Phase Properties 
of Homogeneous Particle-Laden 

Turbulent Flows 

J.-H. Chen* and G. M. Faetht 
University of Michigan, 

Ann Arbor, Michigan 48109-2140 

Nomenclature 
Co = panicle drag coefficient 
D = dissipation factor, Eq. (2) 
dp = particle diameter 
/, = volume fraction of region i 
n" = particle number flux 
Up = mean streamwise relative velocity of a particle 
u, v = instantaneous streamwise and cross-stream gas velocity 
ü, v = mean streamwise and cross-stream gas velocity 
ü', C = rms fluctuating streamwise and cross-stream velocity 
c - local rate of dissipation of turbulence kinetic energy 
ip = average generic property of the overall flow 
if, = average generic property of region i of the flow 

Subscripts 

i =   turbulent interwake region 
w       =   particle wake region 

Introduction 
TURBULENCE generation is defined as the direct distur- 

bance of the continuous-phase velocity field by the wakes of 
dispersed-phase objects in dispersed multiphase flows. Turbulence 
generation supplements the conventional production of turbulence 
caused by mean velocity gradients in the continuous phase; it is 
most important when dispersed-phase objects have large relative 
velocities (large Reynolds numbers) and relatively large relaxation 
times compared to characteristic turbulence times. Such conditions 
are typical of many practical dispersed multiphase flows having 
significant separated-flow effects, e.g., sprays, particle-laden jets, 
bubbly jets, rainstorms, etc. Motivated by these observations, the 
present investigation sought to develop methods to predict the over- 
all continuous-phase properties of homogeneous particle-laden tur- 
bulent flows dominated by turbulence generation and to evaluate the 
predictions based on earlier measurements from this laboratory.1"5 

Initial observations of turbulence generation in this laboratory 
considered uniform fluxes of nearly monodisperse spherical par- 
ticles in still water and air to yield homogeneous and stations y 
flows where turbulence production was caused entirely by turbu- 
lence generation.1,2 The local rate of dissipation of turbulence ki- 
netic energy s mainly controls continuous-phase properties in these 
flows and can be found as the local rate of loss of particle mechanical 
energy per unit volume, as follows: 

e = jrn"<iJC0t/2/8 (1) 

All other properties of these flows, however, are not known and 
must be related to dissipation rates and particle properties. Finally, 
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whereas simplified stochastic theories developed during these stud- 
ies yielded encouraging correlations of turbulence intensities in 
terms of a dimensionless'.dissipation factor other properties were 
not predicted very well because of limited understanding about the 
particle wakes in these flows and their turbulent surroundings.'- 

Subsequent studies considered the properties of particle wakes 
at intermediate Reynolds numbers in turbulent environments typi- 
cal of conditions for flows dominated by turbulence generation. • 
These wakes scaled similar to self-preserving laminar wakes but 
clearly were turbulent and mixed faster than laminar wakes as a 
result of the presence of turbulence in both the wakes and their sur- 
roundings; therefore, they were called laminarlike turbulent wakes. 
Recent observations of flows dominated by turbulence generation 
in upflowing air confirmed the presence of laminarlike turbulent 
wakes that were surrounded by a relatively large turbulent inter- 
wake region.3""5 The turbulent interwake regions were found to be 
analogous to grid-generated isotropic turbulence in the final decay 
period, which are also widely recognized as being turbulent flows 
since the time of early observations of this flow by Batchelor and 
Townsend8 more than 50 years ago, and yielded correlations of their 
properties [moments, probability density function (PDFs), etc.] in 
terms of the dimensionless dissipation factor and known properties 
of the dispersed phase.4 

Motivated by these observations, the objective of the present in- 
vestigation was to develop a way to predict the overall properties 
of the continuous phase of flows caused by turbulence generation, 
seeking to account for the random arrival of panicle wakes and 
incorporating the known properties of laminarlike turbulent wakes 
and the turbulent interwake region. Information of this type would 
be measured in the continuous phase of flow dominated by turbu- 
lence generation and is of considerable importance as a result. The 
study was limited to homogeneous particle-laden turbulent flows 
involving uniform fluxes of nearly monodisperse spherical particles 
so that predictions could be evaluated based on the measurements 
of Refs. 1-3. The present description of the research is brief. (See 
Refs. 1-5 for additional details about the measurements and tabu- 
lations of data.) 

Theoretical Methods 
The present flows are assumed to consist of uniform fluxes of 

monodisperse spherical particles moving with known relative ve- 
locities (nearly equal to terminal velocities) within a homogeneous 
(nearly isotropic) and stationary turbulent continuous phase. A 
laminarlike turbulent wake is associated with each particle. The 
properties of the particle wakes must be considered to be part of 
the continuous-phase turbulence field because the arrival of par- 
ticle wakes is random. Particle volume fractions were less than 
0.003%, and their corresponding wake volume fractions were less 
than 2-30% so that effects of wake/wake interactions are small. 
Then given particle properties, particle fluxes, and particle relative 
velocities, the dissipation factor of the flow D can be found from its 
definition, as follows4: 

<P = fw<t>* + fiti (3) 

edp(CD/W 

[jrU>(l/,-S)] 
(2) 

as discussed in earlier work.3"5 (See Ref. 4 for discussion of the 
relationship between D and the properties of the turbulent interwake 
region.) Then given D and the particle properties, the results of 
Chen and Faeth4 provide the properties of the turbulent interwake 
region. Given this information and the known values of particle 
Reynolds numbers (having values of 1.06,3.73, and 9.90 x 102 for 
the present test particles having nominal diameters of 0.5,1.1, and 
2.2 mm, respectively), the mean and fluctuating properties of the 
particle wakes can be obtained from the results of Wu and Faeth • 
for laminarlike turbulent wakes in a straightforward manner. 

Given appropriate average properties of the laminarlike turbulent 
wakes and the turbulent interwake region, the corresponding overall 
property of-the continuous phase was estimated using conditional 
averages, as follows: 

When computing the wake volume fraction, the small volume of the 
particle was ignored. Thus, the wake volumes included the region 
extending in the radial direction from the wake axis to the posi- 
tion where the mean streamwise velocity defect of the wake was 
exp(-2) of its value at the axis and for a streamwise distance ex- 
tending to the point where the mean streamwise velocity defect at 
the axis was equal to the ambient r.m.s. velocity fluctuation level. 
Notably, doubling the size of this region had a negligible effect on 
the computed overall properties of the continuous phase. 

Properties that will be considered in the following include <t> = 
ü12, v", PDF(u), and PDF(u). Corresponding values of 0, for the 
turbulent interwake region for these properties could be obtained 
directly from the correlations of Chen and Faeth.4 The analogous 
values of <t>w for the laminarlike turbulent wake region for these 
properties were obtained as averages over the volume used to find 
/„. Distributions of mean streamwise velocities contribute along 
with streamwise velocity fluctuations when the laminarlike turbu- 
lent wake contribution to ü" is found because the arrival of particle 
wakes is random. The corresponding mean cross-stream velocity 
contribution to va was ignored, however, because this velocity is 
small compared to cross-stream velocity fluctuations.6 Similarly, the 
PDF of streamwise velocities within the laminarlike turbulent wake 
region accounted for both mean and fluctuating velocities; in con- 
trast, the PDF of cross-stream velocities within the laminarlike tur- 
bulent wake region only considered velocity fluctuations because the 
mean cross-stream velocity contribution to this velocity component 
is small* The details of these computations are described by Chen. 

Results and Discussion 
Earlier measurements suggested that streamwise and cross- 

stream relative turbulence intensities were mainly functions of the 
dissipation factor, relatively independent of particle Reynolds 
number.'-3 Present predictions supported this behavior as illus- 
trated in Fig. 1. Measurements shown on the figure include those 

mt|—r~ 

PRESENT PREDICTIONS 
dp (mm)      SYM. 

0.5         — 

2.2          

♦A -S 

>4" 

jk«^VA ^ 

CORRELATION (TYP.) 

10* z- 

.^$£> MEASUREMENTS 

dp(mm) 0.5  1.1   2.2 

O     ß    V PARTHASARATHY 
ANO FAETH (1990) 
MIZUKAMIETA1_(1992) ♦      ±     ¥ 
PRESENT «AT 

'"'       '   '  I I   I 1 I milter* 

10* 

■I 

10-' Iff« • 10* 

DISSIPATION FACTOR, D 

Fig. 1 Measurements and predictions of streamwise and cross-stream 
relative turbulence intensities or the overall Bow as a function of dissi- 
pation factor: measurements of ParthasaraUrj and Faeth,1 Mizukami 
et aL,2 and Cben et al3 
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of Parthasarathy and Faelh,1 Mizukami et al.,2 and Chen et al.3 The 
corresponding predictions are limited to the last because of present 
limitations about the properties of laminarlike turbulent wakes.6-7 

The agreement between measurements and predictions is reason- 
ably good. The predictions exhibit systematic effects of particle 
Reynolds number on relative turbulence intensities, but these ef- 
fects are relatively small compared to experimental uncertainties 
over the available test range.1"3 In addition, the measured varia- 
tion of relative turbulence intensities as a function of the dissipation 
factor is seen to be Dredicted reasonably well. 

The best-fit correlation of all the measurements illustrated in 
Fig. 1 yielded powers of D of 0.56 and 0.48 for the streamwise and 
cross-stream relatr«: turbulence intensities with standard deviations 
of these powers'of 0.03 and 0.02, respectively. As a result, there 
is no statistical significance between the powers of these fits and 
the power of | suggested by the simplified theory of Parthasarathy 
and Faeth.' Thus, for consistency with the earlieT work, the mea- 
surements were refitted by forcing the power to be 5, yielding the 
correlations illustrated in Fig. 1 as follows: 

ü'/Up = 13.4D5, v'/Up = 8.4Z)i (4) 

where the standard deviations of the coefficients of these expressions 
are both 1.5 and the correlation coefficients of these fits are both 
0.96, which is quite good. The anisotropy of the overall flow is 
significantly larger than the turbulent interwake region, e.g., 1.59 for 
the overall flow from Eq. (4) compared to 1.16 from the turbulent 
interwake region alone from Chen and Faeth.4 This behavior follows 
as a result of the relatively large contributions of the mean velocities 
in the particle wakes to the streamwise flow disturbance, which is 
absent from the cross-stream flow disturbance. Notably, this effect 
is represented quite accurately by the predictions. 

The enhanced flow disturbance of the streamwise velocity com- 
ponent compared to the cross-stream velocity component caused by 
the properties of the particle wakes is also observed in the PDFs 
of streamwise and cross-stream velocities. Typical examples for 
the 0.5- and 2.2-mm-diam particles are illustrated in Figs. 2 and 3. 
Measured and predicted streamwise and cross-stream velocity com- 
ponents for two particle fluxes for each panicle size are illustrated, 

(u-üuu', (v-vyv' 

Fig. 2 Streamwise and cross-stream velocity PDFs (logarithmic scale) 
or the overall Bow for (L5-mm-DOminal-diameter particles: measure- 
ments of Chen et aL3 

GAUSSIAN 
DISTRIBUTION 

(lMJ)/Ua, (v-vyv* 

Fig. 3 Streamwise and crass-stream velocity PDFs (logarithmic scale) 
of the continuous phase for iZ-mm-nominal-diamettr particles: mea- 
surements of Chen iet al.' 

along with standard Gaussian distributions for reference purposes. 
The figures employ logarithmic ordinates so that effects of wake 
disturbances that dominate regions where the PDFs are small can 
be seen. 

Both predictions and measurements in Figs. 2 and 3 show that 
the PDF of gas velocities in the cross-stream direction is nearly 
Gaussian, whereas the PDF of gas velocities in the streamwise di- 
rection is not well approximated by a Gaussian distribution even 
though both velocity components satisfy Gaussian PDFs in the tur- 
bulent interwake region. (See Ref. 4 for a discussion of PDFs within 
the turbulent interwake region.) This behavior can be explained 
by noting that the PDF(u) is caused entirely by turbulence in the 
turbulent interwake region and in the particle wake disturbance, 
and because both these contributions are represented quite well by 
Gaussian distributions it is not surprising that their combined effect 
is adequately fitted by a Gaussian distribution as well. Naturally, the 
turbulence contributions to the PDF of gas velocities in the stream- 
wise direction behave in the same way; therefore, effects of mean 
velocities in wake disturbances are mainly responsible for the de- 
parture of the PDF of gas velocities in the streamwise direction 
from a Gaussian distribution. First of all, the mean velocities in the 
laminarlike turbulent wake disturbances only contribute negative 
velocities compared to the mean velocities of the flow, and these 
velocities generally are rather large negative velocities compared 
to turbulence levels in the turbulent interwake region.3 Thus, these 
contributions are responsible for the upward bias, compared to the 
Gaussian distribution, seen at large negative velocities in Figs. 2 
and 3. This upward bias is compensated by the behavior of the PDF 
of gas velocities in the streamwise direction at positive velocities 
where the maximum PDF of gas velocities in the streamwise di- 
rection shifts slightly to positive velocities while the PDF of gas 
velocities in the streamwise direction at large positive velocities is 
biased downward from the Gaussian distribution. The narrower (or 
more peaked) PDF of gas velocities in the streamwise direction near 
the mean velocity condition as the particle size (or Reynolds num- 
ber) decreases, then follows from the reduced levels of turbulence 
in the wake disturbances. Such reduced disturbances concentrate 
the effects of wake disturbances to the mean velocity distributions, 
which implies reduced velocity variations and thus a more peaked 
PDF of gas velocities in the streamwise direction. This behavior is 
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particularly promoted by laminarlike turbulent wake disturbances 
where streamwise turbulence intensities approach unity as a result 
of the unstable nature of wake flows.*-' Predictions and measure- 
ments also show that effects of particle fluxes on PDFs of u and v are 
small; this behavior generally agrees with numerous observations 
that the form of the PDFs of velocity fluctuations in turbulent flows 
is generally independent of the rate of dissipation of the turbulence. 
Finally, the agreement between measurements and predictions in 
Figs. 2 and 3 is reasonably good, with predictions correctly rrure- 
senting the effect of particle sizes and fluxes on the PDFs of u and v, 
particularly in the region where the square of the arguments of '->.e 
PDFs are smaller than four and present experimental uncertainties 
are small. The main discrepancies between predictions arid mea- 
surements are observed in regions where velocities are significantly 
larger or smaller than the most probable values. These regions cor- 
respond to rather small values of the PDFs of u and v, however, and 
the discrepancies can be largely attributed to both the small values of 
the PDFs and the sampling limitations of the present measurements 
(unfeasible orders of magnitude increases in testing times would be 
required to avoid this limitation). 

Summary 

In summary, the overall properties of the continuous-phase tur- 
bulence generated by uniform fluxes of monodisperse spherical par- 
ticles moving at near terminal velocities were studied. It was found 
that many properties of these flows—including relative turbulence 
intensities, anisotropies, and PDFs—could be predicted reasonably 
well based on volume-averaged contributions of the conditional av- 
erages of these properties within the laminarlike wake disturbance 
and turbulent interwake regions of the flows. The predictions show 
that most of the unusual properties of these flows, compared to con- 
ventional homogeneous turbulent flows,4"' come about as a result 
of effects of mean velocities in the particle wakes, which cannot be 
separated from the turbulence (barring some type of wake discrim- 
ination system) because the arrival of particle wakes is random. 
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Turbulence Generation in Homogeneous Particle-Laden Flows 
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The generation or turbulence by uniform fluxes of monodisperse spherical particles moving through a uniform 
flowing gas was studied experimentally. Phase velocities, moments, probability density functions, and energy spec- 
tra were measured within a counterflowing particle/gas wind tunnel using phase-discriminating laser velocimetry. 
Test conditions included particle Reynolds numbers of 106-990, particle volume fractions less than 0.003%, direct 
rates of dissipation of turbulence by particles less than 4%, and turbulence generation rates sufficient to yield 
relative turbulence intensities in the range 03-5.0%. Velocity records showed that the flow consisted of randomly 
arriving wake disturbances within a turbulent interwake region and that the particle wake properties corresponded 
to recent observations of laminarlike turbulent wakes for spheres at intermediate Reynolds numbers in turbulent 
environments. Probability density functions of velocities were peaked for streamwise velocities due to contributions 
from mean streamwise velocities in particle wakes but were Gaussian for cross stream velocities that only involve 
contributions from the turbulence in the wakes. Relative intensities or streamwise and cross stream velocity fluc- 
tuations were roughly correlated in terms of a dimensionless rate of turbulence dissipation factor. Finally, energy 
spectra exhibited prominent -1 and -f power decay regions associated with contributions from mean velocities 
in particle wakes and particle and interwake turbulence, respectively. 

Nomenclature 

CD = sphere drag coefficient 
D = dissipation factor, cdpC^1(21])) 

dp = sphere diameter 

£.(*) = streamwise energy spectra 

f = frequency 
k     ' = wave number, 2JT//K 

L. = streamwise integral le..gth scale 

IK = Kolmogorov length scale 

tp = mean particle spacing 
n" = particle number flux 
Re = particle Reynolds number, dpUp/v 

IK = Kolmogorov timescale 

UP = mean streamwise relative velocity of a particle 
u •x streamwise gas velocity 

»K = Kolmogorov velocity scale 
V = cross stream gas velocity 
X = distance in direction of particle motion 
t = rate of dissipation of turbulence kinetic energy 
V = kinematic viscosity 

Superscripts 

(")      = mean value 
(")'     = rms fluctuating value 
(" )a    - mean square fluctuating value 

Introduction 

A STUDY of the modification of continuous-phase turbulence 
properties due to the presence and motion of a dispersed 

phase is described. Hinze1 identifies several turbulence modifica- 
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tion mechanisms that are observed in dispersed-multiphase flows. 
Of these, the least understood involve direct effects of dispersed 
phases on continuous-phase turbulence properties, as follows: the 
exchange of kinetic energy between the dispersed and continu- 
ous phases as the dispersed-phase motion accommodates to the 
continuous-phase motion, denoted turbulence modulation, which 
generally decreases turbulence fluctuations,2-4 and the direct distur- 
bance of the continuous-phase velocity field by particle wakes, de- 
noted turbulence generation, which generally increases turbulence 
fluctuations.3"' Evaluating the relative magnitude of these two ef- 
fects has been addressed by a number of investigators.2,1"" These 
studies show that turbulence generation (modulation) dominates tur- 
bulence modification, tending to increase (decrease) turbulence lev- 
els, when dispersed-phase elements have large (small) relaxation 
times compared to characteristic turbulence timescales. As a result, 
turbulence generation dominates turbulence modification in many 
practical dispersed-multiphase flows having significant separaled- 
flow effects, for example, sprays, particle-laden jets, bubbly jets, 
rainstorms, etc. 

Past studies of turbulence generation have considered dilute 
dispersed-multiphase flows in both shear3"5" and homogene- 
ous*712 flow configurations; however, the latter are preferred be- 
cause they avoid problems of separating turbulence generation 
from conventional turbulence production in shear flows. Lance and 
Bataille12 report an early study of homogeneous air/water bubbly 
flows downstream of a turbulence-generating grid. Effects of turbu- 
lence generation caused a progressive increase of continuous-phase 
turbulence levels with increasing void fractions; unfortunately, these 
results are difficult to-interpret due to combined effects of bubble- 
and grid-generated turbulence. 

Earlier studies of homogeneous flows where turbulence gener- 
ation was the only mechanism of turbulence production involved 
uniform number fluxes of nearly monodisperse beads falling at their 
terminal velocities in nearly stagnant (in the mean) water and air.'-' 
Measurements included phase velocities and turbulence properties 
for various particle number fluxes and particle sizes corresponding 
to intermediate Reynolds number conditions (/??= 100-800) that 
are typical of practical sprays. The flows were analyzed using a 
simplified stochastic method involving superposition of randomly 
arriving particle velocity fields, by extending the method Rice13 

used to analyze noise. The stochastic approach provided some use- 
ful interpretations of flow properties, but was problematical because 
information about particle wakes at intermediate Reynolds num- 
bers in turbulent environments typical of homogenous dispersed 
flows was limited. Thus, wake properties were estimated by extrap- 
olating available results at large Reynolds numbers in nonturbulent 
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environments, which is questionable and caused convergence prob- 
lems for the Rice13 approach similar lo those encountered during 
stochastic analysis of sedimentation." Other questions about the 
approximate analysis of Refs. 6 and 7 concerned the extent that par- 
ticle wakes interacted with each other and the nature of the flow- 
field between wakes (the interwake region) if wake-to-wake inter- 
actions were small. These studies were also problematical because 
the nearly stagnant (in the mean) continuous phases caused large 
experimental uncertainties due to large turbulence intensities (up to 
1000%). 

Subsequent studies of sphere wakes at intermediate Reynolds 
numbers in both nonturbulent and turbulent environments provided 
information needed to understand turbulence generation better.' " 
Wakes in nonturbulenl environments yielded anticipated behavior 
for self-preserving turbulent and laminar wakes."'" Findings more 
relevant to turbulence generation involved sphere wakes at interme- 
diate Reynolds numbers in turbulent (roughly isotropic) environ- 
ments that showed that these wakes scaled similar to self-preserving 
laminar wakes but with enhanced viscosities due to the presence of 
turbulence (termed laminarlike turbulent wakes)."" Naturally, the 
laminarlike turbulent wakes differed considerably from the wakes 
assumed during the earlier turbulence-generation studies.6-7 Esti- 
mates of flow properties also suggested that the probability of direct 
wake-to-wake interactions was small; instead, it was likely that wake 
disturbances were imbedded in relatively large turbulent interwake 
regions. Whether laminarlike turbulent wakes actually were ob- 
served during turbulence-generation processes was still an issue, 
however, because such turbulence fields differ from the conven- 
tional isotropic turbulence that was considered in Refs. 16 and 17. 

Past studies raise several questions about turbulence generation: 
Were wake disturbances during turbulence generation equivalent to 
the laminarlike turbulent wakes observed in Refs. 16 and 17, does 
the flow involve wake disturbances imbedded in a turbulent inter- 
wake region or does it involve strongly interacting wakes, and can 
turbulence generation properties measured at large turbulence in- 
tensities be confirmed for moderate turbulence intensities where 
experimental uncertainties are much reduced? These issues were 
addressed during this investigation, which had the following spe- 
cific objectives: I) measure stationary homogeneous dispersed flows 
involving nearly monodisperse spherical solid (glass) particles at in- 
termediate Reynolds numbers in air, using a counlerflow particle/air 
wind tunnel, 2) use the measurements to determine the nature of 
wake disturbances and wake-to-wake interactions during turbulence 
generation, and 3) use the measurements to highlight differences be- 
tween turbulence fields associated with turbulence generation and 
more conventional turbulence. The present description of the study 
is brief, see Ref. 20 for more details and a complete tabulation of 
data. 

Experimental Methods 
The apparatus consisted of a vertical counterflow wind tunnel 

with upflowing air moving toward the suction side of a blower and 
freely falling particles introduced at the top of the apparatus using a 
particle feeder (Fig. 1). The airflow system consisted of a rounded in- 
let, a honeycomb flow straighlener (10-mm hexagonal cells, 76 mm 
long) and a 16:1 contraction ratio to the 305 x 305 mm cross section 
windowed test section. The particle dispersion section was located 
just above the test section. The upper part of the particle dispersion 
section involved nine equally spaced screens (square pattern with 
0.9-mm-diam wires spaced 4.2 mm apart) to disperse the particles 
and to achieve a uniform particle flux. This was followed by a hon- 
eycomb flow straightener (10-mm hexagonal cells, 76 mm long) to 
remove lateral particle motion caused by the screens. The particle 
inlet section and the transition section to the blower were at the up- 
per end of the wind tunnel. The wind-tunnel airflow was provided by 
a single inlet variable speed blower. The particle flow was provided 
by a variable-speed screw feeder (Accurate. Model 310/04). After 
passing through the wind tunnel, the particles impacted on a plastic 
sheet within a particle collector. Microscope inspection showed that 
the particles were not damaged by passing through the wind tunnel; 
therefore, they were reused. 

Measurements included particle number fluxes and gas and par- 
ticle velocities. Particle number fluxes were measured by collecting 

Fig. 1   Counterflow particle/air wind tunncL 

particles in a thin-walled cylindrical container having a 25-mm di- 
ameter that was closed at the bottom. The container was mounted 
on a rod so that it could be traversed across the test section. The 
accuracy of these measurements was dominated by finite sampling 
times that were selected to keep experimental uncertainties (95% 
confidence) less than 10%. 

Gas and particle velocities were measured using a traversible 
(5-Mm accuracy) laser velocimetry (LV) system. The LV was based 
on the 514.5-nm line of an argon-ion laser having an optical 
power of 1900 mW. A single-channel, dual-beam, forward- scatter, 
frequency-shifted LV arrangement was used, finding streamwise and 
cross stream velocities by rotating the optics accordingly. For gas 
velocities, the sending optics included a 3.75:1 beam expander to 
yield a measuring volume diameter and length of 55 and 425 jxm. re- 
spectively. Because of the small measuring volume, the frequency of 
lest particles passing through the measuring volume was small; the 
few that were observed were readily delected and eliminated from 
the sample due to their large signal amplitudes and relatively fixed 
velocities. The airflow entering the wind tunnel was seeded with 
oil drops having a 1-fim nominal diameter. Velocities were found 
from the low-pass filtered analog output of a burst-counter signal 
processor. The combination of frequency shifting plus a constant 
sampling rate of the analog output of the signal processor elimi- 
nated effects of directional bias and ambiguity as well as velocity 
bias. Temporal power spectra were obtained from the time series of 
velocities using the FFTRC fast Fourier transform routine.51 Sam- 
pling periods were adjusted to provide the following experimental 
uncertainties (95% confidence): mean velocities less than 5%, rms 
velocity fluctuations less than 10%, probability density functions 
(PDFs) within one standard deviation of the most probable velocity 
less than 10%, and temporal power spectral densities less than 20% 
(at frequencies smaller than the reciprocal of the temporal integral 
scale with uncertainties smaller elsewhere). 

Particle velocity measurements were made with the same LV ar- 
rangement as the gas velocities except that the optics were changed 
to provide a larger measuring volume having a diameter of 1.5 mm 
and a length of 10 mm. This provided a reasonable sampling rate 
of particle velocities. Optics were rotated to measure streamwise 
and cross stream velocities. The gas was not seeded for the particle 
velocity measurements, and the large-amplitude signals from par- 
ticles were easily separated from background signals due to dust 
in the air. Sampling periods were adjusted to provide experimental 
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Table 1   Summary of let conditions* 

Nominal panicle diameter, mm 

Parameter 03 1.1 2.2 

3370 (280)'' 5530(340) 7000(200) 

Re 106(9) 373 (23) 990(28) 

Co 1.22 0.79 034 
(dt/,/<bt)/£/p.*/m 2 11 14 

ij",kpart/m2s 71-950 4-56 0.5-10 
32-13 97-41 208-77 

L,.mm 35-11 178-43 156-24 

e.nr'/s3 0.088-1.17 0.041-034 0.012-0.23 
0.5-0.2 0.6-0.3 0.7-O.4 

14-4 20-5 37-8 
34-66 28-54 21-44 

571/,,% 
0.5-5.0 0.2-0.9 0.2-0.8 
03-1.3 0.2-1.2 0.2-0.9 

■Round glass beads (density of 2500 kg/mJ) falling in upftowing air at standard temper- 
ature and pressure (air density of 1. 16 kg/m1 and kinematic viscosity of 15.9 mm-/s) 
having a mean velocity of 1.1 nVs. Parameter ranges for each particle siae given tn 
order of lowest-highest particle number fluxes, respectively. 
^Standard deviations given in parentheses. 

uncenainties less than 5% for streamwise mean velocities and less 
than 10% for rms streamwise and cross stream velocity fluctuations. 
Mean cross stream velocities were nearly zero and only were order 
of magnitude accurate due to their small magnitudes. 

Test conditions are summarized in Table 1. The particles were 
nearly monodisperse with Reynolds numbers of 106-990, which is 
representative of the intermediate-Reynolds-number conditions of 
drops in sprays." Terminal velocities and drag coefficients were 
measured, yielding values that agreed with the standard drag curve 
for spheres due to Putnam22 within 15%. Test conditions were ad- 
justed so that turbulence intensities relative to the mean gas velocity 
were less than 15% so that LV mi asuring conditions were excellent 
and the use of Taylor's hypothesis to convert temporal to spatial 
spectra and scales was justified.23 The particles approached but did 
not reach terminal velocity conditions during the present turbulence 
generation measurements (e.g., rales of particle acceleration at the 
measuring location were in the range 2-14% of mean relative parti- 
cle velocities per meter), whereas mean cross stream panicle veloci- 
ties were small. Particle velocity fluctuations were small due to their 
poor response to air motion and were mainly caused by variation of 
particle sizes. 

Assuming that the particles are falling randomly, the mean particle 
spacing can be found from 

:[(ü,-S)/n"]' (1) 

which yields values of 13-208 mm and particle volume fractions 
less than 0.00?" : w the present experiments. Measured streamwise 
integral length scales had magnitudes comparable to mean particle 
spacings and were in the range 11-178 mm. The direct dissipation 
of turbulence kinetic energy (dissipation) by particles is less than 
4% for present test conditions.20 Thus, dissipation can be equaled 
to the rate of turbulence generation by particles, which in turn is 
equal to the rate of transfer of mechanical energy to the gas as the 
particles move through the flow, that is. 

e = nn"d}CDU2
f/* (2) 

Given c, the Kolmogorov scales can be computed from their defi- 
nitions," yielding the ranges summarized in Table 1. Relative tur- 
bulence intensities due to turbulence generation were in the range 
0.2-5.0%. 

Results and Discussion 
Apparatus Evaluation 

The temporal and spatial uniformity of the particle flows were 
evaluated by collecting samples for various time periods and by 
traversing the sampling probe along the two perpendicular axes of 
symmetry at the lowest cross section, where measurements were 
made. These measurements were carried out for all three panicle 

sizes, spanning present ranges of panicle fluxes for each size. Sam- 
ples obtained from multiples of the shortest sampling period showed 
that the panicle fluxes were statistically stationary with sampling 
times extending up to roughly 1000 times typical temporal inte- 
gral scales of the present flows. Finally, the sampling measurements 
showed that mean panicle fluxes varied less than 10% over the cen- 
tral 205 x 205 mm cross section of the flow, where velocity measure- 
ments were made. Mean and fluctuating particle velocities were also 
uniform within experimental uncenainties over the same region. The 
properties of the continuous (gas) phase were established by mea- 
surements of mean and fluctuating streamwise velocities at various 
limes and over the central 205 x 205 mm cross section of the flow, 
considering streamwise distances up lo ±100 mm from the normal 
cross section, where measurements were made. These results were 
not affected significantly for upflow velocities of 500-1300 mm/s. 
At these conditions, gas flow properties were statistically stationary 
and homogeneous within experimental uncertainties. See Ref. 20 
for plots of all of the apparatus evaluation measurements. 

Measurements of streamwise velocities for various particle sizes, 
particle fluxes, and upflow velocities were also used lo establish 
minimum allowable particle fluxes. In particular, very low particle 
fluxes for a given upflow velocity yielded homogeneous flows hav- 
ing spurious turbulence intensities, amounting to relative turbulence 
intensities of 0.1-0.2% depending on particle size, due lo inlet dis- 
turbances of the wind tunnel. Increasing the particle flux disrupted 
these disturbances and caused relative turbulence intensities to de- 
crease for a time as particle fluxes increased before increasing once 
again in a manner similar to the behavior of turbulence generation 
seen in Refs. 6 and 7; therefore, present measurements were only 
undertaken for particle fluxes somewhat larger than the minimum 
relative turbulence intensity condition. Relative turbulence intensi- 
ties at low panicle fluxes were also affected by the upflow velocity. 
An upflow velocity of 1.1 m/s was finally selected to maximize the 
range of particle fluxes that could be considered while avoiding the 
excessive particle concentrations in the flow that are observed when 
upflow velocities approach the terminal velocity of the particles [see 
Eq. (1)]. For these conditions turbulence levels of the panicle-laden 
flows ranged from twice lo two orders of magnitude larger than 
the unladen flow, and it is unlikely that wind-tunnel disturbances 
affected the results reported here. 

Particle Wake Properties 
Typical temporal records of streamwise and cross stream gas ve- 

locities are illustrated in Fig. 2. When interpreting these data, it 
should be recalled that strcamwise and cross stream velocities were 
observed at different times and there is no correlation between the 
two. In addition, the plots have low resolution to show the general 
appearance of the data over a sufficiently long period of time (50 s) 
so that several wake disturbances can be seen, even for the smallest 
particle number flux shown. Results are illustrated for all three par- 
ticle sizes, characterized both by the panicle number flux and the 
dimensionless dissipation factor of Refs. 6 and 7. 

The most obvious features of the streamwise velocities illustrated 
in Fig. 2 is the appearance of relatively large negative velocity dis- 
turbances (negative velocity spikes) protruding from the smaller 
amplitude irregular.turbulentlike background velocity signal. The 
frequency of appearance of these spikes is seen to increase as the 
particle number flux increases. Observations for long periods of 
time showed that the maximum velocity disturbances of these spikes 
were comparable to values expected based on the relative particle 
velocities for each particle size summarized in Table 1 (Note that the 
spikes illustrated in Fig. 2 have smaller magnitudes representative of 
far wake conditions that are most frequently observed; subsequent 
results will address near-wake conditions.) Thus, these spikes are 
associated with flow properties within particle wake disturbances. 

Other properties of the velocity records illustrated in Fig. 2 sug- 
gest wake behavior similar to the laminarlike turbulent wakes ob- 
served in Refs. 16 and 17.Forexample, results for the 0.5-mm parti- 
cles (Re = 106) exhibit negative spikes in the streamwise direction 
but no spikes in the cross stream direction. This behavior is con- 
sistent with laminarlike turbulent wake behavior at this value of 
Reynolds number, however, because mean cross stream velocities 
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Fig. 2   Effect of particle loading and size on streamwise and crass 
stream velocity records. 

are small compared to both mean streamwise velocities and rms 
velocity fluctuations in laminarlike turbulent wakes and only the 
streamwise rms velocity fluctuations are observed before eddy shed- 
ding starts at fiea 300 (Refs. 16 and 17). In contrast, both large neg- 
ative velocity spikes in the streamwise direction and spikes having 
both positive and negative velocity disturbances in the cross stream 
direction are observed for the 1.1- and 2.2-mm-diam particles that 
have fie = 373 and 990, respectively. This behavior is exactly what 
should be observed for laminarlike turbulent wakes, however, be- 
cause cross stream turbulent velocity fluctuations are comparab'e to 
streamwise mean velocity defects when eddy shedding oc~^rs for 
Re > 300 (Refs. 16 and 17). 

The extended regions between wake disturbances in Fie ~ exhibit 
turbulentlike behavior representative of the turbulent interwake re- 
gion. The amplitudes of the velocity fluctuations in the turbulent 
interwake region do not vary significantly with time but tend to in- 
crease as the dissipation factor increases. The relationship between 
rms velocity fluctuations in the turbulent interwake region and the 
dissipation factor will be quantified later. 

A final assessment of the similarities between the wake distur- 
bances observed during the present turbulence generation studies 
and the laminarlike turbulent wakes observed in Refs. 16 and 17 in- 
volved direct comparison of mean streamwise velocities. This com- 
parison was carried out for all three particle sizes at relatively large 
particle loadings so that representative samples of particle wakes 
could be observed in reasonable test times. Measurements were 
made for various maximum velocity defects, which represent results 
for paths of the LV measuring volume at various radial distances 
from the wake axis, because present particle paths were essentially 
vertical and the maximum mean velocity defect is a monotonic func- 
tion of radial distance from the wake axis for laminarlike turbulent 
wakes. "• "-20 Effects of turbulence were handled by averaging sev- 
eral velocity records (selected to have a maximum velocity defects 
within ±25% of the given maximum velocity defect) to obtain an es- 
timate of mean streamwise wake velocities [the averaging criterion 
was an experimental uncertainty (95% confidence) of the maximum 

Fig. 3   Measured and predicted streamwise velocities in particle wakes 
as a function of time for various velocity defects and particle sizes. 

mean velocity defect less than 10%]. Predictions assuming vertical 
wake axes and having the same maximum mean velocity defects 
were obtained from the correlations for the mean properties of lam- 
inarlike turbulent wakes of Refs. 16 and 17 (at the same particle 
Reynolds number and relative turbulence intensity). 

The resulting measured and predicted mean streamwise velocities 
in the particle wakes are illustrated in Rg. 3. These results involve 
plots of normalized streamwise velocities as a function of time for 
various particle diameters and maximum velocity defects. Note that 
the normalization of the ordinate of Fig. 3 implies that a value of 
0 corresponds to the absolute (negative) particle velocity whereas a 
value of 1 corresponds to the absolute (positive) mean upflow ve- 
locity of the wind tunnel. Results for 0.5-mm particles are relatively 
comprehensive and involve dimensior.less mean velocity defects in 
the range 0.20-0.80 because sampling rates were relatively large 
for these small particles. Results for particle diameters of 1.1 and 
2.2 mm are limited to a single velocity defect (representative of the 
outer edge of the wakes) in order to obtain reasonable sampling 
rates for these small-particle flux conditions. It is evident that the 
agreement between measurements and predictions is excellent in 
Fig. 3, which supports the use of the laminarlike turbulent wake 
properties of Refs. 16 and 17 to help interpret present observations 
of turbulence generation. 

Based on the reported findings, it seems reasonable to assume that 
the present wake disturbances are similar to the laminarlike turbu- 
lent wakes described in Refs. 16 and 17. This information was then 
used to estimate the proportions of the wake and interwake regions 
as well as the extent of direct wake/wake interactions. This was 
done by carrying out stochastic simulations to find realizations of 
panicle positions in space for various particle fluxes and the three 
particle sizes. Random selections in three dimensions were made 
while accounting for the slight compression of particle spacing in 
the vertical direction due to gas upflow as discussed in connection 
with Eq. (1). Appropriate laminarlike turbulent wakes were then 
associated with each particle, assuming that wake radii were equal 
to twice the characteristic wake width at each streamwise distance 
behind the particle and that the wake extended in the streamwise 
direction until the maximum mean velocity defect was equal to the 
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ambient rms streamwise velocity fluctuations. These results indi- 
cated that wake cross-sectional areas generally were less than 30% 
of the available cross-sectional area and that less than 25% of the 
wakes experienced direct wake-to-wake interactions at any one time 
(with these interactions mainly confined to conditions far from both 
particles) over the present test range. Thus, the present flows involve 
laminarlike turbulent wakes surrounded by a relatively large turbu- 
lent interwake region, with occasional wake-to-wake interactions. 
This view agrees with the velocity traces of Figs. 2 if it is recog- 
nized that only a relatively small portion of each wake can generate 
the large velocity spikes seen on these plots. Further evidence of 
combined effects of the wake and interwake regions on overall flow 
properties will be sought from consideration of PDFs and spectra in 
the following. 

PDF 
More insight about the effect of particle wake disturbances on the 

total turbulence properties of homogeneous dispersed flows domi- 
nated by turbulence generation can be obtained from the PDFs of 
velocity fluctuations. Typical results along these lines are presented 
in Figs. 4 and 5 for 2.2- and 0.5-mm particles, respectively, which 
bound results for 1.1-mm particles. On each of these plots, PDFs 
are shown for streamwise and cross stream velocities at the low 
and high particle loadings specified by the dissipation factor values. 
Fits of the measurements are also shown on the plots, correspond- 
ing to least-squares sectional fits for the PDF(u) and best Gaussian 
fits for the PDF(v). The best Gaussian fits were established from 
the measured mean and rms fluctuating values obtained during the 
corresponding measurements. 

The present PDFs plotted in Figs. 4 and 5 do not agree with 
earlier observations of Refs. 6 and 7 for dispersed flows in stagnant 
baths, which yielded Gaussian PDFs for both velocity components, 
with at most a slight upward bias (roughly 10% when averaged 
over all test conditions) of the PDF(u) near its most probable value. 
This behavior agrees with present behavior of PDF(v), which is 
nicely fitted by Gaussian PDFs for both loadings of all particle 
sires. In contrast, the present PDF(u) are more peaked and somewhat 
skewed toward negative velocities compared to the mean velocity, 
that is, the PDF(u) exhibit greater kurtosis and skewness than the 
nearly Gaussian PDF(v) (Ref. 19). In addition, the PDF(u) for each 
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Fig. 5 Streamwise and cross stream velocity PDFs at various particle 
loadings for 0.5-mm particles. 

particle size tends to be independent of particle loading, similar to 
PDF(v), but the PDF(u) becomes progressively more peaked (or has 
progressively increasing kurtosis) as the particle size (or Reynolds 
number) decreases. All of these characteristics can be explained 
from the properties of the streamwise and cross stream velocity 
records (and the spike disturbances due to particle wakes seen in the 
velocity records) of Figs. 2 and 3, as discussed next. 

The main reason for the different PDF(u) of Refs. 6 and 7 and 
the present study follows from the much improved LV conditions 
of the present study that allowed the near-wake region of the spike 
disturbances due to particle wakes seen in Fig. 3 to be resolved for 
the streamwise velocity records. This point was easily demonstrated 
during the present experiments by reducing seeding levels so that the 
spikes seen in Fig. 2 were rarely resolved: the corresponding PDF(u) 
then became more Gaussian, similar to the results of Refs. 6 and 7. 
The other properties of PDtiu) in Figs. 4 and 5 then follow from 
the well-known effects of the properties of the velocity signal on 
the values of the skewn,i. and leurtosis of the PDF(u). In particular, 
the spikes always contribute a streamwise negative velocity signal 
based on the results illustrated in Fig.2; this implies acorresponding 
positive bias of the PDF(u). or negative skewness." The more rapid 
reduction of sireamwise velocities in the radial direction for small 
d. (or Reynolds number) conditions (yielding narrower wake dis- 
turbances) implies a more peaked PDF(u), or a larger kurtosis of the 
PDF(u). for similar reasons." In addition, the small effect of particle 
flux on the PDF(«) and the PDF(u) is consistent with the generally 
observed behavior of these functions, where the shape of the velocity 
signal as a function of time affects the skewness and kurtosis of the 
PDF but not the characteristic frequency of the signal," for exam- 
ple, homogeneous, isotropic dispersed flows have Gaussian PDFs 
irrespective of their characteristic timescales or frequency scales. 
Finally, either the absence of discernible spikes for the cross stream 
velocity records for the 0.5-mm particles or the presence of both 
positive and negative spikes due to wake turbulence for the cross 
stream velocity records for the 2.2 mm particles is entirely consis- 
tent with the Gaussian behavior of the PDF(u) seen in Figs. 4 and 5. 
Taken together, the combined findings of Figs. 2-5 suggest that both 
particle wake disturbances and the interwake region provide signif- 
icant contributions to the overall apparent turbulence properties of 
the present turbulence generated flows. 
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Fig. 6 Streamwise and cross stream rms velocity fluctuations as a 
function of particle dissipation factors and diameters: measurements 
or Parthasarathy and Faeth,' Mizukami et at7 and the present investi- 
gation. 

Velocity Fluctuations 
The measurements of velocity fluctuations in Refs. 6 and 7 were 

correlated based on an approximate stochastic approach assuming 
that velocity fluctuations were entirely due to wake disturbances. 
This approach yielded reasonably effective correlations of relative 
turbulence intensities of streamwise and cross stream velocity fluc- 
tuation in terms of a dissipation factor D resulting from the approx- 
imate stochastic theory. This approach will be considered in the 
following due to its past success. 

Measurements of streamwise and cross stream relative turbulence 
intensities are plotted as a function of the dissipation factor in Fig. 6. 
Measurements shown in Fig. 6 include results for particles in still (in 
the mean) water due to Parthasarathy and Faeth,6 results for particles 
in still (in the mean) air due to Mizukami et al.,1 and the present re- 
sults for particles in counterflowing air. All three experiments used 
the same 0.5-, 1.1-, and 2.2-mm spherical glass particles. Corre- 
lations in terms of D"2, as suggested by the stochastic theory of 
Ref. 6, are fitted to the combined data sets for each velocity compo- 
nent. The correlations are seen to provide only fair agreement with 
the measurements. This is particularly true for the measurements of 
Mizukami et al.,7 which exhibit significant scatter when plotted in 
the manner of Fig. 6. The results suggest some relationship between 
the properties of the wakes and the interwake region but clearly a 
correlation solely in terms of D cannot capture features such as the 
onset of cross stream wake disturbances for Re > 300 seen in Fig. 2. 
Thus, the correlations illustrated in Fig. 6 are only tentative pending 
more information about flow properties in the interwake region and 
the use of these results in a more rational conditional averaging pro- 
cedure to summarize the properties of flows caused by turbulence 
generation. 

Energy Spectra 
Taylor's hypothesis could be used to convert measured tempo- 

ral power spectra and temporal integral scales into energy spectra 
and spatial integral scales because present absolute turbulence in- 
tensities were small.23 The resulting streamwise energy spectra are 
plotted as functions of normalized wave numbers in Fig. 7. Results 
are shown for various panicle sizes and fluxes, with the latter rep- 
resented by values of the dissipation factor. The LV conditions for 
these measurements were good so that effects of step noise were 
deferred until Kolmogorov wave numbers were approached. (This 
condition roughly corresponds to kL, = 100.) The values of L. for 
the measurements were found by setting E,ik)ü/(ü'lL,) = 4 as kL, 
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Fig. 7   Energy spectra of streamwise velocity fluctuations for various 
particle loadings and sizes. 

becomes small, as discussed by Hinze.23 A correlation of the energy 
spectra for approximate isotropic turbulence is also shown on the 
plot, for comparison with the present measurements. This correla- 
tion represents a simplification of isotropic turbulence, where the -| 
power decay of the ineriial range is approximated by a -2 power 
decay that corresponds to an exponential temporal correlation of 
streamwise velocity fluctuations.23 The energy spectra provide rea- 
sonably good correlations of present measurements as plotted in 
Fig. 7. 

An interesting feature of the spectra of Fig. 7 is that they de- 
cay over a rather large range of kL, (roughly four decades) even 
though present particle Reynolds numbers are not large (less than 
1000). Much of this behavior is typical of other homogeneous tur- 
bulence fields where disturbances due to grids fliaving relatively 
small grid element Reynolds numbers) yield turbulent flows hav- 
ing extensive inenial ranges.4"-23 Another feature of the present 
flows enhances this behavior, however, as pointed out in earlier 
work.6-7 In particular, the spectra of Fig. 7 include contributions 
from both particle wake disturbances and the turbulent interwake 
region. Then because the wake arrivals are random, mean velocities 
in the wakes contribute to the spectra increasing the range of scales 
that are present. Naturally, similar contributions are not present Ur~ 
grid-generated turbulence because measurements of these flows ar» 
made well downstream of the region of significant direct wakt dis- 
turbances from the turbulence-generating grid. 

The energy spectra of Fig. 7 also provide other evidence of direct 
contributions of mean velocities in wake disturbances. In particu- 
lar, the spectra exhibit prominent -1 and - § decay regions as kL. 
increases. The -.1 power decay region is not seen in conventional 
turbulent flows, but based on the approximate stochastic analysis of 
Ref. 6 such behavior is typical of the contribution of mean veloci- 
ties in wake disturbances to temporal power spectra (and thus energy 
spectra under present approximations). Other evidence for this ex- 
planation is that the -1 decay region is associated with values of 
kL. on the order of unity (which is roughly approximated by kle in 
the order of unity; see Table 1) that is characteristic of wake dimen- 
sions. Larger wave numbers exhibit -§ power decay regions that 
are representative of conventional turbulence and probably involve 
contributions from both the wake disturbances and the turbulent 
interwake region as discussed earlier in connection with Fig. 2. 

Conclusions 
This investigation considered the properties of homogeneous tur- 

bulence generated by uniform fluxes of monodisperse spherical 
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panicles moving through air at standard temperature and pres- 
sure. The experimental configuration consisted of particles falling 
in counlerflowing air to supplement earlier measurements for par- 
ticles falling in stagnant water (Ref. 6) and stagnant air (Ref. 7). 
Present lest conditions included particle Reynolds numbers of 106- 
990, particle volume fractions less than 0.003% and direct rales 
of dissipation of turbulence by particles less than 4%, and particle 
number fluxes sufficient to yield relative turbulence intensities of 
0.2-5%. The major conclusions of the study are as follows. 

1) Measurements of gas velocities indicate that the particle 
wake properties of the present turbulence-generation processes 
correspond to the laminarlike turbulent wakes observed in 
Refs. 16 and 17 for spheres at intermediate Reynolds numbers in 
isolropic turbulence. 

2) Estimates of the character of the present Hows based on the 
properties of laminarlike turbulent wakes suggest that wake distur- 
bances (generally involving cross-sectional areas less than 30% of 
the total available cross-sectional area) are embedded in a relatively 
large turbulent interwake region with relatively few (less than 25%) 
direct wake-lo-wake interactions, with the latter dominated by por- 
tions of the wakes far from both particles. 

3) Present measurements of relative turbulence intensities were 
in fair agreement with earlier measurements of turbulence genera- 
tion in still liquids and gases from Refs. 6 and 7, and all of these 
measurements could be correlated in terms of the dissipation factor. 
These correlations are only considered tentative, however, pending 
development of a more rational approach that properly accounts 
for the relative contributions of wake disturbances and the turbu- 
lent interwake region, which fundamentally have very different flow 
properties. 

4) Other properties measured during the present study, PDFs and 
spectra, were not in good agreement with the earlier observations 
of Refs. 6 and 7. In particular, present observations provided direct 
evidence of effects of both wake disturbances and interwake regions 
(as non-Gaussian PDFs and prominent -1 and -\ decay regions 
of energy spectra) that were either absent or less evident during 
the earlier studies. These differences were shown to result from the 
improved LV measuring conditions of the present study. 

5) Contributions from both the wake disturbances and the tur- 
bulent interwake region also were responsible for the surprisingly 
large range of scales seen in the present flows in spite of relatively 
small particle Reynolds numbers. In particular, mean velocities in 
particle wake disturbances contribute to present apparent turbulence 
properties because wake arrivals are random and this contribution 
is generally not present in turbulence generated in other ways, for 
example, by grids or shear flows. 

Acknowledgments 

This investigation was supported by the Air Force Office of 
Scientific Research, Grants F49620-92-J-0399, F49620-95-1-0364, 
and F49620-99-1-0083, under the technical management of J. M. 
TishkofT. 

References 
1 Hinze, J. O., Turbulent Fluid and Particle Interaction," Progress in Heat 

and Mass Transfer, Vol. 6, 1972, pp. 433-452. 

2Hctsroni. C. "Particles-Turbulence Interaction," International Journal 
of Multiphase Flaw, Vol. 15, No. 5,1989, pp. 735-746. 

3Squires, K. D„ and Eaton, J. K., "Particle Response and Turbulence 
Modification in Isotropie Turbulence." Physics of Fluids A, Vol. 2, No. 6, 
1990, pp. 1191-1203. 

'Rogers, C. B„ and Eaton, J. K.. The Effect of Small Particles on Fluid 
Turbulence in a Flat-Plate Turbulent Boundary Layer in Air," Physics of 
Fluids A, Vol. 3, No. 5.1991, pp. 928-937. 

5Parthasarathy, R. N., and Faeth, C. M., "Structure of Particle-Laden 
Turbulent Water Jets in Still Water," International Journal of Multiphase 
Flow, Vol. 13. No. 5.1987, pp. 699-716. 

'Parthasarathy, R. N., and Faeth, G. M., Turbulence Modulation in Ho- 
mogeneous Dilute Particle-Laden Flows," Journal of Fluid Mechanics, Vol. 
220, PL 2.1990, pp. 485-514. 

7Mizukami, M., Parthasarathy, R. N., and Faeth. C. M., "Particle-- 
Generated Turbulence in Homogeneous Dilute Dispersed Flows," Interna- 
tional Journal of Multiphase Flow, Vol. 18, No. 2, 1992. pp. 397-412. 

•Gore, R. A., and Crowe, C. T.. "Effect of Panicle Size on Modulating 
Turbulent Intensity," International Journal of Multiphase Flow, Vol. 15. No. 
2,1989. pp. 279-285. 

'Kenning, V. M., and Crowe, C. T„ "On the Effect of Particles on Carrier 
Phase Turbulence in Gas-Particle Rows," International Journal of Multi- 
phase Flow, Vol. 23, No. 2.1997, pp. 403-408. 

'"Yuan, Z.. and Michaelides. E., Turbulence Modulation in Panicu- 
late Flows—A Theoretical Approach." International Journal of Multiphase 
Flow, Vol. 18, No. 5,1992. pp. 779-785. 

"Rashidi, M., Hctsroni. G., and Banerjec, S., "Particle-Turbulence In- 
teraction in a Boundary Layer," International Journal of Multiphase Flow, 
Vol. 16, No. 6, 1990. pp. 935-949. 

"Lance, M., and Bataille. J., Turbulence in the Liquid Phase of a Uniform 
Bubbly Air-Water Flow," Journal of Fluid Mechanics. Vol. 222, Pt. 1.1991, 
pp. 95-119. 

"Rice, S. O., "Mathematical Analysis of Random Noise," Noise and 
Stochastic Processes, edited by N. Wax, Dover, New York. 1954, pp. 
133-294. 

uBatchelor, G. K., "Sedimentation in a Dilute Dispersion of Spheres," 
Journal of Fluid Mechanics, Vol. 52, 1971, pp. 245-268. 

l5Wu, J.-S., and Faeth, G. M., "Sphere Wakes in Still Surroundings at 
Intermediate Reynolds Numbers," AIAA Journal, Vol. 31, No. 8, 1993. pp. 
1448-1455. 

"Wu. J.-S.. and Faeth. G. M., "Sphere Wakes at Moderate Reynolds 
Numbers in a Turbulent Environment." AIAA Journal, Vol. 32, No. 3,1994, 
pp. 535-541. 

" Wu, J.-S., and Faeth, G. M„ "Effects of Ambient Turbulence Intensity 
on Sphere Wakes at Intermediate Reynolds Numbers," AIAA Journal, Vol. 
33, No. 1.1995, pp. 171-173. 

l!Schlichting, H., Boundary Layer Theory, 7th ed., McGraw-Hill, New 
York, 1979. pp. 234,235,599. 

l9Tennekes, H., and Lumley. J. L.. A First Course in Turbulence, MIT 
Press, Cambridge, MA, 1972, pp. 113-124.196-201. 

^Chen. J.-H-, Turbulence Generation in Homogeneous Dilute Particle- 
Laden Flows," Ph.D. Dissertation, DepL of Aerospace Engineering, Univ. 
of Michigan, Ann Arbor. MI, May 1999. 

111MSL Library Reference Manual. 8th ed., IMSL, Inc., Houston, TX, 
1980. 

^Putnam, A.. "Integrable Form of Droplet Drag Coefficient," ARS Jour- 
nal. Vol. 31, No. 10.1961. pp. 1467.1468. 

23Hinze,J.O.,TurM«ire,2nded..McGraw-HiIl.NewYork,l975,Cbap. 
3, p. 204. 

S. K. Aggarwal 
Associate Editor 



77 

Appendix E:   Chou, W.-H. and Faeth, G.M. (1998) Temporal Properties of Secondary Drop 
Breakup in the Bag Breakup Regime. Int. J. Multiphase Flow 24, 889-912. 



78 
International Journal or 

Multiphase 
Flow 

PERGAMON International Journal of Multiphase Flow 24 (1998) 889-912 

Temporal properties of secondary drop breakup in the bag 
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Abstract 

The temporal properties of secondary drop breakup in the bag breakup regime were measured as a 
function of time for shock-wave-initiated disturbances in air at normal temperature and pressure. The 
test liquids included water, ethyl alcohol and various glyccrol mixtures to yield liquid/gas density ratios 
of 633-893, Weber numbers of 13-20. Ohnesorgc numbers or 0.0043 0.0427 and Reynolds numbers of 
1550-2150. Single- and double-pulse shadowgraphy and holography were used to measure the structure, 
size and velocity of the parent drop, and the sizes and velocities of drops produced by secondary 
breakup. The parent drop undergoes significant deformation and lateral growth during breakup before 
forming a thin bag having a basal ring that is characteristic of the bag breakup regime. The basal ring 
contains roughly 56% of the initial drop volume (mass) a nil eventually yields drops having mean 
diameters of roughly 30% of the initial drop diameter by a Rayleigh breakup process: the size variations 
of drops formed from the basal ring increases with increasing Weber number due to the appearance of 
large 'node' drops that are characteristic of the onset of the multimode breakup regime. Breakup of the 
bag yields nearly monodisperse drops having diameters of roughly 4% of the initial drop diameter. The 
velocity distributions of the drops formed from breakup of the basal ring and the bag were individually 
independent of drop size but varied as a function of time and differed between the two groups. Many 
features of these phenomena were successfully correlated using phenomenological analyses. Finally, bag 
breakup requires considerable time (5-6 characteristic secondary drop breakup times) and extends over 
considerable streamwise distances (50-100 initial drop diameters) by the end of breakup, which suggests 
that bag breakup should be treated as a rate process, rather than by jump conditions, in some instances. 
© 1998 Elsevier Science Ltd. All rights reserved. 
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The secondary breakup of drops is important because primary breakup yields drops that are 
intrinsically unstable to secondary breakup, while secondary breakup often is the rate 
controlling process within dense sprays in much the same way that drop vapoimtion often is 
he rate controlling process within dilute sprays (Faeth, 1997; Faeth et al., 1995; Wu et al 
1995) Motivated by these observations, the objective of the present investigation was to extend 
recent studies of the regimes and outcomes of secondary breakup caused by shock-wave 
disturbances due to Hsiang.and Faeth (1992, 1993, 1995), and Chou et al. (1997), to consider 
the evolution of bag breakup as a function of time. 

Several recent reviews of secondary breakup are available, see Faeth (1997), Faeth et al. 
(1995) Hsiang and Faeth (1992, 1993, 1995), Wu et al. (1995) and references cited therein; 
therefore, the following discussion of past work will be brief. Shock-wave disturbances were 
considered during most earlier studies, providing a step change of flow properties around the 
drop, similar to conditions experienced by drops at the end of primary breakup. Secondary 
breakup properties that have been considered include the conditions required for particular 
deformation and breakup regimes, the time required for the onset and end of breakup the 
drag properties of deformed drops and the size and velocities of the drops produced by 
secondary breakup (i.e. the secondary breakup jump conditions). An mterest.ng feature of 
these results is that secondary breakup extended over appreciable reg.ons of time and space 
and was not properly described by jump conditions in some instances. For example, Liang et 
al (1988) show that breakup times are equal to 5.5/* for a wide range of breakup conditions 
where /* is the characteristic secondary breakup lime for shear breakup defined by Ranger and 

-Nicholls (1969) as follows: 

t* = <WL/PG)
1/2

/"O. (1). 

In (1) dQ and ua are the initial drop diameter and relative velocity, p denotes density and the 
subscripts L and G denote liquid and gas properties, respectively. Such times are comparable 
to flow residence times within the dense spray region where secondary breakup is a dominant 
process (Faeth, 1997; Faeth et al., 1995; Wu et al.. 1995). Viewed another way the original (or 
parent) drop moves roughly 50 initial drop diameters, while the smallest drops formed by 
secondary breakup move up to 100 initial drop diameters, during the period of breakup tor 
typical shear breakup processes (Hsiang and Faeth, 1993, 1995). Such distances can represent a 
significant fraction of the length of the dense spray region. These observations suggest that the 
time-resolved features of secondary breakup eventually must be understood, i.e. the size and 
velocity distributions of the drops, and the rate at which liquid is removed from the parent 
drop must be known as a function of time during secondary breakup. Motivated by this 
observation, the authors and their associates are concentrating on studies of the temporal 
properties (dynamics) of particular secondary breakup processes. 

The first phase of the study of the temporal properties of secondary breakup considered the 
shear breakup regime where secondary breakup proceeds by the stripping of drop liquid Irom 
the periphery of the parent drop (Chou et al., 1997). Other conditions of the shear breakup 
study included pjpc > 680, where gas-phase processes approximate quasi-steady behavior, 
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and small Ohnesorge numbers, Oh = „L/(pLcW/2 < 0.04 where j and a denote ™^»nd 
surface tension  respectively. It was found that the size distributions of drops produced by 
econda     breakup at each instant of time satisfied the universal root normal distribution 
^on .TMLDISMD = 1.2, due to Simmons (1977), where MMD and 5MZ) denote the 
mLs m^dTn and Sauter mean diameters of the drop size distributions   respective^ This 
Shaviorirvery helpful because this two-parameter distribution function is fully defined by the 
5MZ) aone   Ln the MMD/SMD ratio. In contrast, the velocity distribution functions; of 
dr^ps p^uid by secondar/breakup were uniform. Other measurements ofj^^P 
properties as a function of time included the size and velocities of the parent drop, the SMD 

°dPm^ and fluctuating velocities of drops produced by secondary « ^^ 
licuid removal from the parent drop due to secondary breakup. All these properties were 
Sa£3 interpreted^ phenomenological theories, providing the information needed 
to treat shear breakup as a rate process during computations of spray structure. 

The present study seeks to extend information about the temporal properties of secondary 
blkup rom the shear breakup regime to the bag breakup regime. Within the bag breakup 
re^seZdary breakup proceeds by deformation of the center of the drop into a thin 
KÄ-t extends^ the downstream direction from a thicker ring-like structure of 

hfbase (the basal ring), with both the bag and the basal ring ™^£ *»$£*£ ££ 
An understanding of bag breakup is important for two reasons: (1) the bag.breakup regnn 
bounds the region where drops only deform and do not break up, which provides fundamental 
cluefabout üfe mechanism rf the onset of secondary breakup, and (2) the compex multimode 
breakup regime is bounded by the bag- and shear-breakup regimes which clearly must be 
understood before addressing the important multimode breakup mechanism (Hsiang and 
Faeth 1992 1993 1995). Similar to the earlier study of shear breakup, the present study 
emptsized new measurements of the temporal properties of bag breakup and used 
phenomenological theories to help interpret and correlate the measurements . 

The present measurements were carried out using a shock tube facility, with the environment 
of the test drops during breakup roughly approximating air at normal temperature and 
pressure (NTP). Single- and double-pulse shadowgraphy and holography were used to find the 
propels of the pafent drop, the size and velocity properties of ^^« 
breakup and the rate of liquid removal from the parent drop as a function of time during 
breakup. Test conditions were limited to relatively large liquid/gas density ratios (pdPa > ™) 
and relatively small Ohnesorge numbers (Oh < 0.1), withm the ^^.^"J^ 
Weber number, We = PGd^, is in the range 13-35 (Hsiang and Faeth, 1993). As result 
the present test conditions are most representative of bag breakup within sprays near 
atmospheric pressure. Drop liquids included water, ethyl alcohol and various glycerol mixtures, 
in order to provide information about effects of drop liquid properties. 

The paper begins with a description of experimental methods. Results are then discussed 
considering the properties of the parent drop, the properties of the basalring.the P«j£~£ 
drops formed from the bag itself and the overall properties of bag breakup, m turm Jh 
following description of the study is brief, see Chou (1997) for more details and a complete 

tabulation of data. 
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2. Experimental methods 

2.1. Apparatus and instrumentation 

The test apparatus and instrumentation will be described only briefly because it was similar 
to earlier work (Hsiang and Faeth, 1992, 1993, 1995; Chou et al., 1997). The arrangement 
consisted of a rectangular shock tube with the driven section open to the atmosphere. The test 
location was windowed to allow observations of drop breakup. A vibrating capillary tube drop 
generator, combined with an electrostatic drop selection system, provided a stream of drops at 
the test location with sufficient spacing between drops to accommodate bag breakup with 
negligible drop/drop interactions. 

Single- and double-pulsed shadowgraphy and holography were used to observe the 
properties of the parent drop and the size and velocity distribution functions of drops 
produced by secondary breakup. Laser pulse times were sufficiently short (7 ns) to stop the 
motion of drops on the film while using a weaker second laser pulse allowed directional 
ambiguity to be resolved for velocity measurements. The combined holocamera and 
reconstruction system allowed objects as small as 3 pm to be observed and as small as 5 pm to 
be measured with 5% accuracy. Results at each condition were summed over at least four 
realizations, considering 100-200 liquid elements, in order to obtain drop diameter and velocity 
correlations. Estimated experimental uncertainties (95% confidence) were less than 10% for 
drop diameters and less than 15% for streamwise drop velocities. 

2.2. Test conditions 

The test conditions are summarized in Table 1. The liquid properties were obtained from 
Lange (1952), except for the surface tensions of the glycerol mixtures which were measured in 
the same manner as Wu et al. (1991). The ranges of the test variables were as follows: 
d0 = 0.62-0.85 mm, pdpG = 633-893, Oh = 0.0043-0.0427, We = 13-20 and Re = 1550-2150, 
where the Reynolds number, Re = pcd0u0/tiG. The present We test range is narrow but this is 
consistent with the narrow We range of the bag breakup regime. The Re range of the present 

Table 1 
'Summary of the test conditions for bag breakupt 

do PL PL/PC ML x 104 ox I03 Oh x 103 Re 

Liquid} (/<m) (kg/m3) (-) (kg/ms) (N/m) (-) (-) 

Water 620 997 755 8.94 70.8 4.3 1670-1910 

Ethyl alcohol 630 800 633 16.0 24.0 15.0 1830-2080 

Glycerol (21%) 650 1050 806 16.0 67.3 7.5 1550-1660 

Glycerol (42%) 650 1105 857 35.0 65.4 16.1 1550-1910 

Glycerol (63%) 850 1162 893 108.0 64.8 42.7 1850-2150 

tWith We in the range 13-20 in air initially at 98.8 kPa and 298 ± 2 K in the driven section of the shock tube. 
Shock Mach numbers in the range of 1.01-1.04. Properties or air taken for conditions downstream of shock wave: 
with pressures of 119.7-129.8 kPa, pc of 1.25-1.31 kg/m3 and ,iCi of 18.5 x 106 kg/ms. 

JGlycerol compositions given in parentheses are percent glycerin (by mass) in water. 



82 
W.-H. Chou, G. Faethj International journal of Multiphase Flow 24 (1998) 889-912 893 

experiments is higher than conditions where gas viscosity has a significant effect on drop drag 
properties, e.g. the drag coefficient, CD, for spheres only varies in the range 0.4-0.5 for this 
Reynolds number range (White, 1974). Shock Mach numbers were relatively low less than 
1.04; therefore, the physical properties of the gas in the uniform flow region behind the shock 
wave were nearly the same as room air. 

3. Results and discussion 

3.1. Parent drop properties 

3.1.1. Parent drop size . 
Fig 1 is a composite illustration of several aspects of the temporal evolution of bag breakup. 

The illustration includes: measurements of the parent drop cross-stream diameter dp, as a 

PREDICTION 
ACCELERATION(2<t/t*<4) 
COASTING(4<tft*<5) 

15     17 20 

- CORRELATION 
DEFORMATION(l/t"<2) 

WATER 4 

ETHYL ALCOHOL 

GLYCEROL (21%) A 

GLYCEROL (42%) % 

GLYCEROL (63%) ^ 

D 
▼ 

3 4 
t/t* 

Fig! 1. Parent drop characteristic diameter as a funciion of lime during bag breakup. Note that the shock wave has 
passed from left to right in the inset photographs. 
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function of time, t, for water, ethyl alcohol and glycerol drops having We of 13-20 and 
Oh <0 043; delineation of the time periods of various portions of the bag breakup process; and 
inset photographs of the appearance of the parent drop at various times during breakup. The 
photographs are for a water drop in air subjected to a shock wave disturbance with We -20 
and Oh = 0 0044 Note that the shock wave passes from left to right in the inset photographs. 
The various positions of the bag breakup process are defined as follows: the deformation 
period where the drop deforms from a spherical to a disk-like shape for ///* of 0-2; the bag 
growth period where the center of the disk deforms into a thin membrane-like bag with a 
much thicker basal ring surrounding its open (upstream) end for ///* of 2-3; the bag breakup 
period where the bag progressively breaks up from its closed downstream end toward the basal 
ring for ///* of 3-4; and the ring breakup period where a series of relatively large node drops 
form along the ring followed by breakup of the ring into a circular array of relatively large 
drops to end the breakup process for t/t* of 4-5. Note that the bag growth and ring breakup 
periods include a temporal range that is dominated by these processes. The actual time periods 
when bag and ring breakup occurs are contained in these periods, respectively but are much 
shorter The value of dp is taken to be the cross-stream diameter of the disk before the basal 
ring forms (0< ///*<2) and the outer diameter of the basal ring when it is present (_^ /, 

'* The' transition between a spherical drop and a relatively thin disk aligned normal to the flow 
direction occurs during the deformation period (0 <///*< 2) illustrated in Fig. 1. The 
deformation of the parent drop is caused by increased static pressures near the upstream and 
downstream stagnation points along the axis of the drop, combined with decreased static 
pressures near the drop periphery due to increased flow velocities in this region. This pressure 
distribution tends to squeeze the drop into a thin disk-like shape. A deta.led analysis o this 
process was not undertaken; instead, it was found that the deformation process could be 
expressed reasonably well according to the following empirical correlation suitable lor the 

present range of test conditions: 

dp/rf0 = 1.0+ 0.5///*,    0 <///*< 2. & 

Subsequent consideration of parent drop size parameters will focus on the properties of the 
basal ring. This interest is motivated by the fact that the size of the basal ring u t.malely 
controls the size of the drops formed by basal ring breakup while these drops tend to dominate 
the size properties of drops formed by bag breakup because they are the largest drops in the 
size distribution. In addition, subsequent considerations will show thai the basal ring, and thus 
the drops formed from the basal ring, comprise a major fraction ol the original volume ot 

liquid in the parent drop. . 
The results illustrated in Fig. 1 show that-the rate of lateral acceleration ol the basal ring 

diameters is largest in the period where the bag is present, with subsequent lateral acceleration 
progressively becoming small toward the end of the period where the bag itself breaks up. I his 
behavior suggests that the higher pressure within the bag, caused by stagnation of the gas flow 
relative to the drop by the bag, is mainly responsible for the outward acceleration of the basal 
ring as well as for the growth of the bag. This pressure dillerence progressively disappears as 
the breakup of the bag itself proceeds so that the basal ring simply continues to coast outward 
in the latter stages of the breakup process; this behavior is supported by the relatively constant 
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outward velocity of the basal ring diameter toward the end of the entire breakup process. 
These ideas are developed in the following to obtain the predicted variation of dp/d0 as a 
function of t/t* for the period 2 ^ t/t* sS 5 that is illustrated in Fig. 1. 

Analysis of basal ring growth was carried out ignoring acceleration of the parent drop, i.e. it 
was assumed that the relative velocity of the basal ring with respect to the gas is equal to the 
initial relative velocity, u0; the variation of the diameter of the basal ring tube itself, dr, was 
also neglected even though later considerations will show that this diameter decreases by 
almost a factor of two during the time period of interest; and circumferential surface tension 
forces were ignored due to the relatively large diameter of the basal ring at the start of the ring 
acceleration process. Other assumptions will be discussed as they are introduced. Considering 
the radial acceleration of the basal ring tube, conservation of momentum yields: 

pL(n2dpd
2/4)d\dp/2)/dt2 = Cr(PGui/2)(ndpdr) ' (3) 

where Cr is an empirical constant, somewhat analogous to a drag coefficient, to account for the 
fact that the pressure difference across the basal ring is only a fraction of the ideal stagnation 
pressure increase due to effects of gas motion across the basal ring and the motion of the gas 
in the bag, particularly as breakup of the bag itself proceeds. In (3) it is also assumed that the 
aspect ratio of the ring, dp/dr is relatively large when approximating the ring volume and cross- 
sectional area. Adopting dp/d0 and t/t* as normalized dependent and independent variables, (3) 

becomes: 

d2(dp/d0)/d(t/t*)2 = (4Cr/7i)(</0M).     2 <t/t*< 4 (4) 

where the time interval of concern is the period when the bag (or at least a portion of it) is 
present and where the right-hand-side of this equation is taken to be a constant under the 
assumptions of the present approximate analysis. The initial conditions for (4) were chosen to 
match the value of dp/d0 at t/t* = 2 from (2) while adjusting the initial outward velocity of the 
basal ring to best fit the present measurements, as follows: 

t/t* = 2:    dp/d0 = 2.0,    d(dp/d0)/d(i/i*) = 0.8. (5) 

Finally, integrating (4) subject to the initial conditions of (5) and adjusting the value of the 
constant on the right-hand side of (4) to best fit the present measurements, yields: 

Jp/c/o = 0.25(r/r*)2-0.18(r/f*)+1.43,    2 <t/t*< 4 (6) 

which is the form that is plotted in Fig. 1. The result implies Cr»0.04 in (3), which is 
reasonable in view of the residual motions of the gas within the bag (particularly toward the 
end of bag breakup) and the fact that the relative velocity of the parent drop with respect to 
the gas is only roughly 70-90% of the initial relative velocity during the period of bag growth 
and breakup. 

Proceeding to the basal ring breakup period, it is assumed that the basal ring, and the drops 
that are formed by breakup of the basal ring, simply coast outward with a constant radial 
velocity once the bag, and thus the mechanism for a pressure difference across the basal ring, 
has disappeared. This behavior agrees with the observed variation of dp in this time period, 
and involves neglecting the relatively small drag forces on drop liquid elements in the radial 



85 
W.-H. Ciwu, G. Faeth / International Journal of Multiphase Flow 24 (1998) 889-912 896 

direction. Finally, the value of d,/d0 at t/t* = 4 is matched to the results of (6) and the 
outward coasting velocity in the ring breakup period is reoptimized to best fit the 
measurements. The final variation of dp/d0 in the ring breakup period then becomes: 

dp/d0 = \.19{t/t*)-2.5\,    4 <t/t*< 6 (7) 

which is the form that is plotted in Fig. 1. .   . 
Taken together (2) (6) and (7) provide a reasonable correlation of the measured variations 

of d ld0 as a function of t/t* in Fig. 1. These results suggest that the flow resistance caused by 
the bag and the remaining portions of the bag during its breakup period, are mainly 
responsible for the cross-stream spread of drops formed by breakup of the parent drop, 
including the large drops resulting from breakup of the basal ring. Stabilization of this motion 
by surface tension within the deformation period can be important; after all, this mechanism is 
responsible for controlling drop deformation and for preventing drop breakup in the 
deformation regime at We smaller than the bag breakup regime. Nevertheless, effects of surface 
tension on the radial dispersion of liquid during bag breakup appear to be relatively small. 
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Fig. 2. Parent drop velocity as a function of time during bag breakup. 
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3.1.2. Parent drop velocities .      . 
The velocity of the parent drop, «p, is plotted as a function of normalized time in Fig 2. 

The various breakup periods—deformation, bag growth and basal ring growth (the last 
combining the bag breakup and ring breakup periods of Fig. l)-are marked on the plot for 
reference purposes. The parent drop exhibits considerable acceleration during the breakup 
period similar to past observations of the motion of parent drops for shear breakup (Hsiang 
and Faeth 1992 1993 1995). In fact, the absolute, up, and relative, (u0-up), velocities of the 
parent drop are comparable at the end of the ring growth period, which implies a reduction of 
the relative velocity of the parent drop of roughly 50% during the time of breakup, which is 
quite substantial. This behavior comes about due to growth of the cross-stream dimensions of 
the deformed parent drop, as a result of deformation and bag format.on, as well as due to 
increased drag coefficients of the deformed parent drop, both of which significantly increase the 
drag forces on the parent drop compared to the original spherical drop. 

3.1.3. Drag coefficients 
In order to provide a common basis for comparing the drag coefficients of the parent drops 

during the various breakup periods, they were based on the current (local) cross-sectional area 
of the drop normal to the flow and relative velocity of the deformed parent drop with respect 
to the ambient gas. The position of the parent drop was taken to be either the centroid of the 
deforming drop (0^ t/t*^ 2) or the axis of the basal ring (2< t/t*^5). The temporal variation 
of the temporal drag coefficients are plotted in Fig. 3. The drag coefficients of spheres, 
CD = 04 and thin disks, CD = 1.2, at similar Reynolds numbers are also shown on the plot 
for reference purposes. In the deformation period (0< t/t*<2), the drag cocffic.ent increases 
rapidly as the degree of deformation increases, reaching a maximum value when the bag begins 
to form. This maximum value approximates the drag coefficient of a thin disk, which is 
reasonable in view of the shape of the parent drop at this condition. In the bag growth period 
(2^ ///*<3), the continuous increase of the cross-stream diameter of the parent drop, along 
with bag growth (which reduces the transfer of drag forces to the basal ring) causes parent 
drop drag coefficients to become smaller. The reduced drag of the ring growth and breakup 
periods (3^ f/f*<5) is then representative of the lost flow resistance of the parent drop once 
the bag is no longer present. 

3.2. Basal ring properties 

3.2.1. Basal ring volume . 
Drop sizes formed from the bag and the basal ring of the bag arc substantially different; 

therefore, it is important to know the relative volumes of the bag and its basal ring in order to 
estimate drop sizes produced by the bag breakup. Thus, measurements were undertaken to 
establish the distribution of the parent drop liquid between the bag and the basal ring over the 
complete range of the present data. These measurements were made by characterizing the ring 
at the end of bag breakup, including the volume of the nodal drops as well as the cylindrical 
sections of the ring in the region between the nodal drops. The ratio of the liquid volume m 
the basal ring, VT, to the initial volume of the parent drop, V0, is summarized in Table 2 (other 
parameters in this table include the Ohnesorge number based on the tube diameter of the ring 
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Fig. 3. Parent drop drag coefficient as a function of time during bag breakup. 

0)h = nJ(pLdroy12, and the diameter of drops formed from the ring, </„,. limited to the 
properties of the ring between node drops). For present test conditions, each value of Oh 
corresponds to a particular drop liquid; nevertheless, it can be seen that I'„/'I',, is essentially 
independent of Oh over the present test range, yielding the correlation: 

VT/V0 = nK (8) 
CL 

Table 2 
Summary of properties of basal ringt 

Liquidf We Oh vjv0 Oh, drülllr 

Water 15 0.0043 0.57 0.013 2.53 

Ethyl Alcohol 15 0.0150 0.52 0.045 2.54 

Glycerol(21%) 15 0.0075 0.59 0.021 1.91 

Glycerol (42%) 17 0.0161 0.57 0.045 1.87 

Glycerol (63%) 15 0.0427 0.54 0.130 2.21 

fResult based on the properties of the bag during the bag breakup period lor the test conditions summarized in 

Table 1. 
tGlycerol compositions given in parentheses are percent glycerin (by mass) in water. 
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with a standard deviation of 0.04. Lane (1951) carried out early measurements of bag breakup 
and mentions a determination of Kr/Fo = 0.75; nevertheless, this earlier value is only 
mentioned in passing with no information provided about its accuracy and method of 
determination so that its reliability is uncertain. 

3.2.2. Tube axis diameter 
Given that the volume of the ring is a fixed fraction of the initial drop volume, it should be 

possible to determine the diameter of the tube axis of the ring as a function of the ring 
diameter. In particular, if the presence of node drops along the basal ring is ignored: 

VT/V0 = (n2dpd
2

r/4)/(ndl/6) <9> 

which implies 

dr/d0 = (2V,/(3nV0)f
2/(dp/d0f

2 = 0.35/(dp/dof
2 (10) 

where dJd0 is known as a function of time either from Fig. 1 or from (6) and (7). 
Present measurements of djd0 are plotted as a function of ///* in Fig. 4. The predictions of 

dr/d0 from (10) using (6) and (7) to find dpld0, are also shown on the plot. There is significant 
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Fig. 4. Ring tube diameter as a function of time during bag breakup. 
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scatter of the measurements due to problems of observing the basal ring particularly when the 
bag is present, and effects of the presence of node drops. Nevertheless, the measurements are in 
reasonably good agreement with (10), supporting a relatively slow reduction of dr/d0 with 
increasing time due to the increased diameter of the tube axis of the basal ring itself. 

? 2 3 Basal ring drop diameters , 
Two types of drops are formed from the basal ring: node drops and drops from the 

cylindrical portions of the ring between the nodes that are somewhat smaller than the node 
drops The drops formed from the cylindrical portion of the basal ring are not subject to 
strong strain and appear to result from classical Rayleigh breakup of a nearly constant- 
diameter liquid column. In addition, the Ohnesorge numbers of the rings observed during the 
present investigation were relatively small (0**0.13 based on values given m Table 2) so that 
effects of liquid viscosity should be small as well. Under these circumstances, the ratio of the 
diameter of the drops formed by ring breakup, and the ring diameter, should be a constant, as 

follows (Dombrowski and Hooper, 1962): 
(11) 

«/„,/«/,= 1.88,    predicted. 

The Rayleigh breakup condition of (11) was evaluated using the present measurements. In 
doing this, the complication of the node drops was ignored (they will be considered later) and 
only drops formed from the intervening constant-diameter portions of the ring were 
considered. In addition, dr was determined for this expression at the time of ring drop breakup, 
i e tit* = 5 where dr/d0 = 0.13 from Fig. 4 with a 16% uncertainty. 
' The values of djdr measured during the present investigation are summarized as a faction 
of Oh in Table 2. As before, the present experiments involved a nearly constant Oh (and OAr) 
for each liquid because the variation of We is small in the bag breakup regime The 
measurements do not suggest a significant effect of Oh over the present test range and yield 

(12) 
drd/dT = 2.2,    measured. v 

Clearly, (12) is in reasonably good agreement with the Rayleigh breakup prediction at small 
Oh given by (11), supporting Rayleigh breakup as the mechanism producing drops from the 
ring-like portions of the basal ring. Finally, given dT/d0 = 0.13, as just discussed, implies: 

(13) 

The effect of the node drops on the mean size of drops produced by the ring will be considered 
next  In general, there were 4-6 node drops, having diameters of (1.3-1.6)rfrd. Thus  it this 
contribution is added to that of the drops from the tubular port.ons of the ring, the final 
average size of drops formed from the basal ring, dlrd, can be correlated as follows: 

(14) 
d,rd/d0 = 0.30 K   } 

with the uncertainty of this constant being less than 20%. Finally, the total number of drops 
produced by the basal ring, JVtrd, can be found from the mean size of the basal ring drops 
given by (14) and the volume of the basal ring given by (8), as follows: 

iV,rd = 22.1. 
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3.2.4. Basal ring breakup time 
As discussed by McCarthy and Molloy (1974), the Rayleigh breakup times, tn of liquid 

columns have been shown to be 

tn = C(M/a)1/2(l + 30hT)dt (16) 

where dr is the column diameter, OhT is the Ohnesorgc number based on this dimension, and C 
is a stability constant that must be determined. Smith and Moss (1917) found C to be 13 for 
different liquids and column diameters. Associating the lime required for the Rayleigh breakup 
with the time required for the basal ring to breakup, by replacing the column diameter with 
the tube axis diameter in (16), yields: 

tn = CC«(pLdT/cr)l/2(] + lOhM (*7) 

where Crt is an unknown constant of proportionality expected to be on the order of unity. For 
the conditions of the present study, Ohr is small so that the effect of liquid viscosity 
represented by the Oh term can be neglected. Then, normalizing (17) by /* yields: 

tJt* = nCnWe]/2(dl/d0)
]/2. (18) 

For bag breakup, We = 13-25. while dr/d0 = 0.17-0.19 in the region where the basal ring is 
present (i.e. 2< f/f*<5) as seen in Fig. 4. Substituting averages of these parameters into (18) 
then yields: 

t«/t* = 3.88Crt. <19) 

Finally, it is assumed that the Rayleigh breakup process of the basal ring begins when the ring 
has just formed (//?*« 2) and ends upon ring breakup (///* a 5), based on the results 
illustrated in Fig. 1. This implies that the time required from initial basal ring formation to 
basal ring breakup is tn = 3t*, so that Crt = 0.77. Since C„ is on the order of unity, as 
expected, this finding provides good support for the idea that basal ring breakup involves a 
relatively passive Rayleigh breakup process. Thus, given that the time required to reach 
maximum deformation, where basal ring formation is completed, is 2/*, the Rayleigh breakup 
time of the basal ring of roughly 2>t* fixes the entire bag breakup time to be roughly 5t*. This 
breakup time is nearly the same as for shear breakup (Liang et al., 1988) but the previous 
reasoning suggests that this agreement is fortuitous due to the very different breakup 
phenomena that comprise the bag and shear breakup processes. 

3.2.5. Ring drop velocity distributions 
Ring drop velocity distributions were essentially independent of drop size, except for a slight 

tendency for node drops to move slower than the smaller ring drops formed from portions of 
the basal ring between the node drops. This effect is evident from the downstream deflection of 
the basal ring in the region between nodes seen in the inset figure at t/t* = 4 in Fig. 1. This 
variation, however, is less than present experimental uncertainties for velocity measurements so 
that initial ring drop velocities can be computed from the results illustrated in Fig. 2 with little 
error. 
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3.3. Bag properties 

3.3.1. Bag drop diameters 
The properties of drops formed by breakup of the bag, along with a few determinations of 

bag thickness, h, by measurements from holograms, are summarized in Table 3. It should be 
noted that the values of h given in Table 3 are not very reliable because they approach present 
limits of spatial resolution and involve additional problems of estimating film thicknesses from 
the region where the bag breaks up into drops (in particular, later considerations will show 
that unbalanced surface tension forces in the region where bag drops are forming are 
important so that these effects probably locally increase bag thicknesses as well). In view of 
these problems, it is estimated that the values of h in Table 3 might be too large by as much as 
a factor of two, although the corresponding drop diameter measurements for drops found 
from bag breakup are felt to be reliable within the uncertainties stated earlier. Entries provided 
in Table 3 include d0, the time when drop sizes were measured (except for one condition at // 
/* = 3, these results were averaged over the entire breakup period of t/t* = 3-4), the number- 
averaged bag drop diameter, dMa, and the Sauler mean diameter, SMDbd, of drops formed 
from the breakup of the bag, several normalizations of these properties and the Ohnesorge 
number based on the dimension dMa. 

Comparing mean drop diameters at the start of bag breakup and averaged over the entire 
bag breakup period for glycerol (42%) indicates an increase of the drop sizes as the basal ring 
of the bag is approached. This is not unexpected as some stretch of the bag membrane, and a 
corresponding reduction of the size of drops formed by breakup of the membrane, is expected 
as the farthest downstream location is approached. Nevertheless, the variation of drop 
diameters is not large, with drops formed initially from the bag being only 15% smaller than 
the mean size of drops formed from the bag. 

A second issue of interest about drops formed by breakup of the bag itself is the variation of 
mean drop sizes with Oh. The results of Table 3 show that both dbdJd0 and SMDbd/d0 

increase as Oh increases over the test range. Characterizing this behavior by the Ohnesorge 
number based on the average size of drops formed from the bag, it is seen that dbdajd0 

Table 3 
Summary of properties of drops formed from the bagt 

do tit* h ^bda SMDM OhM.d h/d0 dbdJh d\*iJd0 SMDuldo 
Liquid} (/im) (-) (Mm) (pm) (/'in) . (%) <-) (%) (%) 

Water 620 3-4 16.4 21.9 23.S 0.023 2.65 1.33 3.5 3.8 
Glycerol (21%) 650 3-4 — 22.1 23.9 0.077 — — 3.8 3.5 
Glycerol (42%) 650 3 23.2 25.8 28.9 0.038 3.57 1.12 4.0 4.5 
Glycerol (42%) 650 3-4 — 29.6 33.2 0.075 — — 4.6 5.1 
Glycerol (63%) 850 3-4 35.4 42.1 48.8 

averages = 
0.193 4.16 

3.46 
1.17 
1.21 

4.9 
4.2 

5.2 
4.4 

fResults based on the properties of the bag and the properties of drops formed by breakup of the bag during the 
bag breakup period for the test conditions summarized in Table 1. 

JGlycerol compositions given in parentheses are percent glycerin (by mass) in water. 
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increases from 3.5* to 4.9* as Ohh&d increases from 0.023 to 0.193. This behavior suggests an 
effect of liquid viscosity on bag properties, and thus on the properties of drops formed from 
the bag; such behavior is not surprising in view of past observations (Hsiang and Faeth, 1992, 
1993, 1995) of strong effects of liquid viscosity on the drop sizes formed by secondary breakup. 

Mean drop sizes resulting from breakup of the bag vary somewhat with initial Oh as just 
noted, but yield an average value of dbdJd0 of 4.2%, over the present test range. Thus, bag 
drops generally are relatively small and do not have as strong an effect on spray transport 
properties as the drops produced by breakup of the basal ring. For example, based on the 
diameter-squared behavior that tends to dominate drop properties in sprays (Faeth 1997), the 
lifetime of drops formed from the basal ring would be nearly 60 times longer than the lifetime 
of drops formed from the bag. Another issue concerning mean drop sizes is that SMD bd and 
dbda are nearly the same, e.g. the average value of the ratio SMDbd/dbd.d = 0.89. This behavior 
implies a nearly monodisperse size distribution for these drops, a property that will be 
considered in more detail next. To summarize, the correlation of bag drop sizes becomes: 

4da/^o = 0.042. (20) 

The size distribution function of drops formed by breakup of the bag is illustrated in Fig. 5. 
These results are plotted according to the root normal distribution function that has proven to 
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Fig. 5. Drop size distributions of drops formed from breakup of the bag itself during bag breakup. 
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be successful for a variety of drop and spray breakup processes (Faeth 1997). Results for various 
valuTof MMDISMD for the bag dropsf are shown^ on the plot for, ^^^ 
measurements In the past, this distribution function with MMDjSMD - 1.20 has been successmi 
for corrSng drop size distributions in sprays. The bag drops themselves however, while 
orr lat^ng easonably well according to the root normal distribution function, do so on y with 
TrhSer value of MMDISMD = 1.04. As discussed earlier, however, this result is not 
^pÄe^l^yinonodispene size distribution of drops formed from the bag because 
"he bagMembrane itself appears to have a relatively uniform thickness. The behavior of the drop 
slz; dttTbution functionPchanges when drops formed from both the bag and the nng are 
considered, however, as discussed later in connection with overall breakup properties. 

3- m^e'r^edlr breakup of the bag, ,b, is also an important parameter that must be 
known This Le will be considered in the following, assuming a constant^J™ 
during bag growth period with an average bag velocity, ub as shown in Table 4, by relating the 
bag breakup time to the breakup time of a thin film. 

From Dombrowski and Hooper (1962), the time required from breakup of a thin film, rft, 

can be correlated as follows: 

t{l/t* = 3.13We-]/2(u0/uL)2(h/dc,y/2 (21) 

where uh is the liquid film velocity. For the bag growth period, the liquid film velocity can be 
approximated by uh to yield the time required for breakup of bag as follows: 

/„,//* = 3.73C* We^2(u0/ubf(h/d0f
2 (22) 

where Cbl is a constant of proportionality expected to be on the order of unity. Applying,(22), 
ling a constant value of^0=l%, yields the bag breakup times ™T^^ ™£ 
From Fig 1 the time required for breakup of the bag is typically tjt* - 1.0 thus, averaging 
fheTesuhs in Table 4 implies that the Cbt = 0.91 which is on the order of unity, as expec^ 
ThisEnding strongly supports the idea that breakup of the bag itself involves a simpte thai film 
leakup of the membrane-like bag, and that the bag inflation time is controlled by the breakup 
time of the first part of the bag that is formed, i.e. the tip of the bag. 

Table 4 . 
Summary of properties of bag during bag formation period?  

Liquid} We t/t* hjd0 "b/"o 'bt/'* 

15 2.0-3.5 0.01 0.266 •        1-36 
Wat6r < to 35 0 01 0.288 1.16 Glycerol(21%) 3.0-3.5 «• 092 

Glycerol (42%) 17 -3.0-3.5 u.u 
Glycerol (63%) 15 3.0-3.5 0.01 0.317 

tResult based on the propert.es of the bag during the bag breakup period for the test conditions summarized in 

Table 1 
JGlycerol compositions given in parentheses are percent glycerin (by mass) in water. 
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3 3 3. Bag drop velocilv distribution 
Initial velocities of bag drops exhibit negligible variation with size over the narrow range of 

sizes of these drops. In addition, even though portions of the bag move at somewhat different 
velocities than the parent drop (which is taken to be the basal ring for 2^ t/t*< 5 when parent 
drop velocities are found) these velocity variations are small compared to the parent drop 
velocity. Thus, within present experimental uncertainties, initial bag drop velocities can be 
estimated as the parent drop velocity at the time they are formed from Fig. 2. Present 
observations indicate that the time of breakup of the bag extends over the range t/t* - 3.2-3.5, 
thus, in view of the relatively slow variation of parent drop velocities seen in Fig. 2, initial bag 
drop velocities are essentially monodisperse within present experimental uncertainties. 

3.4. Overall breakup properties 

3.4.1. Drop size distributions 
Past work yielded different observations about overall drop size distributions resulting from 

bag breakup, for example, Hsiang and Faeth (1992, 1993, 1995) find that drop size distribution 
functions were represented reasonably well by the universal root normal size distribution 
function while Gel'fand et al. (1974) report a bimodal drop size distribution function with one 
nearly monodisperse group associated with drops formed from the ring and a second nearly 
monodisperse group associated with  drops  formed  from  the bag.  The overall drop size 
distribution function properties were studied during the present investigation in order to help 
resolve these differences. As a practical matter it was found that in spite of the nearly 
monodisperse drops formed from the bag, no bimodal behavior for the drop size distribution 
function was evident. Thus, present results concerning the drop size distribution function were 
correlated in terms of the universal root normal distribution function of Simmons (1977). It 
will be shown later, however, that this behavior probably is due to undersampling the small 
drops formed from the bag, tending to support the findings of Gel' fand et al. (1974) at least 
to the extent that an overall drop size distribution is useful for treating bag breakup processes. 

The drop size distribution results for the present measurements of bag breakup properties are 
plotted in terms of the universal root normal distribution function in Fig. 6. These results emphasize 
behavior over the entire test range rather than more statistically significant results at a fewer 
number of conditions. Thus, the measurements illustrated in Fig. 6 are scattered due to inadequate 
statistics. In particular, bag breakup of individual drops yielH-, a relatively small number of large 
drops that dominate the size distribution function because they represent a large fraction of the 
drop volume produced by breakup. In addition, the small drops formed from breakup of the bag 
itself tend to be undersampled because they are small and poorly resolved and also are rapidly swept 
downstream due to their rapid acceleration to gas velocities. The results shown in Fig. 6 however, 
are reasonably represented by the root normal distribution function, with MMD/SMD = 1.2, 
which is similar to earlier findings for other spray breakup processes (Faeth, 1997). 

A second issue of interest about the drop size distribution is the SMD after bag breakup. 
The SMD is mainly dominated by the largest drop sizes in the distribution; thus, by neglecting 
the small drops from the bag, the present measurements of SMD/d0 after bag breakup are 
summarized in Table 5, along with the average ring drop size from (14) and the average bag 
drop size from Table 3. Clearly, the SMD after bag breakup is dominated by the node drop 
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Fig. 6. Drop size distributions of drops formed from both the bag and the basal ring during the entire bag breakup 
- process. 

size (the largest drop size ol* ring drops) and is essentially independent of Oh over the present 
range to yield: 

SMDxoM/d0 = 0.36 (23) 

with a standard deviation of 0.05 for (23). 

Table 5 
Summary of SMD after bag breakup! 

LiquidJ We Oh SMD lotal/^o dtrdA4 dbdM> 

Water 
Ethyl alcohol 
Glycerol (21%) 
Glycerol (42%) 
Glycerol (63%) 

15 
15 
15 
17 
15 

0.0043 
0.015 
0.0075 
0.016 
0.042 
averages = 

0.34 
0.32 
0.41 
0.37 
0.38 
0.36 

0.30 
0.30 
0.30 
0.30 
0.30 
0.30 

0.035 

0.038 
0.040 
0.041 
0.041 

fResult based on the properties of the bag during the bag breakup period for the test conditions summarized in 
Table 1. 

JGlycerol compositions given in parentheses are percent glycerin (by mass) in water. 
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The present correlation of the SMD for the entire bag breakup process from (23) differs 
from the earlier findings of Hsiang and Faeth (1992). The correlating expression for the SMD 
for bag breakup from Hsiang and Faeth (1992) was found as an empirical extension of the 
boundary layer stripping analysis developed for the shear breakup regime to yield the following 
expression: 

pSMDul/e = 6.2(pL/pG)]/\vJd0uoy
/2We. (24) 

The SMD after bag breakup for the present measurements is plotted in Fig. 7 as suggested by 
(24), along with the data of Hsiang and Faeth (1992) for the bag breakup region. Both sets of 
measurements roughly agree with each other, however, the results of the present study, 
characterized by the results of (23), yield a constant value of SMD/da for the bag region 
instead of the correlation of (24). This implies that the SMD after bag breakup only 
fortuitously agreed with the boundary layer analogy, over the narrow range of We of the bag 
breakup regime. Thus, a more rational approach would be to treat bag breakup as dominated 
by Rayleigh breakup of the basal ring, including the complications due to the presence of node 
drops to yield (23). 
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The small drops (which mainly are formed from the bag) can have a large effect on the 
SMI) however, even though they are often ignored, because there are a large number of small 
drops due to the reasonably large mass fraction and small size of drops formed from the bag. 
In the same way that the number of drops formed from the ring was estimated in (15), the 
number of drops formed from the bag can be estimated as follows: 

7r/6^,(muss fraction of bag drops) = Nbit/61^. (25) 

Using the mass fraction of the basal ring from (8) and the average bag drop size given by (20), 
the number of drops formed from the bag can be computed from (25) to yield Nb - 5940 bag 
drops per initial drop. Summarizing the results from (8) and (25), and estimating the number 
of node drops as 6 per initial drop, then the number distribution involves fixed fractions for 
the bag. node and ring drops as follows: fb = 0.996, fn = 0.001 and fT = 0.003. It is obvious, 
that the small drops dominate the number of drops in the distribution. 

Given this information, the overall SMD including the small drops can be estimated from 
the fundamental definition of the SMD as follows: 

fb(db6/d0f +fr(drd/d0f +/n(rfnd/4,)3 (26) 
1 ° ~fh(dbd/d0)

2 +fr{drä/d0)
2 +Mdnd/d0)

2' 

Substituting the values of fb, fr and /„, and the ratios dM/d0, djd0. dnd/d0, found earlier, 
yields SMDjd0 = 011, which is much smaller than the result given by (23) where the bag drops 
have been ignored. This implies that the small drops do affect the SMD substantially when the 
overall SMD is sought. This behavior suggests that such gross averages for the entire bag 
breakup process are not very helpful, although the drops formed from the bag are still 
important in spite of their small size because they amount to 44* of the initial mass of the 
drop. Taken together, a more effective approach is to use (23) to estimate the size of the ring 
drops, and (20) to estimate the size of the bag drops, while treating these drops as separate 

populations. 

3.4.2. Drop breakup rate 
In order to find drop breakup rates, the fact that the entire bag breakup process involves 

two separate periods of liquid removal from the parent drop must be considered: one period 
associated w;:h breakup of the bag itself, and the other period associated with breakup of the 
basal ring. The first period involves 44% of the original drop mass from (8), with this process 
approximated by a constant rate of liquid removal over the time period, t/t* = 3.2-3.5, when 
the bas itself was observed to break up based on present measurements. The second period 
involves 56% of the original drop mass from (8), with this- process assumed to occur by the 
nearly simultaneous formation of drops from the basal ring at t/t* = 5.0, when the basal ring 
was observed to break up based on present measurements. 

Present measurements of the cumulative volume percentage of liquid removed from the 
parent drop, based on the assumptions just discussed, are plotted in Fig. 8. Thus, unlike shear 
breakup, bag breakup involves two relatively short breakup periods, separated by periods of 
development of the Rayleigh breakup processes. An interesting feature of the results illustrated 
in Figs. 1 and 8 is that the bag forms for a time period 1.0 /* with bag formation ending due 
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breakup. 

to Rayleigh breakup of the tip of the bag. Tims. .T HK- entire process of breakup of the bag 
proceeded by passive Rayleigh breakup, a tota. breakup Penod of the bag 1.0 r* might b 
expected as well. Instead, the bag actually breaks up in a much shorter time 0.3 t This 
suggests that once breakup of the bag starts, .he unbalanced surface tension forces on the 
broken bag enhance its motion trward the basal run; so thai its time of breakup (or 
disappearance) is reduced. This behavior also helps to explain the tendency for bag drop sizes 
to be larger than suggested by estimates of bag thickness, and .o increase as the basanng is 
approached due to a corresponding increase of «he membrane thickness. Finally,liquid 
removal properties of bag breakup highlights why scp;,rs.ic treatment o drops formed f^om the 
bag and from the basal ring is preferable lo a.te.np.inj:. to treat all the drops as a single 

population. 

3.43. Temporal and spatial breakup region 
The spatial and temporal properties of bag breakup based on the velocity results of Fig 2 

are illustrated in Fig. 9. These findings involve the s.reamwise positions of the drops and the 
tip of the bag, denoted by JC, as functions of the time after the start of breakup. The positions 
of the parent drop (which is the slowest drop to relax toward gas velocities), the tip of the bag 
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Fig. 9. Streamwise positions of the parent and the most remote drops as a function of time during bag breakup. 

(when it is present in the period 2 < t/t* < 3) and the most remote drop (which is the first 
drop formed from breakup of the tip of the bag and which responds relatively rapidly to the 
gas motion due to its relatively small size) are illustrated in the ^gure. The most remote drop 
separates from the parent drop at roughly ///* = 3 (actually ///'- - 3.2) when the bag begins to 
break up, and begins its streamwise travel from the tip of the bag. The breakup process itself 
typically is ended when breakup of the ring is completed, which occurs roughly at t/t* = 5 for 
present test conditions. In the coordinate system of Fig. 9, there is a small effect of PL/PG on 
drop motion; therefore, results at the limits of the present test range, pL/pG = 630 and 890, 
have been illustrated on the plot. 

The results illustrated in Fig. 9 indicate that the temporal and spatial ranges of bag breakup 
are comparable to the findings for shear breakup observed by Chou et al. (1997). In particular, 
the breakup period requires ///* in the range 0-5; in this period, the most remote drop moves a 
streamwise distance of roughly 60 initial drop diameters and the parent drop moves a 
streamwise distance of roughly 50 initial drop diameters. Finally, the results plotted in Fig. 1 
(based on the value of dv/d0 at the time of breakup of the basal ring) imply that the largest 
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drops formed by breakup of the ring spread laterally to a diameter of roughly 7 initial drop 
diameters. These times and distances are comparable to characteristic times and distances 
associated with the dense region of pressure-atomized sprays (Faeth, 1997); therefore, both bag 
and shear breakup should be treated as rate processes rather than by jump conditions, in many 

instances. 

4. Conclusions 

The objective of the present study was to experimentally investigate the temporal properties 
of bag breakup for shock-wave initiated disturbances in air at normal temperature and 
pressure The test liquids included water, ethyl alcohol and various glycerol mixtures to yield 
liquid/gas density ratios of 633-893, Weber numbers of 13-20, Ohnesorge numbers of .0.0043- 
0.0427 and Reynolds numbers of 1550-2150. The major conclusions of the study are as 

follows: 

1. The basal ring formed from the parent drop contains roughly 56% of the initial drop 
volume (mass) and eventually yields drops having mean diameters of roughly 30% of the 
initial drop diameter due to a Rayleigh-like breakup process of the basal ring that occurs 
relatively abruptly near t/t* = 5. 

2. The bag formed from the parent drop contains roughly 44% of the initial drop volume 
(mass) and eventually yields nearly monodisperse drops having mean diameters of roughly 
4% of the initial drop diameter due to a breakup process of the membrane-like bag. This 
breakup process propagates progressively from the tip to the basal ring end of the bag over 
the period ///* = 3.2-3.5 and yields a nearly monodisperse drop size distribution; this 
behavior suggests a relatively uniform bag thickness of roughly 2-3% of the initial drop 
diameter. 

3. The distinct properties of the drops formed from the bag and from the basal ring suggest 
that they should be treated as separate drop populations rather than merged as in past 
determinations of bag breakup jump conditions, e.g. the approach developed by Hsiang and 
Faeth (1992). Thus, the two drop populations should be represented by separate size 
distribution functions with the bag drops assumed to be formed at a uniform r-.te over the 
period t/t* = 3.2-3.5 and the basal ring drops assumed to be formed abruptly at t/t* = 5.0, 
with initial drop velocities at these conditions relatively independent of drop size and 
approximated by corresponding parent drop velocities at the time of drop formation. 

4. The parent drop experiences large acceleration rates due to the development of both large 
cross-sectional areas and large drag coefficients caused by drop deformation and bag 
formation. Phenomenological analyses provided reasonably good correlations of parent 
drop velocities similar to earlier considerations of jump conditions for drop velocities due to 
Hsiang and Faeth (1992, 1993, 1995). 

5. Bag breakup causes significant temporal and spatial dispersion of drops during the breakup 
period, as follows: the breakup process requires a total time of t/t* = 5; the cross-stream 
dispersion, based on the diameter of the ring axis when ring breakup is completed, amounts 
to  roughly  7  initial drop diameters;  and  the  streamwise dispersion  when  breakup  is 
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completed involves a streamwise motion of the parent drop of roughly 50 initial drop 
diameters and corresponding motion of the most remote drop of roughly 60 initial 
diameters. These times and distances are not always small in comparison to the 
characteristic times and distances of dense spray processes, implying that bag breakup 
should be treated as a rate process, rather than by jump conditions, in some instances, in 
agreement with earlier findings for shear breakup due to Chou et al. (1997). 
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1. Introduction 

The secondary breakup of drops is an important fundamental process of sprays. For 
example, drops formed by primary breakup are intrinsically unstable to secondary breakup 
whereas secondary breakup can be the rate controlling process within dense sprays in much the 
same way as drop vaporization can be the rate controlling process within dilute sprays (Faeth, 
1990; Wu et al., 1995). Motivated by these observations, Chou et al. (1997) and Chou and 
Faeth (1998) extended earlier studies of the regimes and outcomes of secondary breakup 
caused by shock-wave disturbances due to Hsiang and Faeth (1992, 1993, 1995) to consider the 
properties and the formation rates of drops resulting from secondary breakup as a function of 
time in the bag and shear breakup regimes. The present study seeks to extend this work to the 
more complex multimode breakup regime that is bounded by these regimes. 

Earlier studies of secondary breakup are discussed by Giffen and Muraszew (1953), Hinze 
(1955), Clift et al. (1978), Krzeczkowski (1980), Wierzba and Takayama (1987, 1988), Faeth 
(1990), Wu et al. (1995) and Gel'fand (1996), among others. Shock-wave disturbances were 
considered during most earlier studies, providing a step change of the drop environment, 
similar to conditions experienced by drops at the end of primary breakup. The main findings 
of early works included the conditions required for particular deformation and breakup 
regimes, time required for the onset and end of primary breakup, the drag properties of 
deformed drops in the period before breakup begins, and the drop size and velocity 
distributions that resulted from the breakup process (i.e., the jump conditions). This behavior 
can be illustrated in terms of the characteristic shear breakup time of Ranger and Nicholls 
(1969), /*, defined as follows: 

>* = 4)(PL/PG)'
/2

/"O ^ 

In Eq. (1) d0 and u0 are the initial drop diameter and relative velocity, p denotes density, and 
the subscripts L and G denote liquid and gas properties, respectively. Liang et al. (1988) show 
that the average breakup time for a wide range of drop conditions is roughly 5.5?*, which is 
comparable to flow residence times within the dense spray region where secondary breakup is a 
dominant process (Faeth, 1990; Wu et al., 1995). Put another way, the original (or parent) 
drop moves roughly 50d0 and the smallest drops formed by secondary breakup move roughly 
100d0 during the breakup time for typical shear breakup processes (Hsiang and Faeth, 1993,' 
1995) which can be a significant fraction of the dense spray region. This implies that secondary 
breakup should be treated as a rate process rather than by jump conditions in some instances. 
Work to provide the temporal properties of breakup in the bag and shear breakup regimes for 
drop breakup in gases at standard temperature and pressure (STP), and for conditions where 
effects of liquid viscosity are small, was completed by Chou et al. (1997) and Chou and Faeth 
(1998). The present investigation continues the study of the temporal properties of secondary 
breakup when effects of liquid viscosity are small, by considering the multimode breakup 
regime. The objective is to provide a way to estimate the temporal properties of secondary 
drop breakup that can be used within contemporary models of sprays, see Faeth (1990, 1996) 
and references cited therein for descriptions of typical spray models. 

The present measurements were carried out using a shock tube facility with the drop 
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environment during secondary breakup approximating air at STP. Single- and double-pulse 
shadowgraphy and holography were used to find the degree of deformation and drag 
coefficients prior to the onset of breakup, the size and velocity properties of drops produced by 
secondary breakup and the rate of liquid removal from the parent drop as a function of time. 
Multimode breakup is more complex than the bag and shear breakup regimes; therefore, 
visualization of breakup within this regime was emphasized in order to establish subregimes 
involving particular breakup mechanisms. Finally, earlier information about the onset and end 
of multimode breakup was limited so that additional measurements of this type were carried 
out as well. Similar to the earlier studies of the temporal properties of bag and shear breakup 
regimes (Chou et al., 1997; Chou and Faeth, 1998), test conditions were most representative of 
drop breakup within sprays having modest liquid viscosities at STP. 

2. Experimental methods 

2.1. Apparatus and instrumentation 

The test apparatus and instrumentation will be described only briefly because it was similar 
to earlier work (Hsiang and Faeth, 1992, 1993, 1995; Chou et al., 1997; Chou and Faeth, 
1998). The tests were carried out in a rectangular shock tube with the driven section open to 
the atmosphere and the side walls windowed to provide optical access. A vibrating capillary 
tube drop generator similar to Dabora (1967) and an electrostatic drop selection system similar 
to Sangiovanni and Kestin (1977) provided a stream of drops having sufficient spacing so that 
there was negligible drop-drop interactions within the multimode breakup regime. 

Single- and double-pulse shadowgraphy and holography were used to visualize the secondary 
breakup process, and to measure the properties of the parent drop and the drops produced by 
secondary breakup as a function of time. Laser pulse times were only 7 ns, which stopped drop 
motion; a weaker second laser pulse allowed directional ambiguity to be resolved during 
velocity measurements. Objects as small as 6 urn could be observed and as small as 10 urn 
could be measured with 10% accuracy. Results at each test condition were averaged over no 
less than four realizations, considering 100-200 liquid elements, in order to find drop diameter 
and velocity properties. Estimated experimental uncertainties (95% confidence) arc less than 
15% for drop diameters and less than 20% for streamwise velocities. 

2.2. Test conditions 

The test conditions are summarized in Table 1. Liquid properties were obtained from Lange 
(1952). Parameters given in the table include the Weber number, We = pGu}do/a, the Reynolds 
number, Re = pGu0do/pG, and the Ohnesorge number, Oh = p.L/(pLd0o) /2 where a is the 
surface tension and p is the molecular viscosity. Earlier work has shown that dimensionless 
properties such as the Weber number, Ohnesorge number, density ratio, etc., provide an 
adequate treatment of different liquid properties for secondary breakup effects (Chou and 
Faeth, 1998; Chou et al., 1997; Hsiang and Faeth, 1992, 1993, 1995). As a result, only water 
and ethanol were used as the drop liquids in order to check effects of liquid properties. The 
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Weber number range was prescribed to cover the multimode breakup regime and to extend 
results to overlap portions of both the bag and shear breakup regimes. The Reynolds number 
range of the experiments is larger than the conditions where gas viscosity has a significant 
effect on drop drag properties, e.g., the drag coefficient, CD, for spheres varies only in the 
range 0.4-0.5 for this Reynolds number range (White 1974). Shock wave Mach numbers were 
relatively small, less than 1.24; therefore, the physical properties of the gas surrounding the 
drops during breakup was nearly the same as air at STP. 

3. Results and discussion 

3.1. Flow visualization 

Pulsed shadowgraphy flow visualization was used lo help resolve the rich variation of 
behavior seen in the multimode breakup regime. Typical visualizations are presented in Figs. 
1-7 for drops having We = 15, 20, 25, 32, 40, 50 and 81, respectively, with Oh < 0.1, which 
places these results at conditions where effects of liquid viscosity are negligible. Shadowgraphs 
are shown for each condition at various values of t/i* during the breakup process, where t 
denotes time after the shock wave passes the drop. The shock wave and flow velocities behind 
the shock wave are directed from the top to the bottom of the shadowgraphs. 

Fig. 1 is an illustration of typical shadowgraphs of behavior in the bag breakup regime with 
We "= 15, as a baseline for behavior in the multimode breakup regime. Similar to the 
observations of Chou and Faeth (1998), various conditions during bag breakup can be defined 
as follows: the deformation period where the drop deforms from a spherical lo a disk-like 
shape for t/t* = 0-2.0, the bag growth period where the center of the disk deforms into a thin 
membrane-like bag with a much thicker basal ring surrounding its open (upstream) end for ///* 
of 2.0-3.0, the bag breakup period where the bag progressively breaks up from its closed 

Table 1 
Summary of test conditions3 

Parameter Range 

Liquid Water<b ethanolC 

Initial drop diameter 0.50-0.80 mm 
Liquid/gas density ratio (pL/pG) 680-850 
Weber number (We) 15-150 
Reynolds number (Re) 1500-3300 
Ohnesoree number (Oh) 0.0045-0.013 

"Air initially at 98.8 kPa and 298 ± 2 K in the driven section of the shock lube. Shock Mach numbers of 1.01- 
1.24. Properties of air taken at standard temperature and pressure: pG = 1.18 kg/nr. /it; = 18.5 x 10" kg/ms. 

b Properties of water taken at standard temperature and pressure: pL = 997 kg/nr'. nL = 8.94 x 10"4 kg/ms, 
a = 70.8 mN/m. . _4 c Properties of ethanol taken at standard temperature and pressure: : pL = 800 kg/nr'. /iL = 16.0 x 10     kg/ms, 
a = 24.0 mN/m. 
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downstream end toward the basal ring for ///* of 3.0-3.5, and the ring breakup period where a 
series of relatively large node drops form along the ring followed by breakup of the ring into a 
circular array of relatively large drops to end the breakup process for t/t* of 3.5-4.5. 

Fig. 2 shows typical pictures of breakup in a portion of the multimode regime, that will be 
called the bag/plume breakup regime, for a water drop having We = 20. Similar to We = 15, 
the drop deforms to disk-like shape for t/t* of 0-2.0 and then the bag grows with the basal 
ring surrounding its open end. However, as the bag grows, a so-called plume drop also grows 
from the center of the bag; this plume drop can be seen clearly from the picture at t/t* = 2.7. 
The plume drop is not connected to the basal ring. The existence of plume drop is 
characteristic of multimode (bag/plume) drop breakup. Measurements reveal that bag/plume 
breakup starts at roughly We = 18. At this condition, the bag breaks up from t/t* = 2.7-3.5. 
The plume drop separates from the bag at t/t* = 3.0 due to bag breakup. Also note that at t/ 
t* = 3.5, a large drop detaches from the plume drop, which will be called core drop. The basal 
ring breakup period is t/t* = 3.5-3.8. Then the plume drop breaks up which ends the breakup 
process. 

Fig. 3 shows typical pictures of multimode (bag/plume) breakup for a water drop having We 
= 25. Similar to We = 20, the drop deforms to a disk-like shape for t/t* = 0-2.0. At t/t* = 
2.3, the bag, basal ring and plume drop can be seen clearly. However the sizes of the bag and 

INITIAL STATE 
t/t*-0.0 

DROP DEFORMED 
0.5 

DROP FLATTENED 
1.5 

BAG FORMING 
2.0 

BAG 
t/t*=2.5 

BAG BREAKUP 
3.0 

RING BREAKUP 
3.5 

END OF BREAKUP 
4.1 

Fig. 1. Pulse shadowgraphs of secondary breakup in the bag breakup regime (water, We = 15, Oh = 0.0045). 
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basal ring are much smaller, while the size of plume drop has increased, compared to 
conditions seen in Fig. 2. The bag begins to break up at t/t* = 2.5 and ends breakup before // 
/* = 3.0, which is sooner than observations at smaller We. The basal ring subsequently breaks 
up and leaves the plume drop at tit* = 3.5. The plume then undergoes Rayleigh breakup 
which is finished at t/t* = 5.7. Note that the core drop forms at t/t* = 5.0 and its shape is 
variable but more or less spherical. 

Fig. 4 shows pictures of multimode (bag/plume) breakup at We = 32. The bag finishes 
breakup sooner than at smaller We, before t/t* = 2.3. The ring and bag size continue to 
become smaller and the liquid volume inside the plume drop increases dramatically. The core 
drop forms after the plume finishes breakup, which is different from We = 20 and 25, where 
the core drop forms before the plume finishes breakup. The core drop is not spherical. 
Contrary to the expectation of deforming into a spherical core drop without any further 
breakup, the core drop undergoes Rayleigh breakup and finishes breakup at t/t* = 7.3; 
therefore, the total breakup time is increased by roughly 60% compared to the breakup times 
in the bag and shear breakup regimes. 

Fig. 5 shows pictures of breakup in a portion of the multimode regime, that will be called 
the plume/shear breakup regime, for a water drop having We = 40. At this condition, the bag 

INITIAL STATE 
Vt*=0.0 

DROP DEFORMED      DROP FLATTENED 
0.5 1.5 

BAG FORMING 
2.0 

BAG 
2.5 

ISSN ','" I '- 

PLUME INSIDE BAG      BAG BREAKUP RING BREAKUP 
t/t*=2.7 3.0 3.5 

PLUME BREAKUP      END OF BREAKUP 
3.8 4.2 

Fig. 2. Pulse shadowgraphs of secondary breakup in the bag/plume breakup regime (water,  We =  20, Oh  = 
0.0045). 
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and ring do not appear any longer. The plume breakup process also differs from behavior at 
smaller We in the bag/plume breakup regime because the core drop does not detach from the 
plume; instead, the plume becomes simply an appendage of the core drop and drops are 
continuously removed from the core-drop/plume complex in a manner resembling the stripping 
mechanism of the shear breakup regime. Thus, while these conditions involve the presence of a 
plume, they have many of the characteristics of shear breakup, suggesting the plume/shear 
breakup regime designation. Finally, breakup of the core-drop/plume complex is relatively slow 
at this condition with the entire breakup process not complete until t/t* = 7.5, which is the 
longest breakup time in the multimode breakup regime. This associated maximum breakup 
time, along with the disappearance of the bag and a detached plume, provide other reasons to 
designate the conditions of Fig. 5 as the onset of a new plume/shear breakup regime. 

Fig. 6 shows typical pictures of multimode (plume/shear) breakup of a water drop having 
We = 50. The main difference between Figs. 5 and 6 as We increases in the plume/shear 
breakup regime is that the plume becomes less prominent. This trend continues with increasing 
We throughout the remainder of the plume/shear breakup regime. Another trend in this regime 
is a progressive reduction of t/t* at the end of breakup with increasing We, as the size of the 
core-drop/plume complex continues to decrease. 

Fig. 7 shows typical pictures at the onset of the shear breakup regime for an ethanol drop 

■i*.T<;-••.'s - *», 

6 

INITIAL STATE 
t/t*=0.0 

DROP DEFORMED 
0.5 

DROP FLATTENED 
1.5 

BAG/PLUME FORMING 
2.3 

BAG BREAKUP 
2.5 

'■**ä,v 

^^f*fc 

RING BREAKUP 
t/t*=3.0 

END OF RING BREAKUP ONSET OF PLUME BREAKUP  PLUME BREAKUP 
3.5 4.0 5.0 

END OF BREAKUP 
5.7 

Fig. 3. Pulse shadowgraphs of secondary breakup in the bag/plume breakup regime (water,  We =  25, Oh 
0.0045). 
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with We = 80. At this condition, a plume is no longer present with drops simply being 
stripped from the periphery of the flattened core drop. In addition, the increased breakup^ time 
due to the relatively slow breakup of the core-drop/plume complex has ended, and t/t* has 
returned 10 values associated with the bag and shear breakup regimes, providing another 
reason to designate a transition to shear breakup at this condition. 

3.2. Breakup times 

Times of the onset and end of breakup are plotted as a function of We, for Oh < 0.1, in 
Fig. 8. These results include measurements of Hsiang and Faeth (1992), Chou et al. (1997), 
Chou and Faeth (1998) and the present investigation for We = 15-150. which spans the range 
from bag to well into the shear breakup regime. The breakup regimes that were described 
based on Fiss. 1-7 are also marked on the plots with bag breakup observed for We - 13-18, 
multimode breakup for We = 18-80 and shear breakup for We greater than 80. In addition, 
the multimode breakup regime is divided into two subregimes as just discussed: bag/plume 
breakup for We = 18-40 and plume/shear breakup for We = 40-80. The agreement among 
the various measurements illustrated in Fig. 8 is seen to be very good. 

The onset of breakup at small We in the bag breakup regime occurs for ///* oi roughly 3.0. 

INITIAL STATE 
t/t*=0.0 

DROP DEFORMED      DROP FLATTENED 
1.0 1.5 

BAG/PLUME ONSET OF BREAKUP    RING BREAKUP 
2.0 2.3 2.8 

T_ 3# 

PLUME BREAKUP 
t/t*=3.3 

BREAKUP 
3.8 

BREAKUP 
4.5 

BREAKUP 
5.5 

BREAKUP 
6.0 

END OF BREAKUP 
7.3 

Fig. 4. Pulse shadowgraphs of secondary breakup in I he haii/plume breakup regime (water.  We  -  32, Oh 
0.0045). 
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Onset times progressively decrease throughout the bag/plume breakup regime, however, before 
reaching values of t/t* = 2.0 at larger values of We in the plume/shear and shear breakup 
regimes. 

The end of breakup in the bag breakup regime occurs for ///* of roughly 4.0. Then, ///* at 
the end of breakup progressively increases with increasing We within the bag/plume breakup 
regime, reaching a maximum of t/t* of roughly 7.5 at We = 40 where breakup makes the 
transition to the plume/shear breakup regime. Finally, ///* at the end of breakup progressively 
decreases with increasing We within the plume/shear breakup regime, reaching ///* at the end 
of breakup of roughly 5.0 at the onset of the shear breakup regime at We = 80. Hassler (1970) 
has reported similar behavior for the end of breakup over this Weber number range. It appears 
that the main reason for the local maximum of ///* at the end of breakup is the development 
of the large core-drop/plume complex and the relatively slow breakup of this complex by what 
appears to be a mainly relatively passive Rayleigh breakup process because the plume is 
sheltered to some extent by the core drop. 

3.3. Drop deformation properties 

The properties of drops in the period prior to the onset of breakup — drop deformation and 
drag coefficient properties — will be considered next. These properties are of interest because 

IP??!?!? 

INITIAL STATE        DROP DEFORMED    DROP FLATTENED COMPLEX FORMING ONSET OF BREAKUP BREAKUP 
t/t*=0.0 1.0 1.5 2.0 2.3 2.5 

BREAKUP 
t/t*=3.5 

BREAKUP 
4.0 

BREAKUP 
5.0 

BREAKUP 
6.5 

BREAKUP END OF BREAKUP 
7.1 7.5 

Fig. 5. Pulse shadowgraphs of secondary breakup in the plume/shear breakup regime (water, We = 40, Oh 
0.0045). 
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they can be used to evaluate numerical simulations of drop dynamics and as a crucial first step 
toward gaining a better understanding of secondary drop breakup. 

Present measurements of maximum cross stream diameters of drops at the onset of 
secondary drop breakup, I>Lmax, are plotted as a function of the Weber number in Fig. 9. 
Earlier measurements of this property due to Hsiang and Faeth (1992) are also illustrated on 
the plot. Present measurements yield little variation of the maximum cross stream drop 
diameter as the Weber number is varied, yielding an average value of Dij„ax/do = 2.15 in the 
multimode breakup regime. The results of Hsiang and Faeth (1992) agree with present 
measurements within experimental uncertainties but exhibit a consistent trend toward 
increasing DLm3Jd0 with increasing Weber number. Much of the increase in the Hsiang and 
Faeth (1992) correlation comes about, however, by fitting data extending from the bag breakup 
until well into shear breakup regime, e.g., We < 100. 

The present measurements of the cross stream and streamwise dimensions of the deformed 
drop, DL and Z)H, are plotted as a function of normalized time, t/t*, in Fig. 10. This plot is 
arranged as the normalized cross stream and streamwise distortions, D\, — c/o and do — Du, as 
suggested by Hsiang and Faeth (1992). The correlation of cross stream distortion due to 
Hsiang and Faeth (1992) is also shown in the plot. This expression involves their measurements 

INITIAL STATE DROP DEFORMED      DROP FLATTENED     COMPLEX FORMED   ONSET OF BREAKUP 
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BREAKUP 
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BREAKUP 
5.00 

BREAKUP 
6.40 
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Fig. 6. Pulse shadowgraphs of secondary breakup in the plume/shear breakup regime (water, We ~ 50, Oh 
0.0045). 
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Fig. 9. Maximum cross stream dimension of the drop at the onset of breakup. Measurements of Hsiang and Faeth 
(1992) and the present investigation. 
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for We of 4-21, those of Engel (1958) for We of 103-104, those of Ranger and Nicholls (1969) 
for We of 103-105, and those of Wierzba and Takayama (1988) tor We of 102-104. There is a 
tendency for the measurements at large Weber numbers, We > 102, to be consistently above 
the correlation of Hsiang and Faeth (1992) and another expression probably should be used 
for these results. Present measurements, however, are in good agreement with those of Hsiang 
and Faeth (1992) at comparable Weber numbers and can be correlated quite well by their 
expression. 

3.4. Drop drag coefficient 

Similar to past work by Hsiang and Faeth (1992), the drop/drag coefficient is defined in 
terms of the local relative velocity, Woo - up, where »*, is the local gas velocity and up is the 
local drop velocity, and the cross stream dimensions of the drop, as follows: 

Cv = D/(npcDl(u00-uv)
2ß) (2) 

where D is the local drag force on the drop. Drop/drag properties were found by measuring 
the motion of the centroid of the drop in the uniform flow field behind the shock wave. This 
approach is only approximate because it neglects redistribution of drop mass due to 
deformation but the error is small because liquid velocities are small, of the order of 1 % of the 
initial relative velocity. In addition, pressure gradient forces were neglected because the flow 
behind the shock wave was uniform and virtual mass and Basset history forces were neglected 
because pL/pG » 1 • The final formulation used to compute CD under these assumptions can be 
found in Hsiang and Faeth (1992); the experimental uncertainties (95% confidence) in present 
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determinations of CD are less than 30%, mainly governed by uncertainties in locating the 
centroid of the deforming drops. 

The experiments to find CD involved the deformation period of the drops prior to the onset 
of breakup, Oh < 0.1 and Re of 1000-3300 (counting data drawn from earlier studies) where 
effects of Re on drop drag are expected to be small (White, 1974). Thus, CD was largely a 
function of degree of deformation of the drop, DJd0, and is correlated in this manner 
following Hsiang and Faeth (1992), as illustrated in Fig. 11. Measurements of CD for solid 
spheres and thin disks, drawn from White (1974) at comparable Re, as well as an earlier 
correlation of measurements of Hsiang and Faeth (1992) for similar conditions as the present 
investigation, are also shown in the plot. Present measurements agree very well with the results 
of Hsiang and Faeth (1992). Quite plausibly, the results exhibit transition from findings similar 
to round spheres for DL/d0x\ to results typical of thin disks for DL/dfx2. Combined with the 
increase of the cross stream diameter of the drop, the results of Figs. 9 and 11 indicate that 
drop/drag forces increase by a factor of roughly 16 between the start and end of the drop 
deformation period, with the corresponding rapid increase of drop acceleration providing 
ample reason for the onset of drop breakup. 

3.5. Volume fractions of bag, ring, plume and core drops 

The volume fractions of the bag, ring, plume and core drops are plotted as ;i function of the 
Weber number in Fig. 12, for Oh < 0.1. The volume of the ring was determined similarly to 
Chou and Faeth (1998) for bag breakup, from the dimensions of the ring at the end of 
breakup of the bag. The plume also had a reasonably regular shape so that its volume was 
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computed from its projected image assuming that it had a round cross section. The volume of 
the core drop was found by measuring the sizes of all drops formed from the core drop and 
summing their volumes; this approach was required because the core drop was rather irregular 
in shape for We > 33. Finally, the volume of the bag drops was found by difference, given the 
initial drop volume and the volume of the ring, plume and core drops. Experimental 
uncertainties in the maximum volumes of the ring and plume drops (95% confidence) are less 
than 10% at their maximum volume conditions, increasing inversely proportional to volume 
for smaller volumes. The uncertainties for the core drop at volume fractions less than 80% are 
comparable to the ring and plume drops with this uncertainty becoming negligible for We > 
40, where all the drops originate from the core drop, similar to the shear breakup regime. 

The results plotted in Fig. 12 at a value of We = 15 imply 75% of the drop volume in the 
ring, 25% in the bag and negligible volumes associated with the plume and the core. This 
finding is in good agreement with an early determination of ring volume due to Lane (1951) 
who also finds 75% of the volume associated with the ring at this condition. On the other 
hand, Chou and Faeth (1998) find 56% of the drop volume associated with the ring and 44% 
with the bag at this condition; unfortunately, repeated testing was unable to resolve the 
discrepancy. The volume of the bag and the ring progressively decrease with increasing We; 
with both elements finally disappearing at We = 40, where the bag/plume breakup regime 
ends. Over the same We range, the liquid volume fraction in the plume increases at first to 
reach a maximum of 25% at We = 33 and then decreases to.zero once again at We = 40. The 
volume fraction of the core drop also progressively increases with increasing We within the 
bag/plume regime and then remains constant at 100% in the plume/shear breakup regime for 
We > 40. 
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3.6. Sizes of ring, plume and core drops 

The sizes of the ring, plume and core drops are plotted as a function of We in Fig. 13 for 
Oh < 0.1. These sizes are given by SMD/d0, with each of these drop groups best treated as 
being approximately monodisperse. The sizes of bag drops were small and were not resolved 
during the present measurements; the results of Chou and Faeth (1998) for bag breakup 
suggest SMD/4 of 3-5% and the present bag drops were cither comparable to or smaller than 
these sizes. At We = 15 in the bag breakup regime. SMD/</()ä0.27 which agrees with the 
measurements of Chou and Faeth (1998) at these conditions. The size of the ring drops 
progressively decreases with increasing We, however, reaching zero at We = 40 which 
corresponds to the end of the bag/plume breakup regime. The SMD of plume drops increases 
with increasing We in the bag/plume region for a time, reaching a maximum of SMD/äf0 = 
0.30 at We = 33 where the volume of the plume reaches a maximum as well. Plume drop sizes 
subsequently decrease, reaching zero at We = 40 which corresponds to the end of the bag/ 
plume regime. Thus, the maximum sizes of the ring and the plume drops are roughly the same. 
However, the number of ring drops is much larger than the number of plume drops (which is 
typically near ten for a single drop breakup) due to the larger volume fractions of the ring at 
small We (see Fig. 12). The core drop first appears at the onset of the bag/plume breakup 
regime and progressively increases in size with increasing We in this regime; by definition, 
however, SMD/cfo = 1 for the core drop in the plume-shear breakup regime for We > 40. 

3.7. Velocities of parent and post breakup drops 

The velocities of parent and post breakup drops, //,, and u, are plotted as a function of 
normalized time in Fig. 14. Chou and Faeth (1998) present simplified analysis that proves to be 
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helpful in correlating drop velocities. The parent drop velocities for bag breakup from Chou 
and Faeth (1998) and the present times of onset of breakup, are plotted in Fig. 14 for reference 
purposes, based on the Chou and Faeth (1998) analysis. For this figure, the parent drop is 
defined as all the liquid that will continue to break up as time increases. Before the onset of 
breakup the parent drop velocity is taken to be the velocity of the centroid of the entire drop. 
After the onset of breakup, the parent drop velocity is taken to be the velocity of the leading 
edge of the parent drop. Similar to past observations of bag and shear breakup (Chou and 
Faeth 1998; Hsiang and Faeth 1992, 1993, 1995), the parent drop exhibits considerable 
acceleration'during the breakup period, due to the growth of the cross stream dimensions of 
the deformed parent drop as a result of deformation and bag formation. The acceleration 
decreases during the latter stages of breakup because cross stream dimensions decrease once 
again. Near the onset of breakup, however, the velocities of post breakup drops are larger than 
the parent drop because these drops are small and tend to accommodate to the gas velocity 
sooner than the parent drop. Similar to the observations of Chou and Faeth (1998) in the bag 
breakup regime, the absolute and relative velocities of the parent drop, uv and ux - up, tend to 
be comparable, which implies a reduction in the relative velocity of the parent drop by roughly 
50% during the time of breakup, which is quite substantial. 

3.8. Volume removal rates from the parent drop 

Present measurements of the cumulative volume percentage of liquid removed from the 
parent drop are plotted in Fie 15 as a function of normalized time. Correlations also shown in 
the plot include results for shear breakup due to Chou et al. (1997); results for bag breakup 
due to Chou and Faeth (1998) and a correlation taken as the mean of present measurements of 
mullimodc  breakup.  The  results  lor  bag  breakup exhibit   slop-like changes  due  to  rapid 
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breakup of bag drops and nearly simultaneous breakup of ring drops, see Chou and Faeth 
(1998). Results for shear breakup are more continuous due to the stripping of drops from the 
parent drop, see Chou et al. (1997). Present results for multimode breakup are intermediate 
between the behaviors of the bag and shear breakup processes, which is quite reasonable. The 
differences between these limits, however, show that it is impossible for behavior during the 
multimode breakup to collapse to a single curve. Nevertheless, the correlation shown in the 
figure should still be useful for modeling and simulating spray structure. 

4. Conclusions 

The present investigation considered the temporal properties of secondary drop breakup due 
to shock-wave disturbances in the multimode breakup regime for Oh < 0.1; see Table 1 for a 
detailed specification of the present test range. The major conclusions of the study are as 
follows: 

1. With increasing Weber numbers, the multimode breakup regime begins at the end of the bag 
breakup regime at We = 18 and ends at the start of the shear breakup regime at We = 80. 
The multimode breakup regime can be subdivided into a bag/plume breakup regime for We 
= 18-40 and a plume/shear breakup regime lor We - 40 80 with the transition between 
these regimes fixed by the disappearance of bag and ring structures and the attainment of a 
maximum breakup time. 

2. With increasing We in the range 18-80, t/t* at the onset of breakup decreases from a vaiue 
of 3.0 to a value of 2.0 at the onset of shear breakup. The end of breakup has values of t/t* 
= 4.0 and 5.0 at the end of bag breakup and the beginning of shear breakup but reaches a 
maximum value of t/t* of 7.5 at the transition between the bag/plume and plume/shear 
regimes at We = 40 because Rayleigh breakup of the plume is slow. 

3. Drop deformation and drag properties prior to the onset of breakup appear to be relatively 
universal for We of 13-150. The drop/drag coefficient transitions from values similar to 
spheres to values similar to thin disks as the cross stream dimension of the drop DLmaJd0 

varies in the range 1.0-2.0 and the onset of breakup is approached. These two effects cause 
drop/drag forces to increase 16:1 in the deformation period for present test conditions, with 
associated drop accelerations leading to breakup onset. 

4. Liquid volume fractions associated with the bag, ring, plume and core drops have been 
found for We of 18-80, and the sizes of ring, plume, and core drops have been found for 
the same range of conditions. The sizes of drops formed by breakup of the bag and the core 
drops were not found but should approximate the known behavior in the bag and shear 
breakup regimes until specific information becomes available. The velocities of the parent 
drop were similar to behavior observed by Chou and Faeth (1998) for bag breakup, 
whereas, the velocities of post breakup drops exhibited continuous variations with increasing 
t/t* and did not indicate any sudden changes at transitions to new breakup regimes. 

5. The mass removal rates of liquid from the parent drop resembles behavior in the bag 
breakup regime at small We and behavior in the shear breakup regime at large We. The 
differences between these behaviors are not large compared to experimental uncertainties, 
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however, yielding a reasonable correlation of liquid removal rates for spray modeling 
purposes. 
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PRIMARY BREAKUP OF NONTURBULENT ROUND 
LIQUID JETS IN GAS CROSSFLOWS 

J. Mazallon, Z. Dai, and G. M. Faeth 
Department of Aerospace Engineering. The University of Michigan. Ann Arbor, 

Michigan. USA 

An experimental instigation of primary breakup of nonturbulent round liquid jets in go, 
erossflaws is described, raised shadowgraph measurements of jet primary breakup regmes. 
jet deformation properties, lime of onset of primary breakup, and liqaid column and hqmd 
surface disturbance wavelengths were obtained foe air crassflows at normal temperature 
and pressure. The test range included crassflow Weber numbers of 0-200. liquid jet Weber 
numbers of 0-1.600.000, liquid jet Keynolds numbers afO-*00,000, liquid/gas momentum 
ratios of 100-gOOO, liquid/gas density ratios of 700-1100, and Obnesorge numbers of 
0 00006-0.}. The results suggest qualitative similarities between the primary breakup of 
nonturbulent round liquid jets in crassflows and the secondary breakup of drops, wah 
relatively little effect of the liquid/gas momentum ratio aver the present test range. Effects 
of liquid viscosity were also small far Ohnesarge numbers less than 0.1, but larger Ohnesarge 
numbers modified primary breakup because unusually long ligaments developed that also 

are seen during the secondary breakup of drops. 

INTRODUCTION 

The deformation and primary breakup of nonlurbulenl round liquid jets in subsonic 
gaseous crassflows were studied experimentally. The investigation was motivated by 
applications of spray breakup in crossflow to air-breathing propulsion systems, liquid 
rocket engines, diescl engines, spark ignition engines, and agricultural sprays, among 
others. Methods of injector design and experimental observations were similar to past work 
in this laboratory; see Dai el al. 11] and references cited therein. 

Earlier studies of round liquid jets in gaseous crassflows were recently reviewed by 
Wu ct al. [2] and Vich and Ledoux |3]; therefore, the present discussion of earlier work is 
brief. Past research on liquid jets in crassflows has focused mai-.'.j on penetration lengths 
and jet/spray plume trajectories for various liquid properties, lir.uid jet properties, and 
crossflow properties (2-151. The primary liquid breakup propc.ies of liquid jets in crossflow 
have recently received more attention, however, with both Wu el al. (21 and Vich and 
Ledoux [3] reporting similarities between the breakup properties of round liquid jets in gas 
crossflows and the secondary breakup of drops. Wu el al. [2] mention bag, multimodc, and 
shear breakup along the liquid column in addition to breakup of the entire liquid column 
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NOMENCLATURE 

•1, Ironinl dimension nf ihc liquid jel « st ream wise velocity 

•I» injector <li.-itnclcr We crossflow Weber number (~ p_rfwi»i/o) 

•>. initi.il liquid jet diameter Wc, jel Weber number <= p/rf.«//o) 

<l~, equivalent jet dinmclcr (= rf^i/,)"1 
V cross-stream distance from edge or air jel 

<l. cross-sircam dimension of ihc liquid jet KA, column and surface wavelength 

e duplicity (= il/tt,) M molecular viscosity 
Oh Obncsorge number |= py(p/i*„o)w] P density 

•1 momentum ratio |= p/''/(p»«i.)] 0 surface tension 

Re, jel Reynolds number (= p^J\it) 

/ 
'< 

lime 

time of onset or breakup 
Subscripts 

/' characteristic breakup time j liquid jet property 

1= <UP/P-)"V«J ■* air jet property 

itself; Ihcy also define breakup regimes Tor liquid surface and liquid column breakup. Vich 
and Lcdoux [3|, however, find breakup regimes for bag and liquid column breakup (Ihcy 
call the Inner arcade breakup) that arc somewhat different from |2). In addition, both studies 
indicate Ihc presence of liquid'jet distortions |2] or effects of turbulent transitions on jet 
breakup behavior |.1] that probably arc caused by disturbances within the liquid jet passage. 
Other earlier studies of round liquid jets in gas crossflows |4-I5] also involve considerable 
uncertainties about flow disturbance levels at the jet exit. 

The objectives of Ihc present investigation were to extend the studies of Wu el at. [2] 
and Vich and Lcdoux f 3J by observing the properties of uniform nonturbulent round liquid 
jets in uniform gas crossflows, seeking to quantify the effect of parameters known to 
influence both the properties of primary breakup of liquid jets in gas crossflows and the 
secondary breakup of drops. Present observations included pulsed shadowgraphs of 
nonturhulcnt round liquid jets of various liquids (water, ethyl alcohol, and glycerol mix- 
tures) in air crossflows at normal temperature and pressure. The shadowgraphs were used 
for flow visualization and to determine jet primary breakup regimes, jet deformation 
properties, time of onset of primary breakup, and the properties of waves observed along 
Ihc liquid column and the liquid surface. 

The article begins with a description of experimental methods. Results are then 
discussed considering flow visualization, primary breakup regimes, liquid column defor- 
mation properties, the properties of the onset of primary breakup, and the properties of 
liquid column and liquid surface waves associated with the primary breakup process, in 
turn. The article ends with a summary of the major conclusions of the investigation. 

EXPERIMENTAL METHODS 

Apparatus 

The apparatus consisted of liquid pressure feed, liquid nozzle, air crossflow, and 
liquid collection assemblies. The configuration involved injection of uniform nonturbulent 
round liquid jets vertically downward by (he action of the pressure feed system. The air 
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crossflow was horizontal, with the liquid jet directed along a vertical plane through the air 
jet axis. After passing through the region where observations were made, the liquid jet was 
deflected downward into a collecting lank using a baffle. The test liquid was discarded after 
use in order to maintain liquid cleanliness. The experiments were carried out within a 2100 
mm long x 1100 mm high x 660 mm wide plastic enclosure, with windows to provide 
optical access, in order to control liquid splashing. 

A sketch of the liquid nozzle assembly appears in Fig. 1. The test liquid was 
contained within a cylindrical chamber having a diameter of 100 mm and a length of 230 
mm. constructed of type 304 stainless steel. The nozzle was located along the axis at the 
bottom of the chamber. The nozzles consisted either or round sharp-edged (Borda) 
nozzles or a round supercavilating nozzle (having a sharp-edged inlet and exit with a 
lenglh-to-diameler ratio less than 3). both of which yield uniform nonturbulent round 
liquid jets, as discussed by Wu el al. [16] and Licnhard 117]. Several different Borda 
nozzles (2, 4, and 16 mm diameter) and a supercavitaling nozzle (1 mm diameter) were 
used to provide liquid jets having various diameters (note that actual liquid jet diameters 
are only 50-70% of Ihc geometric diameters of Borda and supercavitaling nozzles: sec 
Dai et al. 11] and Licnhard (171). 

The tcsl liquid was placed within Ihc cylindrical chamber using Ihc liquid Till line. 
A cork in Ihc nozzle passage was used to prevent premature outflow of Ihc liquid. 
Pressurized air was admitted to the top of the chamber upon aclivalion of a solenoid valve; 
this air was stored in a large (1.3 m' volume) air reservoir set to Ihc desired injection 
pressure by filling from the laboratory high-pressure air supply system (pressures up to 
1500 kPa with a dew point less than 240 K). The increased pressure in the cylindrical 
chamber due to air inflow caused liquid outflow once the cork was forced out of the nozzle. 

SOLENOID VALVE 

BAFFLE 

TEST LIQUID 

AIR SUPPLY 

LIQUIO JET 

LIQUID FILL LINE 

TEST CHAMBER 

ROUND 
SHARP-EDGED 
(BORDA) ORIFICE 

Fig. 1    Sketch of ihc liquid injector syslcm. 
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air inlci of .he cylindrical chamber Once all ^d™Id to ven. to .he surrounding 
,hc solenoid va.ve was Cosed and .h e chamber was =^d» fof thc „ext tesl. The 
atmosphcre.Thccork was,hen ^^^^Sv^ verities a, the nozzle 
pressure or Ihe air in the air reservo.r was variedtop *■ wcre    smal, as 200 

L in the range WO ^«J ^ («ken - - *>>*.«**« 
ms, but this was not a problem becauseto v .^^ umef 

pressure from the laboratory The blower now_ w^   g ^^ ^ a vanc 

mcancrossnowvc.oci,^^^^^^ 
„nc.no.nc.cr (Omega model HH-31). The no fwide having , ,englh of 50 mm) and 

three screens (wire diameters of 0.3 mm ma square p horizontal flow having a 
apart to yield a relatively uniform non.urbulenl ^ "T^Jf and fluctuating crossdow 
„Lnal diameter of 200 mm. ™^%££^^ and power supply, 
velocities were measured using a ho.-w,rc P^^' J l054 A; variable decade 

—- •«•■'■•«—rffs ~ isrss'»^ •"« "^ probe resistance, model 1056' i,nd
|™. J  .  L cx,cnded ± 20 mm from the nominal 

.showed that the shear layer at the edge of the an jel_xtendes 
jc. diameter a. the location of the liquid inje«£ ^^^ *        rms) strcamwise 

„„.^ mean rT^^S^^S^ (eg. the bottom edge turbulence intensities less than 2%. The outlets oi nq rf ^ 

„f ,cs. chamber illustrated in Fig. I) were pacriI 20 mm abov P*      *, ^ 

Instrumentation 

cither a xenon arc lamp (Xenon Corp.. mode <o / D,        H freC]UenCy.doUbled Y AG 
having an optic,energy *»»£% •*££ JSÄ <> tica, energy up 
Uiser (Spectra Physics. ^™-™>£^*£ f„m both these sources were short 

^Z&tt»£"*i ---"panded ,0 provide 
cöüima.cd beams having diameters of 30-60 mm through the How. 
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The shadowgraph imarr-, were recorded using a 100 x 125 mm (4x5 in.) Graphlex 
still camera. The camera was focused al the plane of symmetry of Ihc deflecting liquid jel 
with the image magnified 2-1:1 on the film. The camera was operated with an open shutter 
within a darkened room so that exposure times were controlled by Ihc duration of the light 
pulses. The images were recorded using Polaroid type 55-57 black-and-white film. 

One property of interest was the crosstream (frontal) and slrcamwise dimensions of 
the liquid jets. Unfortunately, the present lest arrangement could not provide simple 
projections of both these images; instead, two cameras were used to record images of the 
liquid jets along optical axes that were horizontal and were directed at angles of 48° and 
90° to the direction or Ihc crossflow. The resulting images were then analyzed assuming 
that the liquid column had an elliptical cross section, similar to the approach used by 
Nguyen and Karagozian [13]. 

Test Conditions 

The test liquids included water, ethyl alcohol, and glyccrol mixtures (66%. 79%. 
and 84% glycerin by mass in water). The properties of the test liquids arc summarized 
in Table I. The liquid properties summarized in Table I were measured as follows: liquid 
density using a set of hydrometers (Fisher model 11-582.0.1% accuracy), liquid viscos- 
ity using a Cannon-Fcnskc viscosimctcr (Fisher model 13-617, 3% accuracy), and 
surface tension using a ring tcnsiomclcr (Fisher model 20. 1% accuracy). The present 
results for pure liquids agreed with Ihc values given by Lange 1181 within the accuracy 
of ihc instruments. 

Test conditions were varied by considering Ihc various liquids, liquid jel diameters 
of 0.8-13 mm, liquid jet velocities of 0-50 m/s. and air crossflow velocities of 0-24 nt/s 
at normal temperature and pressure. This yielded Ihc following ranges of normalized lest 
variables: Ihc ratio of drag-lo-surfacc tension forces, characterized by the crossflow Weber 
number. We, of 0-200: liquid jel Weber numbers, WC/, of 0-1.600,000; liquid jet Reynolds 
numbers, Rc;. of 0-800.000; the ratio of liquid/gas momentum fluxes, q. of 100-8000; the 
ratio of liquid/gas densities, p/p,, of 700-1100; and the ratio of liquid-viscous/surfacc- 
lension forces, characterized bv the Ohncsorgc number, Oh, of 0.00006-0.3. Crossflow 
Mach numbers were less \\\-\ 0.07; therefore, effects of compressibility were negligible. 

Table I    Properties of Ihc Test Fluids* 

Surface 
Density Viscosity tension 

Liquids* <kg/m>) (g'm s) (mN/m) 

Water 996 0.82 70.9 
Ethyl alcohol 806 1.23 22.2 
Glyccrol 166») 1172 16.4 60.7 
Glyccrol (791t) 1205 37.3 59.8 
Glyccrol (84%) 1219 80.4 63.0 

Measured al normal temperature and pressure: 297 
± 3K and 97 kPa. Ambient air properties: densily 
of 1.14 kg/m> and viscosity of 0.01846 g/m t. 
Numbers in parentheses denote concentration of 
glycerin by mass. 
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RESULTS AND DISCUSSION 

Flow Visualization 

Tllc presentation or ,»c -,,s wil, begin ^^2^5^ E 
How visuaL.ion of various liquid ^7^^ air Ire iHus.ratcd by 

injection process of the ^^^^ÄS water J«. wUh a .*« J« 
,hc photograph of Fig 2. ^^3, „ dia„lc,cr of 4 mm. bu. the appearance 
diameter of 3.2 mm. using a Bo^OZ^™cVncc „f crossflow. It is evident .hat 
of this jc. is typical of the present liquid jc   .n the£^ or protrusions are 
,hc surface of the liquid column ,s smo„,   a      h M*d ^       ReynoM$ 

observable over the 30 mm vcrt.ca heightofR'«^ ln facMhUhavior persisted 
number at this condition is relative y large *» IJV" * * ^ mm long. Thus, present 
over the observable length «^^£^^2 very similar ,0 a liquid cutting 
behavior ror uniform nonturhulent jet exit c°™. >     f unifonn n0nturbulent 
JC. which is consistent ^ g^™ °^^nsity ratios greater than 500 
round liquid jets for injection into st. 1 j;ascs w.in IQ^   fc investigation had 
I If, 171. All liquid jet operating ^'"T«»"»*T™  "^ 0

P
r variation of the cross- 

moo.li round liquid surfaces with no significan defom Mon ^ rf 

s,ream diameter over the cross sedon of the .r e . »«*» |^ ^ ^ idc 

2. and in this <"< ^"t^ the present investigation 

Zher breakup processes such as turbulent P«^   *   <al). r,ve kinds of 

Flg. 2 Pulsed shadowgraph or a nrmwrnulcnt 
round liquid jel in «ill air (»alcr. .1. = 3.2 mm. 
„. = 0 m/s. 11, = 11 « m/s. Wc = 0. q = -. Re, = 
45.900. and Oh = 0.0029). 
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of the four liquid jet primary breakup reg.mes 
order of progressively increasing We^ ««llw veloci.ics used 

The primary breakup mechanism«^^J „ , whole. A pulsed shadowgraph 

duringihep«entexperime«i.w«l'rd^"^SrFig. 3. Typical of all conditions 
0 typical breakup behavior in th.s W££T£S£ ** ««■ in ,hC **?? 
where primary breakup of the lupin) occurred the ^.^ .f caused by 

lormaUo the crossflow. to yield an c tt.p» jta. en,     ecuon        ^ ^ (hc „    M 

,he reduced gas pressure near the ^/^   lud s.abLed to some extent by surface 
column, with the resulting '»^"l^f individual drops subjected to shock wave tension, somewhat analogous o the behav or on ^ due ,0 ,^ 

disturbances in the deformat.on rcg.m=^ ^ ^ ,iquid col        t0 be 

flattened shape of the ^™J"J^2^**teW*<^^l"£l deflected downstream w.th respect to. he^m ^^ lhickcncd reglon 

slreamwise direction, in add.t.or,to '^Xquen.lVdevclop into droplike structures 
(nodes) appear along «he column. The ^ ^ ^ .„ (hc slrcamwise d.rec.ion 
with thinner in.erconnect.ngl.qu.dcoU.mnre.on ^ co)umn then finally 

compared to the slower-mov.ng node drop^^ Br       P R   ,eign.lil;c breakup, o 

occurs by breakup of the Ihm ^g™*^** .hin Kq»W columns. V.ch and 
Rayleigh-like breakup »^e7^£C«\Ln We. which they define as arcade 
Ledoux [31 observe .im.tor column bre^up ^ cvcntually ,0 rom 

breakup.Naturally, very■ lojc«JJ* *« w 2 „ was nol possib.c to find the 
this breakup regime to a stable nquiu j 

Fl. 3 Pulsed shadowgraph or a nonlurhulcnl 
«L liquid je, iu endowing air «ijWnlte 
Hqrid column taotap regime ll*»^™* 
rf". 0.8 mm.... = 15.9 m/s,.., = 11.« nV . We 
= 4,, = 561. fie, = WS. •nd oh * OI551 
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transition lo the liquid column breakup regime, however, due to the limited dimensions of 
the present crossflow. 

As crossflow velocities increase, the next breakup regime observed is the bag- 
breakup regime. An illustration of the bag-breakup regime appears in Fig. 4. In this case, 
after the liquid column flatten sufficiently and started to deflect in the downstream direc- 
tion, baglikc structures appear which are very similar to the bag breakup regime observed 
during the secondary breakup of drops 119-211. This behavior involves the formation of 
bags as a result of the deformation of the central portion of (he liquid column downstream 
due to the higher pressure of the stagnating gas flow on the upstream side of the flattened 
liquid column. The development of bags is not a two-dimensional phenomenon, however, 
due lo the appearance of nodes along the liquid column, characterized by a wavelength of 
separation between the nodes of Ar, somewhat analogous lo the node drops discussed in 
connection with liquid column breakup. With increasing distance along the liquid column, 
the bags at first progressively grow in the downstream direction. As the bags approach their 
maximum size, however, they begin progressively to break up. beginning at their tip. This 
process appears to be the result of Raylcigh-like breakup of the thin liquid sheet, augmented 
by motion of the liquid/gas edge of the bag due to unbalanced surface tension forces, very 
similar lo the bag breakup process of drops (19-21). Upon completion of (he breakup of 
the bags themselves, there remain two strings of node drops, connected by thinner liquid 
columns that deflect downstream due to the drag forces caused by the crossflow. The 
connecting liquid columns then break up, probably due to Raylcigh breakup, in a manner 
similar to the basal ring of secondary drop breakup in the bag breakup regime [ 19,23). The 
Final result is a polydispcrsc array of large drops associated with the presence of nodes and 
the breakup of their connecting liquid columns, along with a large number of much smaller 
drops associated with breakup of the bags themselves. This behavior lends lo separate 

Fig. 4 Pulsed shadowgraph of a nonlurbulcnt 
round liquid jel in crossllnwing air within the 
bag breakup regime Iglyccrol (84%). rf„ = 0.8 
mm. n_ = 21.6 m/s, H;- = 11.8 m/s. We = 7, q - 
308. Re, = 143. and Oh = 0.320). 



132 

BREAKUP OF NONTUKMJI.ENT ROUND LIQUID JETS 299 

drops according to size along the deforming liquid column, with the smallest drops 
appearing near the onset of breakup and drop si7.es progressively increasing with increasing 
distance along the liquid jets, very much the way bag breakup during the secondary breakup 
of drops progressively separates drop sizes as a function of lime [23]. As noted earlier, both 
Wu el al. [21 and Vich and Lcdoux (3) observe similar bag breakup regimes for their round 

jets in crossflow. 
Further increases of crossflow velocities cause transition lo a complex breakup 

regime thai is a combination of bag breakup as just discussed and shear breakup that was 
observed at the largest crossflow velocities considered during the present investigation. An 
illustration of typical behavior in this bag/shear breakup regime appears in Fig. 5. In this 
case, both baglikc structures, due lo penetration of the liquid column, and liquid ligaments, 
due lo the shearing of liquid from the periphery of the liquid column, appear al roughly the 
same time. Breakup then involves breakup or the baglike structures as discussed in 
connection with Fig. 4 as well as breakup or the ligaments in a manner thai appears 10 be 
very similar to the secondary breakup of drops in the shear breakup regime; sec [19-23] 

and rcrcrcnccs cited therein. 
The largest crossflow velocities considered during the present investigation caused 

transition 10 the shear-breakup regime. A pulsed shadowgraph or typical behavior in Ihis 
regime is illustrated in Fig. 6. Similar lo the bag and bag/shear breakup regimes, the process 
begins by deflection of the liquid column in Ihc strcamwisc direction of the crossllow, 
rollowed by distortion or Ihc column into a somewhat flattened shape. Wavclikc distur- 
bances also appear in the upstream side or Ihc liquid column, but ihc wavelengths or these 
disturbances arc smaller than the diameter or Ihc liquid column and ihcy do not develop into 
the nodes observed in the liquid-column and bag-breakup regimes. Instead, ligaments arc 
stripped from the periphery of the liquid column, very similar lo Ihc behavior of secondary 

Fig. 5 Pulsed shadowgraph of a nonturhulcnt 
round liquid jel in crossflowing air within Ihc 
hag/shear breakup regime (water, </„ = 6.4 mm. 
i<_ = 23.9 m/s. «, = 8.32 m/s. We = 61. q= 102. 
Re, = 64.700, and Oh = 0.0012). 
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Fig. 6 Pulsed shadowgraph of a nonuirbulcnt 

round liquid jcl in crossflowing air within the 

shear breakup regime (cchyl alcohol. rf„ = 7.0 

mm. u. = 2.1.7 m/s. u, = 11.8 m/s. We = 209. «7 

= 169. Re, = 54.IO0. and Oh = 0.00.15). 

drop breakup in (he shear breakup regime; see [19-23] and references cited (herein. Within 
the ligament structures, occasional shccllike regions are observed, i.e., they are enclosed 
at ihc sides by ligaments, bag shapes are convex rather than concave as seen in Fig. 4, and 
the base or the sheets is thick, comparable to the column diameter, rather than the small- 
diameter liquid columns associated with bags. 

As discussed subsequently, effects of liquid viscosity, characterized by the Ohnesorge 
number, were not very significant for Oh < 0.1. Within the shear breakup regime, however, 
the length of the ligaments being stripped from ihc sides of the liquid column increased 
progressively with increasing Ohncsorge number. Thus, similar to the secondary breakup 
of drops in the shear breakup regime [19-21], a long-ligament shear breakup regime was 
defined for Oh > "..\. A pulsed shadowgraph of (he typical appearance of (he region near 
ihc liquid column us Ihc long-ligament regime is approached appears in Fig. 7. The long 
ligaments are c^ariy cvidcnl; in addition, there are thin liquid sheets between the ligaments 
similar to the appearance of Ihc flow in Fig. 6. The long-ligament regime presents signifi- 
cant experimental difficulties due to the problem of tracking flow behavior when ligaments 
arc long; therefore, ihc present measurements generally were limited to Ohncsorge num- 
bers smaller than Ihc long-ligament regime. 

Primary Breakup Regimes 

Exploiting ihc similarities between Ihc primary breakup regimes of nonlurbulent 
round liquid jets (denoted liquid jets in the following) in crossflow and the secondary 
breakup of drops, ihc liquid jet primary breakup regimes were correlated in terms of the 
Weber and Ohncsorge numbers as first proposed by Hinzc [24] for the secondary breakup 
of drops exposed to shock-wave disturbances and used subsequently by most investigators 
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of secondary drop breakup; sec [19-23] and references cited therein. The resulting breakup 
regime map is plotted in Pig. 8. In this figure, the present regime boundaries arc located 
where roughly half the observations corresponded to conditions similar to each of the two 
bounding regimes, similar to past work for secondary breakup of drops, e.g., |i9. 22). 
Experimental uncertainties (95% confidence) or these boundaries are less than 25* for We 
and arc less than 5% for Oh (which has negligible effect for the lest range of Fig. 8). set 
largely by problems of identifying particular breakup behavior in a consistent way. For 
present conditions (We of 0-200 and Oh of 0.00006-0.3) the liquid jet breakup regimes arc 
relatively independent of Oh. with four breakup regimes identified, as discussed in connec- 
tion with the flow visualization study, as follows: liquid-column breakup (We < 5), bag 
breakup (5 < We < 60), bag/shear breakup (60 < We < 110). and shear breakup (110 < Wc). 
Finally, it should be noted that variations of liquid/gas momentum and density ratios did 
not have a significant effect on these breakup regime transitions over the present test range, 
i.e.. q in the range 100-8000 and p/p_ in the range 700-1100. 

The four liquid jet breakup regimes plotted in Fig. 8 arc somewhat analogous to the 
secondary breakup regimes of drops subjected to shock-wave disturbances. In order to 
show this relationship, the secondary breakup regime map for drops from Hsiang and Facth 
[ 19-21] is plotted in Fig. 8 for comparison with the present liquid jet breakup results. The 
main differences between liquid column and drop breakup arc that secondary breakup of 
drops docs not exhibit behavior analogous lo liquid column breakup and is characterized 
only by a drop deformation regime prior to transition lo the hag-breakup regime, and that 
secondary drop breakup responds lo a greater degree lo increasing Oh than liquid jet 
breakup, with progressively increasing Wc with increasing Oh at the transitions to various 
breakup regimes for Oh > 0.01. At small Oh < 0.01, however, the transitions to secondary 

FIR. 7 Pithed shndowgrnph of a nnnturhulenl 
round liquid jel in crossflowing air approach- 
ing the long-ligamcnl hag breakup regime 
Iglyccrol (79%). i/„ = 6.4 mm. n_ = 17.8 m/s. 
ii, = 8.3 m/s. Wc = 44, q - 220. Re, = 1720. and 
Oh = 0.0551. 
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FIR. 8 Breakup regime maps for primary breakup of round nonlurbulcnl liquid 
jets in crossflows (p/p, = 580-I020. We < 200, q < 8000. ind Oh < 0.1) and for 
secondary breakup of drops (p/p, = 580-1020. We < 1000. and Oh < 10). Rcsulls 
for secondary breakup of drops from Hsiang and Faclh 119-211. 

drop breakup regimes become relatively independent of Oh, similar to liquid jet primary 
breakup, and have the following values at the transitions: deformation (We < 13), bag 
breakup (13 < Wc < 35), multimodc breakup (35 < Wc < 80), and shear breakup (80 < Wc). 
With respect to these transitions, it should be noted that bag/shear breakup of liquid jets is 
analogous to multimodc breakup of drops, and the original diameters of the liquid jets and 
the drops should be used in the corresponding expressions for Wc and Oh. 

Effects of Oh on breakup regime transitions are not considered explicitly by Wu :t 
al. 12] and Vich and Lcdoux (3J; nevertheless, it is interesting to compare their ofr'.i 
observations with the present findings. During both these studies il was observed that 
column breakup would occur before other forms of breakup as q becomes small. This 
behavior is quite plausible, because column breakup seems to be associated with Rayleigh 
breakup and can occur close to the jet exit when liquid velocities are small; in this manner, 
column breakup can supersede other breakup mechanisms. Sufficiently small liquid veloci- 
ties were not considered during the present investigation (in order to avoid significant 
gravitational acceleration of the liquid jet) for this behavior lo be observed. Otherwise, 
effects of q on breakup regime transitions were small in [2,3], For conditions where q does 
not affect breakup regime transitions, Wu et al. [2] quote the same breakup regimes and 
transition Weber numbers as those given by Hsiang and Faelh (19-21] for the secondary 
breakup of drops; these values arc somewhat different than the present assessment of 
breakup regimes for nonlurbulcnl liquid jets in crossflow as just discussed, with the onset 
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of bag breakup deferred significantly from present observations. In contra«. Vjch and 
Lcdoux [3] find transition 10 bag breakup beginning a. We = 1.5 and ending a« We = 8. 
wWch yields an average va.ue of We = 5 for this transition, which exactly agrees w..h 

present observations. 

Liquid Column Deformation 

The firs. s.age of liquid jet breakup involves deformation of the liquid column: .his 
behavS is ilar to ^secondary breakup of drops, where dta.ort.ono ^he tIron .no 
a flattened shape invariably precedes drop breakup. The important propcrt.es o l.qu dje 
Lfornnfion are as follows: the frontal dimension of the liquid jet. </, which » «he local 
tid"h Of he je in he direction normal to the motion of .he air crossfiow: .he s.rcamw se 

:menlnhCoJnhe liquid jet. d„ which is *<^™^^*^™*ZZ 

jc. ;nn
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FIR. 9 Dcfnrmalion of a nonturrmlcnl round 
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of haj breakup (walcr. il. = M mm. ». = »o 
m/s. «,= 11.8 m/s. Wc = 7.7. q = 1590. RC/ = 
91.700. «ml Oil = 0.0012). 
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where y is measured from Ihc nominal boundary of the air jel (the midpoint of the shear 
layer). The first thing to note is that d„Jd„ approximates unity throughout the deformation 
process, which implies that the cross-sectional area of the liquid jet is conserved. Such 
behavior is reasonable because liquid jet velocities do not vary significantly prior to 
breakup for the condition shown here, so Ihc cross-sectional area of the liquid jet must be 
conserved (this is not always the case when jel deflections are large). In contrast. d/d„, and 
d,ld„, exhibit strong distortion of Ihc jet, with the lateral dimension increasing by roughly 
40%. This distortion is also reflected by the large values of ellipticily reached during the 
process, reaching e = 3 for ihc range of conditions considered in Fig. 9. This large degree 
of distortion is responsible for the large increases of drag forces and drag coefficients of 
liquid jcls as ihcy break up, seen by Wu ct al. [2], analogous to effects of drop deformation 
during secondary drop breakup [19-231. 

Another feature of liquid jel breakup in crossflow that is similar to the secondary 
breakup of drops subject to shock-wave disturbances is the relative universality of liquid 
column deformation at Ihc onset of breakup. This behavior is illustrated in Fig. 10. where 
d/d„ al the onset of breakup is plollcd as a function of We for We > 5. It is evident thai 
rf/f/„ = 1.8 for We in the range 5-200 for various liquids and values of liquid jel velocity 
(or q). For comparison, d/d„ = 2.0 at the onset of secondary drop breakup for shock-wave 
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disturbances over a very bro"i range of Weber numbers, We in the range 13-6000, al small 
Oh (i.e., Oh<0J)[l9, 20]. 

Onset of Breakup 

Opposing all the similarities between liquid jet breakup in crossflow and secondary 
breakup or drops subjected to shock-wave disturbances, however, is the striking differences 
between the correlation for the time of onset of breakup (taken as the condition where drops 
just begin to form due to breakup at (he liquid surface). For the secondary breakup of drops, 
the lime of onset of secondary breakup, normalized by the characteristic secondary breakup 
lime of Ranger and Nicholls [25], is l/C » 2 for Wc ranging over the bag, mullimode. and 
shear breakup regimes (22, 23]. This behavior can be rationalized by noting that the 
characteristic velocity within (he liquid phase, based on conservation of momentum prin- 
ciples, is (pjp)mum, while it is reasonable to assume that liquid motion must cause 
deformation of the drop involving a fixed fraction of the initial drop diameter at (he time 
of onset of breakup (since rf/rf, is a constant at the onset of breakup for a wide range of Wc). 
Then, assuming lhat the time required to reach the onset of breakup is proportional lo the 
time required lo move a distance equal lo (he drop diameter, at the characteristic liquid- 
phase velocity, implies lhat /,-'' = rf„(p/p_)",/«_ or ///' = constant as observed for the 
secondary breakup of drops. 

Based on the previous discussion, it seems plausible that l/l' should also be a con- 
stant for the onset of breakup of liquid jcls, because Ihc characteristic liquid phase velocity 
is similar lo the value for drops while Ihc degree of deformation at the onset of breakup for 
liquid jcls is a constant from the results of Fig. 10, which is also similar lo Ihc behavior of 
drops during secondary breakup. This idea is evaluated based on the results plotted in Fig. 
11, where /, is found from the position where Ihc onset of breakup is observed given the 
known liquid jet velocity. For comparison, past measurements of the limes of onset and end 
of secondary drop breakup are also shown on the plot, based on the results of 119-23] and 
references cited therein. The values of l/l' for the two types of breakup are of the same 
order of magnitude, but l/l' for Ihe onset of liquid jet breakup clearly decreases with 
increasing We, rather than being independent of We similar lo Ihe behavior of the second- 
ary breakup of drops. In fac< correlation of the present measurements for Oh < 0.1 yields 

4 = 8.76 We*" (I) 

with a correlation coefficient of the fit of 0.93. The corresponding powers of Oh (-0.01) 
and g(-O.I8) for a three-variable correlation are relatively small, so it is concluded that 
Weber number mainly influences l/l' over the present test range. At Ihe present stage of 
understanding liquid jet breakup, however, the reasons for Ihe difference between the 
behavior of the lime of onset of breakup of liquid jels in crossflow and Ihc secondary 
breakup of drops are not known. 

Column and Surface Waves 

Another feature or liquid jet breakup in crossflow is the appearance of waves in the 
strcamwise direction along the liquid column. Two kinds of waves are observed: Ihe 
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wnvclcnglhs between nodes. Xr, involving dcflcclion or the entire liquid column, (hat have 
already been discussed in connection with Figs. 3-5; and the smaller wavelength. X,. 
associated with periodic disturbances of liquid slipping along the sidis of the liquid 
column during shear breakup, that have been mentioned in connection with Figs. 5 and 6. 

The appearance or liquid column waves can be seen from the pulsed shadowgraph 
photograph or Fig. 12. This condition involves a liquid jet having small liquid viscous 
effects. Oh = 0.0103 in the liquid column breakup regime close to the transition to the bag- 
breakup regime at We = 4.0. The region shown corresponds to the onset of growing liquid 
column waves. Il is seen that Ihc amplitude of these waves grows with increasing distance 
along Ihc liquid column but that the wavelength does not change significantly, i.e.. the 
disturbance appears to convect along Ihc liquid jet. The cusps of these waves eventually are 
associated with the nodes along Ihc liquid column that arc a dominant feature of the bag 
and hag/shear breakup regimes. It seems likely that these waves are caused by Raylcigh/ 
Taylor instability due to the acceleration of Ihc dense liquid column by the low-density gas; 
in particular, Ihc node structures lend to lag Ihc motion of the rest of the column. 

The wavelengths of liquid column disturbances decrease progressively with increas- 
ing Weber number as discussed later; in addition, liquid surface waves appear along the 
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Fig. 12 Pulsed shadowgraph of liquid column 
waves for a nonlurhulcnl round liquid jet in an 
air crossflow (ethyl alcohol. r/„ = 0.8 mm. n_ = 
10.8 m/s. II( =11.« m/s. We = 4.0. q = 815. Re, 
= 6.190. and Oh = 0.0103). 

liquid column at larger values ofWc. The appearance of combined liquid column and liquid 
surface waves can be seen from the pulsed shadowgraph pholograph of Fig. 13. This 
condition involves a liquid jet having small liquid viscous effects, Oh = 0.0687 in the bag 
breakup regime. We = 8.8. The region shown corresponds to the onset of growing liquid 

FIR. 13 Pulsed shadowgraph or liquid surface 
and liquid column waves for a nonlurhulcnt 
round liquid jet in an air cmssflow [glyccrol 
(66%). rf, = 0.8 mm. n. = 17.9 m/s. »y = 9.7 m/s. 
We = 8.8. q = 292. Re, = 554, and Oh = 0.0687]. 
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column and surface waves as well as the onscl of bag breakup. The liquid surface waves 
appear first, they have relatively short wavelengths, and they arc most prominent on the 
upstream side of the liquid column. This behavior suggests thai they are associated with 
Raylcigh/Taylor instability similar to the liquid column waves but involve a local phenom- 
enon that is not affected by the dimensions of the liquid column itself. With increasing 
distance along the liquid jet, however, longer-wavelength liquid column disturbances 
appear which eventually dominate the breakup process for these bag breakup conditions 

Normalized liquid column and liquid surface Wdvclenglhs, \/d„ and X/d„. are plotted 
as a function of the Weber number in Fig. 14. The experimental uncertainties (95% 
confidence) or these parameters arc estimated to be less than 25%, due largely to wave- 
length irregularities similar to those seen in Figs. 12 and 13. For reference purposes, present 
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Kip. 14    Liquid column and surface wnvclcnplhs of nnnlurhtilcnl round liquid jcls in air crossflows. 
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values of Wc at transitions to various breakup regimes arc also marked on the plots. As 
noted earlier, liquid column waves first appear in the liquid column breakup regime and 
eventually arc associated with the disturbances that lead to breakup or the liquid column 
itself as illustrated in Fig. 3. These disturbances begin with X/rf„ «= 10 at We - I and then 
decrease to XJd = 1 at We = 60, which represents the onset of the bag/shear breakup 
regime These disturbances decrease at larger Wc. where the breakup process becomes 
dominated by shear breakup along the sides of the jet. which involves more rapidly 
developing surface waves. The surface disturbance wavelengths are smaller than the liquid 
column waves, with \/d. generally less than unity. The wavelength of the surface waves 
also decreases as Wc increases and they arc still visible in the shear breakup regime, where 
they arc associated with the distance between ligaments being stripped from the sides ol 

the liquid columns. _ 
Correlations of \Jd„ and X/dr were sought in terms of Wc. Oh, and q. The best-fit 

correlations were achievable as a function of Wc alone, as follows: 

h- = l6.3Wc-°" <2> 
d„ 

with a correlation coefficient of this fit of 0.86. and 

^- = 2.82 Wc-045 O) 
</„ 

with a correlation coefficient of this fit of 0.82. The effect of Oh on \/d. and \/d„ could 
not be resolved within experimental uncertainties, while the corresponding powers of q in 
combined Wc. q correlations were -0.13 and -0.09, respectively. Tims, it is concluded that 
these wavelengths are mainly functions of We over the present test range. Due to the 
obvious relationships between Xr and X, and the properties of bag. bag/shear, and shear 
breakup of liquid jets in crossllow. this primary dependence of breakup properties on We 
helps strengthen the analogy between the breakup properties of liquid jets in crossflow and 
the secondary breakup properties of drops subjected to shock-wave disturbances. 

CONCLUSIONS 

Results of an investigation of nonturbulent round liquid jets in air crossllows at 
normal temperature and pressure have been described. Test liquids included water, ethyl 
alcohol, and glyccrol mixtures; liquid jet diameters in the range 0.8-13 mm; liquid jet 
velocities in the range 0-50 m/s; and air crossflow velocities in the range 0-24 m/s. The 
corresponding lest range involved crossflow Weber numbers of 0-200. jet Weber numbers 
or 0-1,600,000, jet Reynolds numbers or 0-800.000, liquid/gas momentum ratios of 100- 
8000, liquid/gas density ratios of 700-1100. and Ohncsorgc numbers of 0.00006-0.3. The 

major conclusions or the study arc as follows: 

1. There is a useful general analogy between the surface primary breakup of 
nonturbulent round liquid jets in crossllow and the secondary breakup or indi- 
vidual drops which suggests modest strcamwisc interactions between cross sec- 
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lions in Ihc jets; i.e.. liquid surface deformation and breakup properties arc not 
slrongly arfected by ihc liquid/gas momenlum ratio for values less than 8000, Ihc 
largest vaiue considered during the present study. 

2. Transitions to various breakup regimes are not influenced significantly by liquid 
viscosu.cs for Oh < 0.1. For these conditions, Ihe onset of breakup occurs as bag 
breakup al We = 5: there is a transition to bag/shear breakup at We = 60 and 
another transition to shear breakup at We = 110. These properties are similar to 
earlier observations of Wu ct al. [2] and Vich and Ledoux [3]. A long-ligament 
shear breakup regime also appears for Oh > 0.1. 

3. The dcfonnalion of Ihc liquid jet prior to the onset of breakup also is somewhat 
analogous to drop deformation prior to secondary breakup of drops, with the liquid 
i-oliiinn aHaining n lron.nl diameter roughly twice the initial jet diameter at the onset 
of breakup, relatively independent of the breakup regime. We. Oh, and q. 

-I. An interesting difference between breakup or nonlurbulent round liquid jets in 
crnssnow and ihc secondary breakup of drops is that the normalized time al Ihe 
onset of breakup. ;/,\ is proportional to We""« instead of being relatively 
independent or We similar to Ihc secondary breakup of drops. Values oU/f were 
relatively independent or Oh and q, however, for Ihc present test range. 

5. The primary breakup process involved Ihe formation of two kinds or waves- 
waves involving deformation or the entire liquid column and waves associated 
with disturbances or the liquid surface. The wavelengths of both types of waves 
decreased will, increasing Wc hul were relatively independent of Oh and q. The 
bag and bag/shear breakup regimes involved the presence or both types or waves 
but Ihc liquid column breakup regime involved only the presence or column 
waves and Ihc shear breakup regime involved only surface waves. An interesting 
feature of Ihc present observations is that Ihc wavelengths or the column waves 
are roughly equal to the initial diameter oflhcjcl when the onset of shear-breakup 
regime is readied. 

It should be noted that the present results arc limited lo nonlurbulent liquid jets at 
relatively large liquid/gas density ratios (p/p. > 500). Smaller liquid/gas density ratios and 
Ihc presence or liquid turbulence are likely to change liquid breakup behavior significantly 
based on pas. obscrva^ns or both primary breakup or liquid jets and the secondary 
breakup or drops. .. 3 
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