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Introduction 

Optical biopsy, the use of light to diagnose disease, began at the City College of New 
York (CCNY) in the early 1980s when Michelle Alfano, a Riverdale County high school 
student, was searching for a project to commence her research for the Westinghouse 
Talent Research Award (now called the Intel Science Competition). Since she was 
interested in a career in medicine (she is now a successful architect in New York City), 
she came to the Institute for Ultrafast Spectroscopy and Lasers (IUSL) of CCNY to start 
her research under the direction of her father, Robert R. Alfano. Her proposal to use 
light to find cancers started the biomedical photonics research effort at IUSL. During 
the past 15 years, with some private funding from Hamamatsu Photonics K.K. and 
Mediscience Technology Corp. and government grants from the Ballistic Missile 
Defense Initiative (BMDO), Center for Advanced Technology underthe New York State 
Science & Technology Foundation, and the Institution Research Award of NASA, 
researchers at IUSL have published over 100 papers in refereed journals and over 100 
conference proceeding papers, and have been awarded over 30 patents in biomedical 
photonics. During this period, biomedical photonics grew in the United States, where 
SPIE and OSA have organized more than 100 topical conferences. 

During the past 10 years, the economics of Taiwan have made a significant change in 
terms of semiconductor foundry and OEM computers. Over the past two years, 
Taiwan's photonics industry has expanded and now supplies approximately 80% of the 
computer CD-ROM drives in the world. This effort is attributed in part to Taiwan's 
Photonics Industry Development Association (PIDA) and the Electro-Optics Science 
and Technology Committee of National Science Council (NSC). With advance planning 
and aggressive implementation, they have used their limited resources to invest in 
certain well-defined target areas to make a significant impact. The biochip technology 
is one example. This technology was first revealed to the public in 1998. Within two 
years, 47 projects have been funded by NSC. 

This conference brings togetherthe state-of-the-art biomedical photonics technologies 
from three continents for future product advancement. The fusion of two main thrusts, 
photonics and biomedicine, will advance the future technology and have major 
economic impact for the 21st century. The main goal of photonics is aiming for high- 
speed and high-volume communication and computation. Telemedicine and fiber 
endoscopies can improve the screening of diseases in Gl tracts, GYN tracts, 
dermatology, and otorhinolaryngology areas. Miniature optical sources, filters, 
detectors, spectrometers, optical fibers, and time-resolved devices are needed as 
components to construct compact biomedical photonic devices and instruments. 

In this conference, 52 papers by renown scientists from around the world (specifically, 
the U.S., Chinajapan, Australia, Korea, Sweden, and Taiwan) will present their work 
in the areas of biomedical imaging, microscopy, spectroscopy, fluorescence, 
multiphoton microscopy, fiber optics, biochips, and biosensors. Some of these 



technologies have the potential for immediate clinical applications, such as optical 
biopsy. Other technologies may provide an impact in future biomedical applications, 
such as biochips, fiber sensors, and wavelength demultiplexing for compact 
spectroscopic screening instruments. 

We are grateful to SPIE, NSC, and PIDA, for sponsoring this conference and for 
providing the necessary financial and technical assistance. We wish to thank all of the 
contributors for their efforts to make this conference a success. 

Ping-Pei Ho 
Arthur E. T. Chiou 

Robert R. Alfano 
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Photonic Technologies in the 21st Century : 
Creation of New Industries * 

Teruo Hiruma 
Hamamatsu Photonics KK 

Hamamatsu, Japan 

ABSTRACT 

As we approach the new millennium, the ongoing aim of human society is not only for promoting scientific technology but 
also creating new industries. To achieve this goal, each person in industry must recognize anew that the real meaning of 
science is to explore the absolute truth. It is also important that people recognize that there are unlimited matters which we 
humans do now yet know. 

1. INTRODUCTION 

The 20th century was one that witnessed many great discoveries and our knowledge increased many times during the last one 
hundred years. Yet even with such an explosion of knowledge and information there is much more that we do not yet 
understand. Our present knowledge represents only a fraction of what there is to know. For example, there have been major 
breakthroughs in understanding cell structure by studying individual components or systems such as the role of calcium ions 
in signal transduction. However very little is known about how all of these components work in concert. It is very much like 
trying to understand an orchestra by studying the individual instruments. In the future we will develop methods to study the 
function of the entire cell not just individual systems. On the molecular level we are just beginning to study the details of 
molecular dynamics during a chemical reaction. The work of this year's Nobel Prize winner in chemistry, Dr Zewail shows 
how it is possible to use photonics to study the intimate detail of a chemical reaction. Once we gain such detailed information 
about more complex systems it will be possible to more efficiently produce the chemicals we need and to destroy those that we 
no longer require. 

At Hamamatsu Photonics it is our corporate mission to provide photonics technology that will help us to gain new knowledge 
of the world we live in. Photonic technologies are very unique in that they let us observe the parts of the world that are very 
far away (thousands of light years), very small (nanometers) or happen very quickly (in femtoseconds). The roots of our 
company can be found in the pioneering spirit of Professor Kenjiro Takayanagi who independently developed the technology 
of television despite the fact those around believed it could not be done because it had never been done. Professor Takayanagi 
hoped to develop a new way for people to experience the world. We inherited his spirit and continue this idea by using 
photonics to gain knowledge as well as improve the quality of life for all people. 

In the twenty first century it will be possible that we could make all of mankind healthy. Not just in a physical sense but in the 
definition of the World Health Organization where "Health is a state of complete physical, mental and social well-being and 
not merely the absence of disease or infirmity." Photonics has the potential for creating the knowledge and industry that could 
make this possible. It is our hope that this new century sees the beginning of a new economic cycle shown in Figure 1. While 
industry is designed to generate profit, the purpose of industrialization is for all of mankind to share a common understanding 
of the New Life Style and to benefit from the New Standard of value, namely Health as defined above. 

Figure 1: 
New Science -> New Scientific Knowledge -» New Technology 

T 1 
New Standard of Value New Application 

T i 
New Style of Life     <-     New Industry     <-     New Market 

♦Also published in Proceedings of SPIE Volumes 4078, 4079, 4080, and 4081 

In Optical Sensing, Imaging, and Manipulation for Biological and Biomedical Applications, Robert R. Alfano, 
Ping-Pei Ho, Arthur E. T. Chiou, Editors, Proceedings of SPIE Vol. 4082 (2000) • 0277-786X/00/$15.00 



Through the application of photonics we are now beginning to develop the New Science that will lead to the cycle illustrated 
in Figure 1. In this cycle, mankind is constantly improving its status by using new technologies to discover new knowledge. 
The application of this new knowledge leads first to new industries and then to a change in the social fabric of society. We 
understand that this is a very long-term goal. But mankind needs to dream in order to progress. Only by trying to see over the 
horizon can we discover something that will radically improve all of our lives. Thus while Hamamatsu Photonics' short-term 
goal is to generate profits, these profits are to be used in the quest for new knowledge which is our long-term target. 

2. TECHNOLOGIES 

This paper will discuss several technologies that are key to the development of new knowledge which will eventually produce 
new industries. Application of these technologies will be also discussed. 

A. The Ultimate Laser Photon (Photon Factory) 

The light emitted by a laser is unique in that it is monochromatic, coherent and directional. These properties have made 
laser-generated photons vital to all types of research ranging from biology to high-energy physics. We need to obtain a better 
understanding of exactly what is a photon and how it interacts with the world. By better understanding the photon on a 
fundamental level we will be able to use it more effectively. Phenomena such as the particle wave duality and teleportation 
must be better understood through a study of the photon. 

The development of very small terawatt and pedawatt laser systems give many researchers access to inexpensive ultra high 
power. New physical phenomena are being discovered when such intense laser beams interact with matter because these 
lasers create electric fields much greater than those seen in any other experiment do. 

B. Ultra Fast Measurement Technology 

By continuing to push the speed at which we make measurements we will discover greater detail of how our world operates. 
We now have lasers that are capable of measuring the individual motion of atoms in molecules. Newer and faster methods 
will help get even greater detail of how molecules react. Even faster methods will allow us to follow the motion of electrons 
during important chemical reactions such as photosynthesis or vision. 

C. Optical Correlation Technology 

Even though we have discovered only a small fraction of our knowledge, we are severely limited in using it because even this 
limited amount of knowledge is to great to process with conventional computer systems. We must learn how to process 
information in parallel with optical processors such as spatial light modulators. Ultimately our goal is to process information 
in 3 or more dimensions using technology that must still be invented. 

D. Forecast Simulators 

With time not only has our information become too complex, but also the questions we need to answer become more difficult. 
As our planet' s population increases and our technology becomes more complex, the risk of answering a question incorrectly 
grows exponentially. For example, the consequences of incorrectly predicting the outcome of global warming will be severe 
if we either under estimate or over estimate the significance of burning fossil fuels. Premature curtailing of fossil fuels will 
severely curtail the growth of developing countries leading to unnecessary pain and suffering. Failure to prevent global 



warming will have even worse consequences. We need better methods to simulate events or conditions so we can better guide 
environmental, economic, technical, political, and military decisions. 

Ultimately nations will never again fight a war on the battlefield but instead will use simulations to replace them. The 
simulations will simultaneously decide the output as well as convince the parties that physical conflict is too costly. 

E. High Power Lasers 

Photons are capable of doing many important things such as curing cancer, printing this manuscript or repairing an 
integrated circuit At very high photon densities there are many new things that photons can do. At present, it is expensive to 
generate a lot of photons because the photon sources are expensive. Semiconductor laser diodes hold the promise of being 
able to reliably and inexpensively generate photons for many new and exciting applications. Just like the replacement of the 
vacuum tube with the transistor and then to the integrated circuit, so too will the semiconductor laser evolve and result in 
important technologies and new industries that we cannot even imagine today. 

F. New Photochemistry 

Much of our planet's energy is wasted in creating chemicals that we need to live or to improve our lives. Lasers are capable 
of creating specific excited states. Finding ways to selectively excite molecules so that they can be moved along specific 
reaction pathways will lead to huge savings in cost, energy and pollution. New knowledge on how to perform pathway specific 
photochemistry is vital to the goal of making everyone healthy according to the World Health Organization s definition of 

health. 

3. APPLICATIONS 

We can only speculate on what the full effect of such new photonic technologies will have in the long term. However over a 
short period of time we can easily imagine some of the benefits we might enjoy from these as well as other photomc 
technologies. Some of these benefits are discussed below. 

A. Measurement of Physiological Functions 

The pulse oximeter has already found an important role in guaranteeing that the oxygen concentration of the blood is 
maintained at as close to optimum as possible. Countless lives have been saved and others have had severe injury prevented 
by this simple optical device. Not very far away are devices that will permit rapid and painless screening for diabetes. 
Noninvasive cancer diagnosis is already being tested in clinical trials. 

Ultimately a device will be available that checks your body's functions on a daily basis. It screens for potential problems before 
they cause disease. Adjustments to exercise, diet or even administration of drugs can be performed before the individual is 
aware of a problem. Such an advanced detection system would save costs, pain and anxiety. It would go as long way to 
attaining the goal of making people truly healthy. 

B. Optical Medicine 

In the past few years, photodynamic therapy has been shown to be a valuable treatment for some forms of cancer. In some 
cases it is far more useful than other techniques such as surgery because it leaves the effected organ in tact. Therefore for 
young women cancer of the cervix no longer means that it is the end of their dream to have a family. For older people 
suffering from the wet form of macula degeneration, photodynamic therapy will soon be used to prevent the blindness caused 

by this disease. 



New chemicals are being developed that are absorbed faster by the cancer cells and discharged more rapidly by the body. This 
will make treatment simpler and more effective. Patients may not even need to stay overnight in a hospital. Presently PDT 
can only be used on cancers that are found on a surface. Techniques are being developed that will be used in the treatment of 
cancers that are deep inside an organ. 

Cosmetic uses of photons for hair removal, port wine stain removal or tattoo removal make it easier for a person to be accepted 
by society. These applications are far from superficial since they greatly improve the quality of life for those that need them. 

Other applications of photonics to medical practice will certainly emerge in the near future for things such as the treatment 
of stroke, heart disease, healing of wounds and reducing or relieving pain. 

C. Early Detection of Disease 

Cancer screening using Positron Emission Tomography (PET) holds the promise of early detection and cure of this terrible 
affliction. Injection of fluorodeoxyglucose into the blood stream is current used to uncover cells that are metabolizing at rates 
faster than those of their neighbors. These cells are then analyzed to determine if they are malignant. Such a screening method 
could in the near future make an entire city cancer death free. 

Light CT uses nonionizing infrared photons to take a three dimensional image of the body. Work is under way in many places 
around the world to use light CT as a method for detecting breast cancer. This technique could be less expensive than x-ray 
methods and used safely on all individuals including pregnant women. Other uses of the light CT would be to quickly 
determine if a stroke is caused by ischemia or a hematoma. Such information is vital in determining the correct treatment. 
Rapid treatment of stroke can greatly reduce the damage to the brain resulting in a patient that can lead a normal life even 
after such a severe trauma. 

In the future we hope to quantify the health of a person, not just the presence of disease. 

D. Fiberless Optical Communication 

Information is the most important commodity in our society. We are constructing very large and expensive infrastructures to 
move information from one location to the other. Fiber optics is one of the key technologies for information transport because 
of the very high capacity available due to wavelength division multiplexing. This technique suffers from the fact that fibers 
must be placed between locations. At Hamamatsu Photonics we have developed a series of fiberless optical communications 
systems. These operate by transmitting the optical signals through air. They have the capability to send data, or video without 
the need for government licenses or owning a right of way. One such a fiberless system is used at sporting events such as golf 

tournaments to transmit the video camera output to the broadcaster's trailer or even back to a studio. Such a system was used 
at the Atlanta Olympics and is now being tested in Hamamatsu City. In our hometown it is being used to connect elementary 
schools with the city hall. It could also be used to connect remote clinics with the medical school for telemedicine. 

E. Health Industry for Successful Aging 

Many countries will soon suffer from an increase in their average age. In the past such an increase in age would greatly burden 
society in terms of medical expenses and the cost of financially supporting an aging population. We believe that it is possible 
to completely eliminate the impact of a graying population by finding ways to reduce the pace and effect of the aging process. 
At Hamamatsu Photonics we are using photonic technology to understand how locomotion is effected as a person ages. We 
hope to develop exercises that will prevent the loss of mobility and greatly reduce the probability of an older person falling. 
While just a small step, it will have a big impact on the quality of life of our seniors. 



F. Disposal of Industrial Waste 

High power lasers and controlled photochemistry hold the promise of being able to safely dispose of dangerous waste 
products. It will do this by selective destruction of the dangerous ingredients into less danger or even harmless smaller 
molecules. These smaller molecules can then be recycled into new products. 

G. Search for New Energy Sources 

Perhaps the biggest impact that photonics can have on mankind is the development of clean and inexpensive energy. For once 
this is available; the quality of life of the entire world can be improved without damaging the plant. We must continue our 
search for a way to harness laser fusion and solar energy for they are needed to make the world a better place to live for all of 

us. 

Photonics holds the promise of creating New Science and New Technology which will lead to New Industrial and of course to 
a world population that is truly healthy. 
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ABSTRACT 

Objects located in highly scattering biomedical media can be imaged with sub-millimeter spatial resolution using the early light 
selected by time, spatial, and polarization gates. Spectroscopic fingerprints can provide diagnostic potentials lor medical 
screening by utilizing fluorescence, excitation, absorption, and Raman approaches. 

1. INTRODUCTION 

Current tools used by the medical professionals to diagnose diseases rely heavily on X-rays, nuclear radiation, magnetic 
resonance chemical analysis, positron emission, and ultrasound. Video and computer imaging have enhanced some of these 
modalities to detect pathological changes caused by disease.  To increase the sensitivity of existing screening techniques (eg 
75% of women whose mammograms were identified to be positive turned out to be benign after a biopsy) and to reduce possible 
side effects of X-rays and isotope radiation, new techniques are needed. 

Over the past fifteen years, various optical detection and imaging methods have appeared on the scene to measure objects hidden 
in turbid and biomedical media. Ultrafast lasers and spectroscopy techniques with computer-assisted optical tomography can 
improve the accuracy of diagnosis. Using an optical Kerr gate1, the early light was selected to generate clear images of a 0.1- 
mrn width test bar hidden behind a 3.5-mm thick human breast tissue. Using a time gated streak camera method and high 
repetition rate 100-fs laser pulse illumination to scan and collect the transmitted signals, the image of a ~ piece of chicken tat ot 
~ 2.5-mm thickness embedded in a 40-mm thick chicken breast tissue was obtained. 

Optical spectroscopy offers a mean for the characterization of physical and chemical changes that occur in diseased tissues 
Adding spectral information obtained from fluorescence, absorption, excitation, and scattering in spatial domains with early light 
imaging optical approaches offer advantages in the minimal invasive approach to identify hidden objects such as cancers m then 
earliest stage of growth. This presentation focuses on the principle and methods of ultrafast early gating techniques. 

2. HISTORY OF EARLY LIGHT IMAGING 

When photons travel through a turbid medium, three signal components1"4 

can be defined: ballistic, snake, and diffusive. A schematic diagram of   IN1>lrr   TURBID MRD.A omwr msx 
these three components is shown in Fig.l.    Ballistic photons take the    m -SK  £_ ,       „„TUSIVK /X 

shortest path through the medium, while the diffusive scattered light of the ™.«.^.„, i 
incident photons travels over a much larger distance in turbid samples. 
The snake component arises from those photons scattering within a small     J \ 
forward angular cone which arrives on the onset of the diffusive   — 
component.  In a thick highly turbid inhomogeneous medium, such as 
human tissues, the contribution to the ballistic component becomes . 
exceedingly small and is buried and merged into the snake/diffusive pjg i     Schematic of ballistic, snake, and diffusive 
component. The early light (ballistic and snake photons) preserves some signal of an ultrashort laser pulse propagating through a 
direct image information. turbid medium. Ballistic: coherently forward scattered 

Several schemes have evolved over the years to sort out the image-bearing ballistic and snake photons form the multiple-scattered 
diffuse photons. Beside the use of an ultrafast time shutter, these schemes exploit one or more of the changes that scattering 
induces on the characteristics such as directionality, polarization, coherence and temporal duration of the incident light, bince, 
the image-bearing photons change the least, the idea is to devise a gate that will let the photons with a specific initial property 
through but block others. One such scheme is a space gate that exploits the fact that the ballistic and snake photons come out 
of the tissue in the incident direction, while the multiple-scattered light emerges in all directions. A small aperture centered on 
the direction of incidence and placed after the sample will collect the on-line-transmitted light and effectively discriminate against 
a significant fraction of the scattered light. Similarly, a time gate capitalizes on the fact that image-bearing photons emerge from 
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the sample sooner than the diffusive photons. For early light imaging, one then needs a shutter that will open for a short duration, 
typically a few picoseconds, to let the early photons through and then close in time to leave out the delayed scattered photons. 
Similar gating schemes based on polarization and coherence of light have also been devised. Often a single gate may not be 
discriminating enough. A space gate cannot filter out the photons that have first been scattered out of the incident direction and 
then back into it. A time gate employed after the space gate can cut out such "on-line" scattered photons, since the scattering 
makes them travel longer distances and emerge out of the sample later than the ballistic photons that propagate straight through. 

Several other groups have pioneered in early light imaging techniques. A photon counting based delayed coincidence 
detection technique5 was developed to detect the internal structures inside turbid media. Using ps diode lasers6 and a 120-ps early 
light time-gating, a large tumor embedded in a thick breast tissue was identified. Reintjes et al used the nonlinear gain from 
stimulated Raman scattering7 to enhance the quality of optical images in scattering media. Chance et al8"11 has demonstrated an 
optical imaging system using the streak camera technology to study the deoxyhemoglobin in brain with a simulation system. 
Coherent imaging (time-resolved holography) was measured1213 using the principle of the pulse holographic interference 
technique. A holographic image is formed from the coherent (ballistic) part and is separated out from the incoherent (diffusive) 
part which takes a longer path and contributes a uniform noise background. Diffusive optical tomography using second harmonic 
nonlinear correlation detection has also been demonstrted14'6. An e"32 factor attenuation of femtosecond input signals through 
turbid media has been observed. Imaging quality can be improved by reducing the diffusive component using absorption and 
fluorescence-absorption techniques17'18. Results based on the ps time-of-fiight and absorption change,18 the image of the internal 
structure of rats in vivo was obtained. 

3.    TIME GATES 

An ideal ultrafast shutter for early light imaging desires the ~ ps or fs time resolution, fast (~ ps) triggering response time and 
jitter, low gate temporal fluctuation (< 1%), high (~GHz) repetition rate, large dynamic range (> 1010), wideband (200-nm to 
5,000-nm) spectral sensitivity, large acceptance angle, low operation power, small geometrical dimension, good environmental 
stability, easy operation, and low cost. 

3.A       Electronic Controlled Time Gates 

Gated Image Intensifier. The image intensifier is an electro-optical device which can detect and intensify 2D optical images 
from the near uv to the near IR wavelength regions. A microchannel plate (MCP) image intensifier uses an MCP to convert 
incident photons into electrons with ~ 10,000 times gain. An MCP consists of arrays of millions of glass capillary coated with 
second-electron-emission materials to amplify the electron signal current produce from an image sensor (photocathode). For a 
gated image intensifier, the time gated function is added by introducing an electronic gate voltage pulse to the amplification 
photocathode.   A gated image intensifier19 is used as an ultrafast time shutter with an opening time (FWHM) of- 80-ps. 

Streak Camera: In this method, signal photons are focused onto a photocathode through a thin slit. After the emitted photo- 
electrons from the cathode are accelerated through an anode, these electrons are deflected by an applied voltage ramp which 
increases with time and streaks the electrons onto a phosphor screen to be displayed. These electrons which are released at 
different times and arrived the phosphor screen at different spatial locations with a phosphorescent track can be recorded by a 
CCD camera.    Only one-dimensional signals can be imaged.   The minimum time resolution of a streak camera is ~ 1-ps. 

3.B        Nonlinear Optical Time Gates 

Optical Kerr Gate (OKG): OKG is based on the third order (x3) nonlinear optical process and has similar design parameters as 
a regular camera shutter and can also be used to gate incoherent optical signals. All other three types of nonlinear optical gates 
listed below require the phase matching condition and are limited to coherent signals only. Two optical beams are needed in an 
OKG. One beam is used as the gating beam and the other is used as the probing beam. The intensity of the probing pulse should 
be kept to be small in compared to the gating pulse. A Kerr medium is situated between a pair of crossed polarizers. The gating 
pulse induces a transient birefringence in a Kerr medium and causes the polarization change of the probing beam. To prevent 
the "coherent artifact" in an OKG, the wavelength of the probing beam should be different from the gating beam. To avoid the 
saturation effect20 and the nonlinear absorption21 in a Kerr medium, the gating pulse intensity at the Kerr cell should be set to 
be < 1 GW/cm2 for a 1-cm long CS2 Kerr medium. The time delay between the gating and probing pulse is controlled by a 
stepping-motor with a minimum temporal resolution to be ~fs. The minimum temporal resolution of an OKG is ~ 100-fs which 
is limited by the gating pulse duration (~ 100-fs) and the response time of the gating material (< 10-fs for glass). 

Optical Parametric Amplified Gate (OPAG): OPAG22 is based on the second order nonlinear optical process (%2). When an 
intense gating laser pulse at frequency coi and a weak signal beam at co2 (oo2 < co,) co-propagate in a x2 material, the output signal 
under the phase matching condition can be gated and amplified. The intensity of the output idle signal is proportion to a function 
of sinh2 [14 GL], where L is the interaction length of the x2 material and G is a gain parameter (~ Late x x). Using a 22-mm long 
KTP gating material and a 10-mJ 532-nm 30-pJ gating pulse, a time-gated signal at 1064-nm with a > 1,000 sain factor can be 
obtained (see SPIE #4082-46). 

Up-Conversion Gate (UCG) and Second-Harmonic Auto-Correlation Gate (SHAG): The up-conversion uses a x2NLO process. 



The major difference between UCG and OPAG is the output signal frequency used in UCG, a>„ is equal to the sum of the gating 
frequency and incident signal frequency (= co, + co2). While mOPA£ the output frequency, a>s, is.equal to*ef£en^of 

the gating frequency and incident signal frequency (= co, - co2). SHAG is a special case of UCG where both the gatog 
frequencf and incident signal frequency are equal (co, = co2 = co). The output signal frequency cos = 2 co The minimum temporal 
resolution from both UCG and SHAG is in the fs region which is limited by the time convolution of the gating pulse and the 
signal pulse. Based on the output frequency is increased (up) or decreased (down), the output signal from UCG or OPAG will 
be8either a function of- stf[V4 GL] or sinhfe GL]. The maximum possible output signal from a UCG is always less or equal 
to the incident signal. While from the PAG, the output signal can be exponentially grown to the limitation -the gating pulse 
energy The advantage of a UCG is that when the incident frequency co2 is in the infrared region where the detector sensitivity 
is poor, using a proper gating frequency, the output signal frequency cos can be shifted to the visible region with improved 
sensitivity and S/N. 

Four-Wave-Mixing Coherence Gating: Optical coherent imaging (OCI),1415 holographic methods I2'13 four-wave mixing 
(FWM) gate,23 and coherent anti-Stokes Raman scattering (CARS) gate7 are different four-wave mixed gating techniques. In 
all of these gating methods, phase matching or coherence conditions are required. The advantages of these methods are good 
temporal resolution and the flexibility of optics from the combination of four-waves. However, all these methods are suffered 
to the lower sensitivity. The interference between image-bearing photons and a reference beam derived from thes same initial 
pulse of light forms the mechanism for selective detection in coherence techniques. Photons that are coherent with the reference 
pulse give rise to a gated signal, while diffusive light does not. The coherence time of the reference pulse determines tiie duration 
of the gate OCI systems are based on interferometry with low-coherence light. In an interferometer, a beam of light is split 
into two parts and are recombined after they travel two different paths. The two beams form an interference pattern only when 
they are coherent that is the phase difference between the two remains fixed. If one of the beams interacts with a scattering 
medium only the ballistic photons will retain their original phase and interfere with the reference beam. Diffusive component 
loses its original phase and cannot interfere. Interference thus filters out image-bearing ballistic photons and a fraction of snake 
photons. Light retro-reflected from different depths within the sample are measured by scanning the axial position ot the 
reference mirror and simultaneously recording the interferomerric signal amplitude. The two beams interfere only when the two 
arm path lengths match within the source coherence length. A broadband light source such as super-luminescence diodes with 
short coherence length, typically -10 urn, is used in OCT systems. The longitudinal position of the image can be determined 
with high-resolution. By scanning the sample beam along the transverse dimensions and performing a longitudinal scan at each 
position, a two-dimensional image can be obtained. 

3.C    Equivalent Time Gates: Space, Polarization, and Absorption 

Based on spatial arrangements and polarization properties, image information with an equivalent time gated properties can be 
obtained These gates can be coupled with an ultrafast time shutter either as described m sections 3 A and 3B to achieve higher 
S/N for a sophisticated imaging instrument or sometimes be used alone for a compact low-cost early light screenmg tool. 

Space Gating Collimator imaging25 and Fourier spatial 
filtering26'27 are two commonly used space gating techniques. In 
confocal imaging, an optical fiber collimator shines light on the 
sample and an on-line receiving fiber collimator that faces the 
transmitter collects the light that passes straight through. Since, 
the diameter of the collecting fiber is small, it only accepts 
ballistic light and rejects off-axis scattered light. A two- 
dimensional image can be formed point by point by scanning 
the illuminator and collector fibers synchronously across the 
object while keeping them precisely aligned. 

In a Fourier gate, a collimated beam shines the object and a lens 
of focal length F placed at a distance F focuses the photons that 
retain their collimation at a distance of IF from the object. The 
angular spatial frequencies of scattered light will be forward r       ac 
Fourier transformed to the Fourier spectral plane27. The central imaging. 
pattern arising from the collimated portion of the transmitted Mode-locked laser is used for the gating and probing source. The 
light represents the zero frequency (DC) component.   The probing beam is used to illuminate the sample. The gating beam is 
intensity of the region spread around the central part represents used to open the Kerr gate. The Kerr cell is set at the back focal 

larger radn. The earlier and the later diffusive signals can be ^ent of th
v

e object the second lens Li is iocated at one 
spatially filtered and separated out. A small aperture placed at focal       h away ^ the FTSp md the CCD camera was iocated 
the focus of the lens transmits the image-bearing light and at one foca, ,ength from L^ as the 4F jmaging system. 
rejects most of the diffusive component. For example, a hidden 
object with dimensions of - 0.1 to 1-cm embedded in a turbid medium consisting of scattering particles with dimensions ~ 1 to 
10-um. The Fourier spatial frequency (~ 1/object size) of the object is much smaller than that from the surrounding small random 
particles to be separated. 

Kerr-Fourier Time-Space Gate 
Fourier Spectrum Plane (FTSP) 

Diffusive light Ballistic Pump region 
Turbid Mcilu /»nuke light       (induced aperture) 

Fig.2 Schematic diagram of early light Kerr-Fourier gated 
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For most biomedical imaging applications, a large dynamic range of ä 1010 is needed to obtain image information of an object 
embedded in thick turbid media, such as tumors in breast tissues. A simple time-gating approach may not achieve the required 
dynamic range. A Fourier spatial filtering technique27 coupled with ultrafast time gating has the capability to improve the 
dynamic range and S/N. A schematic diagram of early light Kerr-Fourier gated (KFG) imaging is shown in Fig.2. The spatial 
dimension of the gating laser pulse radial profile can induce a spatial aperture of a given diameter at the Kerr cell to effectively 
remove the higher spatial frequencies. In this manner, information from the surrounding random small particles can be removed 
while the lower spatial frequency from the object is transformed. This KFG imaging can detect phantoms in a 70-mm thick 2% 
intralipid solution with better than 1-mm resolution. The feasibility of constructing a three-dimensional tomographic image was 
demonstrated by combining two-dimensional shadowgrams formed with a KFG using a back-projection algorithm on a personal 
computer.28 

Polarization Gating The polarization gate makes use of the fact that scattering 
events depolarize an incident beam of linearly polarized light so that ballistic 
photons retain their polarization state while the multiple-scattered photons are 
depolarized. In practice a polarization gate is implemented by shining the 
object through a linear polarizer and collecting the emerging light through a 
second linear polarizer. The degree of polarization, defined as (/_ - L)/(Ip + Is) 
where I„ and Is are transmitted intensities with the axis of the second polarizer 
parallefand perpendicular to that of the first respectively, of the transmitted 
light is used to select the image-bearing component since it is ideally expected 
to be unity for ballistic light and zero for completely depolarized light. Time- 
dependent29 polarization status of an optical pulse propagating through a 
scattering medium is shown in Fig.3. The depolarization coefficient (D) of an 
ultrashort polarized a laser pulse at 532-nm propagating through a suspension 
of 200-nm diameter polystyrene micro-spheres in water was measured by a 
streak camera. The suspension was placed in a 50-mm thickness water cell and 
the scattering length is 4-mm. The measured D values of the ballistic 
component and the later arrived diffusive component were ~ 1 and 0, 
respectively. 
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Fig.3   Time-dependent polarization status of 
optical pulse propagating in scattering media. 

Absorption Gating For the fluorescence imaging of an object embedded in a host turbid medium, absorption can reduce the 
amount of multiple scattered diffusive photons by shortening the optical path of the signal light propagating through the host.17 

The image quality of an object could be improved when it is viewed in the overlapping spectral region between the luminescence 
spectrum of the object and the absorption spectrum of the surrounding medium. 

4.   EARLY LIGHT SPECTROSCOPY IMAGING 

Optical spectroscopies31 can be employed to show the spectral differences caused by the change of the concentration, biological 
and ionic characters, chemical composition of bonds, organic materials and biological samples. 

Diagnosis of Cancer Tissues: The visible fluorescence spectra and relaxation time from cancerous and normal rat kidney, 
bladder, and prostate tissues show different spectra characteristics. The line of research using fluorescence and excitation spectra 
was extended to human lung and breast normal and cancerous tissues32. The fluorescence spectral profiles from normal human 
tissues were found to peak at about 520 nm, often with complex structures. For breast tissues, cancerous fluorescence profiles 
were smoother and the peak was shifted. The natural fluorophor responsible for the main signature appears to be flavin. It is 
believed that the absorption from oxy-hemoglobin may be the marker responsible for the spectral structure using visible 
excitation. Using uv sources, basic molecules, such as NADH, elastin, and collagen in tissues can be excited and used as 
fingerprints of materials. 

Atherosclerosis Diagnosis: Atherosclerosis is a major medical problem for the middle-aged and elderly, and X-ray visualization 
of arteries following an injection of radio opaque material via a catheter is the common method of diagnosis. Thus, optical 
spectroscopy offers a means to determine whether a given arterial wall is diseased. Once the plaque is located by spectroscopy, 
an intense laser can ablate the plaque. Too much plaque or tissue removal can produce perforated arteries. Normal and diseased 
samples exhibit two peaks near 550 and 600 nm. The intensity of the 600 nm peak was smaller than the 550 nm peak in the 
diseased samples. The valley between the peaks at 580 nm was used to normalize the spectra from the tissue. The ratio of 
intensity at 600 nm to 580 nm for a normal artery was 2 and for a diseased artery was unity.33 

Raman Spectroscopy: The molecular components of human tissues are principally composed of proteins, nucleic acids, and 
lipids. These molecules have characteristic vibrations which can be accurately characterized by Raman spectroscopy. The 
number of Raman active mode will most likely be altered when the molecular structures change from normal to abnormal states. 
Raman spectroscopy can be used to analyze these changes on a molecular scale. Visible Raman and fluorescence spectra from 
500 nm to 700 nm of human cancerous and normal breast tissues excited at 488 nm have shown noticeable spectral differences. 
These differences most likely arise from the presence of hemoglobin. A significant difference between the two spectra is the 
presence of narrow spike-like bands atop the broad band in normal tissue spectra which are absent in cancer. These narrow 
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spike-like bands arise from Raman scattering spectral lines which was confirmed by changing the excitation wavelengths from 
488 nm to 514.5 nm. By comparing the locations in wave numbers of the narrow spike-like bands of the normal breast tissue 
spectra, we conclude that these narrow bands arise from Raman scattering. The Raman lines are shifted by about 1036,1242 
1584, 2745, and 2944 cm"1 from the laser lines. The normal breast tissue spectrum had two subsidiary maxima located at üb 
nm and 592 nm, while no additional maxima were recorded in cancerous breast tissue. 

In most biological tissues a large fluorescence emission inhibits the observation of Raman spectral lines. To eliminate the 
fluorescence background, one must excite and measure Raman spectra in the IR spectral region where fluorescence is much 
weaker than that in visible spectral region34. NIR Raman scattering spectra of benign breast tissue, benign tumor and malignant 
tumor breast tissues were measured. From the vibrational modes of the CH2, amide, and protein bonds intense Raman lines were 
located at- 1078,1300, 1445 and 1651 cm"1 for benign breast tissues; ~ 1240,1445 and 1659 cm"1 for a benign tumor; and- 
1445 and 1651 cm"1 for a malignant tumor. There were differences in both the number of Raman lmes and the intensity ratio 
among different Raman lines. 

A combined Fourier space and polarization gated spectral imaging to sort out early 
arrived imaging bearing photons of biomedical samples was demonstrated. 2D 
transillumination spectroscopy images" of in-vitro human breast tissue specimens 
were recorded by an InGaAs NIR camera using 1225-1300 nm light from a forstente 
laser. Near-resonant images of a 28mmxl2mmxl0-mm human breast tissue sample 
comprising adipose and fibrous tissues were measured with 1225-nm laser and non- 
resonant images of the same sample were obtained using a 1285-nm laser. These 
results demonstrate that an appreciable spectroscopic difference may significantly 
enhance the contrast between different types of early light images from breast tissues. 

For the spectral polarization imaging, light from an appropriate white light or low- 
power laser sources can be used to illuminate the sample. The illumination 
wavelength is selected by band pass filters located on a multiple filter wheel which 
can be rotated to the desired filter position by computer control to select the 
appropriate NIR wavelength. Images can be recorded for the implementation of the 
scattering (the illuminating and detecting wavelengths are the same) and emission (the 
detecting wavelengths are different from the illuminating wavelength), respectively. 
Since the scattering and emission properties of the tissues and tumors are different, 
both scattered and emitted NIR light images can be used to identify tumors. For 
polarization difference imaging, the analyzer is kept in a direction while polarizer for 
illumination is alternatively placed in the parallel and perpendicular polarization 
directions in respect to the analyzer. Two polarization images will be obtained when 
the polarization direction of the analyzer is parallel or perpendicular to that of 
polarizer. The parallel and perpendicular images are used to investigate the surface 
and inter structures of tumors, respectively. The polarization difference image is 
obtained by subtracting the perpendicular image from the parallel image. For 
excitation difference imaging, at least two different wavelengths are used for 
illumination while a same detection wavelength or wavelength region is used for 
recording the fluorescence images. Two or more fluorescence images will be obtained 
with different excitation wavelengths. The excitation difference image can be obtained 
by subtracting one image from another. For emission difference imaging3, at least 
two different detection wavelengths are used for recording the fluorescence images 
while a same excitation wavelength is used for illuminating. Two fluorescence images 
of a luminous object (1-mm diameter chicken breast tissue stained by Cardio Green) 
located 31 -mm underneath the surface of a host chicken breast tissue illuminated by p.   .    Difference fluorescence imaging 
a 630-nm mode-locked ps laser source was measured at 790-nm and 830-nm as shown of a sman piece sta;ned tissue inside a 
in Fig.4a and 4b, respectively. The emission difference image of Fig.4c was obtained 6cmx5cmx4cm chicken breast tissue, 
by subtracting Fig.4a image from Fig.4b. The image visibility enhancement from the Black U-image is the sample holder, 
difference imaging can be attributed from the reduction of host tissue emission and 
diffusion processes. 

5. SUMMARY 

Photonics can play an important role in today's and tomorrow's biomedical technology for screening and surgical applications. 
Imaging through a thick highly scattering biomedical sample remains to be a challenge problem. Pico and femtosecond laser 
sources which are the key element for the early light imaging technique are becoming reliable and compact in size. Early light 
imaging can be implemented in a number of clinical applications for screening such as prostate cancer, breast cancer, cervical 
cancer, glaucoma, macular degeneration, macular endema, and atherosclerosis plaques. Understanding of the spectroscopic 
information from the photonic technology will be the key factor toward the success of disease diagnosis. 
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ABSTRACT 

Photons are seriously scattered when entering turbid medium; thus the images of objects hidden in turbid medium can not be 

obtained by just collecting the transmitted photons. Early-arriving photons, which are also called ballistic or snake photons, 

are much less scattered when passing through turbid medium, and contains more image information than the late-arriving 

ones. Therefore, objects embedded in turbid medium can be imaged by gathering the ballistic and snake photons. In the 

present research, we try to recover images of objects in turbid medium by simultaneously "time-gate" and "polarization- 

gate" to obtain the snake photons. An Argon-pumped Ti-Sapphire laser with lOOfs pulses was employed as light source. A 

streak camera with 2ps temporal resolution was used to extract the ballistic and snake photons. Two pieces of lean swine 

meat, measured 4mmX3mm and 5mmX4mm, respectively, were placed in a 10cmX10cmX3cm acrylic tank, which was full 

of diluted milk. A pair of a polarizer and an analyzer was used to extract the light that keeps polarization unchanged. The 

combination of time gating and polarization gating resulted in good images of objects hidden in turbid medium. 

1. INTRODUCTION 

1.1 Recent development of near-infrared light imaging 

Recently, optical imaging through highly scattering medium with near-infrared light has received much attention [1-8]. 

Because of its noninvasive nature, researchers have regarded near-infrared light as a safe alternative to ionizing radiation 

such as x-ray or positron emission tomography. However, near-infrared light can penetrate into biological tissues only a 

limited depth because of strong scatter. Therefore, advanced optical techniques are required for such imaging application. 

It was shown that near-infrared light is only weakly absorbed by most biological tissues, and light propagating in biological 

tissues is mainly attenuated through scattering [9-11]. Based on this fact, two approaches were commonly adopted for 
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imaging with near-infrared light: 1) capturing snake photons for direct imaging [2,8,12,13], and 2) collecting diffusive 

photons and reconstructing the image with the theory of diffuse photon density wave [1,5,10,11]. The second approach costs 

less than that of the first one; however, its spatial resolution is usually unsatisfied. Due to multiple scattering, the image 

information of the embedded objects for the diffusive light are almost lost. In fact, the spatial resolution of reconstructed 

images by using diffusive photons is limited by many factors, including optical properties of the turbid medium, the 

thickness of the samples, the wavelength of the probe light, etc. Therefore, the reconstruction of high-resolution images is 

not a cakewalk [14]. On the other hand, the collection of ballistic or snake photons can provide high-resolution image, but 

the amount of these photons are very small and not easily captured. Furthermore, these photons exists in a very short time 

period (200ps~300ps), dependent on the optical property of the measured tissues. In recent years, due to the development of 

high speed detector, such as electronic gated CCD and streak camera, the research on imaging techniques with ultrashort 

pulses has gradually become popular [13,15]. 

1.2 polarization gating and time gating for snake photons 

Since snake photons encounter little scattering and are along shorter path when transmitting the measured sample, they 

arrive at the detector earlier than diffuse photons. By gating those early arriving photons, we are able to obtain the images of 

the embedded objects. However, usually it is not easy to determine the time interval of snake photons. Another property of 

the snake photons is that their polarization almost keeps unchanged during propagation. In other words, if the incident pulse 

is polarized, the output snake photons bear the same polarization [16]. Therefore, combining time gating and polarization 

gating is useful for extracting snake-photons and get clear images. 

2. EXPERIMENTAL PROCEDURES 

2.1 Samples—turbid medium and targets 

In the experiment, diluted milk (the milk was made up by milk power branded "Kolin"), was used to simulate turbid 

medium. The milk was contained in an transparent acrylic tank, with 10cmX10cmX3cm in dimensions. Two pieces of lean 

swine meat, measured 4 mm><3 mm and 5 mm><4 mm, respectively, hanged in the center of the tank and separated by about 3 

mm, were embedded in the milk as objects to be imaged. The thickness of the both meat was about 1 mm. The total 

attenuation coefficient (/j,) of the objects and the background medium are 13.6cm"1 and 10cw~', respectively. The tank 

was then placed on a motor-controlled two-dimensional translation stage for measurement. 

2.2 Measurement instruments 

The experimental setup is shown in Fig. 1. An Argon-pumped Ti-Sapphire laser (Spectra Physics, USA), which emits lOOfs 

short pulses, was employed as the light source. The streak camera was operated in the synchronous scan mode, which would 

accumulate the light intensity of many pulses, to obtain a high signal to noise ratio. One of the split light from the first beam 

splitter (BS,) was incident on a PIN diode to generate a trigger signal. The other part of light was separated into two paths 

by the second beam splitter (BS2). One is then incident on the samples for imaging, while the other was sent to the streak 
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Fig.l Experimental setup. 

camera (Hamamatsu, K.K., Japan) directly as the reference signal. During measurement, the incident light and the detector 

were fixed and aligned with each other, while the tank was moved with a two-dimensional motor-controlled translation stage. 

The measurement area was 2cmX2cm in dimensions. The temporal profiles of pulses, which were broadened (diffused) to 

become about 1.1 ns in width after transmitting the turbid medium, were collected point by point. Two polarizers P, and P2, 

placed before and after sample, were used to gating the output photons whose polarization remained unchanged. This will 

help the streak camera extracting the early-arriving photons, whose polarization was supposed to be unchanged. 

2.3 Instrument control and data acquisition 

The instrument control and data acquisition were implemented by using software named LabVIEW (National Instruments 

Inc., USA). The movement of the two-dimensional translation stage, including the moving speed, step, displacement, axis, 

etc, can be controlled by the self-developed software. The timing for sample moving was pre-determined to match time 

required for getting profiles by the streak camera. The acquired temporal profile was stored and translated into a text-format 

file. The data processing, including intensity normalization, temporal calibration, etc, was completed with an analysis 

program written in LabVIEW. After calculation, the data were stored in the hard disk, and the image was displayed on the 

screen. 
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3. IMAGING RESULTS 

3.1 Temporal profile 

Temporal profiles of output pulses can be obtained by integrating the streak image for each measuring point of the sample. 

The reference beam, which did not pass through the turbid medium and always arrived at the detector periodically with 

fixed intensity, was used for time and intensity calibration. Figure 2 shows a typical temporal profile. Occasionally jitters 

occur due to the instability of the pulse repetition rate and laser intensity. To remove such undesired effects we normalize the 

intensity of the signals based on that of the reference. Also, the temporal positions of the profile were adjusted according to 

the center of reference. Figure 3 shows a typical calibrated temporal profile. In this chart, all data points were shifted such 

that the peak of the reference signal was positioned at zero time (t = 0). 

3.2 Measurement with polarizers 

To further reject the diffusive photons for improving the imaging results, two polarizers were placed before and behind the 

sample (see Fig. 1). The first polarizer (P,), which was placed before the sample, was used to generate a linearly polarized 

incident light. The second one (P2), which was placed behind the sample, was used as a polarization analyzer. During the 

measurement, the analyzer (P2) was first rotated to have the same orientation of P„ and the measured signal was denoted as 

Lp (parallel polarization). Next, it was rotated to become perpendicular to P„ and the measured signal was denoted as Lc 

(cross polarization). It is supposed that ballistic and snake photons, which are almost not scattered while propagating in the 

turbid medium, maintain the original polarization. However, the diffusive photons, which has been seriously scattered, have 

lost the original polarization information after transmitting through the scattering medium, and the orientations of 

polarization for such photons were random. About 50% of the diffusive light passes the parallel- and cross-polarization 

analyzer, respectively. Hence, the summation of Lp and Lc represents the total outptu light. Only those photons keeping 

their original polarization left in the profile of Lp-Lc. Figure 4 shows the results for summation and subtraction of Lp and Lc. 

In this figure, we saw that the diffusive light (the late-arriving photons) still exists in Lp+Lc, while only the ballistic and 

snake photons (close to the leading edge of the curve) left in the curve Lp-Lc. Therefore, we conclude that with two 

polarizers and a streak camera, we can extract the light keeping the original polarization, which bears abundant information 

for imaging. 

To evaluate the possibility for optical imaging with the described method, we scanned a 2cmX2cm area for images. The 

depth of the tank was about 3cm. For each measuring point, the parallel polarized light (Lp) and cross polarized light (Lc) 

were both measured. Figure 5 shows the image that was obtained from Lp+Lc, the total light passing the turbid medium. 

Since the signal contains diffusive photons, we can hardly recognize the shape of the targets. 

On the other hand, Fig. 6 shows the image of obtained from the profile Lp-Lc. As the inset shows, only the early arriving 

photons (near the leading edge of the profile) are used. Further calculation shows that the contract (defined as the image 

minus background to the background ratio) of the image in Fig. 6 are about 2.5 times ofthat in Fig. 5. In other words, in Fig. 

6 the embedded objects can be identified more clearly than in Fig. 5. The white square boxes indicate the actual positions of 

the two pieces of meat. 
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Fig. 2 Original temporal profile obtained from the streak camera at a measuring point. The first peak represents the 

reference beam. 
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Fig.3 Temporal-position-adjusted and intensity-normalized profile. This temporal profile has been made smooth by using a 

low pass filter. 
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4. DISCUSSION AND CONCLUSION 

In Fig. 6, the left image is much clearer than the right one. In fact, the right one contains more fat than the left one. Since the 

color of fat is almost white at room temperature, the scattering effect of this piece of meat was much severe than regular lean 

meat. Therefore, the image of the right one became blurrier than the left one. 

In this research, by combining time gating and polarization gating, we obtained the images of biological tissues embedded in 

turbid medium (diluted milk). It was shown that polarization gating was an efficient approach that could help extracting 

ballistic and snake photons. Therefore, clearer image can be obtained. Furthermore, the addition of polarization gating 

provides a useful criterion for judging the interval of "snake photons", which would be very useful for the study of optical 

properties of tissues to be measured. 

Fig. 4 Temporal profiles for the summation of parallel- and cross-polarization light (Lp+Lc, which represents the photons 

passing through the sample and analyzer without considering the polarization), and the subtraction of parallel- and 

cross-polarization light (Lp-Lc, which represents the photons without changing their polarization after passing 

through the sample). 
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Fig. 5 Image of objects with diffusive photons. The inset shows the resulted profile of Lp+Lc, and the interval used for 

calculation. 
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Fig. 6 Image of objects with snake photons, which was extracted form from diffusive light with their polarization nature. 

The inset shows the resulted profile of Lp-Lc, and the interval used for calculation. 
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ABSTRACT 
Optical topography (OT) is a method for visualizing brain functions noninvasively. In an OT 
measurement system, near-infrared light, to which living tissue is highly permeable, is irradiated from 
the scalp of the subject, and the scattered light reflected from the cerebral cortex is detected elsewhere 
on the scalp. The spatio-temporal blood volume change in the cortex is visualized based on the signal 
detected using two-dimensionally arranged optodes. The measurement imposes few constraints on the 
subject, either physically or mentally, thus the subject is in a natural and relaxed condition during 
measurement. Here, we describe out OT system, then report on an experiment to evaluate the system 
using a phantom. We found that OT can accurately locate the activated region in the cortex. Also, as an 
example of a clinical application of OT, we used our system to measure the language function, 
demonstrating the system's ability to measure the activity of Broca's area. 

Key Words: optical topography, brain function, blood-volume, phantom, and language function 

1. INTRODUCTION 

The systematic clarification of human brain functions will lead to wide application in fields such as 
psychology, information engineering, and educational engineering, as well as in the field of clinical 
medicine For this reason, various measurement systems have been developed. The 
electroencephalogram which Berger invented in 1929 measures the electric current induced by the 
activity of nerve cells in the brain [1]. This method, known as EEG, is used in clinical medicine and m 
clarifying brain functions. Other than EEG, several noninvasive measurement systems - MEG 
(magnetoencephalography), PET (positron emission computed tomography), and fMRI (functional 
magnetic resonance imaging) - have been proposed [2-4]. In these measurement systems, the subject is 
highly restrained. The subject is kept with in a narrow space and cannot move during the examination, 
thus it is difficult for the subject to relax. 

The measurement of brain functions using near-infrared spectroscopy (NIRS) imposes little restraint 
on the subject. In this method, near-infrared light, to which living tissue is highly permeable, is 
irradiated from the scalp of the subject and the light scattered in the cerebral cortex is detected on the 
scalp [5-7]. This method measures the change in the blood-volume associated with brain activation. 
When brain nerve cells are activated, blood-volume increases to supply more oxygen to these cells, and 
this increase is detected through the change in absorption of the light due to the increased hemoglobin 
(Hb) content. 

Based on the NIRS method, the authors developed optical topography (OT), a method in which blood- 
volume changes are measured at multiple points on the scalp for a subject. In OT, the signals are 
detected by two-dimensionally arranged optodes, and the spatio-temporal activity of the bram is 
visualized from these signals [8-11]. 

In this paper, we explain the principles of measuring brain functions by NIRS and describe the 24- 

1 Correspondence: TEL:+81-492-96-6111, E-mail:tymt@harl.hitachi.co.jp, http://hatoyama.hitachi.co.jp. 
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channel OT measurement system developed by our group. After that, we report on our evaluation of the 
location accuracy of OT, which was done using a phantom. It is difficult to directly evaluate with high 
accuracy the position inside the actual brain where the blood volume changes. The phantom was used to 
simulate the light scattering characteristics of living tissue and the blood-volume change associated with 
the brain activation. Finally, a clinical application of OT is described. The brain activity associated with 
the language function was measured with our OT system, and it was clearly shown that the blood- 
volume increased in Broca's area. 

2. METHODS 

2-1 Principle of OT 

Figure 1 shows the method used to measure blood-volume change in the cortex. The near-infrared 
light enables high optical permeability through the various types of tissue, but it is strongly scattered by 
these tissues. Thus, only part of the light is transmitted through the skull and reflected from the 
cerebral cortex at about 15 mm below the scalp. The reflected light reaches the scalp again at a distance 
of about 30 mm from the illuminated point. The Hb in the blood absorbs the near-infrared light. If the 
blood-volume, and thus the absorption coefficient, increases in the cortex because of brain activation 
during the stimulation period, the intensity of the reflected light decreases. Therefore, the difference 
between reflected-light intensities R and Rs, obtained before and after the stimulation, respectively 
(Fig. 1), provides information on the blood-volume change in the cortex. 

In the actual measurement (Fig. 2), two 0.5-mW-output continuous wave (CW) lasers with a 
wavelength of 780 nm or 830 nm are used as light sources to measure the change in the concentration of 
the oxy-Hb and deoxy-Hb. The oscillators operate at different frequencies on the order of 1 kHz to 
modulate the diode output power. The outputs from the diodes are mixed by an optical fiber coupler, and 
illuminated onto the scalp. After the reflected light passes through the human tissue it is picked up by 
an optical fiber. The photodiode then converts the reflected light into an electrical signal and sends the 
signal to two lock-in amplifiers. Each lock-in amplifier, which refers to the modulation frequency of each 
light source, separates the reflected light into one of the two original wavelengths (780 nm or 830 nm). 
The reflected intensity R(A.,t) for the wavelength X (780 nm or 830 nm), and measurement time t is 
obtained and sent to the analog/digital (A/D) converter. A personal computer analyzes the reflected 
intensity. 

When the subject is at rest (before brain activation), R(?i,t) satisfies 

-ln[R(U)]=eoxy(?i)Coxy(t)d+ edeoxyWCdeoxy(t)d+sc(>,), (1) 

where eoxy(A.) and edeoxy(X,) are the molar absorption coefficients of oxy-and deoxy-Hb, respectively. Coxy and 
Cdeoxy are the concentrations of oxy- and deoxy- Hb, d is the effective path length in the tissue, and sc(A) is 
the attenuation due to the scattering in the tissue. In the same way, when the subject is activated by the 
stimulation, the reflected intensity Rs(X,,t) satisfies 

-ln[Rs(U)]=e„xyWCs
oxy(t)d+ edeoxyWCs

deoxy(t)d+sc(?i), (2) 

where the superscript "s" denotes stimulation. By subtracting equation (1) from equation (2), we obtain 

-ln[Rs(U)/ R(U)]=eoxyW[Cs
oxy(t)- Coxy(t)]d+ edeoxyW[Cs

deoxy(t)- Cdeoxy(t)]d. (3) 

We rewrite the right-hand side of equation (3) as 

-ln[RUt)/ R(U)]=eoxyP0ACoxy(t) + W*) ACs
deoxy(t), (4) 

where 

ACs
oxy(tMC%xy(t)-Coxy(t)]d, (5) 
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ACs
deoxy(t)=[Cs

deoxy(t)-Cdeoxy(t)]d, (6) 

respectively, because the value of d in the tissue is difficult to obtain at present. The ratio of the reflected 
intensities in the left-hand side of equation (4) is measured at each wavelength (780 nm and 830 nm) 
and the concentration changes of the oxy-Hb and deoxy-Hb are obtained. The concentration change of 
the total-Hb is the sum of these. 

To obtain a topographic image of the blood-volume change, an array of optodes that act as light 
sources (incident positions) and optodes that act as detectors (detection positions) are placed on the 
subject's scalp. Figure 3 shows the 24-channel measurement system. 16 light sources (eight sources for 
each wavelength of 780 nm and 830 nm) and eight avalanche photodiodes (Hamamatsu C5460-01) are 
employed. For the light illumination on the scalp and to pick up the transmitted light, optical fibers with 
a 1-mm cladding diameter are attached to the scalp to eliminate interference from hair. These optodes 
that make up each source-detector pair are separated by 30 mm. The sensitivity to the blood-volume 
change is highest at the middle point of each optode pair, so the middle points are used as measurement 
points [12]. In the Fig. 3, there are 24 measurement points at the middle of the optode parrs. The 
minimum distance between measurement points is 21 mm, and the octagonal measurement area, 
surrounded by these measurement points, is 90 x 90 mm. The blood-volume changes at these 24 
measurement points are estimated, then a topographic image of the changes is obtained by spline 
interpolation. 

2-2 Phantom for OT 

Here, we have developed a phantom that can be used to simulate the brain activation measured by 
OT. For'clinical application of the OT, location accuracy of the topographic image is critical, but the 
location of the blood-volume change inside the cerebral cortex is difficult to detect accurately. The blood- 
volume increase in the cortex is analogous to an increase in the absorption coefficient within a scattering 
medium. Our phantom simulates the light scattering characteristics of the living tissue. 

The phantom is made of epoxy resin (Buehler Corp.) containing the powdered titanium-oxide (Ti02, 
KA30-K: Titan Kogyo Corp.)[13], and it consists of the body and inserts (Fig. 4). The size of the body is 
200 x 200 x 40 mm to model the adult head size. The surface area of the body is five times the 
measurement area of the 24-channel system in Fig. 3 to avoid the effects of light reflection at the 
boundary. The height of the body is more than double the depth from the scalp to the cortex (15 mm). 
The scattering and absorption coefficients of this phantom, estimated by the time-resolved measurement 
method [14], were respectively 0.5 mm"1 and 0.0 mm1 at the 830-nm wavelength. 

To simulate brain activation, the absorption coefficient inside the phantom should be variable. A 10- 
mm-diameter hole was drilled in the center of the phantom, and inserts to be placed inside of the 
phantom were prepared. The structure of the inserts (A) and (B) in Fig. 4 are homogeneous and 
heterogeneous, respectively. The optical properties of insert (A) and sections (I) and (111) of insert (B) are 
the same as those of the body. On the other hand, section (ID of insert (B) contains a greenish brown light 
absorber. This light absorber has absorption in the NIR region and its absorption coefficient is 
0.025 mm1. In Figs. 5(a) and (b), inserts (A) and (B), respectively, are placed inside the body of the 
phantom. The absorber is located near the center of the phantom and simulated the blood-volume 
(absorption coefficient) change in the cerebral cortex. 

The measurement system we used to evaluate our phantom is shown in Fig. 6. The optodes were 
arranged on the phantom. Eight laser light sources (wavelength: 830 nm) were modulated at different 
frequencies (1 to 10 kHz), and were coupled to the eight optodes used for illumination. Eight optodes to 
detect the transmitted light were connected to avalanche photodiodes. The outputs from the photodiodes 
were sent to lock-in-amplifiers that separated the transmitted light intensity into the 24 measurement 
points. The data were processed with a computer. 

To obtain a topographic image of the absorber in the phantom, the absorbance change AA at each of 
the 24 measurements point is given as, 

AA=-ln(Rs/R) <7)' 
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where, Rs and R denote the reflected intensities with the light absorber and without the absorber in the 
phantom, respectively. The distribution of AA inside the measurement area was estimated and a 
topographic image of the absorber in the phantom was obtained. 

2-3 Language function measurement 

The language function is a brain function peculiar to humans. There is powerful need for a method of 
measuring the language function for both basic research and clinical medicine purpose. In our language 
function measurement, the subject was shown a picture of an object to activate the language function. 
The subject wrote the word for the object and an inspector objectively checked and evaluated the 
activation of the subject's language function. Measurement with a conventional brain function 
measuring system is difficult, because the head of the subject moved during the test and this movement 
caused signal noise. 

Since the optical fibers used to irradiate and detect reflected light in OT are attached to the subject's 
scalp, there is little noise during the measurement even if the subject moves a little. Thus, the subject is 
likely to feel more natural and relaxed, compared, for example, to when being examined by MRI during 
which immobility and an uncomfortable posture is required. For realistic language-function 
measurement, an OT system may therefore be indispensable. 

In this experiment, language functions were activated by a writing task rather than a speaking task 
because the load is generally considered to be higher for a writing task[15]. There are two language 
function areas in the cortex: Broca's area in the frontal lobe, and Wernicke's area in the temporal lobe. 
The subject was a 27-year-old right-handed healthy male volunteer. Almost all (99 %) right-handed 
people have language function territory fields on the left hemisphere sinciput, so the measurement area 
was arranged on the subject's left hemisphere sinciput. Informed consent was obtained from the subject 
before the investigation. The subject was awake and sitting relaxed in a chair. No special room was 
required for this experiment, which would not be the case for PET or fMRI. The location of the subject's 
language function area was estimated by anatomic MRI and with the neuronavigator [16]. The task 
sequence for this experiment is shown in Fig. 7. The subject was shown a card with a picture of an object 
for 3 seconds(In Fig. 7, a picture of a knife is shown). During the 3 seconds, the subject wrote down the 
name of the object in Japanese "kana" which is a phonetic syllabary. The task was repeated 30 times so 
the total stimulation period was 90 seconds. As a control task, the subject was shown a figure with no 
meaning, which he was required to draw. The shape vaguely resembled Japanese "kana", and would 
require a similar drawing motion for 3 seconds. Sample figures for this experiment are shown on both 
sides of the picture of the knife in Fig. 7. During the writing and control tasks, the motor area located in 
the frontal lobe was activated, because the subject moved his arm and hand when writing letters and 
drawing figures. Therefore, the activation of the motor area was eliminated by subtracting the signal 
intensities during the control task from the signal intensities during the writing task. In the same way, 
the signal from the visual cortex could be removed. The control task was performed as pre-simulation for 
a total of 60 seconds and as post-stimulation for a total of 70 seconds. The subject rested for 30 seconds 
between post-stimulation and pre-stimulation for the next series of the task. 

3. RESULTS AND DISCUSSION 

3-1 Location accuracy 

Figure 8 shows topographic images of AA and the relative locations of the optodes on the phantom and 
the absorbers in the phantom. In Fig. 8(a), the absorber was set midway between two optodes, where AA 
sensitivity was the highest. On the other hand, in Figs. 8(b) and (c), the absorbers were placed below an 
optode and at the center of four optodes, respectively. These figures show that the location of the 
absorber on the topographic image was consistent with the actual location inside the phantom within a 
3-mm margin of error. This value is less than the interval between the measurement points (21 mm). 
This value is also lower than the size of the visual cortex (more than 20 x 20 mm) and of the motor area 
(more than 10 x 10 mm) [17]. Therefore, these results demonstrate that the OT system can be used to 
identify the area of brain activation. 
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However, the full width at half maximum of each AA distribution was more than 20 mm. This is more 
than twice the diameter of the absorber inside the phantom. Thus, the spatial resolution of the 
topographic image needs to be improved. 

3-2 Language function measurement 

Figure 9 shows a spatial map of the change in total-Hb obtained during the writing task and MRI of 
the subject. To obtain this static topographic image, we averaged the change in Hb-concentration during 
the writing task, compared to before and after at each channel position. Furthermore, the z-value of the 
total-Hb concentration change at each measurement point was obtained. Among the 24 measurement 
points, the z-value at channel 9 was the largest, and this channel corresponded to the Broca's area of the 
subject as indicated by the MRI. Figure 10 shows the temporal change in the oxy-Hb, deoxy-Hb, and 
total-Hb concentrations for channels 9 and 1. A hemodynamic response was observed approximately 30 
seconds after the writing task started and the peak response occurred at about 60 seconds after the start. 
In the region showing the highest activity there was an increase in oxy-Hb and total-Hb with a decrease 
in deoxy-Hb. This is consistent with increased metabolic demand. On the other hand, in the outer region 
of Broca's area, for example at the measuring point of channel 1, the oxy-Hb concentration and the 
total-Hb concentration decreased 30 seconds after the writing task started. 

4. CONCLUSION 

Optical topography offers clear advantages for noninvasive brain function measurement compared to 
other methods, we have developed a 24-channel OT system. To evaluate the topographic imaging of our 
system, we created a phantom to simulate light scattering by the live tissue and the blood volume change 
in the cortex. The topographic images identified the position of the light absorber in the phantom with an 
accuracy of 3 mm. A potential application of optical topography is language function measurement, and 
in doing this we observed increased blood-volume in Brocs's area during a writing task. 

REFERENCES 
1. H. Berger, "Über das Electrenkephalogramm des Menschen". Archiv für Psychiatrie 87, 527- 

570(1929). 
2. D. Cohen, "Magnetic field around the torso: Production by electrical activity of the human torso". 

Science 156, 652-654(1967). 
3. M. E. Raichle, "Measurement of local cerebral blood flow and metabolism in man with positron 

emission tomography". Fed. Proc. 40, 2331-2334(1981). 
4. S. Ogawa, T -M. Lee, A.S. Nayak and P. Glynn, "Oxygenation-sensitivity contrast in magnetic 

resonance'image of rodent brain at high magnetic fields". Magn. Reson. Med. 14, 68-78(1990). 
5. F. F. Jöbsis, "Non-invasive infrared monitoring of cerebral and myocardial oxygen sufficiency and 

circulatory parameters". Science 198, 1264-1267(1977). 
6. M. Cope and D. T. Delpy, "A system for long term measurement of cerebral blood and tissue 

oxygenation in new born infants by near-infrared spectroscopy". Med. Biol. Engl. Comp. 32, 1457- 
1467(1988). . 

7. T. Kato, A. Kameim S. Takashima and T. Ozaki, "Human visual cortical function during photic 
stimulation monitoring by means of near-infrared spectroscopy". J. Cereb. Blood Flow Metab. 13, 
516-520(1993). 

8. A. Maki, Y. Yamashita, Y. Ito, E. Watanabe and H. Koizumi, "Spatial and temporal analysis of human 
motor activity using noninvasive NIR topography". Med. Phys. 22, 1997-2005(1995). 

9. Y. Yamashita, A. Maki, Y Ito, E. Watanabe, Y. Mayanagi and H. Koizumi, "Noninvasive near- 
infrared topography of human brain activity using intensity modulation spectroscopy". Opt. Eng. 35, 
1046-1049(1996). 

10. E. Watanabe, Y. Yamashita, A. Maki, Y Ito and H. Koizumi, "Non-invasive functional mapping with 
multi-channel near-infrared spectroscopic topography in humans". Neurosci. Lett. 205, 41-44(1996). 

11. H. Koizumi, Y. Yamashita, A. Maki, T Yamamoto, Y. Ito H. Itagaki and R. Kennan,^ "Higher-order 
brain function analysis by trans-cranial dynamic near-infrared spectroscopy imaging". J. of Biomed. 

28 



Opt. 4, 403-413(1999). 
12. P. W. McCormich, M. Stewart, G. Lewis, M. Dujovny and J. I. Ausman: "Intracerebral penetration of 

infrared light", J. Neurosurg., 76, 315-318(1992). 
13. M. Firbank, M. Hiraoka and D. T. Delpy: "Development of a stable and reproducible tissue 

equivalent phantom for use in infrared spectroscopy and imaging", Proceeding of SPIE, 1888, 264- 
270(1993). 

14. G. Zaccanti, P. Bruscaglioni, A. Ismaelli, L. Carraresi, M. Gurioli and Q. Wei: "Transmission of a 
pulsed thin light beam through thick turbid media: experimental results", Appl. Opt., 31, 2141- 
2147(1992). 

15. T. Yamamoto, Y. Yamashita, H. Yoshizawa, A. Maki, M. Iwata, E. Watanabe and H. Koizumi, "Non- 
invasive measurement of language function by using optical topography", Proc. of SPIE 3597, 250- 
237(1999). 

16. E. Watanabe, T. Watanabe, S. Manaka, Y Mayanagi and K. Takakura, "Three-dimensional digitizer 
(neuronavigator): New equipment for computed tomography-guided stereotaxic surgery", Surg. 
Neurol. 27, 543-547(1987). 

17. J. Talairach,. P. Tournoux, "Co-planar stereotactic atlas of the human brain", Thieme Press, New 
York (1988). 

Reflected light 

30 m 
Near-infra red 

light 
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Figure 5 Simulation method of the brain activation in the cortex by the phantom. 
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ABSTRACT 

Near infiared spectroscopy has recently been used to measure changes of optical parameters (i.e., light absorption or 
scattering) of brain tissue. The fact that the equipment is generally compact, portable, noninvasive, and reasonably priced 
makes it ideal for clinical and nonclinical evaluation and monitoring of brain function. Clinical and nonclinical studies 
evaluating changes related to light absorption are discussed, with an emphasis on cerebral blood oxygenation (CBO) 
changes and hemodynamic responses while performing cognitive tasks. With respect to the clinical studies, the focus is on 
variations in patterns of oxygenated hemoglobin (Oxy-Hb), deoxygenated hemoglobin (Deoxy-Hb) and Total-Hb (sum of 
Oxy-Hb and Deoxy-Hb). The studies about clinical applications includes research we have conducted with older adults 
and aphasics.  Implications regarding the use of NIRS for clinical purposes are considered. 

KEYWORDS: Near-infrared spectroscopy, brain activation, cognition, language, cerebral blood flow, 

1. INTRODUCTION 

NIRS is an optical method to measure concentration changes of Oxy-Hb and Deoxy-Hb in cerebral vessels by means of 
the characteristic absorption spectra of hemoglobin in the near-infrared range. Changes in Total-Hb indicate blood volume 
changes and correlate with rCBF. Simultaneous measurements made with NIRS and PET demonstrated that neuronal 
activation during mental tasks results in changes in cerebral oxygenation and hemodynamics measured by NIRS that were 
consistent with PET results1 

NIRS has been applied to the evaluation of cerebral blood oxygenation and hemodynamic changes in a variety of brain 
activation studies". In general, brain activation is related to an increase in Oxy-Hb, no change or a slight decrease in 
Deoxy-Hb, and an increase in Total-Hb. However, some research has suggested that in clinical subjects "tyrncal" response 
may be less prevalent and other types of responses may be more common or typical of the clinical condition The studies 
discussed here address this issue as well as basic research related to cognitive activation. 

2. NEAR-INFRARED SPECTROSCOPY EQUIPMENT 

We measured cerebral blood oxygenation and hemodynamics with a NIRO-500 (Hamamatsu Photonics). Near-infrared 
light from laser diodes, wavelengths 775, 825, 850, and 904 nm) was directed at the head through a fiberoptic bundle 
("optode"), and reflected light was collected in the receiving fiberoptic bundle and transmitted to a photomultipher tube. 
With the use of an algorithm developed by Cope et al7, absolute concentration changes of Oxy-Hb, Deoxy-Hb, and Total- 
Hb were continuously analyzed by means of a computer interfaced with the apparatus. NIRS data are expressed in 
arbitrary units. If the differential pathlength factor of the adult head is assumed to be 5.9, which was determined by time- 
of-flight measurement of a picosecond-length optical pulse through the tissues, 1 artibrary unit equals 1 ^mol^. The 
optical distance was 3 to 4 cm. With an optode distance of 4 cm, correlations of Oxy-Hb and Total-Hb measured by NIRS 
and rCBF measured by PET suggested that the reliable penetration depth of near-infrared light into brain tissue is about 
1.3 cm8 
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3. AGING STUDY 

Brain activation studies using positron-emission tomography (PET) have shown a variety of age-related alterations in 
neuronal activity that may suggest connectivity changes or variations in activation patterns9. In this study, NIRS was used 
to evaluate age-related alterations in CBO changes during the performance of various cognitive tasks10. .An additional 
objective was to determine if CBO response patterns varied in relation to type of cognitive task. Although our aging study 
concerns normal adults, we consider aging a clinical topic because of the nature of brain changes that occur with aging. 

3.1. Methods 

Twenty-six normal adults participants performed cognitive tasks to evaluate changes between the young group (13; mean 
age ± SD, 28.8 ± 4.4) and the older group (13; 50.7 + 8.0). The groups were equivalent in education, P > 0.10). Six 
different cognitive tasks requiring oral language were performed with each task varying in the types of cognitive ability 
being tested. Tasks included semantic verbal fluency, confrontational naming, forward digit span, backward digit span, 
counting, and reading. The evaluation included a rest period (5-10 minutes), followed by the cognitive performance. 

Optodes were placed on the left forehead so that the center was at the Fp2 position of the international EEG 10-20 system, 
thus the NIRS measured CBO changes in the left prefrontal cortex, an area of the brain involved in language, executive 
function, and complex problem solving. Participants were seated and their eyes were open during the entire experiment. 

3.2. Results 

In many NIRS studies on neuronal activation with the use of NIRO-500, the values of NIRS parameters were compared 
among different individuals; however, in the present study, qualitative pattern analyses were performed rather than 
quantitative analyses to avoid possible problems related to changes of the pathlength factor during aging. Skull thickness, 
skin absorption, and scattering properties of underlying brain structures such as subarachnoid space through which light 
passes, may change during aging, and the anatomical changes might alter the pathlength factor. 
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Figure 1. Examples of the three patterns: (A) the most common pattern, (B) the second most common patter, and (C) the thrid most 
common pattern. 
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The qualitative analyses consisted of determining the pattern of decrease and/or increase of the three NIRS parameters 
(Oxy-Hb, Deoxy-Hb, and Total-Hb), based on the maximum value from the preactivation baseline. 

Each subject performed 6 cognitive tasks, making a total of 156 cognitive events. For the analyses, date from 3 subjects 
were deleted for the reading task and from 3 subjects for the counting tasks because of movement artifacts; therefore, a 
total of 150 events were evaluated. 

The cognitive tasks altered CBO in the left prefrontal cortex of both young and older adults. To determine the types of 
response patterns, data for young and older subjects were combined. Most of the CBO changes could be classified into 3 
patterns (Fig 1)- Pattern A~Oxy-Hb and total-Hb increased, Deoxy-Hb showed a little or no decrease; Pattern B-Oxy- 
Hb and Total-Hb increased, Deoxy-Hb shows little or no change; Pattern C-all three parameters increased. 

Comparisons of the young and older group showed striking differences in the occurrence of the NIRS response patterns as 
shown in Table 1.   Although Pattern A was the most prevalent pattern in both groups, it occurred less often in the older 
group, PO.01, In contrast, Pattern B, occurred more often in the older subjects than the young subjects, P <0.0001. 
Pattern C showed no age-related difference. 

Table 1. Patterns of NIRS Parameter Changes Induced by Cognitive Tasks Performed by Young and Older Subjects 

Pattern Oxy, Deoxy,   Tot Young 
Group 

Older Group 

A "typical" +,       -~0,         + 68.1% 46.2% 

B -~0~+,   + 6.9% 34.6% 

C +,            + ,         + 9.7% 12.8% 

Regarding specific tasks, age differences were evident verbal fluency and reading with the other tasks yielding no 
differences Fig 2 shows the occurrence of the Patterns A and B induced by the tasks. In both tasks, Pattern A was more 
common for young subjects compared with the older subjects, and B was more common for the older subjects compared 
with the younger subjects. In the reading task, Pattern A occurred in 70% of the younger subjects; whereas, Pattern B 
was evident in 77% of the older subjects. 
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Figure 2. Comparison of the occurrence of the MRS response patterns induced by the verbal fluency (A) and reading (B) tasks in the 
young and older groups. 

3.3. Discussion 

The study showed that cognitive tasks related to the frontal lobe caused various patterns of CBO responses in the left 
prefrontal cortex. The patterns of CBO responses were age-dependent and task-dependent. In both the young and older 
groups the "typical" response of increases of Oxy-Hb and Total-Hb accompanied by a slight decrease or no change in 
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Deox-Hb was the most common pattern of MRS parameter changes during the cognitive tasks (Pattern A). The NIRS 
parameter changes of Pattern A reflect an increase in rCBF at the measurement areas (6,8) The second most common 
pattern (Pattern B) has been observed in normal adults during cognitive tasks. 

Although the "typical" pattern was most common for both young and older adults, it was less prevalent in the older group, 
and was evident in less than half the events. In the verbal fluency task, Pattern B was observed more in the older group 
than the young group. The results of the reading task are particularly intriguing in that almost all the older adults showed 
Pattern B, suggesting that for some types of tasks, rCBF response may change from an increasing response to a decreasing 
response during aging. 

The results may reflect a possible functional reorganization during aging. Neuronal activities near the NIRS recording site 
may steal the blood flow at the NIRS measurement area, resulting in decreased rCBF. Other mechanism may also be 
involved, and further studies are necessary to clarify the physiological mechanism and roles of the rCBF decrease during 
neuronal activity. 

This study demonstrates that NIRS can detect age-related changes in CBO and hemodynamics related to cognitive 
performance. MRS has some advantages over PET and fMRI for brain activation studies, particularly related to aging. 
(1) PET images integrate CBO changes during task performance; in contrast, MRS can monitor real-time (0.5 s) CBO 
changes during the tasks. Therefore, MRS may be able to detect the neuronal activation that PET cannot image. (2) 
Compared with blood oxygenation level dependent (BOLD) ;contrast function MRI (fMRI), MRS can measure changes of 
not only Deoxy-Hb but also Oxy-Hb and Total-Hb, which reflect CBF changes; whereas, BOLD fMRI detects only 
Deoxy-Hb changes. (3) The portability of the system makes investigations of the general population feasible. 

It should be emphasized that the relatively small differences in age among subjects caused the age-related difference in 
CBO changes detected by NIRS, indicting that the age of subjects should be in narrow bands in MRS cognitive studies. 

4. NONFLUENT (BROCA'S) APHASIA STUDY 

Aphasia is a disorder of language function that is one of the major symptoms caused by cerebrovascular disorder (C VD). 
We studied changes of cerebral blood oxygenation and hemodynamics induced by language activities in order to determine 
differences among nonfluent (Broca's) aphasic patients, normal subjects, and postroke non-aphasic patients11 . 

4.1. Methods 

Three groups of age-matched subjects participated: nonfluent aphasics (n=10, mean age=56.9y), poststroke nonaphasic 
patients (n=6, mean age=52.5y), and normal controls (n=13, mean age=50.7y) performed a confrontational naming task, 
which is commonly included in aphasia test batteries.  Methods were the same as those in the aging study. 

4.2. Results 

Analyses of the data are similar to the aging study, and as in the aging study, Patterns A, B, and C shown in Fig. 1 were the 
main patterns. 

A summary of the occurrence of patterns appears in Table 2. Of note is the finding that the non-aphasic CVD patients and 
normal controls showed similar patterns; whereas, for the aphasic patients, Pattern C occurred most often. This pattern 
was evident in the normal and non-aphasic groups, but it was not as prevalent as it was in the aphasic patients. 

Table 2 Patterns of NIRS Parameter Changes Induced by Naming Task in 
Age-Matched Normal Adults, Non-Aphasic CVD Patients, and Aphasic Patients. 

Pattern Oxy, Deoxy.Tot Age-matched 
Controls 

Non-aphasic 
CVD Patients 

Aphasic 
Patients 

A "typical" +,      - ~ 0,   + 39% 50% 30% 
B --0,    - 31% 33% 0% 
C +,       +, + 23% 17% 50% 
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Table 3 summarizes the mean changes of the NIRS parameters. Results of a one-way ANOVA comparing *e 
performance of the 3 groups in the naming task demonstrated a significant effect for Deoxy-Hb, F(2,27)-4.47, r <v.vs, 
with aphasic patients differing significantly form normal subjects and nonaphasic CVD patients whdetiie 2 nonaphasic 
groups did not differ from each other.  In contrast, there were no significant differences in Oxy-Hb or Total-Hb among the 
groups (P > 0.05). 

Table 3. Mean ± SEM Changes of Oxy-Hb, Deoxy-Hb, and Total-Hb in 
Age-Matched Control Subjects, Nonaphasic CVD Patients, and Aphasic Patients 

Parameter Age-Matched 
Controls 

Nonaphasic 
CVD Patients 

Aphasic 
Patients 

P 

Oxy-Hb 0.43±0.S4 0.58+0.64 1.41+0.39 0.36 

Deoxy-Hb 0.06±0.16a -0.18±0.22a 0.78±0.29b 0.02 

Total-Hb 0.48+0.58 0.39+0.71 2.19+O.40 0.08 

NOTE: groups with similar letters did not differ 

4.3. Discussion 

In the aphasic patients with an increase of Deoxy-Hb, the rCBF in the left prefrontal cortex must be increased by the 
language task since both Oxy-Hb and Total-Hb were increased by the task, indicating the presence of coupling[between 
rCBF and neuronal activity. However, the mean increase of Total-Hb in the aphasic patients was larger than that seen m 
normal subjects and nonaphasic CVD patients, suggesting that a larger increase of rCBF was induced by the language task 
in the aphasic patients. On the other hand, the increase of Deoxy-Hb indicates that the increase of oxygen consumption in 
the left prefrontal cortex of the aphasic patients was greater than that of nonaphasic patients. These observatons suggest 
that the left prefrontal cortex, in most of the aphasic patients, is more activated during language processing, resulting m 
more oxygen delivery and oxygen utilization compared with the nonaphasic patient group. 

The advantages of NIRS with respect to PET and fMRI were discussed earlier in the Aging section  This study of aphasia 
confirms the need to consider oxygenation and deoxygenation when conducting clinical studies. In addition, the results ot 
the quantitative one-way ANOVA highlights the value of doing qualitative analysis of NIRS parameter patterns as well as 
quantitative analyses. Although our analyses supported the finding about patterns, that all three parameters mcreased for 
the aphasic patients, it did not account for the fact that 50% of the aphasic patients had patterns that were not of this nature. 
The pattern of increases in all parameters is the most common pattern for the aphasics, but the sheer size of the response 
overrode the influence of other patterns. This should serve as a caveat, both for clinical researchers who focus only on 
quantitative data and to a tendency in some fields to assume that the nontypical response is artifactual or that subjects with 
nontypical responses should not be included in a study. 

Because NIRS is portable and easy to use, it might be used to study recovery of function and CBO response after a stroke. 
For example patients who see the doctor could routinely be evaluated for CBO response induced by brain activation. The 
difficulties would relate to placement of the optodes and finding tasks that be given repeatedly without reduction in 
activation. 

5. SUMMARY 

To summarize, NIRS has shown that although normal adults show a "typical" pattern of increases in Oxy-Hb and Total- 
Hb, accompanied by a small or no decrease in Deoxy-Hb, there are a number of other patterns which should be considered 
and which may relate to neuronal loss or changes. 

Regarding aging, older adults did not show the typical pattern as often as young adults. In addition, they tended to show a 
pattern of decreasing Oxy-Hb and Total-Hb with little or no change in Deoxy-Hb more often than young people. 
Concerning aphasics, the most common pattern was an increase in all three parameters which suggests excess oxygen 
utilization 
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These issues call into question the use of pooled data for clinical groups without consideration of individual activation 
patterns.  In addition, the fact that a person does not respond in the "typical" way does not mean the person is should be 
considered an outlier. 

In spite of the low spatial resolution of contemporary NIRS equipment, it can be an important compliment to other brain 
activation research and diagnostic tools such as PET and fMRI. The temporal resolution surpasses PET, and the fact that 
oxygenation and deoxygenation changes means that NIRS offers information that cannot be obtained using fMRI. In 
addition, the portability and ease of use could make it a valuable tool in clinics, and perhaps for intensive care monitoring 

REFERENCES 

1 Hoshi, Y, Onoe H, Watanabe Y, Anderson J, Bergstam M, Lilja A, Langstrom B, Tamura M Non-synchronous behavior 
of neuronal activity, oxidative metabolism and blood supply during mental tasks in man Neurosci Lett, 172, pp:129-133, 
1994. 

2 Hoshi Y, Tamura M. Dynamic multichannel near-infrared optical imaging of human brain activity. JAppl Physiol, 75, 
pp 1842-1846,1993. 

3 Hoshi Y, Tamura M. Dynamic multichannel near-infrared optical imaging of human brain activity. Neurosci Lett, 150, 
pp 5-8,1993. 

Kato T, Kamei A, Takashim S, et al. Human visual cortical function during photic stimulation monitoring by means of 
near-infrared spectroscopy. J Cereb Blood Flow Metab, 13, pp 516-520,1993. 

Kleinschmidt A, Obrig H, Requardt M et al. Simultaneous recording of cerebral blood oxygenation changes during 
human brain activation by magnetic resonance imaging and near-infrared a spectroscopy. J Cereb Blood Flow Metab, 16, 
pp 817-826, 1996. 

Hock C, Muller-Spahn F, Schuh-Hofer S, et al. Age dependency of changes in cerebral hemoglobin oxygenaton during 
brain activaion: A near-infrared spectroscopy study. J Cereb Blood Flow Metab, 15, pp 1103-1108, 1995., 

7 Cope M, Delpy DT, Reynolds EO, Wray S, Tyatte J, Van der Zee P. Methods of quantitating cerebral near-infrared 
spectroscopy data. Adv Exp Med Biol, 222 pp 183-189,1988. 

Hock C, Whinger K, Muller-Spahn F, et al. Decrease in parietal cerebral hemoglobin oxygenation during performance 
of a verbal fluency task in patients with Alzheimer's disease monitored by means of near-infrared spectroscopy (NIRS)- 
correlation with simultaneous rCBF-PET measurements. Brain Res 755, pp 203-303,1997. 

9 Cabeza R, Mclntosh AR, Tulving E, et al. Age-related differences in effective neural connectivity during encoding and 
recall. Neuroreport, 8, pp 3470-3483., 1997. 

Sakatani, K, Lichty, W, Xie Y, Li S, Zuo H. Effects of aging on Inaguage-activated cerbral blood oxygenation changs 
of the left prefrontal cortex: Near infrared spectroscopy study. J of Stroke & Cerebrov Diseases, 8, pp 398-403,1999. 

11 Sakatani K, Xie Y, Lichty W et al. Language-activated cerebral blood oxygenation and hemodynamic changes of the 
left prefrontal cortex in poststroke aphasic patients: A near-infrared spectroscopy study. Stroke, 29, pp 1299-1304,1998. 

39 



Invited Paper 

Optical computed tomography for imaging the breast: 
First look 

Richard J. Grable*, Steven L. Ponder, Nikolaos A. Gkanatsios, William Dieckmann, Patrick Olivier, 
Robert H. Wake, Yueping Zeng 

Imaging Diagnostic Systems, Inc., Plantation Florida, U.S.A. 

ABSTRACT 

The purpose of the study is to compare computed tomography optical imaging with traditional breast imaging techniques. 
Images produced by a computed tomography laser mammography (CTLM™) scanner are compared with images obtained 
from mammography, and in some cases ultrasound and/or magnetic resonance imaging (MRI). During the CTLM procedure, 
a near infrared laser irradiates the breast and an array of photodiodes detectors records light scattered through the breast 
tissue. The laser and detectors rotate synchronously around the breast to acquire a series of slice data along the coronal plane. 
The procedure is performed without any breast compression or optical matching fluid. Cross-sectional slices of the breast are 
produced using a reconstruction algorithm. Reconstruction based on the diffusion theory is used to produce cross-sectional 
slices of the breast. Multiple slice images are combined to produce a three-dimensional volumetric array of the imaged breast. 
This array is used to derive axial and sagittal images of the breast corresponding to cranio-caudal and medio-lateral images 
used in mammography. Over 200 women and 3 men have been scanned in clinical trials. The most obvious features seen in 
images produced by the optical tomography scanner are vascularization and significant lesions. Breast features caused by 
fibrocystic changes and cysts are less obvious. Breast density does not appear to be a significant factor in the quality of the 
image. We see correlation of the optical image structure with that seen with traditional breast imaging techniques. Further 
testing is being conducted to explore the sensitivity and specificity of optical tomography of the breast. 

Keywords: breast imaging, optical tomography, transillumination, laser mammography, optical imaging, image 
reconstruction 

1.   INTRODUCTION 
1.1 Early optical breast-imaging experience 

Optical imaging techniques for imaging the breast have been evaluated beginning with Dr. M. Cutler's article in 1929 
describing a simple breast transillumination system.1 A cooled light sourced was used to transillununate the breast in a 
darkened room, and the unaided eye viewed the breast. In 1980, Ohlsson reported on his experiences with a more 
sophisticated form of breast transillumination called diaphanography.2 This technique employed a 35mm camera that used 
near infrared sensitive film to photograph the breast transilluminated by a high-intensity strobe lamp contained within the 
light source. In 1984, Isard reported on his experience with this system. 3A The technology continued to advance with 
different approaches used to transilluminate the breast. Carlsen reported on a breast transilluminator that used a dual- 
wavelength (red, 698nm, and near infrared, 861nm) pulsed light source in a digital spectroscopy technique to evaluate the 
optical transmission characteristics of the breast.5 Lafreniere reported on his experiences using a continuous wave light 
source and an analog infrared video transillumination system. 

The breast transillumination evaluations of the 1980's-era generally concluded that the dual-wavelength, digital spectroscopy 
technique's use was unwarranted because it provided a marginal contribution over mammography and had an undesirable 
number of false positives.7'8'9™ 1991, the U.S. Food and Drug Administration (FDA) Obstetrics and Gynecology Devices 
Panel recommended that breast transilluminators be classified as Class III devices and that a Pre-Market Approval (PMA) 
would be required to allow the distribution and use of breast transilluminators in the United States. In 1994, the FDA 
classified breast transilluminators as Class III devices, thus mandating that a PMA be submitted and approved prior to 
commercial distribution of this device. 
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1.2 Next-generation optical breast-imaging devices 

In the late 1990's, several groups explored the use of computed tomography (CT) techniques to image the breast. Jackson 
used a quartz halogen lamp and photomultiplier tube in a first generation CT traverse-and-rotate scanning configuration.11 In 
1989, my group exhibited a first generation CT traverse-and-rotate scanning configuration using a laser diode and photodiode 
detectors at the 74th annual meeting of the Radiological Society of North America (RSNA).12 This configuration used a 
Intel™ 386, 33 MHz computer, acquired one slice of data in 3 Vi minutes, reconstructed one slice-plane image in 10 minutes, 
and could resolve a 1cm lesion. In 1989, these capabilities did not offer any competition to x-ray mammography. 

In 1991, Wang reported on the use of a Nd:glass laser and optical Kerr gate to perform 2-dimensional imaging.'3 In 1994, our 
group designed and constructed a computed tomography laser breast imaging using a stationary collimated circular array of 
600 avalanche photodiodes and a laser fan-beam produced by a rotating polygon mirror and a Argon-pumped mode-locked 
Ti:Sapphire (Coherent Laser, Mountain View, CA) laser. This device was exhibited at the 79th RSNA annual meeting as a 
work-in-progress system. Data was simultaneously acquired from groups of 150 detectors at 4,000 points in the orbit of the 
laser around the breast. This design did not have adequate detector collimation and the fan-beam laser did not have an 
adequate number of photons to allow imaging of a breast with 17+cm cross-section. 

Development of optical breast imaging devices continued throughout the 1990's. By the end of this period several groups had 
developed different scanning configurations, van de Mark reported on use of continuous wave (CW) laser diodes at multi- 
wavelengths (679nm, 779nm, and 867nm) in an optical computed tomography 3-dimension breast imaging device developed 
by Philips Research Laboratories of the Netherlands.14 Over 300 woman have been scanned with this device in European 
clinical trials. The woman is prone on the scanning table, with one breast at a time immersed in a 13cm diameter container 
filled with optical matching fluid. 255 source-detector pairs are used to reconstruct the images. The CW optical tomography 
device yields the oxygen saturation level and bloodvolume data and suggests that characterization of tumors is possible. Data 
acquisition is completed in about 9 minutes, and image reconstruction requires several hours. 

Heffer reported on the results obtained from studying 130 women with a 70 MHz frequency-domain multi-wavelength 
scanner.1 The breast is compressed between two clear plastic plates and immersed in an optical matching fluid. Cranio- 
caudal and medio-lateral oblique views of each breast are acquired. A planar-tandem scan is performed and amplitude and 
phase information is obtained and is used to create a two-dimensional projection image of each breast. The differences in the 
spectral properties of malignancies and benign tumors are being studied and results are reported to be encouraging. Culver 
reported on a similar CW, compression plate, CCD imaging system that used Intralipid® (Pharmacia AB) as an optical 
coupling matching fluid.17 A total of 32 source positions were used and 10,000 measurements are made in about 30 seconds. 
The field of view is approximately 2.6cm by 2.6cm, with a typical breast compressed thickness of 6cm-7cm. An Algebraic 
Reconstruction Technique (ART) is used for image reconstruction. Three-dimensional reconstruction of a tissue phantom 
demonstrates resolution of about 5mm. 

Paulsen reported on the results obtained from a pilot study of 15 women using a frequency domain scanner using 16 sources 
and 16 detectors.16 The patient is prone on a scanning table with one breast pendant through an opening. The imaging system 
sensors can be radially translated to form a variable diameter opening ranging from 7-10cm. Illumination at several 
wavelengths is used in order to convert the multispectral absorption coefficient images into functional parameters such as 
hemoglobin concentration. Preliminary clinical experience has been positive. In vivo quantative estimates of the hemoglobin 
concentration can be made. 

In all of these scanner configurations, the breast is either immersed in an optical matching fluid or is contacted by the source 
and detector optics. Only the system reported by van de Mark is capable of performing a computed tomography 
reconstruction. The other systems employ a sophisticated form of breast transillumination, i.e., the breast is positioned 
between the source(s) and detector(s) and single projection images are obtained. 

2.   Optical Computed Tomography Design 

2.1 Scanner Configuration 

The optical computed tomography scanners that we have tested, with one exception, did not contact the breast. The one 
exception used a source fiber that was placed in light contact with the breast through use of a pivoted arm. Safety and 
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sanitary considerations arising from having the scanner's source in physical contact with the breast convinced us to abandon 
this approach. 

The design of the scanner places the patient prone on a scanning table, with one breast at a time extending through the 
tabletop into the scanning area. Interchangeable rings are provided to accommodate the range of breast sizes, up to 20cm, 
normally encountered, and to generally center the breast in the scanning chamber. There is no breast contact, i.e., the breast 
is not compressed, and no optical matching fluid is used. 

The current design uses two rows of 84 silicon photo-diodes arranged in a circular arc around the breast. One row of 
detectors is fitted with optical filters to remove the laser excitation wavelength when fluorescence imaging is used. Each 
detector is fitted with an optical collimator to define its field of view. The laser source and the detector array are rotated 360 
around the breast. Measurements are made at about 200 points in the orbit to provide over 16,000 measurements. A single 
slice of data is acquired in about 30 seconds. 

In order to obtain multiple slices, the laser source and the detector array are moved vertically between acquisitions, usually 
downward, in increments of a few millimeters (typically 4mm). The direction of the orbit is reversed from clock-wise to 
counter-clock-wise for each data acquisition to prevent excessive twisting of the electronic cables. Depending on the breast 
size as many as 50 slice-planes of data are acquired to cover a maximum vertical distance of 20cm. A bilateral breast 
examination requires about 15 minutes. 

2.2 Image Reconstruction 

After the raw data has been processed to compensate for hardware-induced variations, a data reconstruction algorithm is 
applied to create the slice-plane image. We are currently working with two reconstruction schemes. One is a variation on the 
classic filtered back projection technique in which the effects of optical absorption and scattering are taken into account. The 
other is an iterative scheme that takes advantage of finite-element modeling as well as standard algebraic reconstruction 
methods. The modified back projection reconstruction technique reconstructs a single slice of data in typically 75 seconds 
using a 700 MHz CPU. Due to its computational intensity, the iterative reconstruction scheme may take from several 
minutes to several hours to reconstruct a slice, depending upon which reconstruction options are selected. Both techniques 
may be extended to include three-dimensional data and effects at the expense of increased reconstruction times. 

2.3 Image Display 

The individual slice-plane images can be directly displayed as individual coronal views of the breast. A volumetric 
reconstruction technique is applied to the array of slice-plane images to allow simultaneous display of axial and sagittal 
optical images, i.e., equivalent to cranio-caudal (CC) and medio-lateral (ML) projections routinely seen with mammography. 
However, instead of a single axial and sagittal projections, a series of sequential axial and sagittal projections are provided. 
These projections are used to examine the features seen in the mammography films by positioning the axial and sagittal 
views to better visualize the suspect area. 

A bilateral axial and sagittal display is also provided. This features emulates the common practice of placing left and right 
CC and ML mammography films on a film display box. 

The displayed optical coronal, axial, and sagittal views are available for printing on an external printer. 

3.0 Clinical Images 

Over 200 women and 3 men have been scanned with the computed tomography laser mammography (CTLM™) scanner. In 
the clinical trial series, CTLM images are compared with x-ray mammography and, where appropriate, ultrasound and 
magnetic resonance imaging (MRI). 

Figure 1 is a cranio-caudal and Figure 2 is a medio-lateral mammogram that reveals grouped or clustered, heterogeneous or 
pleomorphic calcifications (granular) in the 7 o'clock position, posterior third of the breast. This is a new finding when 
compared to the previous examination and is suspicious for abnormality. The radiologist classified the lesion as a BIRADS 
(BIRADS = Breast Imaging Reporting And Data System) category 4. The lesion is suspected solely on the basis of the 
calcifications. No mass is associated with the lesion. 
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Figure 3 illustrates Computed Tomography Laser Mammography™ coronal, axial and sagittal views for the same breast. The 
optical signature of the lesion is clearly seen. 

Pathological results demonstrated infiltrated ductal carcinoma of grade III out of HI. There was also ductal carcinoma in situ 
of solid type and high grade. It was difficult pathologically to determine how much of the lesion represented invasive 
carcinoma versus ductal carcinoma in situ, although at least minimal invasion was thought present. 
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Figure 4 is a cranio-caudal and Figure 5 is a medio-lateral mammogram that reveals two irregular, speculated masses 
measuring 3.5cm and 2.5cm in the upper inner portion of the left breast at the nine-thirty position. Spicules link the two 
masses suspicious for satellite, bridging, and multifocal carcinoma. The radiologist classified the lesion as a BIRADS 
category 5. A multifocal malignancy was diagnosed following biopsy. 

Figure 6 illustrates Computed Tomography Laser Mammography™ coronal, axial and sagittal views for the same breast. The 
optical signature of the lesion is clearly seen. 
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Figure 7 is a cranio-caudal and Figure 8 is a medio-lateral mammogram that reveals a 27mm, round, high-density mass with 
speculated margins in the two-o'clock position, posterior third of the left breast. The mass is associated with grouped or 
clustered fine, linear (casting) calcifications. Pathology reported invasive ductal carcinoma, grade II or HI. Ductal carcinoma 

in situ (DCIS), high grade, with comedonecrosis. 

Figure 9 illustrates Computed Tomography Laser Mammography™ coronal, axial and sagittal views for the same breast. The 

optical signature of the lesion is clearly seen. 
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4.0 Summary 

Clinical testing has confirmed the ability of the CTLM to detect and display breast cancer that has been confirmed by biopsy 
and that was seen in the respective mammograms. Preliminary results with this scanner configuration are encouraging, and 
clinical testing is ongoing to properly assess the capabilities of this device. 
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ABSTRACT 

Near-infrared spectroscopy (MRS) is a very useful technique for noninvasive measurement of tissue oxygenation Among 
various methods of NIRS, continuous wave near-infrared spectroscopy (CW-NIRS) is especially suitable for real-time 
measurement and for practical use. CW-NIRS has recently been applied to in vivo reflectance imaging of muscle 
oxygenation and brain activity. However, conventional mapping systems do not have a sufficient mappmg area at present. 
Moreover, they do not enable quantitative measurement of tissue oxygenation because conventional NIRS is based on the 
inappropriate assumption that tissue is homogeneous. In this study, we developed a 200-channel mappmg system that 
enables measurement of changes in oxygenation and blood volume and that covers a wider area (30 cm x 20 cm) than do 
conventional systems. The spatial resolution (source-detector separation) of this system is 15 mm. As for the effects of 
tissue inhomogeneity on muscle oxygenation measurement, subcutaneous adipose tissue greatly reduces measurement 
sensitivity. Therefore, we also used a correction method for the influence of the subcutaneous fat layer so that we could 
obtain quantitative changes in concentrations of oxy- and deoxy-hemoglobin. We conducted exercise tests and measured the 
changes in hemoglobin concentration in the thigh using the new system. The working muscles in the exercises could be 
imaged, and the heterogeneity of the muscles was shown. These results demonstrated the new 200-channel mappmg system 
enables observation of the distribution of muscle metabolism and localization of muscle function. 

Keywords: near-infrared spectroscopy, tissue oxygenation, skeletal muscle, functional imaging 

1. INTRODUCTION 

Near-infrared spectroscopy (NIRS) has been applied to clinical measurements as a very useful technique for noninvasive 
measurement of tissue oxygenation. Tissue oxygenation is closely related to metabolic activity or the presence of disease. 
Chance1 and co-workers first applied NIRS to imaging of metabolic activity of the brain. Maki et al. developed optical 
topography, based on continuous wave spectroscopy (CW-NIRS) as a practical imaging method for observing brain activity. 
Cerebral oxygenation imaging using NIRS has recently been clinically applied to investigations of brain function •. Several 
studies on muscle oxygenation imaging have also been carried out. Maris et al.5 obtained images of the forearm muscle 
using a mechanical scanning system consisting of several optical probes based on intensity modulated spectroscopy. Niioka 
et al.6 examined the function of lower extremity muscles (gastrocnemius in the calf muscle and two muscles in the 
quadriceps muscle group) during exercise using CW-NIRS. They showed the feasibility of optical imaging for studying 
muscle function. However, conventional imaging systems do not have a sufficient mapping area; a measurement area of 
about 10 cm x 10 cm is not sufficient for measurement in the thigh. Moreover, it should be noted that quantitative 
measurement of tissue oxygenation has not been possible because conventional NIRS is based on the inappropriate 
assumption that tissues are homogeneous. In muscle oxygenation measurement, the subcutaneous fat layer greatly affects 
measurement sensitivity7"10. 

In this study, we developed a 200-channel mapping system for muscle oxygenation that can cover a wide area (30 cmX20 
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cm). This system was applied to measurements of changes in muscle oxygenation in almost the entire region of the Ihigh 
during exercise. Furthermore, we applied our correction method810 for the influence of the fat layer to this mapping system 
in order to quantitatively image muscle oxygenation. 

2. METHODS 

2.1. Instrumentation 

The developed system has 200 channels and can receive signals from 40 probes, each of which contain 5 channels. As 
shown in Fig. 1, a probe is composed of a light source, five photo diodes (Hamamatsu Photonics, S2386-18K, 45K), and a 
current-to-voltage (I-V) converter. A light-emitting diode (OPTRANS, 95010), including two diode-elements of 830- and 
770-nm peak wave lengths, was used for the light source. The photo diodes were located at 3 and 15 mm from the light 
source. A photo diode of 3-mm separation was used to examine the effects of blood within the skin. The photo-diode current 
was converted to a voltage signal by the I-V converter, which was buried within each probe in order to reduce external noise. 
In measurement in muscle, an optical probe should appropriately be in contact with the skin surface even when it deforms 
due to contraction of the muscle. Therefore, the probe was made of silicone so as to fit the skin surface and so that there 
would be little change in source-detector separation. 

photo diode 
(S2386-18K) 

photo diode 
(S2386-45K) 

LED (830 nm, 770 nm) 

photo diode (S2386-18K) 
current-voltage converter 

photo diode (S2386-45K) 

clear silicone sealant 

clear silicone sheet 

black silicone sealant 

(mm)    LED (830 nm, 770 nm) 

Fig. 1. An optical probe used in the mapping system. 
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Fig. 2. Block diagram of the mapping system. 

A block diagram of the mapping system is shown in Fig. 2. Hie basic construction is foe same as that of oxnneters 
previously reported710. Voltage outputs from the I-V converter were multiplexed and amplified by 2 to 100 times. The 
outputs from the amplifier were fed into a personal computer via an A/D converter. The gam of the amplifier and light 
intensity of the LED were automatically adjusted by the computer in order to obtain an appropriate signal level of detected 
light at the start of measurement. The data acquisition of 200 channels and calculation of oxygenation were completed 
within 1.2 s, and traces were displayed on a CRT in real time. 

We employed the following equations to determine the change in concentrations of Hb02, Hb and total Hb. 

A[Hb02] = 

A[Hb] = - 

1 
„Hb AOD- \\  H 

AOA 

pDPF  e; HbO, „Hb „HbO,„Hb 

1 e^AODu-£^AODx 

p DPF      e. HbO, „Hb 
-£, 

,HbO, „Hb 

(1) 

(2) 

A[total Hb] = A[HbO 2 ] + A[Hb], (3) 

where A[Hb02], A[Hb], and A[total Hb] are changes in concentrations of Hb02, Hb, and total Hb, respectively; ^1,2 and 
^b02

M 2 are molar extinction coefficients11 of Hb and Hb02, respectively, at wavelengths X, and h; p is source-detector 
distance- and DPF is a differential pathlength factor12 based on the assumption that tissue is homogeneous. In this study, 
DPF was determined by the diffusion theory, the validity of which had been confirmed by our phantom experiments . At a 
source-detector separation of 15 mm, DPF was 3.1. The changes in concentrations of Hb02, Hb, and total Hb are expressed 
asmM. 

2.2. Correction of the influence of a fat layer 

In order to eliminate the influence of subcutaneous fet layer, we used the correction curve shown in Fig. 3. This curve was 
obtained from the results of Monte Carlo simulation and the results of two groups of in vivo experiments . The relationship 
between normalized measurement sensitivity S and fat layer thickness h was expressed by the following equation: 
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S = exp -A2G(a,ß\ (4) 

where G{a, ß) is a gamma distribution. The constants Au A2, a, and ß at a source-detector separation of 15 mm were 6.9, 
1.15, 7.86 and 0.80, respectively. These constants are dependent on the optical properties of tissues to some extent, but the 
dependence on the properties is much less than that on fat layer thickness. Thus, the value of S was determined in practice 
only by h, and then corrected measurements were obtained by dividing the measurements calculated from equations (lH3) 
byS. 

Fat thicknesses were measured by a diagnostic ultrasound apparatus (Toshiba, SSA-320A, 7.5-MHz center frequency). The 
fat layer can readily be distinguished from a muscle layer, because the muscle layer is easily identified by contraction of the 
muscle. Fat layer thickness was determined by reading the thicknesses on a hard copy of the ultrasound image, as shown in 
Fig. 4. 
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Fig. 3. A curve for correction of the influence of a fat layer: normalized 
measurement sensitivity for the muscle at each source-detector separaton. 

fat layer thickness 

Fig. 4. Thickness of a fat layer measured from an ultrasound image. 
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2.3. In vivo tests 

A ho„itw mj,.P m vears of ase and 53 ke in weight) participated in exercise tests. Changes in muscle oxygenation and 

biceos fetnoris (BF) The measurement region was 8-23 cm proximal to the center of the patella. We used 28 probes (112 
d SoSTll^separation and 28 detectors of 3-mm separation) to cover the right thigh. The probes were^fed^onthe 
skin surface with surgical tape (3M Heallh Care, Transpore) at intervals of 5 and 7 cm in circumferential and lorigatudinal 
ScS respectively, as shown in Fig. 5. Tne subject repeated contractions of the m= isometnc knee flexor o 
extensor for 60 seconds with a 2-minite recovery between the two exercises. Mapping images of 45 cm x 15 cm were 

obtained. 

M. rectus 
femoris 

45 cm 

10 987654321 

20 19 18 17 16 15 14 13 12 11 

28 27 26 25 24 23 22 21 

15 cm 

M. vastus 
lateralis 

M. vastus 
medialis 

(b) 

Fig. 5. Arrangement of the parts of the optical probe (a) and arrangement in a 

mapping image (b). 

3. RESULTS AND DISCUSSION 

3.1. Mapping of muscle oxygenation 

Figure 6 shows an example of traces in each muscle in the exercise test at a source-detector separation of 15 mm. Mapping 
images were obtained, as shown in Fig. 7. Reduction in blood volume and deoxygenation occurred in the BF muscle during 
the knee flexion exercise. During recovery, a large hyperemic response was concomitantly found in the medial part of the 
BF muscle. During knee extension exercise, a marked reduction in blood volume and deoxygenation occurred in the RF and 
VM muscles. In comparison with these muscles, the VL muscle responded less to the exercise. Thus, the working muscles 
in the exercises could be imaged, and the heterogeneity of the muscles was successfully shown. 
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Although the optical probe was designed to be flexible and in contact with the skin surface, signals from some probes 
placed on a recessed portion were saturated, probably due to direct incidence of light from a source. A more reliable method 
for fixing optical probes must be used; e.g., light pressure by a flexible cuff wrapped around an array of the probes. 
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oxygenation blood volume 
.0.05 

0.05 
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gO.OO 
.O 
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2 3 
time (min) 

2 3 
time (min) 

Fig. 6. Typical traces of changes in the concentrations of Hb02 and total Hb in the thigh 

muscles: vastus medialis (VM), rectus femoris (RF), vasrus lateralis (VL), and biceps femoris 
(BF). Source-detector separation was 15 mm. 
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B 
oxygenation 

A   B 
blood volume 

time 0.1 min (rest) time 0.1 min (rest) 

0.6 min (flexion) 0.6 min (flexion) 

III 

1.5 min (rest) 1.5 min (rest) 

1.9 min (extension) 1.9 min (extension) 

3.4 min (rest) 3.4 min (rest) 

-0.04 0.00 0.03 
A[Hb02] (mM) 

-0.05 0.00 0.05 
A[total Hb] (mM) 

Fig. 7. Mapping images of changes in the concentrations of 
Hb02 and total Hb in the thigh. 
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-0.10 
1 2 3 

time (min) 

Fig. 8. Changes in optical density at 830 nm obtained at 3-mm 
(X) and 15-mm separations (O) in the vastus medialis muscle. 

32. Influence of skin blood flow 

The influence of skin blood flow on muscle oxygenation measurement was examined using a detector located at a 3-mm 
separation from a light source. Figure 8 shows changes in optical density (AOD) obtained at source-detector separations of 3 
and 15 mm in the VM muscle at a wavelength of 830 nm. The change in optical density of 3-mm separation varied by about 
20% of AOD of 15-mm separation. This result suggests that there is a significant influence of skin blood flow. This 
influence could be eliminated by subtracting AOD of 3-mm separation from that of 15-mm separation, if measurement 
sensitivity of 3-mm separation for the muscle can be ignored compared to that of 15-mm separation. 

In the experiments, we measured fat layer thicknesses by placing an ultrasound probe on many different portions of the 
thigh. From a practical point of view, this inefficient procedure should be improved. We have proposed a method for 
correcting the influence of a fat layer using detected light intensity at rest8. This correction method is based on the fact that 
detected light intensity increases with fat layer thickness due to the much lower absorption of light in a fat layer than in a 
muscle layer. This relationship can be easily incorporated in a calculation algorithm of an oximeter, although the accuracy 
of this correction method is not as good as that of the method in the present study, which uses a known measured thickness. 
Each probe used in the present mapping system also has a near-by detector besides a source for correcting the effects of skin 
blood flow, as mentioned above. This system enables elimination of both the influences of a fat layer and skin blood flow, 
and therefore more quantitative and simple measurements can be performed using this system without the need of any 
additional equipment 

5. CONCLUSIONS 

We have developed a 200-channel mapping system using continuous wave near-infrared spectroscopy that covers a wide 
area and that enables measurement of quantitative changes in oxygenation and blood volume. Mapping images of the entire 
of the right thigh were able to be obtained using this system, and temporal and spatial heterogeneity of muscle oxygenation 
during exercise was successfully detected. These results show that the newly developed 200-channel mapping system 
enables observation of the distribution of muscle metabolism and localization of muscle function. 

55 



ACKNOWLEDGMENT 

This research was supported in part by Grant-in-Aid for Scientific Research from the Ministry of Education, Science and 
Culture of Japan. 

REFERENCES 

1. B. Chance, A. Villringer, V. Dirnagl, and K. M. Einhaupl, " Optical imaging of brain function and metabolism;' J. 

Neurology, 239, pp. 359-360,1992. ,,.*,. 
2. A. Maki, Y. Yamashita, Y Ito, E. Wrtanabe, Y Mayanagi, and H. Koizumi,    Spatial and temporal analysis of human 

motor activity using noninvasive NIR topography,"   Med. Phys., 22, pp. 1997-2005,1995. 
3 J R Mansfield, M. G. Sowa, and H. Mantsch : "Near-infrared spectroscopic reflectance imaguig : methods for functional 

imaging and in vivo monitoring," Proc.SPIE, 3597,270-280,1999. 
4. Y Chen, S. Zhou, S. Nioka, and B. Chance, "A Novel Portable System for Neonatal Brain Imaging Proc. SPIE, 3597, 

262 269 1999 
5   M^aris  EGratton, J. Maier, W. Mantulin, and B. Chance, "Functional near-infrared imaging of deoxygenated 

hemoglobin during exercise of the finger extensor muscles using the frequency-domain technique," Bwimaging, 2, pp. 
174 183 1994 

6. S. Nioka, H. Miura, H. Long, A. Perry, D. Moser, and B. Chance: "Functional muscle imaging in elite and untrained 
subjects", Proc.SPIE, 3597,282-290,1999. xTmo 

7 K Yamamoto, M. Niwayama, T. Shiga, L. Lin, N. Kudo, and M Takahashi, "Accurate NIRS measurement of muscle 
oxygenation by correcting the influence of a subcutaneous fat layer," Proc. SPIE, 3194, pp. 166-173 1998. 

8. K Yamamoto, M. Niwayama, T. Shiga, L. Lin, N. Kudo, and M. Takahashi, "A near-infrared muscle oximeter that can 
correct the influence of a subcutaneous fat layer," Proc. SPIE, 3257, pp. 145-155,1998. 

9 L Lin M Niwayama, T. Shiga, N. Kudo, M. Takahashi, and K Yamamoto, "Two-layered phantom experiments for 
characterizing the influence of a fat layer on measurement of muscle oxygenation using NIRS," Proc. SPIE, 3257, pp. 
156-166,1998. .    . t    . , 

10. M. Niwayama, L. Lin, J. Shao, T. Shiga, N. Kudo, and K Yamamoto, "Quantitative measurement of muscle 
oxygenation by NIRS: Analysis of the influences of a subcutaneous fat layer and skin,  Proc. SPIE, 3597, pp. 291-299, 
1999 

11. S. J. Matcher, C. E. Elwell, C. E. Cooper, M. Cope, and D. T. Delpy, "Performance comparison of several published 
tissue near-infrared spectroscopy algorithms," Analytical Biochemistry, 227, pp. 54-68,1995. 

12. D. T. Delpy, M. Cope, P. van der Zee, S. Arridge, S. Wray and J. Wyatt, "Estimation of optical pathlength through tissue 
from direct time of flight measurement," Phys. Med. Biol., 33, pp. 1433-1442(1988). 

56 



Invited Paper 

Low-coherence interference microscopy at high numerical 
apertures 

C. J. R. Shepparda'b, M. Roya and P. Svahna-C 

aDepartment of Physical Optics, School of Physics A28, 
University of Sydney, NSW 2006, Australia 

bAustralian Key Centre for Microscopy and Microanalysis, 
University of Sydney, NSW 2006, Australia 

department of Physics II, Royal Institute of Technology, Stockholm, Sweden 

ABSTRACT 

A white-light Linnik interference microscope using high numerical aperture optics has been constructed. 
The system uses a tungsten halogen source and Köhler illumination with separate control over field and 
aperture stops, so that experiments can be conducted with a range of different operating conditions. 
Infinity tube length objectives are used in the two arms. Images are recorded with a CCD camera. 
Different algorithms have been investigated for extraction of information from the image data. These are 
based on phase stepping, which is achieved based on the principle of the geometric phase, using a 
polarizing beam splitter, a quarter wave plate and a rotating polarizer. Image information extracted from 
the visibility of the fringes and also from the phase of the interference fringes has been investigated. 

Keywords: Low-coherence interferometry, optical coherence tomography, coherence-probe microscope, 
white-light interferometry, phase-shifting, geometric phase, surface profiling. 

1  INTRODUCTION 

Recently white-light interferometry (WLI) has grown in importance in a variety of applications documented by various 
authors. These iclude 3-D imaging for medical diagnostics using optical coherence tomography (OCT),1»2 in optical 
fibre sensors3"5 and in a surface profiling techniques using coherence probe microscopy (CPM).6-11 It has many 
advantages over the conventional (monochromatic) interferometric techniques. The most promising property of WLI is 
that it can overcome the ambiguity problems, inherent to monochromatic interferometric systems. WLI systems have 
a virtually unlimited unambiguous range, so that surfaces can be measured without using phase unwrapping 
techniques. Another important characteristic of WLI is its optical sectioning property. This is due to the short 
coherence length of the source, so that the interference term is appreciable only for a short range of depths, and hence 
an optical section is extracted which allows three-dimensional images to be formed. 

In this technique the images are produced by scanning the object in depth and calculating the degree of coherence 
(visibility peak) between corresponding pixels in the object and reference image planes. In OCT this is done using 
heterodyning techniques. A single point is observed and an image built up by scanning. In our work, as in CPM, a 
complete two-dimensional image is observed using a CCD detector. While various digital filtering techniques have 
been used to recover the fringe visibility curve, they tend to be numerically intensive. The use of conventional phase- 
shifting technique to simplify the processing is complicated by the fact that the phase shift introduced by changing 
the optical path is wavelength dependent, leading to systemic errors in the fringe visibility. An alternative way to 
achieve phase shifting is by means of the geometric phase (Pancharatnam phase).12'13 This is the phase shift 
experienced by a light beam as a result of a cyclic change in its state of polarization. Because the geometric phase is 
a topological phenomenon, it is, in principle, independent of the wavelength. 
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2 EXPERIMENTAL SET-UP 

A schematic diagram of the white-light interference microscope is depicted in Fig. 1    A tungsten halogen lamp (12V, 
foOW)Ts used as a source. The linearly polarized beam transmitted by the polariser is divided at the polarising beam 
plTr Tnto two orthogonally polarised beams which are focused on to a reference mirror and a specimen by two 
Sea infinity tube-length 40X microscope objectives with numerical aperture 0.75.  After reflection at the reference 
JnSSarioS«* these beams return along their original paths to a second beam-splitter   which sends them through a 
second polarizer to the CCD camera. 

Object 
Microscope 
objectives 

Aperture 
stop 

Beam 
splitter 1 

Fig. 1.   The white-light interferometric microscope 

The phase difference between the beams was varied by a Geometric Phase-Shifter (GPS) consisting of a quarter-wave 
plate (QWP) with its axis fixed at an azimuth of 45°, and a polarizer which can be rotated by known amounts. In this 
case if the polarizer is set with its axis at an angle 0 to the axis of the QWP, the linearly polarized beam reflected 
from the reference mirror acquires a geometric phase shift equal to 20. The orthogonally polarized beam from the 
specimen acquires a geometric phase shift equal to -20, so that the additional phase difference introduced between 
the two beams is 40.   This additional phase difference is very nearly independent of the wavelength. 

A 3mW He-Ne laser is also provided. Since the coherence legth of the laser is much longer than that of the white- 
light source, the laser is used for finding the interference fringes. 

The operation of the achromatic phase shifter was verified by observation of the fringe system obtained by tilting the 
reference mirror slightly and by using a mirror as a test surface. With monochromatic illumination, rotation of the 
polarizer resulted in a continuous movement of the interference fringes across the field of view. When the direction of 
rotation of the polarizer was reversed, the fringes moved continuously in the opposite direction. 

To illuminate the object uniformly, a Koehler illumination system is used, consisting of lenses L1-L4 together with a 
microscope objective. This system allows separate control of both the illumination aperture stop and the field stop. 
Stopping down the illumination aperture allows the system to be operated as a conventional interference microscope. 
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Reducing the field of view keeps the scattered light collected by the detector to a minimum and keeps specimen 
heating to a minimum.  Field of view of the system is 25um X 43(xm. 

The object is scanned along the z axis by means of a piezoelectric transducer (PZT) over a range of 5|J.m centred 
approximately on the zero-order white light fringe. At each step, three, four or five measurements were made of the 
intensity, depending on which phase-shifting algorithm was used. We obtained best results with the five-step 
algorithm. Since the additional phase differences introduced by the GPS are the same for all wavelengths, the 
visibility of the interference fringes at any given point in the field can be extracted. The visibility falls off as a result 
of both the coherence length of the source and the correlation effect,8 which give similar sectioning to that in confocal 
microscopy. 

When observing a surface structure, for example an integrated circuit, as specimen, the surface height can be 
extracted by finding for each pixel the peak of the visibility variation. This can be done by various algorithms. We 
found a good algorithm was to fit a parabola through three points. Surface height can also be determined from 
observation of the phase of the interference fringes. 

3. DISCUSSION 

We have shown the successful use of GPS for white-light interferometric surface profiling on a microscopic scale. The 
range of surface height that can be profiled with this technique is limited only by the characteristics of the PZT used 
to translate the specimen along the z axis and the available computer memory. However, since the steps between 
height settings at which data have to be taken can correspond to changes in the optical path difference of the order of 
a wavelength or more, a much smaller number of steps are required to cover a large range of depths than for 
conventional WLISP. 

Phase shifting at each step can be carried out rapidly in an actual contouring system, by replacing the rotating HWP 
plate in the phase shifter with a pair of Ferro-electric Liquid Crystal (FLC) devices. With these devices, it is possible 
to implement the phase shift at each step within a few milliseconds making this only a small time penalty compared 
to the 40ms video frame period. Eventually, this will allow acquisition of the intensity data much more rapidly than 
any scheme using PZT  phase stepping alone. 
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ABSTRACT 

We propose a technique for 3-D microscopic imaging with extended depth-of-focus using a novel 
illumination scheme in a laser scanning optical microscope. The novel illumination scheme creates an 
effective annular pupil, called the difference-of-Gaussian annular pupil, without the critical drawback of 
stopping and wasting the light. Two laser beams of different Gaussian pupils with different temporal 
frequencies are first generated. The laser beams are then combined spatially and used to scan the specimen. 
The scattered light from the object is picked up by a photodetector whose output consists of a DC and an 
AC current (due to the optical heterodyning of the two optical beams). The DC signal is no difference from 
the DC output of a conventional laser scanning microscope with the processing pupil as a Gaussian 
function, whereas the AC signal is derived from the mixing of the two Gaussian beams and would be given 
by effectively a Gaussian pupil with a different size than that generated by the DC signal. The AC and the 
DC signals are then subtracted by electronics and hence the effective pupil function would be given by the 
difference of the two Gaussian pupil functions. By properly choosing the size of the two Gaussian laser 
beams, we could realize the difference of the two Gaussian pupils which becomes a new type of annular 
pupil called the difference-of-Gaussian annular pupil. 

I. INTRODUCTION 

Three-dimensional (3D) imaging is a formidable task in optical microscopy. It is well known that 
by using a higher numerical aperture (NA) of the objective lens in the microscope, one can achieve a high 
lateral resolution in the image. However, the improvement of the resolving power results in a depth-of- 
focus (DOF) reduction [1]. This trade-off problem between the resolving power and the DOF is common 
to optical microscopes. When the thickness of the specimen exceeds the depth of focus, only a fraction of 
the total information content of the specimen is imaged in focus or sharply. The result is a low resolution 
and contrast within the image. Hence improvement in the depth-of-focus has been of great interest in all 
areas of imaging, especially in high-resolution microscopy [2-5]. 3-D imaging in microscopy therefore 
aims to develop techniques that could provide high lateral resolution and at the same time with a large 
depth of field so that a thick specimen could be observed conveniently. 

Current practical 3-D imaging techniques include optical sectioning microscopy (OSM) and 
confocal scanning microscopy (CSM). In OSM [6], 3-D information is collected by recording a series of 2- 
D images at various focal planes throughout the 3-D specimen. Since each 2-D image contains the in-focus 
as well as the out-of-focus information, reconstruction of the 3-D information, i.e., extraction of the in- 
focus information from these 2-D images, is required. Many reconstruction algorithms exist [6]. The 
difficulty of optical sectioning lies in the fact that during the recording stage it is important that exact focal 
spacing between adjacent 2-D images be accurately controlled. During the reconstruction, it is also critical 
to precisely align the 2-D images before processing. Recognizing these problems, a radically new 
microscope design, the scanning confocal microscope (SCM), has emerged [7]. In SCM, a doubly focused 
objectives lens system and a pin-hole aperture in front of a photomultiplier are used to image only a single 
point within the 3-D specimen. Three-dimensional information is then gathered by scanning the specimen 
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in three dimensions while collecting the light transmitted through the specimen with the photomultiplier. 
The main difficulty of SCM is that the instrumental tolerances required to achieve high-resolution imaging 
are very difficult to obtain. Also, 3-D scanning is time-consuming which precludes, for example, the 
possibility of monitoring interactions taking place within the living cell. In addition, considerably more 
photobleaching using confocal microscopy will occur if the microscope operates in a fluorescent mode as it 
requires a time-consuming 3-D scan [6]. This may be critically important in the analysis of living cells. 
Therefore, confocal microscopy with a scanning laser approach is too slow to do three-dimensional for a 
dynamic intracellular applications. 

Indeed, the major drawback of the two practical 3-D imaging techniques is the required depth- or 
z-scanning. In this paper, we propose a novel technique in that inspection of 3-D space is required by a 
single 2-D scan of the thick specimen. The proposed system employs a novel annular-illumination so that a 
large depth of focus can be achieved in the microscope and yet the system will not waste or stop any light 
as in conventional system using annular pupils. In what follows, in Section II) we first review a standard 
laser scanning imaging system. In Section III), we discuss three-dimensional imaging and optical transfer 
functions. Section IV) describes an annular pupil and its long depth-of-focus capability. Finally, in section 
V) we describe a novel idea to create a new type of annular pupil, called the difference-of-Gaussians 
annular pupil, which does not waste or stop the light when implemented in the proposed scanning imaging 
system. Implementation of the idea is presented at the end of the section. 

II. CONVENTIONAL LASER SCANNING SYSTEM 

Fig. 1 shows an idealized version of a conventional laser scanning system. p(x,y) is the pupil 

function. The pupil function forms a point spread function (PSF), h(x,y), onto the object I0(x,y). The 

PSF is then two-dimensionally scanned the object to give an output  It(x,y) displayed on the 2-D 

display. Mathematically, we have 

I,(x,y)= Hlo(x\y')Kx-x',y-y)dxdy=I0(x,y)*h(x,y), (1) 

where * denotes the 2-D convolution, and the PSF, h(x,y), is given by the absolute squared of the Fourier 
transform of the pupil function p(x,y), i.e., 

h(x,y)=\F{p(x,y)}\2=\P(^,p\2    , (2) 

where F denotes the Fourier transform of and we denote that F{p) = P, i.e., the upper case function P 

is the Fourier transform of the lower case function p . Ä is the wavelength of the scanning laser light and 
f is the focal length of the lens as shown in fig. 1. In this context, the optical transfer function (OTF) is 
defined by taking the Fourier transform of h(x,y), or 

OTF(X,Y) = F{h(x,y)} , (3> 

where X and Y are the spatial frequencies along the x and y direction, respectively. 
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Fig. 1 Conventional laser scanning imaging system 

III. THREE-DIMENSIONAL IMAGING AND OPTICAL TRANSFER 

For 3-D imaging, we are interested in the defocused PSF, h(x,y,z), which can be calculated by 
modifying eq.(2) as follows: 

h(x,y,z) =\F{p{x,y)}*-\-QW(-j27tz I A)exp(-^-(x2 + y2f 
-JAZ Az 

=l^.-^)*^7-exp(-y2^/A)exp(-^(^+/)|2J 
Aj   A]     —JAZ Az 

(4) 

where   the   quantity  inside  the   absolute  value  represents   the   diffraction  pattern   of the   function 
X V 

P{~rz,—)propagating at a distance z   away from the focal plane of the lens.   The 3-D OTF can be 
4/ 4/ 

calculated, similar to eq.(3), by taking the 3-D Fourier transform of h(x,y,z) and that gives 

OTF(X,Y,Z) = F{h(x,y,z)}, (5) 

and Z is the spatial frequency along the z direction. 

IV. ANNULAR PUPDL AND ITS LONG DEPT-OF-FOCUS 

It has been known that annular pupil can increase the depth-of-focus and lateral resolution 
simultaneously as compared with a circular pupil [8,9]. An annular pupil is defined as a clear circular 
pupil with a central obstruction as shown in fig. 2. 
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Fig. 2 Annular pupil 

If the pupil is an annulus with outer radius a and inner radius b, we can define a central obscuration ratio 
of £ = bl a [9]. The depth-of-focus &onn„of an annular pupil has recently been derived by using the 

Heisenberg's uncertainty principle [9]: 

&„ 
1 

\-El 
■&, 

(6) 

where & ■ = X INA2 is the depth-of-focus when using a circular pupil and NA is the numerical aperture 

c{s) x &ccir, where Sxcir ■ A/2NA is of the objective lens. For the lateral resolution, it is Sxan 

the resolution of the optical system when a circular pupil with its radius equal to the outer radius, a, of the 
annulus is used. Note that c{e) depends on fand is smaller than 1. Hence we see that annular pupil 
provides a better resolution and at the same time a longer depth-of-focus as compared with the circular 

pupil- 
Let us now pay some attention to the depth-of-focus of the annulus. By inspecting Table 1, it is 

clear that for small £, the effect of long-depth-of-focus is minimal. However, for £ =0.95, the depth-of- 
focus of the annulus is more than a factor of 10 than that of a circular pupil with the radius of the circular 
aperture equal to the outer radius of the annulus. At £ = 0.99, a factor of more than 50 is achieved. As an 
example, for NA = 0.3 and at illumination wavelength X = 0.6jum,<5xcir = \fJtn and Szcir = 6.61/jm , 

whereas &cam « \jMn and dzam = 50.25 x &cir = 50.25 x 6.67 « 335jum for e = 0.99. Hence, any 
thick specimens of thickness less than 300 jum would be able to be imaged sharply by this annular pupil 
without any z-scanning and at the same time without any out-of-focus contamination. Indeed, the 3-D 
OTF has been calculated for a laser-scan fluorescence microscope [11]. An annular illumination 
microscope has also been constructed and investigated recently [12]. However, due to the low value of S 
being used, the gain in depth-of-focus was not significant enough and depth scanning was required for 3-D 
inspection [12]. 

8 

0.99 

0.95 

0.9 

0.8 

1 
&., 

\-£
2 

50.25& 

\0.25Szcir 

5.26&dr 

2.78&c, 
Table 1: Depth-of-focus of annular pupils 

in terms of the depth-of-focus of circular pupils when £ varies 
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However, the use of an annular aperture for € « 1 has a major drawback in that it stops and wastes a large 
amount of light and, therefore, in particularly, it has not been used effectively for fluorescence microscopes 
for the purpose of achieving larger depth of focus for 3-D microscopic imaging. 

V. PROPOSED NOVEL ILLUMINATION 

We develop a technique for 3-D microscopic imaging with extended depth-of-focus using a novel 
illumination scheme in a laser scanning optical microscope. The novel illumination scheme creates an 
effective annular pupil, called the difference-of-Gaussian annular pupil, without the critical drawback of 
stopping and wasting the light. Two laser beams of different Gaussian pupils with different temporal 
frequencies are first generated. The laser beams are then combined spatially and used to scan the specimen. 
The scattered light from the object is picked up by a photodetector whose output consists of a DC and an 
AC current (due to the optical heterodyning or mixing of the two optical beams). The DC signal is no 
difference from the DC output of a conventional laser scanning microscope with the processing pupil as a 
Gaussian function, whereas the AC signal is derived from the mixing of the two Gaussian beams and 
would be given by effectively a Gaussian pupil with a different size than that generated by the DC signal. 
The AC and the DC signals are then subtracted by electronics and hence the effective pupil function would 
be given by the difference of the two Gassuian pupil functions. By properly choosing the size of the two 
Gaussian laser beams, we could realize the difference of the two Gaussian pupils which becomes a new 
type of annular pupil called the difference-of-Gaussian annular pupil. Since no stopping of the light is used 
to create the novel annular aperture, the proposed system could prove to be more robust and practical than 
currently available methods in 3-D imaging when extended depth- of- focus is required. In addition, the 
proposed system does not require depth- or z-scanning for 3-D imaging which is important for many 
practical applications. 

i) Design Idea 
The novel pupil we want to synthesize is of the form of difference-of-Gaussians. The idea is as 

follows. Let the pupil function, p(x), of the form of the difference of two Gaussian function: 

P(x) = g1(x)-g2(x)     , (7) 

where we denote that gx (x) and g2 (x) are two Gaussian functions of different size.   The corresponding 
PSF is then given by, according to (2), 

Kx)=\F{p(x)}\2^\F{gl(x)-g2(x)}\2=\G1(~)-G2(^)\2, (8) 
AJ AJ 

where Gx and G2 are Fourier transforms of g-, and g2, respectively, and they are also Gaussian 
functions as the Fourier transform of a Guassian function is also a Gaussian function. In fact, Gaussian 
functions are the so-called self-Fourier transform functions [13].   Expanding eq.(8), the PSF now becomes 

h(x)=G2 + G2-2G,G2. (9) 

The form of the PSF given in (9) is the effective PSF expression that we are looking for to be implemented. 
Before we discuss how to implement the PSF shown in eq.(9), let us first discuss briefly the difference-of- 
Gaussians annular pupil of the form given by (7). Fig. 3) shows two examples of the difference-of- 

Gaussians function. For the Gaussian function given by the expression e~wx , we define W as the width of 
the Gaussian. Fig. 3a) shows the difference of two Gaussians with width=1.0 and 2.0, and fig. 3b) with the 
widths =1.0 and 10.0. Fig. 3 shows only a 1-D plot of the pupil function. We can recover a full 2-D pupil 
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function by changing X2 to X2 + y2 in the Gaussian function. Note that the spatial extent of the graphs 
in fig. 3 is from -3 to +3 and the separation of the two peaks of the graph in fig. 3b) is closer than that of 
fig 3 a). Hence by choosing different widths of the two Gaussians, one could synthesize the difference-of- 
Gaussian annular pupil with different obscuration ratio. 
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exp(-1.0*x.A2)-exp(-10.*x.A2) 
Fig. 3b) Difference-of-Gaussians annular pupil 

(w=l and 10) 

exp(-1.0*x.A2) -exp(-2.0*x.A2) 
Fig. 3a) Difference-of-Gaussians annular pupil 

(w =1 and 2) 

ii) Implementation method: 

In the novel illumination scheme, two laser beams with different temporal frequencies are first 
generated. The optical beams are then combined spatially and used to scan the specimen. The scattered 
light or the transmitted light from the object is then picked up by a photodetector. The photodetector has 
two outputs, one is a DC current and the other is an AC current. The two currents represent the two 
scanned and processed version of the original object and can be sent to a monitor for real-time display or to 
a digital storage device for possible further processing. Let us now discuss an optical implementation of 
the idea. Referring to Fig. 4, a spatial fileter (SF) cleans up the laser beam to give a clean Gaussian beam. 
The Gaussian beam is then collimated by lens L. The two beamsplitters (BS) and the two mirrors (M) then 
form an interferometer, u and v represents two pupil functions along the two paths of the interferometer. 
However, the temporal frequency of the laser beam along the path where the pupil v is located has been 
shifted to the amount equal to CO 0 + Q, where CO 0 is the frequency of the laser, and Q is the frequency 
shift provided by an acousto-optic frequency shifter (AOFM) [14]. The AOFM is a device, which accept 
the incident laser beam at frequency CO0 and give out a laser beam at frequency C00 + Q [14]. Now, the 
two pupils u and v are combined by beamsplitter BS2 to give an effective overall PSF of the form, at the 
focal plane of lens LI, 

h(x,y) =\F{u}eja°' + F{v}ej(a°+n)'\2 =\UeJa°' + Ve 
j(a0+Cl)t\2 (10) 

Lenses L2 and L3 just form an optical relay system such that the PSF formed at the focal plane of lens LI 
is projected and focused onto the specimen. 
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Fig. 4 : Proposed system for implementating difference-of-Gaussians annular aperture The 
AC amplifier has a gain of ß.   E is an electronic summer,   u and v are the two Gaussian pupils 

Note that by comparing to the conventional PSF of the laser scanning system [see equation (2)], 
the PSF in the proposed system has two terms contributing to the effective PSF. In addition, the two terms 
are carried by two different frequencies. As we can see that, by expanding (10), we have 

h(x, y) =| U\2 +| V\2 +U'Vejn' + UV'e'jn' 

=\U\2 +|F|2+2|C/F|cos[Q/ + arg(r) + arg(£/)] 

= hdc{x,y) + hac{x,y)\cos[Q.t + ?iXg{V) + &rg(U)], (11) 

where U and V are Fourier transforms of u and v and arg(.) stands for the argument of. We now clearly see 
that the effective PSF consists of a DC term and an AC term at frequency Q due to the mixing (or 
heterodyning) of U and V as indicated in (10). Now, by substituting (11) into (1), we have 

Ii(x,y)= I0(x,y)*h(x,y) 

= I0(x,y)* [\U\2+\V\2+2\UV\cos[Qt + arg(F) + arg(C/)]] 

= I0(x,y)*(\U\2+\V\2) + I0(x,y)*2\UV\cos[Qt + ärg(V) + Mg(U)]. 

(12) 
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We see that the photodetector's output consists of a DC and an AC signal. Both of the signals contain the 
scanned and processed version of the object, I0(x,y), and can be separated by a lowpass filter and a 

bandpass filter tuned at frequency Q, giving outputs as 

V,{x,y))de=I0{xtyy* (\U\2+\V\2)    ; (13a) 

(.Ii(x,y))n = I0(
x>y> 2|J7K|cos[fi/ + arg(n + arg(t/)], (13b) 

respectively. Note that (/,.(*, y))n is an amplitude modulated signal with temporal frequency at Q . To 
demodulate the signal, one can use an envelope detector. The demodulated signal then carries the 

processed version of I0(x,y) at the AC channel and is now given by 

V,{x,y))M=I0(x,yy*7\UV\ (14) 

Now, by performing subtraction of the two outputs (/,(*, y))^ and (/,0,y)L as shown "» fl§- 4 hy 

an electronic summer, we can construct or synthesize a final processed output It(x,y) of the proposed 

system as, using (13), 

I,(x,y) = (I,(x,y))de -£(/,-(*, 3>))flC 

= i0(x,y)* (\u\2+\v\2) -ß i0(x>y)* 2\uv\ 

= Io(x,y)* PSFnowl , (15) 

where PSFnovel = (\U\2+\V\2 ) -2ß \UV\ is the novel point spread function of the proposed system, 

and ß is the gain of the AC amplifier. Note that this synthesized novel PSF has the same functional form 
of the desired PSF given by (9) when U and V are Gaussians. Indeed, when we employ a laser beam. The 
laser beam shape has a Gaussian profile and that means the two pupils u and v are Gaussians and hence U 
and V are Gaussians, as again F{u} = U and F{v} = V. 

iii)   Computer Post-Processing 
The PSF proposed in (15) should allow us to synthesize an obscuration ratio associated with the 

novel annular aperture such that a long depth-of-focus can be achieved and yet at the same time without the 
drawback of stopping or wasting light. However, the use of annular-type pupils has the effect of lowering 
the contrast in the obtained image. Fig. 5 shows the OTF associated with the conventional annular aperture 
of outer radius equal to a . In the figure, f is the focal length of the objective lens. The solid line represents 
the OTF corresponding to the annular aperture, whereas the dotted line represents the OTF corresponding 
to a circular lens with a as the radius. Note that, for the annular pupil, high frequency content of the 
information of the object has been attenuated as compared to the use of a circular lens. Hence the proposed 
annular aperture will also lead to low contrast images. Fortunately, the loss in contrast can be restored by 
using a computer effectively. Indeed an inverse filter operation can be performed on the computer. To 
investigate 3-D filtering of the imaging system, we need to find the 3-D OTF of the proposed system, and 
this can be done in general by using (4) and (5) where p(x,y) is given by (7) when (7) is written in x and y 
coordinates. Since the pupil function given by (7) involves the difference of two Gaussians, the OTF 
therefore can be calculated analytically quite easily. To restore contrast, we use 1/OTF, an exact inverse 

filter. 
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However, since the use of this novel annular aperture leads to a longer depth-of-focus, I speculate 
that the use of in-focus PSF would serve the purpose of restoring contrast as the OTF would not change 
appreciably during de-focus. This needs to be investigated for this type of novel pupil. If this turns out to 
be true, OTF can be calculated simply by taking the Fourier transform of the in-focus PSFnovel given in 
(15) and that would save a lot of computation time when restoring contrast. 

Fig. 5 : OTFs of conventional annular lens and the circular lens. 
Solid line: annulus, Dotted line: circular lens 

X is the spatial frequency along the x-direction. 
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ABSTRACT 
Breast tissues were investigated using diffuse reflectance spectroscopy to yield the absorption spectrum 

from Kubelka-Munk Function (KMF). A specified spectral feature measured in adipose tissue was assigned to (3- 
carotene, which can be used to separate fat from other molecular components in breast tissues. The peaks of 
(KMF) at 260nm and 280nm were attributed to DNA and proteins 

Keywords: Diffuse reflectance spectroscopy, Breast Cancer Diagnose, Optical biopsy DNA, proteins, 

1. INTRODUCTION 
In our past work, the fluorescence, excitation and Raman spectra from native human breast tissues have been studied 

as a potential clinical tool for cancer diagnostic purposes. The critical parameters of certain intensity ratios at definite 
wavelengths in the fluorescence and excitation spectra have been used to separate malignant from benign tissue (1-4). Due to 
multiple photon scattering, direct measurement of absorption spectra of tissues by conventional transmission means is not 
easily done. The diffuse reflectance spectrum offers a way to obtain a measure of the absorption spectrum (5). 

In this paper, the diffuse reflectance spectrum was measured from breast tissues. The Kubelka-Munk function was 
calculated to give information about the absorption spectrum. The spectral features of the Kubelka-Munk function of breast 
tissue were attributed to hemoglobin (oxygenated and deoxygenated hemoglobin), collagen, and ß-carotene (it exists in 
adipose tissue), proteins and nucleic acid components. 

2. MATERIALS 
Excised benign, adipose, fibroadenoma and malignant breast tissue samples were obtained from St. Vincent 

Hospital, Memorial Sloan Kettering Cancer Center, and National Disease Research Interchange (NDRI). Specimens were 
neither chemically treated nor frozen prior to spectroscopic measurements. Samples of random shapes were mounted in a 
lcmxlcmx5cm commercial quartz cuvette and closely attached to its inner surface for measurement of spectra. Usually, the 
spectra were measured at up to 3 different location of the sample. The malignant breast tissue specimens were classified into 
carcinoma in situ, infiltrating or invasive carcinoma, and mixed in situ and invasive (part in situ and part invasive) according 
to the pathology report. In this paper, 25 invasive carcinoma, 22 mixed in situ and invasive, 14 fibroadenoma, 44 benign, and 
31 adipose specimens have been studied. 

The diffuse reflectance, fluorescence, and excitation spectra were performed from same spot of the sample, using an 
automated dual lamp-based spectrophotometer (Mediscience Technology Corp. CD scanner.). The measurements of diffuse 
reflectance spectra were selected using synchronized scan mode, in which the emission and excitation monochromators were 
scanning on the same wavelengths synchronously. The diffuse reflectance spectrum was scanned from 250nm to 650nm. 

As a reference standard, ß-carotene crystal was obtained commercially from Sigma Co. The concentration of the 
carotene solution was 0.8 mg/ml. The small particles of Ti203 (0.2u) were added into carotene solution to enhance the 
scattering signal during diffuse reflectance measurements. 
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3. MODEL 
Kubelka and 

Munk function was 
obtained from diffuse 
reflectance R«, is (6,7) 

/ m-IU^R«, 
=k/s,       (1) 
The function /is the ratio 
of absorption to 
scattering coefficients. 

Plotting log / 
(/v.) against the 
wavelength for a 
particular sample, the 
curve obtained 
corresponds to the 
absorption spectrum of 
the compound with 
intercept displacement 
given by -log s in the 
ordinate axis. 

4. RESULTS 
The K-M function of 
typical malignant, 
fibroadenoma adipose 
and benign breast tissue 
displayed in Fig. 1 Some 
features can be found in 
the K-M curves of these 
tissues as shown in Fig. 
1(b). No carotene peak at 
480nm in K-M function 
of benign or malignant 
breast tissues is 
observed. The feature of 
ß-carotene peak 
definitely appeared in 
adipose tissue. The peak 
near 280nm appeared for 
all kinds of tissue, but 
the amplitude was 
different. The amplitude 
of malignant was higher 
than fibroadenoma and 
benign tissue. This peak 
is corresponding to the 
absorption of proteins. 
The another peak near 
265nm only appeared for 
malignant tissue. This 
peak is corresponding to 
the absorption of DNA. 
To prove this, the 
absorption    spectra    of 

alignant 
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Figure 1: The Kubelka-Munk function of typical benign, malignant, fibroadenoma and 
adipose breast tissue. 
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Figure 2: The absorption spectra of DNA, amino acid of tryptophan, tyrosine and K-M 
function of malignant breast tissue. 

72 



DNA, amino acids tryptophan and tyrosine were displayed in fig. 2. The K-M function of malignant tissue was also displayed 
in Fig. 2. It is clear that two peaks of malignant are overlap with the absorption peak of DNA and amino acids. For 
fibroadenoma, the peak of K-M curve near 280nm is uncertain. Some specimen was higher some was lower but less 265nm 
peak was existed as compared to malignant tissue. 

Table 1 :The averaged value of K-M function /(rM) and logarithm K-M function (log/(rM)) at 275nm-285nm and 
255nm-265nm for different kinds of breast tissues. 

Type of specimens Averaged at 275nm to 285nm Averaged at 255nm to 265nm 
/(r.) log/fr«) /(rj log/(rM) 

Invasive carcinoma 13.11±10.39 0.98±0.39 19.05±18.70 1.0610.52 
Mixed invasive and in situ 5.2314.16 0.5810.36 8.78113.30 0.6510.50 

Benign 0.8810.69 -0.1510.29 0.6610.70 -0.3610.39 
Fibroadenoma 5.2315.69 0.4810.46 3.6214.41 0.2410.56 

Fibroadenomas are usually found in young women. It is a tumor composed of epithelial and stromal elements that 
originates from the terminal duct lobular unit. It is important to distinguish fibroadenoma from malignancy. From Table 1, it 
was found the averaged amplitude of f(r«,)255nm-265nni was higher than/f/vbsnm^ssnm for malignant tissue and lower for benign 
and fibroadenoma tissue. The another ratio parameter A=\f(r00)275Bm-2Kmn]^\f(rao)25snm-265nm] was selected. The statistical 
averaged values, standard deviations and peak position of Gaussian fit curve of parameter A were given in Table 2. 

Table 2. The averaged value of parameter A=[/(r00)275nm-285mn Ht/froo^nm-KSnm ] for different kinds breast 
tissues. 

Type of specimens A-L/Croo^Smn.^Snm ]*[/Q"oo)255nm-265nni ] 
Statistical mean value and 

standard deviation 
Gauss fit center and wi 

Invasive carcinoma 
Mixed invasive and in situ 

Benign 
Fibroadenoma 

0.9310.52 
0.8910.36 
1.9711.42 
1.8210.56 

0.8510.35 
0.8510.31 
1.4910.84 
1.6410.48 

5. CONCLUSION: 
KMF function in UV spectral range was used to determine the absorption peak at 265nm and 285nm. The proteins 

and DNA absorption peak was observed in malignant tissues. For benign tissues, the absorption of proteins was lower and 
there was less DNA absorption. Furthermore, for fibroadenoma tissue, while protein absorption was sometimes in the range 
of malignant samples, but relative weaker DNA absorption was found. The KMF function gives information of DNA and 
proteins content in tissues. 
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ABSTRACT 

Near-infrared spectroscopy (MRS) is a useful technique for noninvasive measurement of oxygenation of the brain and 
muscle. However, no accurate, quantitative algorithms for continuous wave NIRS (CW-NIRS) have yet been presented dute 
to the following two problems. The first is that inhomogeneous tissue structure greatly affects measurement sensitivity. We 
previously reported on the influence of a fat layer on muscle oxygenation measurement and proposed a method for 
correcting the sensitivity. The second problem is that almost all algorithms for CW-NIRS have been experimentally 
determined, although an algorithm can be theoretically determined on the basis of diffusion theory if the mean optical 
pathlength in muscle in an in vivo state is known. In this study, we derived basic equations for a CW-NIRS algorithm based 
on diffusion theory, and we determined linear and nonlinear algorithms from mean optical pathlengths and validated them 
by results obtained from phantom experiments. For the determination of pathlength, the absorption and scattering 
coefficients of the muscle must be obtained by taking into account the influence of a fat layer. Laser pulses of 752 and 871 
nm were applied to the forearms of subjects, and the temporal point spread function (TPSF) was obtained by using a streak 
camera. The absorption and scattering coefficients of the muscle were determined by fitting the measured TPSF with that 
obtained by a Monte Carlo model consisting of skin, fat and muscle layers. From these coefficients, the mean optical 
pathlengths at two wavelengths were obtained and the algorithms were determined. 

Keywords: NIRS, tissue oximeter, muscle, hemoglobin concentration, mean optical pathlength, time resolved spectroscopy 

1. INTRODUCTION 

In recent years, near-infrared spectroscopy (NIRS) has been used clinically as a noninvasive method for measuring tissue 
oxygenation. Among various techniques for NIRS, continuous wave (CW) NIRS is the simplest technique and it can be 
easily be applied to real-time monitoring, including a mapping system of tissue oxygenation. However, CW-NIRS only 
enables measurement of the relative change in oxygenation from an initial level. There have been many efforts to determine 
the absolute value of oxygenation using time-resolved spectroscopy, spatially resolved spectroscopy, and intensity 
modulated spectroscopy. However, even if these techniques are used to measure tissue oxygenation, quantitative 
measurement is difficult because of the inaccurate assumption that tissue is homogeneous. 

Overlying tissues such as the skull and subcutaneous adipose tissue greatly affect the measurement sensitivity of NIRS. 
Therefore, changes in oxygenation, even from the initial level, can not be compared among subjects. As for muscle 
oxygenation measurement, Homma et aV showed the influence of a fat layer by in vivo experiments using CW-NIRS. We " 
5 have also verified from the results of in vivo measurements and Monte Carlo simulation that a strong correlation exists 
between fat layer thickness and measurement sensitivity. Based on the results of analyses of the influence of a fat layer, we 
have developed correction methods for measurement sensitivity using a detected light intensity or correction curves. After 
correcting the measurement sensitivity, we are able to obtain the change in absorption using an algorithm that assumes 
homogeneity of tissue. 

'Correspondence: E-mail: yamamoto@bme.eng.hokudai.ac.jp; Phone: +81-11-706-6763; Fax: +81-11-706-7802 
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Most algorithms used for CW-NIRS are based on the modified Beer-Lambert law6, which assumes that the change in optical 
density is proportional to the change in absorption and that the proportional constant, mean optical pathlength, does not 
greatly vary when the change in absorption is small. Delpy and his group obtained a theoretical equation for determining 
this pathlength from a temporal point spread function (TPFS)6. However, an analytical solution, based on CW theory, for the 
determinations of the mean optical pathlength and the coefficients of an algorithm is not available. Furthermore, different 
algorithms that are experimentally determined are used at present and therefore these algorithms result in inconsistent 
measurements as pointed out by Matcher7. 

In the present study, we theoretically derived algorithms, based on diffusion theory, for continuous wave (CW) spectroscopy 
to determine the change in tissue oxygenation and the algorithms were validated by the results of phantom experiments. The 
relationship between change in optical density and change in absorption is essentially nonlinear; therefore, algorithms with 
and without consideration of the nonlinear relationship were derived. Since the optical properties of muscle must be 
determined for obtaining the algorithms, we also measured absorption and scattering coefficients of muscle from a TPSF by 
taking into account the influence of an overlying fat layer. 

2. THEORETICAL DERIVATION OF THE ALGORITHMS 

2.1. Tissue oximetry with CW light 

In NIRS, back-scattered light is detected at a distance from a light source, and tissue oxygenation is determined from the 
change in absorption coefficients of a tissue using a basic equation of conventional oximetry. Assuming that the change in 
absorption is mostly due to the change in blood oxygenation or volume, changes in the concentrations of oxy-hemoglobin 
AHb02 and deoxy-hemoglobin AHb can be determined as follows. 

Change in the absorption coefficient of a tissue Afia is expressed as 

A"fl =sf°2AHb02 +e^AHb, (1) 

where sx     and£A  are molar extinction coefficients of Hb02 and Hb at a wavelength of A, respectively. The two 

unknowns, AHb02 and Mfb, can be determined by solving simultaneous equations, which are obtained from measurements 
at two wavelengths. 

1 / ,„ ,„ \ 
(2) 

(3) 

(4) 

where the subscripts 1 and 2 indicate the wavelengths. The change in absorption A//a is determined by various NIRS 
techniques; i.e., CW, spatially resolved, intensity-modulated and time-resolved spectroscopy. The CW method, which is the 
simplest, only enables determination of the change in absorption, whereas corresponding optical properties of absolute 
values can be obtained by using the other techniques. However, it is difficult to eliminate the effects of absorption other than 
that of hemoglobin, such as absorption of myoglobin. Therefore, only A/A, is usually measured in NIRS, assuming that the 
change in optical properties is only due to blood. 

In CW-NIRS, change in optical density defined by AOD=\n(RJ R), where R0 and R are intensities of back-scattered light at 
a reference state (usually taken at the start of measurement) and during the measurement, respectively, is measured. 
Assuming that the scattering coefficient does not change during the measurement, we can determine A^a using the modified 
Beer-Lambert law6. 

AHb02 = 
k[£2 

A
Mal -'?*>«). 

AHb = — 
k 

(a™'- Val 
Hb02 » -sx      

2A//fl- ) 

k = s^ e™>- „Hb„Hb02 
" E\    £2 
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AOD = A{iad, (5) 

where d is d= d OD/ 3 //„, which is defined as the differential pathlength and is equal to the mean optical pathlength6. In the 
next section, we will present a theoretical equation for determining d, based on CW theory. 

2.2. Derivation of an algorithm based on linear approximation 

Intensity of back-scattered light R(p) at a distance p from a CW light source in a semi-infinite medium is given by the 
following solution8, which is obtained from the optical diffusion equation. 

1 
/<*+- 

„-f«P 
R(p)=      . 

an, 

Meff = pMaiMa+Ms)      > 

where a is a constant. From equation (6), the change in optical density (base e) is given by 

AOD = ]n^4 = p^eff-M°eff )-Ml + P/v)-ln(l + P/4)}> 
R\P) 

(6) 

(7) 

(8) 

(9) 

where R0(p) and ju°ff are R(p) and Heg in a reference state, respectively. Since it holds in tissues that //fl « n's, p.eff can be 

approximated by 

Meff=yl3Ma{Ma+Ms)*pMaM's  ■ (10) 

From the definition of a differential pathlength and equations (9) and (10), mean optical pathlength d is derived as follows. 

d = 
dAOD = dAOD ÖMeff      P1Meff       3M'S 

dpa     ~  dMeff     dM0        1 + PMeff  2pfIaMs       '   2^ff      '   2Ma 

,3/4 ,Veff 
P ~ = P 

P  = 
P2P-eff 

(11) 

(12) 
\+PH eff 

According to equation (\\),d depends on the optical properties of a tissue. In actual measurement, n's can be regarded as a 

constant, but jua changes. Thus, equation (5) does not strictly hold but is linearly approximated around an operating point on 
the assumption that the change in na is small. When the linear approximation is valid, we can obtain the following 
theoretical algorithm for the determination ofAHb02 and AHb from equations (2) to (5). 

AHb02 = - 
k 

AHb = 

1 fg2
HbAO£>i    e^AOD2 

-ifs^AOD,    s^AOD 

*\ 

(13) 

(14) 

where dx and d2 are mean optical pathlengths determined by equation (11) at wavelengths 1 and 2, respectively. These 
equations are similar to conventional ones used for two-wavelength transmission spectroscopy, in which d=dt=d2, but this 
does not hold in a reflection method. Moreover, dx and d2 should be determined with consideration to the absorption of 
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tissue other than that of blood. In other words, the mean optical properties of measured tissue around an operating point (in 
a reference state) are necessary for the determination of d} and d2. If these pathlengths are known, coefficients of the 
algorithm can be determined. 

2.3. Nonlinear algorithm 

The calculation error of the linear approximation can not be ignored when A/ua is large. In this section, we derive theoretical 
equations that take into account the nonlinear relationship between optical density and absorption. The equation that we 
need is a function of AOD that gives A/4. Since equation (9) is an implicit function of fieff, which is a function of &, some 
approximation is needed in order to derive the algorithm. Taylor expansion gives the following relationship when we ignore 
the high-order terms above the second derivative; the second-derivative term was less than 2% of the first-derivative one, as 
confirmed by substituting typical values into each term, assuming that neJff increases by 50%. 

AOD *AOD(ß°eff) + 

= P^eff - 

8 AOD 

ÖMeff 

P^eff 

4", eff 

1 + PM, eff (15) 

_ P2/4 

P'^eff 

4", eff 

This equation means that AOD is not proportional to Ajua but simply proportional to Ajueff. Substituting Meff = fA. + ty 

and pa = {i° + Afia into equation (10), A/ja can be expressed by the second-order equation ofA/j^: 

,+^U |1+A« 
Peff M°a 

^a- 2^ + 

Veff ^4 & 

(16) 

(17) 

From equations (15) and (17), we obtain 

A"a = 1 + - 
1   AOD 

4^a 

AOD 
(18) 

The first term of this equation is equivalent to equation (5), and the second term represents the nonlinear relationship. The 
equation for determining AHb02 and AHb can be obtained by substituting the above equation into equations (2) and (3). 

AHbO, = ■ „Hb 1 + - 
1    AOD1 

4Mal      rfi     ) 

AOZ), „Hb 1    AOD, 

4//a2    d2   j 
AOD, 

(19) 

AHb = 
-1 _HbO, n    1    A0DAA0D1    ^Hbo, 

.     4Afll     dx   )    dx ' 
1 + - 

1     AOD, 

I     4M al '2     ) 

AOD, 
(20) 
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3.    PHANTOM EXPERIMENTS 

3.1. Materials and methods 

In order to validate the theoretically derived algorithms, we performed phantom experiments using the apparatus shown in 
Fig 1. The apparatus consisted of a phantom, a driver and a light source, a detector and an amplifier, and a computer. The 
construction of this apparatus is only described simply below since it is almost the same as that of a previously reported 
one". 

As the light source, a two-wavelength light-emitting diode (LED, 840 and 760 nm) was used. Back-scattered light was 
detected by a photodiode (Hamamatsu Photonics, S2386-45K) at a distance of 30 mm from the LED. The phantom 
consisted of 1% Intralipid solution suspended in phosphate-buffered saline (PBS), into which bovme hemoglobm solution 
was gradually added. The reduced scattering coefficient of the Intralipid suspension was determined by TPSF, which was 
measured by a pulsed laser (Hamamatsu Photonics, PLP-02, 752 nm) and a streak camera (Hamamatsu Photonics, C4334): 

ju's = 0.85 mm-1. The size of the tank for the phantom was 15 X 14 X 12.5 cm3, and the volume of solution used in the 

experiments was about 1500 ml. Three experiments were conducted under the following conditions. 

Experiment 1: The relationship between changes in OD and concentrations of fully oxygenated hemoglobin was obtained. 
Concentration of hemoglobin solution of the phantom was varied from 0 to 0.1 mM by adding this solution to the phantom 
in steps of 0.008 mM using a micropipette. Oxygen gas was bubbled into the phantom to ensure full oxygenation, which 
was confirmed by using a blood gas analyzer (Ciba-Corning, Model 170); the calculated oxygen saturation of hemoglobin 
was more than 99%. 

Experiment 2: The same experiment as that of above was conducted under the condition of a fully deoxygenated state. Five 
grams of yeast, suspended in the phantom, was used to make a fully deoxygenated state. When the hemoglobin solution was 
added, the phantom solution was sufficiently stirred to ensure complete oxygen consumption by the yeast. The blood gas 
analyzer was also used to confirm that a fully deoxygenated state had been achieved. 

Experiment 3: Oxygen saturation was varied while the hemoglobin concentration was fixed at 0.054 mM (1% of 
corresponding hematocrit). The phantom was first bubbled with oxygen gas and then bubbled with nitrogen gas to vary the 
oxygen saturation of hemoglobin, which was also measured by the blood gas analyzer. 

Experiments 1 & 2 

Hb solution 

1% Intralipid 

& Hb solution 

LED (840, 760 nm) 

Experiment 3 

02 or N2 

Photodiode 

Personal 
computer 

LED driver, amp. 
& controller 

Fig. 1 Experimental apparatus using a tissue-mimic phantom. Changes in optical density with addition of hemoglobin 
solution were measured under fully oxygenated and deoxygenated states in experiments 1 and 2, respectively. In 
experiments 3, oxygen saturation was varied while the hemoglobin concentration was fixed. 
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Fg. 2 Relationship between change in optical density and absorption coefficient of the phantom. Results of experiments 
1 and 2, denoted by Hb02 and HB, respectively, were plotted. 

3.2. Experimental results 

In order to compare the experimental results with the theoretical values, all of the results of experiments 1 and 2 were 
plotted against the absorption coefficient, which was calculated from the molar extinction coefficient of hemoglobin7 and its 
concentration (Fig. 2). Absorption of water (0.003 mm'1) was also taken into account, and the reference state of the change 
in optical density was set to be theoretically zero in absorption; therefore, the experimental results were shifted upward so 
that the first point of the plotted results of each experiment before addition of the hemoglobin solution was consistent with 
the theoretical curve, which is indicated by a solid line. As shown in Fig. 2, the experimental results agreed well with the 
theoretical curve, which was obtained from equation (9). 

3.3 Evaluations of theoretical CW-NIRS algorithms 

The algorithms for obtaining AHb02 and AHb, equations (13) and (14) and equations (19) and (20), were evaluated by 
comparing calculated concentrations with those set in the experiments. When calculating the concentrations, we need the 
mean optical pathlengths dx and d2 at an operating point in order to determine the coefficients of the algorithm. In the 
evaluation using the results of experiments 1 and 2, we set the operating point on 0.054 mM of hemoglobin concentration, 
assuming that equivalent hematocrit of a muscle tissue is 1%. In experiment 3, in which oxygen saturation was varied, we 
chose 70% saturation as the operating point. The corresponding optical pathlengths for each experiment were thus 
determined from equations (11) and (12) using absorption and scattering coefficients of the phantom. 

Figure 3 shows the results obtained by equations (13) and (14) that were based on linear approximation. The abscissa is the 
hemoglobin concentration, which was set in experiments 1 and 2 or calculated from oxygen saturation measured in 
experiment 3. The straight line in each figure is a line of identity. The calculated concentrations agree well with those 
obtained from the experiments around the operating points. However, in regions far from these points (change in 
hemoglobin concentration > about 0.02 mM in experiments 1 and 2), significant deviations occurred due to the linear 
approximation. Compared to this, the calculated concentrations using equations (19) and (20) agreed well with those 
obtained from the experiments even when there was a large change in absorption, as shown in Fig. 4. 
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Fig. 3 Changes in hemoglobin concentration calculated from equations 13 and 14. The abscissa is hemoglobin concentration set in 
the experiments. The straight line in each figure is a line of identity. Upper left: experiment 1; lower left: experiment 2; right: 
experiment3. Arrows indicate operating points chosen for the calculation. 
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Fig. 4 Changes in hemoglobin concentration calculated from equations 19 and 20. The abscissa is the hemoglobin concentration set 
in the experiments. The straight line in each figure is a line of identity. Upper left: experiment 1; lower left: experiment 2; right: 
experiments. Arrows indicate operating points chosen for the calculation. 
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4. DETERMINATIONS OF IN VIVO OPTICAL PROPERTIES OF MUSCLE 
AND CW-NIRS ALGORITHM 

Our final goal was to determine the coefficients of algorithms that can be applied to in vivo measurements. If the absorption 
coefficient of the muscle does not greatly vary during measurements and among subjects, we can determine coefficients of 
the algorithms. For accurate determination of pathlength, the optical properties of muscle must be obtained by eliminating 
the influence of a fat layer. However, there have only been a few studies9 on these properties. 

4.1. Materials and methods 

4.1.1. Instrumentation 

Pico-second pulsed lasers (Hamamatsu Photonics, PLP-02, 50-ps FWHM, wavelengths of 752 and 871 nm) and a streak 
camera (Hamamatsu Photonics, C4334) were used to measure the TPSF of back-scattered light from tissues (Fig.5). The 
optical arrangement is shown in Fig. 4. An optical fiber of 200 urn in core diameter was coupled to the laser, and light 
pulses were guided to a skin surface. The photons back-scattered from the tissues were collected by an optical fiber bundle 
of 1.6 mm in diameter and fed into the streak camera. Fibers were arrayed in line at the end of the bundle that was 
connected to the streak camera; thus, the signal-to-noise ratio was substantially improved. Photons were counted while the 
pulsed light was emitted at a repetition rate of 1 MHz, and temporal profile data were stored in a computer. 

The separation between the source fiber and the detector fiber was 15 mm for adipose measurements on the abdomen and 25 
mm for muscle measurements on the forearm. The instrument function was measured after each measurement by placing the 
source and detector fibers close to each other. To reduce light intensity, an attenuator was placed between both fiber ends. 
The obtained instrument function was used to deconvolute the measured TPSFs yielding the corrected reflectance. 

4.1.2. In vivo measurements and data analysis 

Measurements on the abdomen were performed to obtain jua and /// of adipose tissue in three males, whose fat layer 
thicknesses of the abdomen were about 20 mm. The fibers were fixed longitudinally with respect to the abdominal wall. A 
separation of 15 mm of the source-detector fibers was chosen so as to be less than the thickness of the fat layer. 
Measurements on the forearms of four males and one female were also carried out to determine //„ and /// of the muscle. 
The fibers were in contact with the extensor site of the right forearm placed on a desk. The separation of the source and 

50 ps, 25 mW, 1 MHz 

3— 
752 nm, 871 nm 

Fiber 
U- 

Streak camera 
%Ä 

Computer 

Forearm or abdomen 

Muscle of forearm 

Adipose tissue of abdomen 

Fig. 5 Experimental setup for the measurement of TPSF. 

83 



detector fibers was 25 mm. 

Absorption and reduced scattering coefficients were determined by fitting the measured TPSFs with those obtained by 
Monte Carlo simulation, which consisted of the skin, fat and muscle layers. The thickness of the fat layer of the model was 
set to be the same as that measured on each subject using ultrasonography. Coefficients //„ and ///of the skin were taken 
from the literatures9'10. First, the coefficients of the adipose tissue were determined using the TPSFs measured on the 
abdomens. After updating the optical properties of a fat layer of the model, A and /// of the muscle layer in each subject 
were determined by repeating the simulation. 

4.2. Results 

4.2.1. Optical properties of adipose and muscle tissues 

Figure 6 (a) shows an example of the TPSF measured on the abdomen of one of the subjects at 752 nm. The TPSF obtained 
from the Monte Carlo simulation is also depicted by a solid line in this figure. The values of //„ determined for the adipose 
tissue were 0.003-0.004 mm'at both wavelengths, and those of A' were 1.1-1.15 mm"1 at 752 nm and 0.98-1.1 mm" at 871 
nm. From these values, we chose the following values and used them in the simulation for determining the optical properties 
of muscle: //„ =0.003 mm-' and /// =1.1 mm"1 at 752 nm, and pa =0.004 mm"1 and /// =1.0 mm-1 at 871 nm. 

Figure 6 (b) shows an example of the TPSF obtained from the forearm at 752nm. Table 1 shows n„ and /// of the forearm 
determined from the TPSF of each subject. As summarized in Table 1, pa and ///of muscle determined in this study show 
only a small variation regardless of the thickness of the fat layer. These results indicate that the optical properties of muscle 
without the influence of a fat layer can be determined using by our method, although the uniqueness of a combination of//„ 
and /JS ' must be quantitatively examined in further studies. 

4.2.2. CW-NIRS algorithm 

Using the mean values of //„ and ///shown in Table 1, we obtained the mean optical pathlenghts of 110 and 98 mm at 752 
and 871 nm, respectively. Substituting these pathlengths and the absorption coefficients into equations (19) and (20), the 
nonlinear algorithm is readily obtained. Before applying this algorithm to measured AOD, it must be corrected by the 
thickness of the fat layer. The corrected AOD is thus equivalent to AOD, which is observed in a homogeneous muscle tissue. 
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Fig 6 Profiles of the TPSF measured on the abdomen (a) and forearm (b) of one of the subjects at 752 nm. Solid lines indicate 
fitting curves obtained from Monte Carlo simulation, in which absorption and scattering coefficients listed in tables were used. 
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Table 1 Optical properties of muscles obtained from in vivo measurements 
on the forearms of 5 subjects. 

Ma (mm'1) //',(mm-')  

752 nm       871 nm       752 nm       871 nm 

0.017 0.019 0.45 0.40 

2 5.1 0.019 0.021 0.46 0.42 

3 4.2 0.019 0.021 0.46 0.41 

4 2.3 0.017 0.020 0.44 0.40 

5* 2.8 0.015 0.017 0.45 

0.45 ± 

0.008 

0.42 

mean± 
SD 

3.5 ± 

1.1 

0.017 ± 

0.001 

0.020 + 

0.002 
0.41 ± 

0.01 
♦female 

Therefore, an algorithm based on tissue homogeneity can be applied to corrected AOD, and the quantitative change in 
oxygenation can be obtained. 

However, there are some limitations to CW-NIRS. The optical properties around an operating point must be known in 
advance. If these are known, AHb02 and AHb can be accurately estimated by using the nonlinear algorithm, as was verified 
by the results of the phantom experiments, but the values know before measurement are average values of different subjects. 
Lin et al." estimated that the error of linear approximation is less than 10% when the operating point of fia is inappropriately 
set by ±0.005 mm'1 from a true value and that this error is much less than that resulting from the influence of fat layer. The 
error, when using the nonlinear algorithm, is much smaller than that of linear approximation, only if an adequate operating 
point is obtained. If not, the error might not be substantially improved even by the nonlinear algorithm. 

One of the most practical solutions to the above-mentioned problem is to introduce spatially resolved (SR) NIRS, which 
gives the absolute value of /ia if/// is known. CW-NIRS and SR-NIRS are much more simplified and definitely less costly 
than intensity-modulated or time-resolved spectroscopy, although these sophisticated techniques enable the determination of 
both na and #,'. In addition, real-time monitoring is possible only by using CW-NIRS or SR-NIRS, as inferred from the 
actual tedious procedures for obtaining //„ and /us' described in the previous section. Complementary in vivo studies on the 
optical properties of tissues under various conditions using these different techniques should lead to realization of more 
quantitative measurement of tissue oxygenation using NIRS. 

5. CONCLUSIONS 

Equations for CW-NIRS algorithms using linear approximation and taking into account the nonlinear relationship between 
change in optical density and change in absorption coefficient were derived using the theoretical mean optical pathlength. 
The validity of these theoretical algorithms was examined on the basis of results obtained by phantom experiments. It was 
verified that the nonlinear algorithm is applicable to a wider range of absorption coefficients than is the linear algorithm if 
the initial operating point is appropriately given. To determine coefficients of the algorithms, the optical properties of 
muscle were measured using time-resolved spectroscopy by taking into account the influence of an overlying fat layer. In 
spite of the preliminary nature of our study, absorption and scattering coefficients were successfully obtained regardless of 
different thicknesses of the fat layer, and the coefficients of the algorithms were determined. 
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ABSTRACT 

Multi-photon fluorescence spectra of a number of commonly used biological probes were measured in this study. Significant 
spectral variation has been detected between single and multi-photon excitation. The result is important for the proper 
selection of spectral setting/ dichroic beam splitter in the set-up of a multi-photon fluorescence microscope. The information 
can also be useful in the detection of multi-photon fluorescence in bio-chip technology. In addition, we have investigated a 
few highly fluorescent bio-molecules commonly found in plant cells. 

Keywords: Multi-photon fluorescence spectroscopy, two-photon, three^photon, fluorescence probes, biological probes, auto - 
fluorescence, bio-chip 

1.   INTRODUCTION 

Fluorescent probes are commonly used in biological fluorescence microscopy for tracking specific structures and subcellular 
compartments, for measuring cellular ionic conditions and for indication of cell survival. For instance, FITC is routinely used 
to tag antibodies to localize specific antigen; Indo-1 is used to measure the Ca"1"1" concentration within a cell and Calcein is 
used as an indicator for the integrity of the cell membrane. Recent development in multi-photon fluorescence microscopy has 
greatly expanded the usage of these fluorescent probes in biomedical research. Considering its non-linear nature, two -photon 
excitation may generate very different fluorescence spectral response in the sample when compared with single photon 
excitation . It is thus necessary to measure the two-photon spectra of various fluorescent probes, so that two-photon 
fluorescence microscopy may be performed effectively and the images properly interpreted. Knowledge on the fluorescent 
properties of these dyes is also required for bio-chip technology. This report represents the third installment of a continued 
effort in characterizing the multi-photon fluorescence spectra of some commonly used bio-probes5'6. In addition, the auto- 
fluorescence in biological specimen frequently contributes to background noise in fluorescence microscopy and in bio-chip 
signal detection, thus characterization of the two-photon fluorescence properties of bio-molecules is necessary. 

2.   MATERIALS AND METHODS 

1.    Optical set-up 
Two-photon fluorescence spectra excited with near infrared at 780nm were obtained with a SpectraPro-500 
spectrophotometer (Acton Research) equipped with a TEcooled PMT and coupled to a Spectra-Physics Tsunami Ti:sapphire 
laser pumped by a Coherent Verdi solid-state laser operated at 82MHz, lOOfs pulse. The 1240nm infrared (IR) excitation was 
obtained from a Spectra-Physics Millenia IR (1064nm) pumped Chromium-doped Forsterite laser (built by CKS)7 operated at 
120MHz, 130fs pulse. A cooled CCD array spectrophotometer (Acton Research) was used for spectral detection. An 
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Olympus BX microscope trinocular head and an epi-fluorescence beam-splitter housing were modified for the measurements. 
A 740nm dichroic beam splitter was used for separating the excitation beam and the fluorescence emission. In addition, two 
IR cut-off filters (Edmond Scientific, Cat. K53-710) were installed in front of the entrance slit of the monochromator to reject 
scattered IR from the sample. A 4x microscope objective was used to focus the pump beam into a 0.3ml microfuge tube. For 
DNA probes, 2uM dye in the presence of 160u.g/ml fragmented salmon sperm DNA in TE buffer (1 OmM Tris, ImM EDTA, 
pH7.4Fluorescence samples were prepared for spectral analysis. Methanol was used as solvent for MitoTracker and 
LysoTracker. Aqueous solution; of riboflavin, NADH and NADPH and acetone solution of chlorophyll a and chlorophyll b 
were used in this study. 

3.   RESULT AND DISCUSSION 

Figures 1-12 show two-photon pumped fluorescence spectra of seven commonly used DNA-probes. Measurements of DAPI 
(Fig. 1), Hoechst 33258 (Fig. 2), Syto 17 [Fig. 3(Ex=780nm) and Fig. 4 (Ex=1240nm)], Acridine Orange (Figure 5), 
Propidium Iodide (Figure 6), and Ethidium bromide (Figure 7) were performed with 2uM dye in the presence of 160ug/ml 
fragmented salmon sperm DNA in TE buffer (lOmM Tris, ImM EDTA, pH7.4). This concentration approximates 50 base 
pairs of DNA per dye molecule. In addition, rrethanol solutions of MitoTracker ® (Molecular Probe M-7512; Fig. 8; and 
LysoTracker Red <S(Molecular Probe L-7528; Fig. 9) were used in the measurement. Spectra in Figures 8 and 9 were excited 
with IR at 1240nm, therefore, the MitoTracker emission is the result of three-photon excitation, while the spectrum of 
LysoTracker is a mixed result of two and three-photon excitation. Table 1 summarize the emission maximum of the above 
mentioned dyes andcompare with single-photon emission maximum published by Molecular Probes Inc. Figure 10-12 show 
two-photon excited fluorescence spectra of riboflavin (Fig. 10), NADH (Fig. 11) and NADPH (Fig. 12). Table 2 summarize 
the emission maximum of riboflavin, NADH, NADPH, chlorophyll a and chlorophyll b.. 
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Figures  1-4. Two-photon pumped fluorescence spectra of DAPI  figure   1   (Ex=780nm)], Hoechst 33258  [Figure 2 
(Ex=780nm)], SYTO 17 [Figure 3 (Ex=780nm), Figure 4 (Ex=1240nm)]. 
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Figure 5-10. Acridine orange [Figure 5 (Ex=780nm)], Propidium Iodide [Figure 6 (Ex=780nm)], ethidium bromide 
[Figure 7 (Ex=780nm)], Mitotracker®M-7512 [Figure 8 (Ex=1240nm)], LysotrackerDL-7528 [Figure 9 
(Ex=1240nm)]. Riboflavin [Figure 10 (Ex=780nm)]. The vertical line in Figure 8 and 9 indicates the l/2A.of the 
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Figure   11-14.  Two-photon   excited  fluorescence   spectra  of NADH   [Figure   11   (Ex=780nm)],  NADPH   [Figure   12 
(Ex=780nm)], chlorophyll a [Figure 13 (Ex=760nm)] and chlorophyll b [Figure 14 (Ex=760nm)]. 

IP (Em)* 2PEm(Ex=780nm) 2PEm(Ex=1234nm) 

DAP1 - DNA 461nm 479nm - 

Hoechst 33258 - DNA 461nm 494nm - 

Svto 17-DNA 64 Onm 638nm 643nm 

Acridine orange -DNA 626nm 628nm - 

Propidium Iodide -DNA 617nm 631nm - 

Ethidium bromide - DNA 605nm 616nm - 

Mitotracker®Red M-7512 599nm - 600nm (2P and 3P) 

Lysotracker®Red L-7528 592nm - 594nm (3P), 646nm (2P), 668nm (2P) 

Table 1 Single-photon (IP) and two-photon (2P) excited fluorescence emission maximum of various DNA dyes. 3P: three- 
photon excited fluorescence. Ex: excitation wavelength, Em: emission maximum. *Data adopted from Molecular Probes 

Catalog (1999). 
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2P 
Riboflavin 546nm (Ex=780nm) 
NADH 496nm (Ex=780nm) 
NADPH 496nm (Ex=780nm) 
Chlorophyll a 675nm (Ex=760nm) 
Chlorophyll b 672nm (Ex=760nm) 

Table 2. Two-photon (2P) excited fluorescence emission maximum of five bio-molecules. Ex: excitation wavelength. 
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ABSTRACT 
In this study, epilayers of packaged indium gallium nitride light emitting diodes (LED's) are characterized by optical beam 
induced current (OBIC) and photoluminescence laser scanning microscopy through two-photon excitation. OBIC reveals 
spatial and electrical characteristics of LED's which can not be distinguished by photoluminescence. When compared with 
single-photon OBIC, two-photon OBIC imaging not only exhibits superior image quality but also reveals more clearly the 
characteristics of the epilayers that are being focused on. The uniformity of these LED's OBIC images can also be related to 

their light emitting efficiency. 

Keywords: Indium gallium nitride, two-photon excitation, optical beam induced current, confocal microscopy, blue LED 

1.   INTRODUCTION 
Optical beam induced current (OBIC) imaging is widely applied in the characterization of semiconductor based devices and 
integrated circuits, for instance, in failure analysis1"3. Conventionally, OBIC is performed through carrier generation by 
single-photon absorption. It has been shown that the effective point spread function (PSF) needs to be modified to account 
for the exponentially decaying optical field inside the material as a result of strong absorption p. When compared with 
photoluminescence imaging, OBIC imaging has the advantages of observing features that are more directly related to the 
electrical characteristics of semiconductor devices. The OBIC imaging of semiconductor devices has to meet the seemly 
contradictory conditions in that (a) the substrate or overlayers do not absorb or scatter the illuminating light strongly and (b) 
the photo-excited carriers are efficiently generated in the active layer. These requirements can be met if OBIC is performed 
with two-photon excitation6 that employs wavelengths that are less than the bandgap photon energy, as demonstrated by Xu 
and Denk5. In this way absorption and scattering in the overlayers and substrate can be greatly reduced while carriers are 

effectively generated in the active layer. 

In this report, we apply the two-photon OBIC technique to investigate indium gallium nitride (InGaN) based light emitting 
diodes (LED's) that have found wide spread applications in optoelectronics 8. InGaN is considered to be the most important 
compound semiconductor among III-V nitride compounds because the InGaN enables light emitting through efficient 
carrier recombination9. One can obtain strong band-to-band emission from the green to the UV by varying the In content of 
InGaN. InGaN based LED's exhibit high external quantum efficiency and brightness and are the most viable blue LED's 
currently in use. It has been proposed that the emission is related to the presence of deep localized energy states that may 
originate from the In-rich regions which act as quantum dots1014. However, the intensity distribution of LED's can exhibit 
poor spatial uniformity in active region, as can be seen under a microscope when LED's are forward biased. This poor 
spatial uniformity is associated with the fluctuation in In concentration and with the localized defects such as deficiency of 
nitrogen atoms in the lattice and threading dislocations. Imperfection in the electrodes would also affect the spatial 

uniformity of LED's. 

We have found that two-photon excitation is effective in penetrating the packaging as well as the overlayers, such as p- 
doped GaN layers, or an «-doped GaN layer and sapphire substrate, if the laser beam is incident from the substrate side. The 
loss in two-photon excitation that is due to absorption and scattering is greatly reduced when compared with the loss in 
single-photon excitation. Absorption correction to the optical field inside the material is then not necessary   . In addition, 
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the effect of spherical aberration when laser beam penetrates LED's plastic packaging is also reduced as a result of 
employing a longer wavelength. Therefore, two-photon OBIC imaging not only exhibits superior image quality but also 
reveals more clearly the characteristics of the epilayers focused on. 

2.   EXPERIMENTAL SETUP 
2.1 Two-photon laser scanning microscopy 
An inverted microscope and a galvano-mirror-based scanning system (Fluoview-IX70, Olympus) form the imaging platform. 
A mode-locked Ti:sapphire pulse laser (Tsunami, Spectra-Physics) pumped by a frequency doubled solid state laser 
(Millennia, Spectra-Physics) provides laser pulses of approximately 150 fs at 760 nm and 82 MHz for two -photon excitation, 
which is equivalent to 380 nm in excitation energy. A 740nm dichroic beam splitter is installed in the excitation path of the 
scanning unit to accommodate the coupling of the ultrafast laser pulses into the confocal microscope. The 488 nm line of a 
Kr-Ar laser is employed when single photon excitation is performed. 

To avoid exceeding the response speed (10 KHz) of the current amplifier, the samples are scanned at a very slow rate of 157 
sec/frame (150us dwell time/pixel) at 1024x1024 pixels. A 40X (numerical aperture, 0.65) long working distance objective 
is employed for image acquisition. At focal point, the average power measured was 10 mW, therefore, the average energy 
exerted on the specimen for each pixel is approximately 1.5uJ (obtained by 150us X 10 mW). On the other hand, 
considering the laser operating at 82 MHz with 150 fs pulse, when a NA=0.65 objective lens was used, the average and peak 
power densities at the focal point approximate SxlO^W/cm2 and 4xl010 W/cm2, respectively. We employ a very sensitive 
current amplifier (EG&G, model 181) of transimpedance as high as 109 V/A for photocurrent (PC) detection. 

The total irradiated area is approximately 300um x 300(im. The detected signal would correspond to photocurrent of a few 
nano-amperes. The two input channels in the scanning system detect the photoluminescence (PL) and the PC concurrently. 
The images are then reconstructed from the signals as a function of beam position. A schematic of this setup is shown in Fig. 
1. 
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Figure 1. Schematics of the two-photon optical beam induced current and photoluminescence imaging system. The two 
input channels allow simultaneous acquisition of photocurrent and photoluminescence images. 

2.2 InGaN LED's 
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The epilayers of GaN and InGaN are grown on top of a sapphire substrate. Since sapphire substrate is non-conducting, the 
two electrodes must be attached in the front side. There are two different brands of blue InGaN LED's being investigated m 
this study One (Fig.2, LED A) has higher efficiency than the other (Fig. 2, LED B), as shown in their corresponding 
electro-luminescence spectra. Under the same driving current (0.5 mA), diode A emits brighter electro-luminescence than 
diode B. The diode samples observed are commercially available and have electro-luminescence that peaked around 475 nm 
with full width at half maximum (FWHM) bandwidth 35 nm, as shown in Fig. 2. Thinning, grinding, and polishing the 
packaging of the diodes allow direct observation and excitation under a microscope. We employ bandpass filters to select 

specific spectral bands for luminescence imaging. 

390     430    47«     51U     550     590 

WAVELENGTH (nm) 
Figure 2. Electro-luminescence spectra of two different InGaN LED's. 

3.   RESULTS 

Figures 3(a) and 3(b) show the power dependence of the PC signals from diode A and B, respectively. As expected for two- 
photon excitation, the slope values of 2.12 and 1.9 indicates the square dependence of such a nonlinear process. 
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Figure 3. Photocurrent magnitude as a function of incident laser power for diode A(a) and B (b), respectively. The slope 
values are closed to 2, indicating two-photon excitation process is involved. 

Two-photon PC and PL images of diode A are presented in Figs. 4(a) and 4(b), respectively. For comparison, the two-photon 
PC and PL images of diode B are presented in Figs. 4(c) and 4(d). The two electrodes are clearly shown in the PC images as 
one circular and one square dark region. They appear dark since there is no carrier generated underneath. The thin 
metallization layer is identified as the darker gray area that covers most of the active region shown in the PC image, whereas 
the bright strip in the edge shows the active region without thin metallization. In confocal PL imaging, fluorescence from the 
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epilayers cannot be discriminated against that from the sapphire substrate spatially since the epilayers are thinner than the 
width of PSF in zaxis. In contrast, PC imaging would only detect a signal as a result of photocarrier generation. When 
compared with PL imaging, PC imaging has the advantages of being more specific and related to the diodes' electrical 
properties. 
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Figure 4. PC and PL images from diode A and diode B. (a) and (b) are two-photon PC and PL images from diode A, 
respectively, (c) and (d) are two-photon PC and PL images from diode B, respectively. In both (b) and (d) a bandpass filter 
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centered at 450 nm with 50 nm bandwidth is used in acquiring PL images. For comparison, one-photon PC image of diode B is 

shown in (e). 

The most pronounced features in the PC image are the bright spots spread over the LED's in Fig. 4(c), which are a result of 
local variation in carrier transportation or generation efficiency. These spots have sizes ranging from 5 urn to less than the 
resolution of the objective used in our optical system, which is approximately 1.3 \im. The srjots are similar to what have 
been observed in micro-spectroscopy of cathodoluminescence in InGaN quantum well devices . Spots can also be found in 
the PL image, Fig. 4(d), which is acquired with a band pass filter of central wavelength 450 nm and bandwidth 50 nm. 
These spots do overlap with those found in the PC image, indicating that PC and PL have similar origin. However, the 
contrast in the PL image is less pronounced. According to Nakamura and co-workers10"1 , fluctuation in the In concentration 
will generate localized deep levels that greatly facilitate carrier recombination, and possibly carrier generation. Therefore 
PC may be a more sensitive indicator than PL in detecting local variation in the active region. For comparison, Diode A did 
not exhibit the spots as in Diode B, as shown in Figure 4 (a) and 4 (b). The advantage of two-photon excitation is further 
clarified by comparing the PC image obtained through single photon excitation shown in Fig. 4(e). The 488 nm line of an 
argon-krypton mixed gas laser is employed for single photon excitation. The image appears blurred with reduced contrast 

and no detailed features can be observed. 

(a) (b) 
Figure 5. PC (a) and PL (b) images from an unpackaged diode with heavy indium doping. 

To observe the effects of heavy indium doping, the PC and PL images of an unpackaged InGaN diode are shown in Fig. 5(a) 
and (b), respectively. The color of electro-luminescence from this diode is green. In contrast with PC images shown in Fig. 
4, there is PC signal coming out of one of the electrodes, as shown in Fig. 5(a). Unlike a packaged diode in which scanning 
beam must irradiate from the side of electrodes, in this case the scanning laser beam can penetrates the sapphire substrate 
during imaging. The weaker magnitude of PC signal within the circular electrode indicates that there is an insulation layer 
under the electrode to homogenize the current distribution over the diode. High indium concentration was expected to 
generate greater inhomogeneity within the active layer and this inhomogeneity is manifested in Fig. 5. 

4.   DISCUSSION 
4.1 Two-photon excitation 
Optically the advantages of two-photon OBIC over single-photon OBIC can be summarized as (1) deeper penetration, (2) 
less distortion to field distribution or PSF, and (3) less spherical aberration15. Absorption in the top epilayer can be 
minimized by using a excitation wavelength that is below bandgap photon energy. Deeper penetration would then result 
because of reduced absorption. Regarding the image formation of OBIC, detailed model for tphoton OBIC has been 
developed by Wilson et an5, in which a semi-infinite piece of semiconductior is considered. Within the model, a specific 
PSF that takes into account substrate absorption is introduced. It is found that the resolution is not limited by the carrier 
diffusion length and the optimum focus position in terms of the maximum number of carriers generated is a few optical 
units below the surface. In the case of single-photon OBIC, it would then be more difficult to perform conventional 
deconvolution calculation to improve image quality since the PSF is distorted as a result of absorption. In contrast, two- 
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photon OBIC would open the possibility for image deconvolution. The reduction of spherical aberration is expected since 
the magnitude of it is proportional to the path length difference in the optical imaging system and inversely proportional to 

wavelength, i.e.  A(poc —— . Employing a longer wavelength would naturally result in smaller spherical aberration. 
A, 

However, two-photon OBIC may present the following problems. Most significantly, at high excitation intensity, multi- 
photon effects may damage the LED's. 

4.2 InGaN LED's 
Efficient light emission of a blue LED is related to deep localized energy states formed in the In-rich regions acting as 
quantum dots in the InGaN layer. These states may also be the origin of photocurrent. Since the direct band gap (~3.4 eV) of 
intrinsic GaN is much higher than that of InGaN, it is less probable that the wavelength we used would excite carriers over 
GaN's band gap. According to Nakamura and Faso l8, though the PL spectra of p-doped GaN and InGaN overlap each other, 
the PL intensity from InGaN is higher by more than an order of magnitude. It is likely that most photo-generated carriers are 
generated in the InGaN layer. In OBIC, the detected signal can be regarded as the convolution of carrier generation and 
transportation to the electrodes. Owing to the LED's planar structure and the relatively low resistance in the p-dope and n- 
doped layers, the overall carrier transportation efficiency should present little variation over the LED's plane. Therefore, the 
spots observed in Fig. 4(a) may reflect local variation of carrier generation efficiency in the active layer. This variation may 
also be caused by changes in indium compositions. The higher contrast in the PC image than the PL image indicates that PC 
is more sensitive to local variation in carrier generation. For the two InGaN light emitting diodes. Their light emitting 
quality and efficiency are reflected in the PC images. In particular, as indium concentration increases, the inhomogeneity 
observed in the active layer also increases. 

5.   CONCLUSIONS 
In conclusion, we have demonstrated the characterization of the InGaN based LED's through two -photon OBIC laser 
scanning microscopy16. However, one needs to be careful about damages induced by nonlinear optical excitation. Compared 
with single-photon excitation, two-photon excitation clearly exhibits better spatial resolution and reveals some interesting 
features not found before. Optoelectronic devices are of multilayered heterostructure with active layers buried in the middle. 
Two-photon excitation is more effective than one-photon excitation in reaching the active layers of these devices. 
Specifically, PC is more sensitive and specific than PL in showing their characteristics. 
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ABSTRACT 

The non-linear nature of multi-photon fluorescence excitation restricts the fluorescing volume to the vicinity of the focal 
point As a result, the technology has the capacity for micro-spectroscopy of biological specimen at high spatial resolution. 
Mesophyll protoplasts of Arabidopsis thaliana and maize stem sections were used to demonstrate the feasibility of multi- 
photon fluorescence micro-spectroscopy at subcellular compartments. Time-lapse spectral recording provides a means for 
studying the response of cell organelles to high intensity illumination. 

Keyword: Micro-spectroscopy, multi-photon fluorescence spectroscopy, second harmonic generation, plant tissues, stem, 
chloroplast, protoplast, maize, Arabidopsis 

1.   INTRODUCTION 

Due to its non-linear nature, two -photon excitation may generate very different spectral response when compared with single 
photon excitation. It is thus necessary to measure the two-photon spectra of samples under study, so that the two-photon 
fluorescence microscopic images may be properly interpreted1'2. However, fluorescence spectra obtained from bulk specimen 
may not provide appropriate information for microscopy. For instance, when the spectrum of a generally fluorescing 
specimen as a whole is obtained, a small number of fluorescent particles may escape from detection due to the relatively 
small contribution to the total fluorescence. In addition, signals resulted from second harmonic generation (SHG) may be 
mixed with low level broad band background autofluorescence which is commonly found in biological specimen. Therefore, 
measuring fluorescence spectrum from a micro-focused volume is essential to properly interpret multi-photon fluorescence 
microscopic images. Under two-photon excitation, the background noise may be greatly reduced due to the naturally limited 
excitation volume of the focused laser beam. In this study, leaf protoplasts of Arabidopsis thaliana and stem slices of maize 
(Zea mays) were used as samples to address these issues in a set-up for micro-spectroscopy. 

2.   MATERIALS AND METHODS 

Protoplasts of Arabidopsis thaliana were isolated from leaves through enzyme digestion of the cell wall, and suspended in 
culture medium according to the methods of Huang and Chen3. For microscopic observation, the protoplast suspension was 
placed in a chambered coverglass (Lab-Tek, Illinois, USA). Unstained and Calcofluor White^tained stem slices of maize 
were also used. 

Two-photon induced fluorescence spectra were measured with two sets of spectrometers. For static spectra, a SpectraPro-500 
spectrometer (Acton Research) equipped with a T&cooled PMT is used to achieve higher spectral precision. Whereas for 
time-lapse spectra, a l/8m spectrometer (Oriel, #77250) equipped with a liquid-nitrogen-cooled CCD camera is used for high 
speed spectrum acquisition. The excitation laser beam is derived from a Spectra Physics Tsunami Ti:sapphire laser pumped 
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by a Coherent Verdi solid-state laser at 532nm. The Ti:sapphire laser is mode-locked at 780nm and has a repetition rate of 82 
MHz with a pulse width of approximately lOOfs. A ChromaTech dichroic beam splitter (650DCSP) was used to achieve epi- 
illumination and on-axis fluorescence detection in a modified Olympus BX microscope. In addition, two IR cut-off filters 
(Edmond Scientific, Cat. K53-710) were installed in front of the entrance slit of the monochromator to reject scattered IR 
from the sample. Using this set-up, site-specific spectral information was obtained from the samples4. Excitation intensity as 
high as 1012 W/cm2 was reached at the focal point. A second set-up using a Spectra-Physics Millennia IR (1064nm) pumped 
Chromium-doped Forsterite laser (built by CKS), operated at 120MHz and 130fs pulse, was used for 1234nm infrared (IR) 
excitation. Figure 1 is a diagrammatic representation of our micro-spectroscopy set-up. 

IR filter 

Dichroic beam 
splitter 

Spectrometer 

Ti: sapphire 
laser 

Fluorescence 
Spot Specimen 

Figure 1. Diagrammatic representation of micro-spectroscopy set-up. 

3.   RESULTS AND DISCUSSION 

Figure 2a is a transmission image of a maize stem showing cortical parenchyma cells and a vascular bundle. An IR beam was 
tightly focused on a region of a cell in the vascular bundle and generated a fluorescence spot. Two-photon excited spectrum 
taken from this spot shows a broad band fluorescence peaked approximately at 500nm (Figure 2b). When stained with 
Calcofluor White, a fluorescent dye staining cellulose, the cortical parenchyma cell wall shows two-photon fluorescence 
(Figure 3a), while the emission spectrum has the characteristics of Calcofluor White (Figure 3b). These results demonstrate 
the potential of micro-spectroscopy in studying fluorescence emission properties of subcellular compartments. Because of the 
non-linear properties of the two-photon fluorescence excitation, this technique provides superb spatial resolution in 3D. 

Figures 4a and 4b are two-photon fluorescence micrographs of Arabidopsis thaliana mesophyll protoplasts. In these 
micrographs, the center region received a single 3.3sec/frame scan (8.4us dwell time/pixel) at 768x512 pixels. The total 
irradiated area is 180^m x 120nm. At focal point, the average power measured was 6.4 mW, therefore, the average energy 
exerted on the specimen for each pixel is approximately 54nJ (obtained by %A\is X 6.4mW). On the other hand, considering 
the laser operating at 82 MHz with lOOfs pulse, when a NA=1.2 objective lens was used, the average and peak power 
densities at the focal point approximate 3xl(/W/cm2 and 3.9x10'' W/cm2, respectively. After the first scan, it was noted that 
a significant reduction in red fluorescence occurred, as evident when using different filters (comparing Figure 4a with 4b). 
The images were taken at a lower magnification to show the scanned area. Figures 4c and 4d show fluorescence images 
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obtained from the 1st and 3rd scan. Though the fluorescence intensity is seen to reduce after several scans, the images do not 
provide detailed information on the possible spectral variation 

Figure 5b shows a three-dimensional plot of spectra against time indicating the spectral and intensity changes of the green 
autofluorescence from achloroplast under intense NIR illumination (Figure 5a) In addition to the broad band green 
fluorescence emission, peaked at 532nnV550nm(Figure 5b), a prominent red fluorescence peak with emission maximum at 
663nm has been observed in a previous study2. The 663nm emission is the result of chlorophyll fluorescence while the origin 
of the 532/550nm emission is yet to be determined2. These results demonstrate that the set-up for micro-spectroscopy allows 
time-lapse recording in subcellular organdies, and thus will be useful for detailed spectral analysis of possible cellular 
damages or photochemical reactions undermuln-photon excitation. 

Micro-spectroscopy also provides insights into the origin of signals detected in a multi-photon microscopic imaging system. 
For instance, Figure 6 shows an emission spectrum obtained from the cortex of a maize stem. When excited with 1234nm IR, 
a red fluorescence peak at 682nm and a small peak at 617nm were observed The red peak originates from the 
autofluorescence of chlorophyll. The smaller peak is likely the result of second harmonic generation (SHG) infte plant cell 
wall. In this case, micro-spectroscopy provides ameans of verification that, indeed, SHG occurs in plant samples . 

Maize stem vascular bundle 

5Ö0 600 700 

Wavelength (nm) 

(a) (b) 
Figure 2 (a) Transmission micrograph of a longitudinal section of maize stem. The bright spot in the center of the 
micrograph indicates two-photon excited fluorescence emission generated by a tightly focused IR beam, (b) The fluorescence 
spectrum obtained from the spot shown in (a). 

Wavelength (nm) 

(a) (b) 
Figure 3. (a) Transmission micrograph of a longitudinal section of Calcofluor White-stained maize stem. The large bright 
spot in the center of the micrograph is two-photon excited fluorescence emission generated by intense IR beam, (b) The 
fluorescence spectrum obtained from the spot shown in (a). 
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Figure 4. (a) and (b) two-photon fluorescence images showing a previously scanned area in the center. In (a), obtained with a 
green filter, the scanned area is brighter, whereas in (b), obtained with a red filter, the scanned area is dimmer. The contrast 
in fluorescence intensity is induced by a single imaging scan, (c) and (d)sequential images obtained from the 1st and 3rd scan, 
respectively. In (c) and (d), both green and red fluorescence images are superimposed. 
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Figure 5. (a) Transmission micrograph of Arabidopsis thaliana protoplasts. The bright spot in the center is the fluorescence 
emission generated by a tightly focused NIR beam, (b) Three-dimensional plot of fluorescence emission spectra vs. time 
showing changes in spectrum and intensity of fluorescence from within a protoplast of Arabidopsis thaliana as shown in (a). 
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Figure 6. Spectrum obtained from the cortex in maize stem cross-section excited by 1234nm IR. Note the red fluorescence 

at 682nm and SHG at 617nm. 
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ABSTRACT 

Based on non-linear excitation of fluorescence molecules, two-photon fluorescence microscopy 
has become a significant new tool for biological imaging. The point-like excitation characteristic of this 
technique enhances image quality by the virtual elimination of off-focal fluorescence. Furthermore, sample 
photodamage is greatly reduced because fluorescence excitation is limited to the focal region. For deep 
tissue imaging, two-photon microscopy has the additional benefit in the greatly improved imaging depth 
penetration. Since the near-infrared laser sources used in two-photon microscopy scatter less than their 
UV/glue-green counterparts, in-depth imaging of highly scattering specimen can be greatly improved. In 
this work, we will present data characterizing both the imaging characteristics (point-spread-functions) and 
tissue samples (skin) images using this novel technology. In particular, we will demonstrate how blind 
deconvolution can be used further improve two-photon image quality and how this technique can be used 
to study mechanisms of chemically-enhanced, transdermal drug delivery. 

Keywords: Two-photon, fluorescence, microscopy, deep-tissue, imaging 

1. INTRODUCTION 

In two-photon fluorescence microscopy, molecular excitation of fluorescent molecules is caused 
by the absorption of two near-infared (JR.) photons. Popularized in 1990 by the Webb group, the technique 
has become a powerful tool in examining biological specimen1. As a novel microscopic imaging technique, 
two-photon fluorescence microscopy has several significant advantages compared to conventional 
technology. Since two-photon excitation requires the interaction of two near-ER photons with the 
fluorescent molecule, high incident photon flux is required for efficient two-photon excitation. As a result, 
two-photon absorption is only likely to occur near the focal volume of a microscopic objective where the 
excitation photons are confined spatially to induce molecular absorption. Therefore, fluorescence imaging 
using this technology results in much superior image contrast since off-focal fluorescence is virtually 
eliminated. The point-like excitation volume of two-photon (or higher order excitation) fluorescence 
microscopy also confine excitation-induced photodamage to near the focal volume. Furthermore, since 
Rayleigh scattering probability is inversely proportional to the fourth power of the wavelength2, the redder 
photons used for two-photon excitation can penetrate deeper into multiply scattering samples such as the 
tissue than the UV, blue, or green photons used for one-photon microscopy. It has been demonstrated, for 
example, that multiphoton imaging can penetrate biological specimen at least twice deeper than confocal 
imaging . Finally, since the near-IR light source used for two-photon excitation is well separately spectrally 
from the fluorescence emission, the entire fluorescence spectrum can be well studied using two-photon 
excitation. 

In this paper, we present two-photon data characterizing the PSF, blind deconvolved skin images, 
and monitoring of transdermal drug delivery. Our results show that two-photon fluorescence microscopy is 
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a powerful technique for studying both the physiological structure and transport characteristics of tissue. 
With further development, two-photon fluorescence microscopy potentially can be developed into an 
effective medical instrument at the cellular level for non-invasive, in vivo diagnosis of diseases such as skin 
cancer. 

1.1 Two-Photon Excitation of Fluorescent Molecules 

One-photon and two-photon excitation processes have different mathematical forms and physical 
interpretation. The two processes are demonstrated in Fig. 1 . 

One-photon 
excitation 

Two-photon 
excitation 

Fig. 1: One- and Two-photon excitation 

In one-photon absorption, a molecule absorbs one photon whose energy matches the transition 
energy between the molecule's ground and excited states. The transition probability is 

-l|e.(f|r|i) (1) 

where r is the position operator, e is the electromagnetic polarization vector, I is the excitation intensity, i 
and f represent the initial and final states, respectively. 

The two-photon absorption process is mathematically represented by 

,e-(f|r|m)(mjr|i)-e 
E„,-E 

(2) 

where m represents the intermediate state, E is the energy of the photon, and E™ is the transition energy 
between the intermediate and initial states. In this mode of interaction, the molecule is interpreted to absorb 
the two redder photons in sequential steps. One such photon is absorbed and the molecule is taken from the 
initial state i to the intermediate state m. At almost the same time, the molecule absorbs the second red 
photon and reaches the final state f from m. Since two photons are involved in the absorption process, the 
excitation probability is proportional to the square of excitation intensity, the origin of the non-linear nature 
of this process. As to the detection of the intermediate state m, one can estimate its lifetime using the 
uncertainty principle relating the lifetime T to the energy spread AEby 

AET~fi (3) 
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where fr is Planck's constant. Assuming an uncertainty in the intermediate state energy to be 
approximately that of a typical fluorescent photon 500 nm in wavelength, the intermediate state only has a 
lifetime of approximately 0.3 fs, a time too short for realistic detection   . 

1.2 Skin as a Deep Tissue Sample 

Skin is a tissue sample which two-photon fluorescence microscopy has been applied in studying. 
The structure of the skin is shown in Fig. 2. In short, the surface of the skin is composed of the epithelium. 
The basal layer represents the germinating layer from which the epithelial cells are generated. Cells from 
the basal layers divide and as they divide, the cells migrate toward the skin surface. Structurally, these 
migrating cells flatten as they approach the skin surface. The outer most layer of the epithelium is the 
stratrum corneum, a layer of structure which forms the protective layer against the environment. Beneath 
the epithelium layer is the dermis, composed of filamentous structure 

Stratum corneum 

Basal layer 

Fig. 2: Structure of the skin 

2. EXPERIMENTAL APPARATUS 

2.1 Laser Sources for Two-Photon Excitation 

For efficient two-photon excitation, photons need to arrive at the sample within a narrow time 
window. Therefore, lasers with short pulse widths are natural choices for two-photon microscopy. In the 
commercial market, the titanium-sapphire (ti-sa) laser with pulse duration around 100 fs satisfies this 
temporal requirement. The titanium-sapphire systems can be pumped by an argon-ion laser (488/514nm) or 
frequency-doubled, diode pumped Nd-doped crystals (532 nm). These femtosecond sources can generate 
pulse trains at approximately 80 MHz. In addition, the high lasing bandwidth (700-1000 nm) of the ti- 
sapphire lasers make them versatile light sources for two-photon microscopy. In addition to the ti-sa lasers, 
other femtosecond sources such as the CnLiSAF and Nd-YLF (pulse compressed) lasers can be used for 
two-photon excitation8'9. 

In addition, picosecond and continuous-wave (cw) lasers can also be used for two-photon 
excitation. Mode-locked Nd-YAG with pulse width of 100 ps, dye lasers with pulse duration of around 1 
ps, and picosecond ti-sa lasers are possible excitation sources. The 647 nm output of a cw ArKr laser has 
been used to image DAPI and bisbenzimidazole Hoechst 33342 labeled nuclei The commonly available 
1064 nm output of the cw Nd-YAG laser can also be used for non-linear excitation of fluorescent samples. 

2.2 Experimental Set-up of a Two-Photon Fluorescence Microscope 

The experimental arrangement for a typical two-photon fluorescence microscope is shown in Fig. 
3. A femtosecond ti-sa laser is shown to be the excitation source but other excitation sources discussed in 
the previous section can also be used for sample excitation. 
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Fig 3: A two-photon fluorescence microscope 

The output of the ti-sa laser passes through an x-y scanner prior to entering the modified 
fluorescence microscope. In out experience, 780 nm output of the ti-sa is sufficient to excite a wide range 
of fluorophores and is a very useful wavelength. The laser beam then passes a pair of beam expanding 
lenses where the beam diameter is enlarged to ensure overfilling of the microscope objective's back 
aperture To ensure high image resolution, microscope objectives with high numerical aperture (NA) are 
frequently used. An example is the Zeiss Fluar 40x objective with NA of 1.25. A dichroic reflects the 
excitation laser into the microscope objective. The angular deviations of the scanning mirrors translate into 
linear positioning of the focused laser spot on the fluorescent sample. A typical x-y scan is composed of 
256x256 pixels. In depth positioning of the focused laser spot on the specimen is achieved by a piezo- 
driven objective positioner. The fluorescence generated from the two-photon spot is collected by the same 
microscope objective, passes through the dichroic, and then onto the photomultiplier detector and detection 
electronics. A commonly used detection scheme involves the use of a discriminator for single photon 
counting analysis. A computer controls the movement of the laser spot at the sample and also records the 
incoming fluorescent photons for image analysis. 

3. RESULTS 

3.1 Two-Photon Point-Spread Functions (PSF) 

The spatial resolution in the point-scanning mode of two-photon fluorescence microscopy is 
determined by the point-spread-function (PSF). Shown in Fig. 4 are the radial and axial PSF's acquired 
using 0.1 urn fluorescent spheres. The objective used for the PSF measurements was the oil immersion 
Zeiss 63x Plan Neofluar (NA 1.25).These fluorescent spheres are imbedded in 2% agarose gel and the two- 
photon microscope is used to acquire a 3-D scan of the spheres. 
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Fig. 4: Radial (top) and axial (bottom) PSF's near the focal plane of 
the two-photon focal spot, as determined from measuring the intensity 
of 0.1 micron fluorescent spheres. 

From Fig. 4, one can estimate the full width at half maximum (FWHM) of the PSF along the 
radial and axial coordinates and they turn out to be about 0.3 and 1.2 microns, respectively. Compared to 
the theoretical results of 0.23 and 1.6 microns, our results compare favorably". 
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Fig. 5: Raw (left) and post blind deconvolution (right) images of three skin (human) layers. 
Top: stratum corneum, middle: basal layer, bottom: dermal fiber. 
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Fig. 6 Raw (left) and blind deconvoluted (right) axial images of the skin (human). 

3.2 Skin Image Enhancement by Blind Deconvolution 

A common technique used in our lab is to apply blind deconvolution algorithm for further 
improvement in image resolution. We use the software AutoDeblur™ (AutoQuant, Watervliet, NY) for 
such image processing. This deconvolution algorithm is based on maximum likelihood approach12. Fig. 5 
shows both the raw image and deconvoluted images of three different axial planes inside the human skin 
sample. The surface stratum corneum, the basal layer, and the dermal fibers were all imaged and 
deconvoluted. In all three cases, the deconvoluted images were sharper and showed finer details than the 
raw images. For the stratum corneum and the basal layers, the granular nature in the structure is much more 
apparent. And in fibrous layer, the boundaries of individual fibers were much more apparent. Fig. 6 shows 
an axial section of the raw and blind deconvoluted results. Once again, structures that were fuzzy in the raw 
data set show up much sharper after deconvolution. 

3.3 Modeling of Transdermal Drug Delivery 

Due to the non-invasive nature of two-photon imaging, the technique is ideal for studying the 
process of transdermal drug delivery. In particular, two-photon microscopy can help to elucidate the 
method by which the transport pathways are altered under different chemical delivery conditions. To model 
drugs with different chemical properties delivered through the skin (human), fluorescent dyes with different 
chemical properties can be used. For example, l,r-dioctadecyl-5,5'-diphenyl-3,3,3',3'-tetramethyl 
indocarbcyanine chloride can be used as a lipoliphilic model drug under different chemical delivery 
environment. Fig. 7 shows the delivery of the lipophilic drug, in the presence and absence of the chemical 
enhancer oleic acid. The model drug delivery solution is kept in contact with the skin until equilibrium is 
reached. When the delivery medium is composed of PBS (buffer) and ethanol, there is low fluorescence 
counts at the skin surface and the fluorescence gradient across the skin is small. However, when the 
delivery medium contains 5% oleic acid, the fluorescence counts at the surface is much higher (by about at 
least 5 times) and fluorescence through the skin depth examined is greater. Furthermore, the fluorescence 
gradient increased by about at least 3 times near the skin surface (within about 10 um). Two facts are 
indicated by these results. First, the generally higher fluorescence throughout the skin treated with oleic 
acid indicate that oleic acid most likely increased the membrane fluidity of the skin and that permits the dye 
to get through the skin easier. Secondly, the larger fluorescence gradient, in the presence of oleic acid, 
indicates that the flux across the skin is higher, and more of the model drug is delivered across the skin. For 
hydrophilic molecules, the transport mechanism is quite different. Fig. 8 shows the results for a hydrophilic 
probe sulfonerhodamine bis-(PEG 2000). In this case, the surface fluorescence intensity didn't change 
much with and without oleic acid but the intensity gradient is much more significant in the presence of 
oleic acid. This indicates that oleic acid affects the transport pathway and not the fluidization of membrane 
and it is the enhanced gradient that is responsible for molecular transport. 
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Fig. 8: Effect of chemical enhancer (oleic acid) on the penetration of hydrophilic model drug 
sulfonerhodamine bis-(PEG 2000) across skin (human). 
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4. CONCLUSION 

In this work, we have demonstrated how two-photon fluorescence microscopy can be used as a 
powerful experimental tool. Point-like excitation and reduced scattering of excitation light source makes 
this technique ideal for deep tissue imaging. We have shown that the two-photon PSF obtained 
experimentally compares favorably with the theoretical predictions. Furthermore, it has been shown that 
blind deconvolution can be used to furthermore improve image quality of skin at the stratum corneum, 
basal layer and fiber level. Finer details in the skin structure boundary separation are revealed after the raw 
images haVe been post-processed under blind deconvolution. In addition, two-photon fluorescence 
microscopy is useful in revealing the effects of chemical enhancer on model drug delivery across the skin. 
In the presence of oleic acid, both the lipophilic and hydrophilic model drug's gradients across the skin are 

Fluorescence microscopy based on two-photon excitation is a useful technique for studying deep 
tissue process non-invasively. With further development, this technology can become a major diagnostic 
tool for clinical applications. 

5. REFERENCES 

1. W. Denk, J. H. Strickler, and W. W. Webb. "Two-photon laser scanning fluorescence 
microscopy," Science, 248, pp. 73-76, 1990. 

2. J. D. Jackson. Classical Electrodynamics. John Wiley & Sons, New York. 1975. 
3. V. E. Centonze and J. G. White. "Multiphoton excitation provides optical sections from deeper 

within scattering specimens than confocal imaging," Biophysical Journal, 75, pp. 2015-2024, 
1998. 

4. J. R. Lakowicz. Principles of Fluorescence Spectroscopy. Kluwer Academic/Plenum Publishers, 
New York, 1999. 

5. W. M. McClain and R. A. Harris. "Two-photon spectroscopy in liquids and gases," in Excited 
States 3, E. C. Lim, ed., pp. 1-56, Academic Press, New York, 1977. 

6. C. Xu and W. W. Webb. "Multiphoton excitation of molecular fluorophores and nonlinear laser 
microscopy," in Topics in Fluorescence Spectroscopy Vol. 5, J. R. Lakowicz ed., pp. 471-540, 
Plenum Press, New York, 1997. 

7. K. H. Kim, P. T. C. So, I. E. Kochevar, B. R. Maters, ad E. Gratton. "Two-photon fluorescence 
and confocal reflected light imaging of thick tissue structures," SPJE Proceedings, 3260, pp. 46- 
57, 1998. 

8. D. L. Wokosin, V. E. Centonze, and J. G. White. "Multi-photon Excitation Imaging with an All- 
Solid-State Laser, SPIEProceedings 2678, pp. 38-49, 1996. 

9. D. L. Wokosin, V. E. Centonze, J. G. White, D. Armstrong, G Robertson, and A. I. Ferguson. 
"All-solid-state ultrafast lasers facilitate laser multiphoton excitation fluorescence imaging," IEEE 
Journal of Selected Topics in Quantum Electronics, 2 (4), pp. 1051-1065, 1996. 

10. S. W. Hell, M. Booth, and S. Wilms. "Two-Photon Near- and Far-Field Fluorescence Microscopy 
with Continuous-Wave Excitation," Optics Letters, 23(25), pp. 1238-1240, 1998. 

11. C. Y. Dong, P. T. C. So, C. Buehler, and E. Gratton. "Spatial resolution in pump-probe 
microscopy," Optik, 106, pp. 7-14, 1997. 

12. T. Holmes. "Blind deconvolution of quantum-limited incoherent imagery: maximum-likelihood 
approach," J. Opt. Soc. Am. A, 9 (7), pp. 1052-1061, 1992. 

114 



Simultaneous multichannel nonlinear imaging: combined two-photon 
excited fluorescence and second-harmonic generation microscopy 

R. Gauderona, P. B. Lukinsa and C. J. R. Shepparda,b 

"Department of Physical Optics, School of Physics A28, 
University of Sydney, NSW 2006, Australia 

bAustralian Key Centre for Microscopy and Microanalysis 
University of Sydney, NSW 2006, Australia 

ABSTRACT 

Simultaneous two-photon excited fluorescence (TPF) and second-harmonic generation (SHG) imaging is 
demonstrated using a single femtosecond laser and a scanning microscope. This composite nonlinear microscopic 
technique was applied to imaging DNA and chromosomes, and it was shown that the two different interaction 
mechanisms provide complementary information on the structure and nonlinear properties of these biological 
materials beyond that achievable using either TPF or SHG imaging alone. The use of separate modes of detection, 
in reflection and transmission respectively, and the simultaneous nature of the acquisition of the two images allows 
pure TPF and SHG images in precise registration to be obtained. 

Key words: nonlinear imaging, two-photon microscopy, fluorescence, second-harmonic generation 

1. INTRODUCTION 

Confocal fluorescence laser scanning microscopy has been widely used for three-dimensional high-resolution optical imaging 
of biological specimens. More recently, several nonlinear optical microscopies have been developed including those based on 
two-photon excitedfluorescence,1,2 three-photon excited fluorescence,3 second-harmonic generation4,5 and third-harmonic 
generation.67 These nonlinear microscopies have been shown, to various extents, to be valuable techniques for biomedical 
imaging2,8,9 and their use is likely to become more wide-spread particularly with the increasing availability of turn-key solid- 
state femtosecond laser sources. These microscopies are based on the interaction between the high peak power density that 
exists at the laser focus and the nonlinear optical properties of the specimen in the focus region. The spatial variation of this 
interaction in the focus region gives a "soft-aperture" effect which leads to an inherent optical sectioning capability without the 
need for a confocal pinhole. For example, in two-photon imaging, the intensity of the signal produced is proportional to the 
square of the fundamental incident intensity leading to a reduction in the size of the effective point-spread-function by a factor 
of V2.1011 The interest in these techniques stems partly from the greater penetration and hence imaging depth possible with the 
longer (usually near-infrared) wavelengths used, the reasonably high interaction efficiency especially for two-photon excited 
fluorescence, and the improved optical detection efficiency arising from the fact that a confocal pinhole is not required. While 
two-photon excited fluorescence (TPF) and second-harmonic generation (SHG) microscopies have been demonstrated using 
CW^and long-pulse13 lasers, femtosecond sources are generally more desirable because the effect due to a given pulse varies 
inversely with the square of the laser pulse-width for pulsed excitation. 

Although TPF and SHG imaging systems are optically similar, the nature of the interactions and the contrast-generating 
mechanisms are very different. TPF is a resonant process involving simultaneous absorption of two low energy photons to 
cause molecular electronic excitation followed by fluorescent emission with an angular distribution determined by the 
molecular configuration (symmetry and orientation) and a fluorescence decay time determined by the electronic upper-state 
lifetime. On the other hand, SHG is a non-resonant virtually instantaneous process giving rise to harmonic radiation in the 
forward direction. Therefore, TPF is incoherent whereas SHG is coherent. Obviously, TPF can be detected over the emission 
bandwidth of the fluorophore whereas SHG radiation occurs only at the second harmonic of the excitation laser frequency. 
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So far all of the 3D optical imaging techniques, whether they involve single-photon or multiphoton excitation, have been 
applied as single microscopic techniques. Even when more than one two-photon technique is used in a study, this has 
involved two separate single-channel measurements made at different times with different experimental parameters However, 
there is also the possibility of imaging a specimen using two or more imaging modes (or channels) simultaneously in time. 
Such a multichannel imaging approach may be particularly attractive for nonlinear microscopy where the laser pulse may 
interact with several nonlinear optical properties of the specimen and the resulting optical signals may be detected separately 
to form simultaneous composite nonlinear optical images of the specimen. Furthermore, a simultaneous imaging capability 
would be useful for time-series studies and in cases where photodamage must be minimised or where specimen changes or 
drift occur during the scan period. In this paper, we demonstrate high-resolution TPF and SHG imaging performed 
simultaneously in time using a two-channel synchronized detection method. The approach is illustrated by imaging DNA and 
chromosomes using a modified commercial confocal microscope. We also show that the combination of TPF and SHG 
imaging provides information about the specimen that is beyond that provided by either TPF or SHG imaging alone. 

2.MATERIALS AND METHODS 

Two-photon microscopy was carried out using a modified inverted Leica TCS NT confocal microscope coupled to a Coherent 
Mira 900 femtosecond Ti:sapphire laser (-150 fs pulse-width, 720-860 ran) pumped by a Coherent 5W Verdi solid-state laser. 
For this laser pulse-width, an adjustable group velocity dispersion (GVD) precompensation arrangement was not necessary 
This microscope is of the beam-scanning type with an acquisition rate of up to 4 images (512 x 512 pixels) per second. All 
images were taken with a x40/0.75NA air objective. An important capability of this system is that it can operate 
simultaneously in both transmission and reflection modes. Fig. 1 shows a schematic of the system for simultaneous TPF/SHG 

Solid-state 
Pump Laser 

Fig. 1. Experimental arrangement for simultaneous TPF/SHG imaging. BS, beamsplitter; IF, 400 nm interference filter; L, lens; LPF, long- 
pass filter; M, mirror; O, objective; S, specimen. 

imaging in which fluorescence was detected in reflection and second-harmonic light was detected in transmission. For the 
fluorescence channel, a broadband dichroic was used and the fluorescence detection bandwidth determined by a long-pass 
filter with a cutoff wavelength -450 nm. For the SHG channel, the 800 nm fundamental beam was excluded from the detector 
using a 400 nm interference filter with a bandwidth of 20 nm FWHM and a rejection ratio at 800 nm of >10 . In order to 
maximise the sensitivity, particularly for the unstained specimens, no confocal pinhole was used. 

The observed resolution for both TPF and SHG modes was -0.5 urn. which is close to the theoretical value of 0.61 XINAV2 
= 0.46 urn. We emphasise that in the simultaneous TPF/SHG mode, the TPF and SHG images are acquired essentially 
simultaneously with synchronization to within the aperture time (-2 jis) of the sample-and-hold circuitry. The time registration 
is therefore better than the pixel dwell time. 
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3.RESULTS AND DISCUSSION 

In order to demonstrate multichannel TPF/SHG imaging, we chose biological specimens that are well-defined and well- 
known, for example DAPI-stained cultured onion root cells in various stages of mitosis, TPF and SHG images of which are 
shown elsewhere.16 These cells do not give strong natural fluorescence and so are best imaged using a fluorescent labelling 
dye such as DAPI. Although this enables straightforward TPF imaging, SHG imaging of specimens labelled with DAPI is 
complicated by the fact that the second-harmonic wavelength (-400 nm) is within the fluorescence emission band of DAPI 
(-390 - 600 nm) and so may be overwhelmed by DAPI fluorescence. 

Biological materials are attractive specimens for SHG imaging because biomolecules typically have large molecular 
anisotropy and second-order nonlinearity. Apart from the obvious interest in DNA, this biomolecular system is of particular 
interest here since SHG may be enhanced by pseudo-phasematching resulting from the extended double-helix structure. This 
can then give a relatively strong contrast mechanism in SHG imaging and the prospect of obtaining microscopic nonlinear 
information about DNA without the complications associated with additives such as fluorescent labels. Another sample which 
has been used is herring sperm DNA.16 

In order to achieve simultaneous TFP/SHG imaging, it is desirable to use an unstained specimen which can yield a suitable 
level of natural fluorescence. We produced reflection TPF and transmission SHG images obtained simultaneously on precisely 
the same area and at the same depth for a specimen comprising B. Tyroni fruit fly polytene chromosomes. In these there are 
some features, which are in almost perfect registration, that appear common to each image and others that are clearly unique to 
one image or the other. Nevertheless, the fluorescence and harmonic images are clearly both qualitatively and quantatively 
distinct, and the two images represent essentially pure fluorescence and harmonic images. Therefore, the simultaneous 
acquisition of TPF and SHG images clearly provides a means of obtaining new and complementary information about this 
specimen. 

Although we used a non-confocal detection method for both TPF and SHG imaging in order to maximise sensitivity, improved 
resolution can be obtained by using a confocal pinhole albeit at the expense of signal level.17,18 The approach used here could 
also be extended by using multiple detectors and the unsharp masking technique.19 Since the 3D OTF for TPF shows negative 
values for large pinhole sizes,20 the resolution can be further improved by subtracting the image formed with an open pinhole 
from that formed with a small pinhole. Therefore, an example of a simple layout for multichannel two-photon microscopy with 
enhanced spatial resolution might consist of two independent fluorescence detection channels (with and without pinholes) in 
either a reflection configuration, as used here, or in a transmission mode using dichroics to separate the fluorescence signals 
from harmonic signals which are best detected in transmission in this case. In this arrangement, differential processing of the 
separate images from the multiple detectors should yield a useful resolution enhancement. We also note that Klar and Hell21 

have recently demonstrated resolution beyond the diffraction limit by using a UV pulse to create a confined region of excited 
molecules in a specimen and a spatially different infrared pulse to quench fluorescence from the outer part of the focus region 
through stimulated emission. 

3.CONCLUSIONS 

We have demonstrated TPF and SHG imaging both separately and simultaneously. Furthermore, this has been achieved using 
a commercial femtosecond laser and a commercial confocal microscope together with only a few additional components. We 
believe that the simultaneous use of two or more multiphoton microscopic techniques will develop as an important new 
direction in 3D optical microscopy particularly in biomedical and materials applications where the use of several multiphoton 
interactions can provide greater insight into the physico-chemical properties of the sample. We envisage that in the future, 
microscopists may use a single flexible pulsed-laser scanning microscope which can be suitably reconfigured to study 
specimens using simultaneous detection of two or more multiphoton interactions with either confocal or non-confocal 
detection. Such a multichannel or multifunction optical microscope would be particularly useful for applications involving 
specimens with complex structure and subtle physico-chemical properties. 
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ABSTRACT 
In this study, we have developed a high performance microscopic system to perform second-harmonic (SH) imaging on a 
tooth. The high sensitivity of the system allows acquisition rate of 300 seconds/frame with resolution at 512x512 pixels. The 
surface SH signal generated from the tooth is also carefully verified through micro-spectroscopy, polarization rotation, and 
wavelength tuning. In this way, we can ensure the authenticity of the signal. The enamel that encapsulates the dentine is 
known to possess highly ordered structures. The anisotropy of the structure is revealed in the microscopic SH images of the 
tooth sample. 

Keywords: Second-harmonic generation, confocal microscopy, micro-spectroscopy, tooth, enamel 

1.   INTRODUCTION 
Second-harmonic generation (SHG) is a highly coherent nonlinear optical process. It is often used in extending coherent 
light sources to shorter wavelengths' and to probe anisotropy of various structures in a specimen.2'3 In combination with 
scanning optical microscopy, SHG can be used to image samples of highly ordered structure without resorting to dyes. 
Microscopic imaging employing SHG was first reported by Gannaway and Sheppard4 in 1978. SHG mapping of nonlinear 
crystals, tissues, and polycrystalline molecular films has been reported.5'* However, the nonlinear susceptibility of different 
materials varies a lot. SHG signal from nonlinear crystals or crystalline structures is relatively strong and easy to detect. 
Whereas SHG from less ordered structure is much weaker and requires very sensitive detecting scheme for image mapping. 
In this study, we have employed a confocal microscope, a mode-locked Ti:sapphire laser, and a liquid-nitrogen-cooled 
back-illuminated CCD camera to form a very sensitive SHG scanning microscopic imaging system. The peak light intensity 
at the focal point is estimated to be greater than lxlO10 W/cm2. At this intensity, generation of surface SHG is feasible. 

The second-harmonic signal exhibits the characteristic square power dependence on incident power. However, the cross 
section for generating second-harmonic signal is very small. Given the high instantaneous intensity of the pumping beam, it 
is likely that other nonlinear processes may also take place, such as two-photon fluorescence9, which also possesses square 
dependence on incident power. It is thus necessary to verify the measured signal to ensure the authenticity of image contrast 
as a result of SHG. We have employed the following techniques in the verification of measured signals, which include 
micro-spectroscopy, polarization rotation, and wavelength tuning. 

2.   EXPERIMENTAL SETUP 

2.1  Scanning Confocal Microscope for SHG image acquisition 
A mode-locked Ti:sapphire laser (Tsunami, Spectra-Physics) pumped by a frequency-doubled all-solid-state laser (Verdi, 
Coherent) provides ultrafast laser pulses centered at 780 nm with pulse width approximately 100 femtoseconds. The 
repetition rate of the laser is 82 MHz. For the acquisition of SHG microscopic images, a beam scanning confocal 
microscope (Fluoview, Olympus) and a liquid nitrogen cooled CCD camera with a back-illuminated chip of 512x512 pixels 
(Orbis II, SpectraSource) are carefully integrated as shown in Fig. 1. The galvo-mirror set of the confocal microscope scans 
the laser beam over a designated area of the sample. A dichroic mirror reflects the scanned images toward the CCD. A relay 
lens is used to image this scanned area to the CCD chip. In between the dichroic and the CCD imaging chip, band pass and 
interference filters are used to ensure that only the SH signal is passed. 
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Figure 1. Schematics of the scanning microscope for SHG imaging. The mode-locked ti:sapphire laser provides ultrashort 
laser pulses for SHG excitation. The scanned area on the sample is imaged to the cooled CCD camera. The combination of 
IR cut-off filter and interference filter are used to reject non-SHG signal. 
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Figure 2. Schematic of the micro-spectroscopy. A specialized fiber bundle as shown in the figure is used to effectively 
couple the fluorescence collected from the microscope to the spectrometer. The outlet of the fiber bundle is vertically 
aligned to form a slit. The spectra acquired would form a band-like image on the CCD. The spectral range covered in a 
single frame depends on the grating installed in the monochromater. With a 600-groove grating, a spectral range of 150 nm 

can be contained in an image frame. 

Using cooled CCD camera to integrate the very weak SHG signal is necessary, since the photomultiplier tubes that come 
with the confocal microscope are not sensitive enough.For a photo-multiplier to work, one would have to resort to pulse 
counting to integrate the signal and to reach sufficient signal-to-noise ratio. Pulse counting would nonetheless greatly 
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complicate the setup and subject the system to greater electronic noise. The use of a liquid nitrogen cooled CCD camera is 
very effective in this setup. Its very high quantum efficiency and natural ability to integrate signal enable efficient 
acquisition of SH images. 

2.2 Micro-spectroscopy 
A micro-spectroscopic setup is also employed to verify the nature of the signal thus obtained, as shown in Fig. 2. The laser 
beam is coupled into a modified fluorescence microscope (BX50, Olympus) through a dichroic mirror. The optical signal 
reflected from the sample is then guided to the spectrometer (77250, Oriel) through fiber coupling. The same liquid nitrogen 
cooled CCD camera described above is attached to the spectrometer for spectrum acquisition. Normally, a 10X objective of 
NA0.25 is employed for beam focusing. After loss in the optical path, a maximum power of 200mW is measured under the 

objective, which would correspond to intensity as high as 10l0W/cm2. Neutral density filters are used for power level 
adjustment. A half-wave plate is placed right next to the focusing objective. The half-wave plate is used to rotate the 
polarization of the incident beam so that the anisotropy of the sample can be detected. 

The effectiveness of the above setup is tested with an unpolished KTP crystal. A fall-out primary tooth from a six year-old 
girl is used as the sample. 

3.   RESULTS 
For SHG in the reflected direction, the intensity can be expressed as 

327T3CO2 sec2 9, 
I(2a)=- 'lot 

c3£l(a>)el2(2co) 
■^ ■e»ea, I\co) (1) 

According to the above equation, it is estimated that assuming h^(2)  ~ 10 15 esu, a SH output of 105 photons/second can 

be obtained. With a liquid nitrogen cooled CCD camera, such signal is readily detectable and is able to form clear images. 
The contribution to SHG contains both the surface layer and the bulk. The bulk contribution comes essentially from a layer 

of XI 2K thick near the surface. It has been pointed out that if the structure of surface ^2) is sufficiently different from 

that of volume X   > the relative intensity of p^2)' surf can be enhanced by polarization selection. 
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(a) (b) 
Figure 3. Polar plots of SHG intensity as a function of polarization orientation from (a) a KTP crystal and (b) the primary 
tooth sample, respectively. The orientation of the samples is rotated to ensure that the anisotropy of the SHG distribution is 
resulted from the samples instead of the optical elements within the imaging microscope. 

The surface SHG signal is usually very weak. It is thus necessary to discriminate the signal against other nonlinear 
backgrounds, such as two-photon fluorescence that has much higher cross section. In our measurements, methods of micro- 
spectroscopy and polarization rotation were employed to ensure the authenticity of the signal. Figure 3 shows the polar 
dependence of SHG intensity on incident beam polarization. The polarization of the incident beam is selected by the half- 
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wave plate placed next to the imaging objective. The dumb-bell shape of the plots clearly indicates the anisotropy of the 

sample. 

X 

250 

200 

160 

e    ioo 

Wavelength   (inn) 

Centra) Pumping 

\Viivolfii(?«h (mil) 

 782 

 , 779 

 778 

 776 

 775 

 773 

.769 

■ 7<SS 

.765 

.764 

.703 

-760 

Figure 4. SHG Spectra as a function of pumping wavelength. The peak position of the detected spectra shifts accordingly as 
the wavelength of the excitation beam changes, clearly indicating the signal being SHG. The intensity of the SHG decreases 
as the central wavelength becomes shorter. This decrement reflects that the laser cavity is optimized to operate around 780 

The Tooth SHG Image Signal 
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Figure 5. The SHG signal from the tooth as a function of incident power. The slope of l .94 indicates the square power 

dependence of SHG. 

Signal verification through micro-spectroscopy is shown in Fig. 4, where the SHG spectra as a function of pumping beam 
wavelength are plotted. The peak wavelength of the SHG shifts accordingly as the central wavelength of the pumping beam 
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is adjusted. This correlation in wavelength tuning strongly suggests that the signal is indeed SHG. In addition, the SHG 
signal as a function of incident power is shown in Fig. 5. The square power dependence indicates the two-photon nature of 
the excitation process. The microscopic reflection and SH images are shown in Fig. 6. The reflective images shown are 
somewhat obscured by scattering resulted from surface roughness and back-reflection from lens within the microscope 
system. The contrast from reflective images is not sensitive to polarization orientation. For comparison, the SHG images 
exhibit clear contrast and structural anisotropy. 

Reflective Images SHG Images 

0 = 0 

6=90 

Figure 6. Reflective and SHG images acquired at two different polarization orientations that are perpendicular to each other. 
The reflective images obtained at the two polarization orientations are basically the same. The big bright spot in the center 
of reflective images is characteristics to such images, which results from back reflection from lens in the scanning laser 
beam path. For comparison, the SHG images show very clear contrast. In addition, the different pattern obtained at the two 
polarization orientations indicates that the tooth is highly anisotropic. 

4.   DISCUSSION 
The theory of surface SHG has been well developed. The physical origin of surface SHG can be attributed to structural 
discontinuity and field discontinuity at the interface. It was believed that the effect of structural discontinuity dominates a 
semiconductor surface with dangling bonds. On the other hand, field discontinuity may dominate a liquid or glass surface, 
where the surface structure is not very different from that in the bulk2'3 A surface modification should certainly be 
distinguishable by surface SHG even in the presence of bulk contribution. Many experiments have shown that surface SHG 
can reach sub-monolayer sensitivity.1 From the discussion in the above section, signal intensity in the order of 

10 photons/sec is attainable, which is sufficient for forming a SHG microscopic image within reasonable time scale. When 
compared with SHG generated in the bulk that satisfies phase matching conditions, the surface SHG is relatively weak. It is 
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thus necessary to employ highly sensitive detecting schemes as described above for image acquisition. The maximum SHG 
intensity available is limited by the onset of surface damages that may result from multi-photon ionization or free electron 

acceleration heating. 

5.   CONCLUSIONS 
In summary, we have developed a high performance microscopic system for SHG imaging. Using the above system, we 
have successfully acquired microscopic second-harmonic images of a tooth. Methods of polarization rotation, micro - 
spectroscopy, and wavelength tuning were also employed to verity the authenticity of the SHG signal. The signal that forms 
the image contrast is likely the surface SHG from the enamel layer that encapsulating the dentine. 

The spatial resolution should be comparable with other two-photon techniques, such as two-photon fluorescence 
microscopy9 We expect that the technique thus developed will find further applications in microscopic inspection of many 
other systems, such as mineral samples, semiconductor surfaces or interfaces, biological systems, ..etc. The highly sensitive 
SHG imaging system described above also has the advantage of being relatively fast in image acquisition. It allows frame 
rate at 300 seconds/frame with resolution at 512x512 pixels. If a sample is raster-scanned with a 2D translation stage at the 
same resolution and a PMT is used for signal detection, the frame rate could well exceed hours. Sensitivity and speed will 

be determining factors for practical applications of the SHG microscopic systems. 
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ABSTRACT 

Giant unilamellar liposomes (diameter > 10 urn) are important for cell-membrane research and controlled drug-delivery. 
Mechanical properties of unilamellar liposomes in different physiological conditions are crucial for their applications. For 
example, liquid-gel phase transition of the bilayer membrane under different temperatures determines the stability and 
activity of liposomes. Bending rigidity is the most closely related mechanical property to phase transition. Owing to the 
flexible nature of bilayer membranes, accurate measurements of the bending rigidity of membranes are difficult. Here we 
report an all-optical technique to directly measure the bending modulus of unilamellar liposomes. We use differential 
confocal microscopy, a far-field optical profilometry with 2-nm depth resolution, to monitor the thermal fluctuations and the 
deformation of unilamellar liposomes. From the amplitude changes of thermal fluctuations along with temperature we can 
directly determine the phase-transition temperature of the membrane structure. We then employ optical force to induce sub- 
micrometer deformation of the unilamellar liposomes. From the deformation we obtain their bending rigidity with simple 
calculation. We find the bending modulus decreases from 8-11 pico-erg to 0.5-0.9 pico-erg as the liposomes are heated 
across the phase-transition temperature. All the measurements are done without contacting the samples, and the shapes of 
liposomes remain the same after the experiments. 

Keywords: differential confocal microscopy, unilamellar liposome, bending rigidity, phase transition 

1.   INTRODUCTION 

Soft materials, such as colloids, lipid membranes, liquid crystals, polymers, and the micro- or nano-structures they form, are 
among the important bases of modern applied sciences and biomedical engineering. For example, unilamellar liposomes are 
not only important model systems for cell-membrane research but also useful in controlled drug-delivery by encapsulating 
therapeutic components and transporting them into cells.1 The mechanical properties of soft materials are important for the 
engineers and researchers to produce, manipulate, and understand these microstructures. Owing to the "softness," however, 
the measurement of mechanical properties is usually accompanied by intrusion, even unrecoverable damage, especially for 
the bilayer lipid membrane (BLM) structures. Because the surfaces of BLM specimens consist of only two layers of lipid 
molecules, it is difficult to directly apply stress on them and measure the mechanical properties. The main technical 
challenges are: (1) The measurement should be non-intrusive to avoid artifacts. Previous studies using atomic force 
microscopy on cellular membranes has the advantage of high spatial resolution, but it was found that the contact of the 
probe can penetrate the membrane.2 (2) The stress-induced deformation should be sufficiently small to keep the 
corresponding strain in a linear reversible region, so that the mechanical properties can be analyzed with linear mechanical 
models. For ordinary unilamellar liposomes, this means nanometer deformation, hence nanometer resolution is required in 
measurement. (3) The measurement speed should be fast enough to track dynamic mechanical response, e.g., the thermal 
fluctuations of membranes. To date, micropipette aspiration is the most common method used for the measurement of the 
mechanical properties of BLM's, liposomes, polymersomes, etc.3"5 However, micropipette aspiration can only perform static 
measurement, and it deforms the sample so large that a complicated mathematical model is required to analyze the data. In 
addition, when working with membranes composed of lipid mixtures, the high curvature in the area sucked into the pipette 
can cause changes in lipid composition.4 
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In this paper we report an all-optical approach to detect the phase transition of unilamellar liposomes and to measure 
their bending rigidity under different temperatures. The key technique used in these measurements is differential confocal 
microscopy, a far-field optical profilometric technique with 2-nm depth resolution and 0.3-um lateral resolution. Because 
the probe of differential confocal microscopy is a microscope objective lens of which the working distance is on the order of 
1 mm the soft sample surface can be kept from being damaged. The measurement speed of differential confocal microscopy 
can be as fast as the response of optical detectors, therefore we can easily track the thermal fluctuations of liposome 
membranes The high depth resolution of differential confocal microscopy enables us to detect the small deformation caused 
by femtonewton optical force. Since the deformation is less than 5% the diameters of liposomes, the data can be analyzed 
with simple analytical geometry, and the sample can always return to its natural shape after the experiments. With these 
unique features, it was pointed out that differential confocal microscopy is very suitable in the study of mechanical 
properties of BLM structures.7 

In Section 2 we describe the sample preparation and the experimental setup. We will also explain the working 
principle of differential confocal microscopy. We show the experimental data and discuss the methods to deduce the 
bending modulus in Section 3. The measurements on the same liposome at different temperatures clearly shows the phase 
transition behavior, and the measured bending modulus is consistent with that obtained with x-ray scattering. 

2.   MATERIALS AND METHODS 

2.1   Preparation of liposomes 

Giant unilamellar liposomes made of dipalmitoyl phosphatidylcholine (DPPC) were prepared with the following 
procedures-8 DPPC and charged phosphatidylserine were mixed at 9:1 by weight in chloroforrmmethanol (2:1 by volume) to 
make a 10 mg/ml lipid solution. About 0.1 ml solution was dried to form a lipid film on a culture dish, which was blown 
with dry nitrogen for 24 hours to remove the solvent in the lipid film. The lipid film was then prehydrated at 45° C with 
water-saturated nitrogen for 45-60 minutes. Next we added an aqueous solution containing 0.1-M sucrose and 0.1-M KC1 
into the culture dish. This solution would then be enclosed in the liposomes, therefore we termed it as the "inner solution." 
The culture dish was then sealed under dry nitrogen and incubated at 37° C for 24 hours. During the incubation the lipid film 
gradually stripped off the bottom surface of the culture dish and formed a "white cloud" floating in the solution, which 
contained the liposomes. Liposomes made with the above procedures could be stable in the culture dish for 2-3 days. 

We then moved a drop of the liposome "white cloud" into another culture dish containing a 0.1-M glucose and 0.1-M 
KC1 aqueous solution. This dish was then placed on an inverted optical microscope. Because the density of this outer 
solution was less than that of the inner solution, the liposomes stayed at the dish bottom after we kept the dish rest for one 
hour. Figure 1 shows an image of one liposome viewed through the inverted microscope. Through the experiments the 
liposomes were kept in the outer solution. 
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Fig. 1. Image of a DPPC liposome viewed by an inverted optical microscope. 
In order to enhance the contrast of the membrane, we raked the illuminating 
light source such that light can be reflected from the membrane into the 
objective lens of the microscope. 
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Fig. 2. (a) Experimental setup. IF, interference filter; PBS, polarization beam splitter; PMT, photo- 
multiplier tube; PZT, piezo-electric transducer; QWP, quarter wave plate, (b) The arrangement of beam 
sizes on the liposome. The 532-nm beam, used to exert optical force, was pre-focused such that its beam 
diameter was 14 um on the liposome. The 633-nm beam was expanded to fill the whole input aperture of 
the objective lens, so that it probed the deformation only at the center of the 532-nm beam, where the 
deformation was uniform. The spot size of the 633-nm beam on the liposome was about 1 urn in 
diameter. 

2.2   Optical setup 

The experimental setup is shown in Fig. 2(a). Our set-up bore close resemblance to a conventional confocal microscope, 
where the probe light (the 633-nm beam), reflected from the liposome membrane and filtered by a 5-u.m diameter pinhole at 
the conjugate focal point, formed the confocal signal.9 For the operation of differential confocal microscopy, the focal plane 
was intentionally placed slightly away from the liposome surface, such that the position of the membrane was on a steep 
slope of the confocal axial response curve. This made the signal light that entered the confocal aperture extremely sensitive 
to the position of the membrane.6 Owing to the low reflectivity of BLM's (10 MO"1) in the surrounding solution,10 the 
reflected signal light was measured with a photo-multiplier tube. 

Two light sources of different wavelengths were used in the experiment. The 532-nm beam of 45 mW (measured after 
the water-immersion objective lens) was used to exert optical force on a single liposome, giving rise to a press force of 56 
femtonewtons. The force / was calculated directly from the momentum conservation law: / = IRnpIc, where R is the 
reflectivity, n the index of refraction of the surrounding medium, p the optical power incident on the membrane, and c the 
speed of light in vacuum. The 633-nm beam of 70 uW was used as the probe beam to measure the deformation. These two 
beams were co-linearly focused by a 40x water-immersion objective lens with 0.75 numerical aperture (ICS Achroplan, 
Carl Zeiss, Oberkochen, Germany). The objective lens was mounted on a piezoelectric-transducer (PZT) driven objective 
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holder (PIFOC, Physik Instrumente, Waldbronn, Germany). Locations of the light spots on the hposome were monitored 
with an inverted optical microscope. The probe beam was expanded before entering the objective lens, such that it could be 
focused to a 1-um diameter at the center of the 532-nm beam. To generate a uniform optical force, the 532-nm beam was 
pre-focused on the back focal plane of the objective lens, such that its spot size was as large as 14 urn in diameter on the 
focal plane (see Fig 2(b)). The optical pressure produced by the 532-nm beam was practically constant in the beam center 
where measurements were made, and the beam-size variation was negligible within a few micrometers of distance along the 
optical axis. This arrangement ensured that the spatial distribution of the optical force was uniform. 

2.3   Working principle of differential confocal microscopy 

The axial response function of conventional confocal microscopy (see Fig. 3) is 7(z) = /(0)sinV)/(az)2, where / is the 
optical power of the signal, z the distance between the focal plane and the sample surface, and a = 4jisin (a/2)/A with sin(a) 
the numerical aperture of the objective lens and Ä the wavelength of the probe light.9 Differential confocal microscopy takes 
advantage of the steep slope of the axial response function to obtain high depth resolution. The normalized slope of the axial 
response can be expressed as: 

S(Z): 
1 dl(z) 

1(0) dz 
(1) 

In the linear slope region (shown as the black segments in Fig. 3) of the axial response curve, S(z) is practically constant. 
Therefore the differential change of confocal signal is proportional to the displacement of the reflective surface. The 
proportional constants S and 7(0) are obtained before the measurement by scanning the focal plane through the sample 
surface with a high-accuracy transducer, such as the PZT-driven objective holder used in our experiment. In our setup S « 
1 0/um in the linear slope region; hence a change of membrane position as small as 10 nm caused a readily detectable 1 /o 
change of the confocal signal. Such a sensitivity enabled us to measure liposome deformation down to a few nanometers. 

03 
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0) 
c 

displacement along optical axis 

Fig. 3. Axial response curve of confocal microscopy. Black segments 
indicate the working region of differential confocal microscopy. 

The depth resolution of our system was 2 nm, limited by the 0.2% power fluctuation of the power-stabilized He-Ne 
laser As to the temporal resolution, since differential confocal microscopy relies on neither feedback control nor phase- 
locking mechanisms, the measurement can be as fast as the response of the photo-multiplier. However, in practice one has 
to set the detection time constant large enough in order to make the shot noise smaller than the power fluctuation. This is of 
importance for the conditions with weak optical signal. 
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2.4   Procedures of measurement 

By observing the laser spots and the liposomes through the inverted microscope, we overlapped the laser beams and a single 
liposome laterally. Then we descended the objective lens along the optical axis and monitored the change of confocal signal 
of the 633 nm beam. When the confocal signal reached the first maximum after the objective lens was immersed into the 
outer solution, we were sure that the focal plane was right on the liposome surface. At this position we obtained 1(0). Then 
we raised the objective lens for a few hundreds of nanometers to place the liposome surface at the linear slope region of the 
confocal axial response curve. In the linear slope region we used a triangular high-voltage waveform to modulate the PZT 
objective holder and recorded the optical signal. From the displacement of the objective holder and the change of optical 
signal we determined the slope S. With 1(0) and S, from Eq. (1) we can determine Az from AI. To match the requirements 
for high signal-to-noise ratio in different conditions of experiments, the signal amplification and the detection time constant 
were controlled by the biasing voltage of the photo-multiplier tube and a current amplifier. The amplified data were 
analyzed on-line with a fast Fourier transform spectrum analyzer, and stored in a personal computer through a 16-bit 
analog-to-digital converter. 

We monitored the thermal fluctuations of the membrane before applying optical force to induce the deformation. In 
order to obtain sufficient signal-to-noise ratio and to cover the bandwidth of these fluctuations, here we set the measurement 
time constant to be 5 ms. It is well known that the thermal fluctuations of BLM reflect the mechanical properties. However, 
because of the low signal-to-noise ratio of previous measurements, complicated mathematical models were required to 
interpret the data." Based on the high resolution of differential confocal microscopy we would directly observe the 
amplitudes of thermal fluctuations of BLM along with the temperature changes. Across the phase transition temperature the 
fluctuation behaviors had to be different, then we could determine the phase transition temperature of the membrane 
molecular structures. 

Next we applied optical force on the liposome membrane by turning on the 532-nm beam, and measured the 
deformation of liposome along the optical axis (the z-axis). This experiment was to determine the bending modulus of the 
liposome membrane. To reduce the influence of thermal fluctuations, we fixed the power of 532-nm beam to be 45 mW and 
set the time constant of measurement to be 50 ms. For the calculation of bending modulus, the original diameter of the 
liposome was measured from the image obtained with the inverted microscope. 

3.   RESULTS AND DISCUSSIONS 

3.1   Thermal fluctuations of membranes 

The fluctuations of the shape of liposomes come from the Brownian motion of their membranes. From the models 
established in early studies on the flickering of erythrocytes, there exists a simple relation between the mean squared value 
of the change in diameters of such spherical vesicles and the temperature: 

A^|2)oc —, (2) 
' K 

where M is the change in diameter, k the Boltzmann's constant, Tthe absolute temperature, and K the bending modulus of 
the membrane." Therefore if we plot the squared values of fluctuation amplitudes as a function of temperature, we should 
obtain a straight line. When the temperature is changed across the phase-transition temperature, the slope of this straight line 
must be different according to the change of K. This measurement can determine the phase transition temperature for further 
investigation. 

Figure 4 shows the thermal fluctuations of a DPPC liposome measured with differential confocal microscopy. Because 
the liposomes were stable in the solution, we repeated the measurement on the same liposome at a temperature for four 
times, then changed the temperature. Each measurement lasted for 20 seconds. Since the amplitudes were very distributed 
even at a fixed temperature, we drew the histogram of the squared values of amplitudes in each measurement, and 
calculated their centroid as |Aa?|2: 
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Fig. 4. Measured thermal fluctuations of a DPPC liposome at 45.5° C. 

\Ad   =- ST' (3) 

where a is the amplitude of the i-th interval of the histogram, and n, is the number of amplitudes falling in the i-th interval. 
The amplitude range of each interval was set to be 20 nm. We calculated the average \&d\2 at each temperature, then plotted 
them as a function of temperature. The results are shown in Fig. 5. As we increased the temperature from 25.5° C to 51.5 C 
we clearly observed the change of the slope of the fitting straight lines, caused by the change of bending modulus. In Fig. 5 
the two lines intersects at 44° C, which approximates the phase-transition temperature (Tc « 41° C) of DPPC in wata. The 
difference results from the difficulty to obtain reliable data near Tc. In experiments we found the reflectivity of DPPC 
membrane decreased dramatically as we increased the temperature to ~ 40° C. The reflectivity was so low that we could not 
record any data. Nevertheless, when we continued increasing the temperature to ~ 44° C, the reflectivity recovered to be 
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Fig. 5. Squared values of the centroid of measured amplitudes as a function of 
temperature. From the intersection of the two fitting straight lines we can 
approximately determine the phase-transition temperature. 
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about the same as in low temperatures. We found the same behavior of reflectivity as we decreased the temperature from 
51.5° C to 25.5° C. This phenomenon indicates that the structure of molecules in BLM does not switch directly between the 
gel and the liquid phases. However, the discussions of the dynamical reconstruction of lipid molecules near the phase- 
transition temperature are beyond the scope of this study. 

3.2   Bending rigidity of membranes 

The second experiment was conducted to determine the bending rigidity of liposome membranes. We would first explain 
how we calculated the bending modulus from the diameter of a liposome and the sub-micrometer deformation caused by 
optical force. 

Considering a liposome surface Q, the free energy E can be expressed as follows: 

E = ~ Jjc, +c2f dA + r [cfrdA , (4) 

where c, and c2 are the two principal curvatures, dA is the surface element, and y is the Gaussian (or saddle) rigidity. For 
continuous perturbations of a closed surface, the term   f c,c2flL4 reduces to a constant." In this case the changes in free 

energy can result only from the term of bending modulus K. When the liposome is deformed by optical force, from energy 
conservation, the change in free energy is equal to the work W done by optical force. Since the optical force is known from 
the measured reflectivity, by measuring the changes in diameter of the liposome along the optical axis with differential 
confocal microscopy, we can determine W. 

In order to obtain K, the change in   f (c, + c2) dA has to be determined independently. Because there is no inner 

supporting structure inside a liposome, surface tension makes the liposome surface a perfect sphere. Thus without the 
optical force, cs=c2= Mr, where r is the radius of the liposome, and E = %KK + Y [c^dA. When the liposome is deformed 

along the optical axis, its shape becomes an ellipsoid. Since the optical force is applied vertically, there is only one axis 
shorter than the other two. Therefore the principal curvature along the meridian can be calculated as 

2|* )-r£L 
de      de7 + r 

dr_ 
d9 

"]3/2 

+ r 

(5) 

where 6 is the azimuthal angle of the surface element from the short axis, and r = \a2b2/(a2 sin2 e + b2 cos2 #)]    with a 

the length of the short axis and b the length of the two long axes.12 We applied the constant-surface-area constraint on the 
liposome surface Q. Therefore, with the measured deformation along the optical axis we obtained both a and b. The other 
principal curvature is calculated by projecting the radius of curvature along the parallel onto the normal direction, i.e., 
c2 = - rcos(a)/b2, where the cosine value of the angle a between the radius of curvature along the parallel and the normal 
direction is 

cosa = 
2r 

4r2 + 
2\ (l dr 

r de 

(6) 

Therefore the change in free energy is 

131 



-r-  1.0 

0> 

E 
o> 
ü 

_ro 
Q. 
c/j 

TJ 
<D 
C 
(0 
.a 
E 
0) 
E 

10 20 30 

time (sec) 

Fig. 6. DPPC liposome deformation along the optical axis under 56-femtonewton 
optical force at 27° C. Solid line, membrane displacement; dashed line, optical force. 
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Fig. 7. Measured bending modulus of a DPPC liposome as a function of temperature. 
Across the phase-transition temperature Tc, the bending modulus decreases for an 
order of magnitude. 

A£ = W = — [ (c, +c2)
2 <£4 -8OT . (7) 

Figure 6 shows the liposome deformation under 56-femtonewton optical force at 27° C. The liposome was found to be 
deformed by ~ 600 nm. The corresponding work done by the optical force was thus 0.34 pico-erg. From the image obtained 
by the inverted optical microscope, the original diameter of this liposome was measured to be 14 ± 1 jim. With these data, 
from Eq (7) we obtained K= 11 pico-erg. Since this temperature was far below Ta this rvalue should be the bending 
modulus of the DPPC bilayer membrane in gel phase. With the same optical force, we found that the bending modulus 
remained almost the same for the temperature range of 22-36° C, as shown in Fig. 7. But when the temperature approached 
T the low reflectivity again prevented us from taking reliable data. After the temperature was raised above Tc, we measured 
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K values of 0.5-0.9 pico-erg. This was the bending modulus of DPPC membranes in liquid phase, which agreed with the 
recently published data obtained with x-ray scattering.13 The sharp decrease of bending modulus in Fig. 7 clearly indicates 
the phase transition of the BLM structure. The results in Fig. 7 demonstrates both the correctness and the accuracy of our 
method to determine the bending rigidity of unilamellar liposomes in solution. 

4.   CONCLUSION 

In this paper we describe an all-optical method to detect the structural phase transition and to determine the bending rigidity 
of unilamellar liposomes. We used differential confocal microscopy to monitor the thermal fluctuations of a DPPC liposome 
as the temperature changed, and observed the phase transition through the change of the linear relation between the squared 
amplitudes and the temperatures. Although an accurate measurement of the phase-transition temperature Tc was prevented 
by the low reflectivity of the BLM near Tc, we could obtain an approximate value with an error < 8% of other published 
values. 

Using femtonewton optical force to deform the liposome, we measured the sub-micrometer deformation and calculated 
its bending modulus. Since the deformation was smaller than 5% of the diameter of liposome, only simple analytical 
geometry was required to calculate the bending modulus. The liposome returned to its original shape after each deformation, 
therefore we could repeat the measurement on the same sample for different temperatures. We found the bending moduli 
decreased for an order of magnitude when the temperature was increased across the phase-transition temperature. This 
macroscopic result clearly revealed the microscopic gel-to-liquid structural transition. 

The technique presented in this paper is very convenient for biophysical experimentalists. The same measurement 
procedures are suitable to characterize kinds of molecular structures, such as BLM's, polymersomes, lipid tubules, etc. 
Thanks to the high resolution and long working distance of differential confocal microscopy, the samples can be measured 
in situ, and the data require only simple linear theoretical models to interpret. We believe differential confocal microscopy 
can serve as a daily tool for the studies related to membranes or other soft matters. 
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ABSTRACT 

Recent development in multi-photon fluorescence microscopy, second and third harmonic generation microscopy (SHG and 
THG) and CARS open new dimensions in biological studies. Not only the technologies allow probing biological specimen 
both functionally and structurally with increasing spatial and temporal resolution, but also raise the interest in how biological 
specimens respond to high intensity illumination commonly used in these types of microscopy. We have used maize leaf 
protoplast as a model system to evaluate the photo-induced response of living sample under high intensity illumination. It 
was found that cells can be seriously damaged by high intensity NIR irradiation even the linear absorption coefficient is low 
in these wavelengths. Micro-spectroscopy of single chloroplast also allows us to gain insight on the possible photo-damage 
mechanism. In addition to fluorescence emission, second harmonic generation was observed in the maize protoplasts. 

Keywords: Multi-photon fluorescence microscopy, photon damage, cell damage, high intensity illumination, maize 

1.   INTRODUCTION 

Multi-photon fluorescence microscopy has been cited for its advantage in the intrinsic axial resolution and in increased depth 
penetration due to low linear absorption coefficient of biological specimen and many organic polymers m the near infrared 
(NIR) range1'2. Using a pulsed laser, it is possible to efficiently excite two -photon fluorescence with a high peak power while 
keeping the average power low to minimize thermal and photochemical damages to the specimen. Currently, mode-locked 
Ti:sapphire and Cr-Forsterite lasers3 that generate sub-picosecond pulses are used as light source for multi-photon 
fluorescence microscopy. Because of the need of high peak power for efficiently exciting two-photon fluorescence, the 
relationship between cell damage and peak power has become an interesting and much debated topic in the applications of 
multi-photon fluorescence microscopy 4"7. It is conceivable that at high illumination intensity, non-linear photochemical 
processes have impacts on cell physiology and viability in ways much different from low illumination in the linear domain. 
Therefore, it has become a frequently asked question whether there is an optimal peak intensity and pulse width for biological 
and material multi-photon fluorescence microscopy. 

2.   MATERIALS AND METHODS 

1.   Biological specimen preparation th 

Leaf protoplasts of maize (£ea mays L., var. Ohio 43) were isolated from growth chamber-grown seedlings at 4 leaf 
emerging. Huang and Chen's 8 protocol was followed in the protoplast isolation. The protoplast culture of maize consists of a 
mixture of mesophyll, epidermal and bundle sheath cells. For microscopic observation, the protoplast was placed in a 
chambered coverglass (Lab-Tek, Illinois, USA). To evaluate cell survival under high intensity illumination, protoplasts were 
loaded with 2mM Calcein AM (Molecular Probe s, OR) for 15min prior to NIR irradiation. 

* Corresponding authors: B. L. Lin (biology), F. J. Kao and C. K. Sun (optics) 
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2.    Optical set-up 
Two-photon fluorescence microscopy was performed on a modified Olympus Fluoview confocal microscope equipped with a 
Coherent Verdi pumped Spectra-Physics Tsunami mode-locaked Ti:sapphire laser operated at 780nm with lOOfs pulse at 
82MHz. An Olympus water immersion objective (UPLANApo 60x W-PSF, NA=1.2) was used in this experiment. A 650nm 
short-pass dichroic beam splitter (Chroma Technology, 650DCSP) was used in the illumination beam. The average and peak 
power densities at the focal point approximate 3xl06W/cm2 and 3.9x10'' W/cm2, respectively. 

Two-photon induced fluorescence spectra were measured with a SpectraPro-500 spectrometer (Acton Research) equipped 
with a TE-cooled PMT. The excitation laser beam is derived from a Spectra Physics Tsunami Ti:sapphire laser pumped by a 
Coherent Verdi solid-state laser at 532nm. The Ti:sapphire laser is mode-locked at 780nm and has a repetition rate of 82 
MHz with a pulse width approximately lOOfs. A ChromaTech dichroic beam splitter (650DCSP) was used to achieve epi- 
illumination and on-axis fluorescence detection in a modified Olympus BX microscope. In addition, two IR cut-off filters 
(Edmond Scientific, Cat. K53-710) were installed in front of the entrance slit of the monochromator to reject scattered IR 
from the sample. Using this set-up, site-specific spectral information was obtained from the samples9. Excitation intensity as 
high as 10 W/cm was reached at the focal point. A second set-up using a Spectra-Physics Millennia IR (1064nm) pumped 
Chromiumdoped Forsterite laser (built by CKS), operated at 120MHz and 130fs pulse, was used for 1234nm infrared (IR) 
excitation. 

3.   RESULT AND DISCUSSION 

The intrinsic optical sectioning capability of two-photon excitation is demonstrated in Fig. 1. Under a microscope objective 
lens, the fluorescing volume in a dye solution appears only in the vicinityof the focal spot. In addition, the use of NIR and IR 
as excitation source in two-photon excitation opens the entire visible spectrum for fluorescence detection. Figure 2 shows 
simultaneous excitation of four fluorescence dyes by 780nm NIR. 

Maize protoplasts exhibit a strong red fluorescence peaked at 663nm and a green fluorescence peak at 570nm10. The 663nm 
emission is the result of chlorophyll fluorescence while the origin of the 570nm emission is as yet unidentified. Upon high 
intensity near infrared (NIR, 780nm) irradiation, maize protoplast shows an initial increase in both green and red auto- 
fluorescence followed by a rapid decrease in red and green fluorescence (Figure 5). The green fluorescence intensity has a 
higher rate of increase initially, resulting in a green-shift of the fluorescence image when visualized (i.e. the protoplasts 
initially fluorescing in red, then rapidly shifted to yellow and finally green). If the ratio of red and green fluorescence 
intensity is plotted against NIR irradiation, an exponential decade function is evident (Figure 6). When correlated with 
Calcein dye retention (as a live cell indicator), cell survival can be identified by measuring the red/green fluorescence ratio. 
Figure 3 shows a sequence of NIR irradiation to Calcein AM loaded maize protoplasts.  Micro-spectroscopy study of single 
chloroplast (C) from maize protoplast (Figure 4a) reveals detailed information on spectral changes as photo-damage proceeds. 
Figure 4b and 4c shows time -lapse study of the red fluorescence spectrum as a function of irradiation dose. Since we have 
recently characterized the linear absorption and multi-photon fluorescence properties, maize protoplasts can be used as a 
model system in the study of cell response to high intensity illumination. 

Figure 7 shows emission spectrum of the cortex of a maize stem under high intensity IR (1234nm) illumination. In addition 
to the 682nm red fluorescence resulting from chlorophylls", a small 617nm peak is evident. The 617nm peak is the result of 
second harmonic generation from maize tissue. 
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Figure 1. Two-photon excited fluorescence spot in a dye solution. Note the fluorescence generation »s restrictedI to^the 
vicinity of the focal spot, hence provides intrinsic optical sectioning capability. The dye solution was APSS in EtOH. 

Excitation wavelength was 780nm from a mode-locked Ti:sapphire laser. 

Figure 2 Two-photon excited fluorescence in a series of four vials containing dye-solution. The unfocused NIR (780nm) 
beam enters from the left. From left to right: Calcofluor White, BBTDOT1, APSS and Rodamme 6G. 

lasts. 3a represents the first exposure similar to the dose Figure 3 Sequence of NIR exposure to Calcein AM loaded protoplasts. 3a represents the first exposure similar to me uuse 
indicated in Fig 5, 3b: the 3rd exposure, 3c: the 5th exposure, 3d: 1th exposure. Note cell #1 in Fig. 3a expelled its Calcein dye 
in the 3rd scan, and cell #2 in Fig. 3b busted in the 5*  scan. 
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Figure 4 (a) maize protoplast showing numerous chloroplast (c). (b) and (c) different prospective of a 3D plot of two-photon 
excited red fluorescent spectrum against NIR irradiation dose. The data was obtained from a single chloroplast. 
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Figure 5. Normalized auto-fluorescence intensity plot against NIR exposure. The total energy exert on each pixel is 54nJ x 
number of exposures. 

Figure 6. Fluorescence intensity ratio (red/green) plot against NIR exposure showing an exponential decay function. 
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Figure 7. Emission spectrum of the cortex region of a maize stem showing red fluorescence (682nm) and second harmonic 
generation singal at 617nm. The illumination wavelength is 1234nm from a Chromiumdoped Forsterite laser, operated at 
120MHz and 130fs pulse. 
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ABSTRACT 

An optical fiber needle probe was developed that can be inserted into a hollow metallic needle for tumor 
diagnosis using fluorescence at key wavelengths for breast, kidney, liver, and brain. The optical fiber needle probe 
is based on fluorescence ratio method which will allow to detect tumor in vivo for a real time evaluation. This 
method will be coupled with other current modalities such as X-ray, ultrasound and MRI. 
Keywords: Spectroscopy, Optical Fiber, Breast Tumor, Diagnosis, Biopsy. 

1. INTRODUCTION 

Native fluorescence spectroscopy offers new techniques for detection and characterization of the physical and chemical 
changes that occur in diseased tissue, for either in vivo or in vitro applications. Tissue systems are made up of proteins, 
nucleic acids lipids, and water with fluorescing and non-fluorescing chromophors. There are a number of natural 
fluorophores in cells and tissues fluorescing in the UV and visible region 12 such as flavins, tryptophan, tyrosine, 
nicotinamide adenine dinucleotide (NADH), collagen, and elastin. Native Fluorescence spectroscopy has been applied to 
study human tissues of different organs including breast 3"9, gynecological 10H, colon ' , and esophageal tissues 
Differences in the fluorescence spectral profile and intensity from cancerous and normal tissues were identified, and 
attributed to either differences in the molecular environment, differences in structure, or differences in concentration of 
fluorophores in the different types of tissue specimens. There are several intrinsic fluorophores in tissues responsible for 
these fingerprints. The 340 nm emission, with 290 nm excitation is attributed most likely to the emission from tryptophan, the 
380 nm emission band, with 340 nm excitation is from elastin and collagen, and the 460 nm emission band is from NADH. 

Fluorescence emission and excitation spectroscopy of breast tissues has been studied for many years. It was found that when 
tissues are excited with UV or visible light, the native fluorescence spectra are significant difference among cancerous, 
benign or normal tissue3A5'7,8. When breast tissue is excited at 300 nm and the emission is observed in the region from 320 to 
580 nm, differences between cancerous and normal tissue are clearly observed 7'9. It is important to note that the spectrum 
from benign tumor appears similar to normal tissue rather than appearing malignant. As a result the fluorescence 
spectroscopy techniques have been developed to effectively distinguish malignant tumor from benign tissue. 

Based on an analysis of spectral profile and relative intensities, it has been determined that the intensity ratios at certain 
crucial wavelengths is a highly accurate criterion for predicting the presence of malignancy . The existence of these key 
wavelengths makes it possible to optically detect tumor, using a small set of optical filters to measure emission at the key 
wavelengths rather than measuring the entire spectrum. 

In this paper, we will describe an optical fiber fluorescence ratiometer instrument which measures the fluorescence intensity 
ratios at key wavelengths. We have developed a suitable optical fiber needle probe that can be inserted freely into a hollow 
stereotactic needle system and probe tissues to deep to be interrogated by surface probes. The optical fiber needle based 
ratiometer technique allows for real time tissue evaluation and tumor detection in vivo. This technique will help target tissues 
for fine needle aspiration biopsy and reduce the number of false positive biopsies. 
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2. TECHNIQUES AND METHODS 

The fluorescence spectroscopic ratiometer with an optical fiber needle is shown in Fig.l. The main components of the 
ratiometer are: (1) broadband xenon excitation lamp, (2) computer controlled filter wheels for selection of excitation and 
detection wavelengths, (3) UV transmitting optical fibers and collimators to deliver the excitation light to the tissue, and 
collect the emitted fluorescence, (4) photo multiplier tubes with dual channel phase sensitive detection, and (5) personnel 
computer to control instrumentation and analyze data. 

The optical fiber needle probe consists of a 270 urn core fiber 
terminated with a 30 cm rigid metal jacket length for easy insertion 
into a hollow stereotactic needle. The front surface of the probe 
terminates with a normal fiber surface for directing excitation light 
and collecting fluorescence. The power density was about 
0.13uW/cm2. 

The two fibers are directed to the two emission filter wheels. The 
light exiting the fibers is collimated and passes through the filter 
wheels. The transmitted and selected wavelengths are incident on 
two photo multiplier tubes. Stepping motors rotate the filter wheels 
to the correct filter position. Each stepping motor is independently computer controlled by the ratiometer software. 

The two photo multiplier tubes convert the optical signal to the electrical signal, with the current being proportional to the 
optical signal intensity. The electrical signals are directed to the two lock-in amplifiers. A lock-in amplifier is a phase 
sensitive detector at a specific frequency, while rejecting all other signals. A personal computer is used to control the 
instrumentation, to process the amplified signals, and to display and store the ratio data. 

3. EXPERIMENTAL RESULTS 

3.1. Simulation with layered tissue 

A simulation of the ability to detect tumor tissue imbedded in normal tissue, such as a small tumor inside a human breast, was 
performed to investigate problems which may be arise during an in vivo examination. Some potential problem areas include 
deformation of the needle probe or deposition of body fluids on the probe surface. It may also be important to understand 
how the interface between tissue types could effect measurements. This simulation was created by "sandwiching" a cancer 
sample between two normal tissues, as displayed in Fig. 2. The optical fiber needle was mounted on a three-axis translation 
stage with 10 urn resolution. The holder is shown in Fig. 3. The fluorescence intensity ratios of 340 nm to 440 nm, with 300 
nm excitation, were measured as a function of penetration depth. The total sample thickness was about 12 mm. 
Measurements were taken at 0.2 mm intervals. The intensity ratios are plotted as a function of penetration depth in Fig. 4. 
The sharp transition between the normal and malignant tissue regions is clearly evident in Fig 4 . The average value of the 
I340/I440 ratio for the three tissue layers is shown in Fig. 5. From Figs. 4 and 5, one can clearly distinguish the cancerous and 
normal breast tissue layers. These results demonstrate the potential ability of the fluorescence ratiometer with an optical fiber 
needle probe to distinguish between normal and abnormal tissues in the human body. 

3.2. Differentiating fat from tumor with multiple wavelength ratios 

It was observed that adipose tissue also exhibited a high I340/I440 ratio leading to the possibility that adipose tissue may falsely 
be classified as malignant. This issue has been investigated by Yang et. al.8'9 in which multiple intensity ratios were used to 
correctly distinguish among normal, adipose and malignant tissue. In this study, spectral differences were distinguish adipose 
from malignant tissue. The first algorithm was based on the 340 nm emission intensity with 289 nm and 271 nm excitation 
and the second was based on the 460 and 520 nm emission intensities with 340 nm excitation. 

The application of these algorithms for use with the ratiometer was tested by measuring the 340 nm emission for 271 and 289 
nm excitation, and the 460 nm and 520 nm emission for 340 nm excitation at 18 different locations on the adipose sample, 
malignant, and normal sample. For the normal tissue, the average values of WI271 and l46<As2o were 0.509 ± 0.021, and 
1.055 ± 0.025, respectively. For the fat sample, the corresponding average ratio values were 0.872 ± 0.097 and 1.314 ± 0.036; 
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and for the cancer samples, the average ratio values were 0.445 ± 0.051 and 1.655 ± 0.024. The WI520 ratio from the cancer 
sample was significantly higher than the ratios from either normal or fat tissue while the I289/I271 ratio from fat tissue was 
higher than the corresponding ratios from the normal and cancer tissues. For the normal specimens, the fluctuations in the 
ratio were less than 5%. For the cancer and fat samples, the fluctuations were less than 12%. These results are summarized in 
Table 1. These measurements indicate that the I289/I271 and WIs» ratios could effectively distinguish cancerous tissue from 
fat tissue. 

Fig. 2 Simulated tissue layer structure formed by 
"sandwiching" cancer tissue between two 
normal tissues. 

Fig. 3 Fluorescence ratios at wavelengths 340 and 440 nm 
for depth measurements of tissues. 
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Fig. 4 Fluorescence ratios at wavelengths 340 and 440 
nm for depth measurements of tissues. 

Fig. 5 Average value of 340/440 ratios for the three 
layers in the normal-cancer-normal sample. 

Table 1 Summary of the 289/271 excitation ratio (emission at 340 nm) and 
the 460/520 emission ratio (excitation at 340 nm) 

Normal 
Fat 

cancer 

289/271 
0.509 ±0.021 
0.872 ± 0.097 
0.445 ±0.051 

460/520 
1.055 ±0.025 
1.314 ±0.036 
1.655 ±0.024 

4. DISCUSSION 

Since diameter of the optical fiber is relatively small, the interrogated area was small and therefore the measured ratios were 
subjected to local variations in tissue state. The interrogated area was on the order of 300 to 500 um. The variation in ratio 
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measurements may be related to the concentration of cancer cells, with higher ratios coming from locations with a higher 
concentration of malignant cells. 

The fluorescence intensity ratio of 340 nm to 440 nm was a criterion to identify malignancy from benign and normal tissues. 
A multiple wavelength detection method has been introduced into the ratiometer to increase the identification capability of 
cancer from the benign and normal, specifically to separate cancer from fat. The ratiometer not only can distinguish between 
cancer and the normal, but also can identify cancer from fat. 

In conclusion, there is a need to develop methods to probe deep into organs, such as a tumor inside breast, for a real time 
evaluation and diagnosis of tumor in vivo. An optical fiber needle based ratiometer, which is based on native spectroscopic 
differences between diseased and normal tissues, has been designed, assembled, and tested. A key point of the research 
project is using an optical fiber needle as a probe to delivery excitation light on tumor and collect the fluorescence from that 
tumor region, with a small diameter of about 300 (im, which can go through the organ and arrive at the inside tumor. 
Cancerous, benign/normal breast tissues have been measured and distinguished by the ratiometer in vitro. The simulation 
measurements of a tumor inside breast were performed using layering samples. Multiple wavelengths have been introduced 
to the optical fiber needle based ratiometer for increasing the capabilities to separate fat from cancer. The measurement 
results have indicated that the ratiometer can identify different tissue types reading fluorescence intensity ratio at two 
specified wavelengths. This research demonstrates the technological and commercial potentials of the optical fiber needle 
based ratiometer and in situ spectroscopy to reduce or replace breast biopsy and to obtain information from other in assemble 
body organ locations without surgical biopsy. 
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ABSTRACT 

Previous results showed that the non-reversible(hystersis loop) of Bragg wave length shifting in thermal cycling of the 
Fiber Bragg Grating which is a high germanium doped optical fiber and high pressure hydrogen loaded was due to the 
diffusion out of the H2 residue in thermal annealing. In addition, the O-H absorption peak (1.38nm) causes signal 
attenuation and stability problem in FBG applications. We demonstrated the fabrication of the D2 loaded FBG with high 
stability of Bragg wave length in thermal annealing at temperature up to 250 °C. The spectrum characteristics of the D2 

loaded FBG compare to the H2 loaded FBG is presented.   In general, A X B of the D2 loaded FBG is narrower than H2 

loaded, and A B of the D2 loaded FBG is more stable than H2 loaded in thermal annealing.   A model base on the UV photo- 
induced index change in BFG core with D2 and H2 loaded to explain the spectrum characteristics between D2 and H2 loaded 
FBG is discussed. 

Keywords: Fiber Bragg grating, deuterium loading 

INTRODUCTION 

Fiber Bragg grating has known to be the most advanced passive component for applications in fiber optic communication 
and sensor systems because of its low insertion loss, narrow band pass, and the flexibility of manipulating desired spectral 
characteristics [1-5]. FBG can be easily tailored by induced index change, grating length, chirping, and apodization, so that 
the desired spectral characteristics, such as filtering wavelength, reflectivity, and band-width can be achieved. In general, a 
FBG device is used to convert the variation of temperature or strain of the tested environment. The Bragg wavelength 
shifting then can be measured by interrogating, or by interferometric approach [6-9 ]. 
Thus, the performance of the fiber -optic sensing system is significantly affected by the spectrum stability of the FBG 

components. ... c « 
Various approaches to fabricate the FBG have been demonstrated [10-19]. High pressure H2 loading is one of the well 
known process to enhance the photo-sensitivity of the high germanium doped fiber by deep UV writing (248 nm). The 
hydrogen loading process is low cost and reproducible. Previous report showed that the hydrogen loaded FBG has an 
intrinsic absorption peak at 1.38 urn by the O-H bond [20-21]. This O-H absorption might cause intrinsic problem to fiber 
optic communication system where a 1.3 urn laser source is usually used. In addition, the residue of H2 cause the drifting 
of the effective index change of the fiber, which in turn can affect the reflectivity and Bragg wavelength of the FBG. 
Although, this drift can be eliminated by cycles of post annealing, but will decrease the reflectivity of the FBG. It is 
suggested that the hystersis of Bragg wavelength shifting is contribute to the diffusion out of the H2 residue in thermal 
annealing. 
In this report, we demonstrate the fabrication of the FBG using high pressure D2 loading, and shows the improvement ot the 
spectral characteristics of the FBG. 

2.EXPERIMENTS . 
Samples of high germanium doped single mode fiber were kept in 1/4 " stainless steel (SS304) tubing pressurized at 

1500 psi of H2/D2.for days until the saturation was reached. The concentration of H2 in the fiber can be monitored by the 
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H20 absorption peak at j 24 um, but the detection of the D2 related absorption peaks is beyond the spectrum range of the 
optical spectrum analyzer (HP 70951B) in use. The saturation of the D2 is estimated by the diffusion coefficient of D2 

which is l/V2toH2 

Figure 1 shows the FBG deep UV exposure system. A KrF excimer laser at 248 nm is used to induce the index change 
of the Ge-doped dispersion sifted fiber, a phase mask with 1.0780 urn grating period is used to generate the grating on the 
fiber core, and the HP 7095 IB optical spectrum analysis system with a white light out put is used to record the real time 
transmission of the FBG during UV exposure at 60 mJ/cm2 fluence and 5 Hz pulse rate. Figure 2 shows the transmission 
spectrum with Bragg wavelength at 1.55 nm of the FBG with D2 and H2 loaded. It reveals that the absorption peak of O-H 
(1.38 nm) appearing beside the 1.55 nm of Bragg wavelength, but is avoided in the spectrum of D2 loaded FBG. 

3.RESULTS AND DISCUSSION 
Figure 3 shows the transmission spectrum of the D2 loaded and H2 loaded FBG. In general, the spectrum of H2 loaded 

FBG is wider than the H2 loaded FBG, and significantly, a side lope next to the Bragg reflection peak. 
In characterizing the FBG spectrum variation in thermal annealing, the FBG sample was annealed on a hot plat which was 
kept at a set temperature for a period of time to record the spectrum, then repeat the same process at another higher 
temperature up to 200 °C. Figure 4,5 are the spectrum variation of H2 / D2 loaded FBG in thermal annealing. It is clearly 
shown that the D2 loaded FBG has better spectrum stability than H2 loaded FBG. The Bragg reflection spectrum of the D2 

loaded FBG is almost reversible with temperature, but there is a serious hysteresis loop in the spectrum of the H2 loaded 
FBG due to thermal annealing. 

It is the fact that the residue of the D2 or H2 can vary the effective index n^ of the fiber core. It is suggested that the 
non-reversible spectral histogram of the H2 loaded FBG in thermal annealing might be due to the over loading of H2, in 
which decrease of concentration of H2.in fiber core can cause significant drifting of the effective index. If this is the case, it 
might suggest that the non-reversible variation of the H2 loaded FBG spectrum in thermal annealing could be improved by 
reducing the concentration of H2 in the fiber core to some threshold level. Also, the diffusion coefficient of D2 or H2 might 
be another factor to affect the stability of the FBG spectrum in which the diffusion of D2 is slower because of its heavier 
molecular weight, and refers that spectral stability of the D2 loaded FBG is better than H2 loaded FBG. 

4.CONCLUSIONS 
We demonstrated the improvement of the FGB spectral stability by using D2 loading. The identification of the 

mechanism responsible for the non-reversible spectrum variation of H2 loaded FBG in thermal annealing, and the difference 
of the spectrum characteristics between H2 loaded and D2 loaded FBG is not clear. Further experiments to quantitatively 
measure the variation of the FBG spectrum characteristics parameters in thermal annealing with respect to the concentration 
of D2/ H2 in the fiber core is needed to explore the mechanism of the spectrum variation. Further exploration of the 
mechanism which responsible to the spectrum characteristics is important to achieve stable FBG devices in practical 
applications. 
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Figure 1. FBG deep UV exposure system. A KrF excimer laser at 248 nm is used to induce the index change of the Ge- 
doped dispersion sifted fiber, a phase mask with 1.0780 urn grating period is used to generate the grating on the fiber core, 
and the HP 7095IB optical spectrum analysis system with a white light out put is used to record the real time transmission 
of the FBG during UV exposure at 60 mJ/cm2 fluence and 5 Hz pulse rate. 
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Figure 2. The transmission spectrum with Bragg wavelength at 1.55 nm of the FBG with D2 and H2 loaded. It reveals that 
the absorption peak of O-H (1.38 nm) appearing beside the 1.55 nm of Bragg wavelength(upper), but is avoided in the 
spectrum of D2 loaded FBG(below). 
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Figure 3. The transmission spectrum of the D2 loaded and H2 loaded FBG. The spectrum of H2 loaded FBG is wider than the 
H2 loaded FBG, and significantly, a side lope next to the Bragg reflection peak. 
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Figure 4, The spectrum variation of H2 loaded FBG in thermal annealing. It is clearly shown that there exists a non- 
reversible spectrum(hysteresis loop) variation in thermal annealing. 
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better spectrum stability than H2 loaded FBG.   The Bragg reflection spectrum of the D2 loaded FBG is almost reversible in 
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ABSTRACT 

A wavelength-division-multiplexer (WDM) was used to extract the Ramam scattering signal from a data fiber. The 

temperature performance of Raman scattering spectrum was studied theoretically and experimentally. On the base of this 

study a distributed fiber-optic temperature sensor (DFTS) system was developed. The sensing distance was 4km. The 

temperature accuracy and the distance resolution reached to ±l°Cand ±lm, respectively. The system is stable and adequate 

for commercial usage, such as the power industry, the underground tunnel, the subway, the pipe laying, and also for the 

mission applications, such as the warship and the airplane. 

Keywords: Fiber-optic sensor, Distributed temperature sensor, Data fiber, Raman scattering 

i. INTRODUCTION 

The distributed fiber-optic sensors are attracting more and more attention recently. Many sensor schemes based on a number 

of physical parameters, such as fiber attenuation, temperature, and strain of the optical fiber have been developed. Optical 

time-domain reflectometry (OTDR), is one of the powerful tools to fulfill the distributed measurement in the fiber. The 

spontaneous Raman scattering in optical fibers can be used to measure distributed temperature along the sensor fiber11"11. 

Here, a laser pulse is injected into the sensing fiber and transmitted along the fiber. The backscattered Raman light due to 

the interaction between photons and phonons will contain information about loss and temperature along the fiber. This 

backscattered Raman light is detected with high temporal resolution and then transformed to a temperature distribution 
diagram along the fiber. 

The data fiber, with a large core diameter and numerical aperture (62.5um / 0.275 NA), is not only an excellent 

communication transmission media, but also a good sensitive device in DFTS system because of its larger Raman scattering 

efficiency and ascendant temperature sensitivity. In this paper we describe a recently developed DFTS system using the 

data fiber. The detail analyses for the performance of the system is given. The design of the special wavelength-division- 

multiplexer is introduced. The temperature-response performance of the Raman scattering, and the influence of the system 

working condition on central wavelength and peak power of Stokes and anti-Stokes lights are analyzed theoretically and 
experimentally. 

' Correspondence: Email: dmliu@mail.hust.edu.cn: Telephone/Fax: 0086-27-87543355-1 
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2. SPECTRUM OF THE RAMAN SCATTERING IN A DATA FIBER 

The data fiber is a high Ge-doped quartz fiber to increase its numerical aperture and effective area. This kind of fiber is 

especially suitable to the distributed fiber-optical temperature sensors based on Raman scattering due to the high Raman 

scattering coefficient of the Ge molecules. The spontaneous Raman scattering in a data fiber has the following 

characteristics: 
l)the intensity of the scattering is directly proportional to the induced light intensity, and in the magnitude the former is 

only about 10-8/m~10-10/m of the latter; 

2) the scattering light is random in the propagation direction; 

3) the Raman frequency has a broad spectrum and a "Raman shift" corresponding to the central frequency of the 

induced light; 

4) the Raman scattering has an exact relationship with the temperature. 

The central wavelengths of the Stokes- and anti-Stokes spectrum of Raman scattering, Am and A„ could be given by the 

following equation: 

-+ v (1) 

(2) 

in which, A0 is the wavelength of the input light, vis the wave number of the Raman frequency-shift decided by the material 

content of the fiber. For high Ge-doped data fiber, v is about 400cm"1. If the wavelength of the input light is 805 nm, the 

wavelengths of the anti-Stokes and Stokes spectrum of the Raman scattering, Am and As, will be 780 nm and 832 nm, 

respectively. 
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Fig.l Back-scattering spectrum of the data fiber 
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Fig.l shows the back-scattering spectrum of the data fiber. It could be seen that there exist three peaks in the back-scattering 
spectrum, which are Rayleigh, Stokes and anti-Stokes, respectively. The Rayleigh-peak is much larger than Stokes and Anti- 
Stokes peaks. The anti-Stokes light is the most sensitive to the temperature, but the smallest in the three scattering 
components. How to effectively extract the anti-Stokes signal is the key of the distributed temperature fiber-optic sensor. 

To sensing 
fiber 

Scattering 
light 

805 nm 

Anti-Stokes 
light 780 nm 

831 nm 
fitter 

Stokes 
light 

Fig. 2 Curve of ratio of anti-Stokes intensity to Stokes intensity vs. temperature 

A specially designed (WDM) was used as the splitter of the three kind of scattering light. Fig. 2 shows the configuration of 

the WDM device. The input light from a laser diode (LD) is transmitted through a dielectric film filter of central wavelength 

805nm and is coupled into the sensing fiber. The back-scattering light from the sensing fiber comes back again to the 805nm 

filter, in which the Stokes and anti-Stokes components are reflected and the Rayleigh component is lost. Thereafter a 

780nm filter and a 831nm filter are used to extract the anti-Stoke component and the Stokes component, respectively. All 

the optical parts are glued to a glass block and form a compact and stable device. The filters are designed so that the 

Rayleigh scattering is suppressed at the maximum extent and the loss for the anti-Stokes component is smallest. Fig.3 shows 

the Band-transmission performance of the WDM device. 
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Fig.3 Band-transmission performance of the WDM device 

153 



■ 

T=sn°i^ 
•   :'v 

50 - 
T=50°C 

■#H 
■ 

T=70°C 
4U - i=yiru 

■=M0?C- 
~ 
c  30 - 
3 

C 
 :• | \ — -\  • 

03   20 - 

a.  :•—it 

1  
■ 

1 u - % 

k k • 

0 - 

1 1  '         r. 740 760 780 800 820 840 860 

Wavelength / nm 

Fig. 4 Temperature response of the back-scattering spectrum of the data fiber 

Fig.4 is the measured spectra back-scattering of the data fiber using the WDM under different temperatures. It could be 

seen that the anti-Stokes light is the most sensitive to the temperature and of excellent linear temperature-sensitive response. 

Rayleight light is however almost insensitive to the temperature, which could be consider a background for the temperature 

sensing and should be reduced to the lowest so as to increase the sensitivity of the system. 

3. EXPERIMENTAL SYSTEM 

The newly developed experimental system consists of optical transmitter module, optical splitting module, sensing data 

fiber, optical receiver module, and signal process module, as shown in Fig. 5. In the optical transmitter module, a LD is 

modulated by a short pulse of 30 ns and exports an optical pulse. The LD is temperature-controlled to keep stable optical 

performance. The light signal is sent to the optical splitting module, where the forward pump light signal is coupled to the 

sensing data fiber and the backward Stokes and anti-Stokes light signals from the fiber are split and exported to the optical 

receiver module. A specially designed wavelength division multiplexer (WDM) is used to realize the low loss splitting of 

the pump laser, Stokes light and anti-Stokes light. The total coupling loss is reduced successfully to 1.7 dB for anti-Stokes 

light, which is very helpful for increasing the signal-to noise ratio of the system. In the optical receiver module the light 

signals are transmitted into electrical signals and sent in to the signal process module together with a synchro-signal. The 

distance is calculated based on the theory of optical time domain reflectometry (OTDR). The light transmission velocity in 

data fiber is about 0.2m/ns, i.e. every 10 ns of the time from the injection of the optical pulse to the arrival of the back 

scattering light can be converted into lm in fiber length. The ratio of anti-Stokes intensity and Stokes intensity under given 

temperature environment is measured and calculated, and converted into a temperature value. Accordingly the distribution 

of the temperature along the sensing fiber could be depicted. 
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Fig. 5 Schematic of the DFTS experimental system 

A practical fiber-optic distributed temperature sensing and fire-alarming system with complete functional software and 

excellent performances has been developed. The main functions for this system include: the access the signals of the 

multiple channels with 100 M sampling speed, the multiple data process, real-time temperature calibration, seeking for the 

abnormal points, as well as alarming the fire and storing the data. 

Fig. 6 shows the measured temperature distribution. The heaves occur in the high temperature districts, which indicates that 

the Raman scattering intensity increases with the temperature. Table 1 lists main technological parameters of this system. 
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Fig. 6 Measured temperature distribution 
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Table 1 Specifications of the fiber distributed temperature-sensing system 

Technol. Parameter 

Optical fiber 

Temperature accuracy 

Measured temperature range 

Distance resolution 

Measured distance range 

Specification 

62.5/125 urn GI-data fiber 

+ 2°C 

-40- +140 °C 

±2m 

4km 

4. CONCLUSION 

The spectra of the back-scattering of the data fiber and their temperature performance were analyzed. A WDM with 

excellent technological quotation was designed and fabricated and used to extract the weak temperature signal from the 

back-scattering of the data fiber. A perfect DFTS system based on Raman scattering has been demonstrated. The whole 

system is credible for long-term operation and has been applied into the fire-alarming field. 
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ABSTRACT 

A novel fiber grating sensing technology based on the torsion beam is reported for the first time. The Bragg wavelength 
change is linear with the torsional angle and the torque. The fiber Bragg grating (FBG) is firmly mounted on the surface of 
the torsion beam with a determinate angle along the direction of the axes of the torsion beam. The range of the torsional 
angle is between -45° and +45* . The sensing sensitivity of the torsional angle is up to 11.534 degree/nm and that of the 
torque is up to 0.1595 Nm/nm, respectively. The formulas have been derived theoretically and the experimental results 
basically accord with the theoretical ones. This technology has many advantages, such as two directional tuning, the high 
sensitivity, the good repetitiveness and no chirping for the torsional angle within the range from -45' to +45° , etc. It has 
potential applications in the area of the fiber sensing, the fiber communication and laser technology. 

Key words: Fiber Bragg grating, seansing technique, torsional beam, linear tuning. 

1. INTRODUCTION 

The fiber Bragg grating (FBG), which has many important advantages such as volume minuteness, compatibility with fiber 
system, collection frequency for wavelength and so forth, is attracting considerable subject for applications as fiber grating 
sensing technique in recent years'. A number of sensors, which are based on the detection of the wavelength shift AX and 
the fiber Bragg grating are used as sensing elements, including both temperature and strain (or stress), have been reported1'2. 
The wavelength-encoded nature of the output of FBG element has many distinct advantages over direct intensity-based 
sensing schemes. Most importantly, as the sensed information is encoded directly into wavelength which is an absolute 
parameter, the output does not depend on the total light levels, losses in the connecting fibers and couplers, or source power. 

In this paper, we reported a novel fiber grating sensing technology based on the torsion beam for the first time to our 
knowledge. The FBG is bonded to the surface of the torsion beam with a determinate angle along the direction of the axes 
of the torsion beam. The Bragg wavelength shift is linear to the torsional angle and the torque between -45° and +45° . The 
sensing sensitivity of the torsional angle is up to 11.534 degree/nm and that of the torque is up to 0.1595 Nm/nm, 
respectively. This technology has many advantages such as two directional tuning, the high sensitivity, the good 
repetitiveness and no chirping for the torsional angle within the range from -45" to +45° 

2. PRINCIPLE 

2.1. Analyses of Torsion Beam Strain 

The analytic schematics of the torsion beam strain is shown in figure 1. A FBG is mounted on the surface of the torsion 

beam, / is the original grating length QN = zc, L„ and d are the length and the diameter of the torsion beam 

respectively, cp is the torsional angle. If the torsional strain of column beam is very small, we can consider this kind of 

twisting analysis to be a pure turn problem3. When the torque M, is applied on the torsion beam, the produced stress will act 

on the FBG which is on the surface of the torsion beam no matter the torque M, is along clockwise or not. Thus the torque 

M, results in the change of grating period and refractive index. 
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In order to obtain both longer and shorter wavelengths, the FBG should be bonded to the surface of the torsion beam wrth a 
determinate angled along the direction of the axes of the torsion beam. In principle, when the torque M, is along 
contraclockwise, grating is stretched, the grating pitch becomes longer and the Bragg reflection wavelength becomes longer. 
In contrast, when the torque M, is along clockwise, the grating is compressed, the pitch becomes shorter and the Bragg 
reflection wavelength becomes shorter. Therefore, if the torque M, is applied on the torsion beam, it will be possible to infer 
the angle displacement or the torque by detecting the Bragg wavelength shift AX of the sensor return. 

Fig.l The analytic schematics of the torsion beam strain 

From Fig. 1, the torsional strain of column beam y can be expressed as 

dip 
r = 

2Ln 

the magnitude of the torque M, is expressed by 

(1) 

(2) 

where G is the modulus of the transverse elasticity of the torsion beam, and   lp is the inertia moment of cross section of 
the torsion beam. In our experiment, the e of FBG due to the torque is approximately expressed by 

Al s = — « — rsin2(9 . 
/       2 

(3) 

where Al is the change about /, 9 is the angle between FBG axes and the torsion beam axes. 

2.2. Principle of Torsion Beam Strain Sensing 

When the temperature is stable, the Bragg wavelength shift AX can be expressed as 

AX 

Xn 
T]£E, (4) 

where X is the original Bragg wavelength (the center wavelength), TJE is a constant in reference to the fiber photoelastic 
coefficient, fiber Poisson ratio and the effective refractive index of the fiber core, e is the strain of FBG, it can be directly 
or indirectly produced by applying lateral stress or longitudinal stress in the applications. From formula above, the 
relationship between the angle displacemen <p , the torque M, and the FBG wavelength shift AX can be expressed as 
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4L 
<p = AX = K AX . 

rjeX0dsm29 
for    d«Ln (5) 

M, 
AG1 

-AX = KMAX for    d«L„ (6) 
r]cX0ds\n29 

where K9 and KM are proportional factors, the photoelastic effect is ignored. 

3. EXPERIMENT 

Figure 2 shows the configuration of the FBG sensing experiment based on the torsion beam. The FBG's center 
wavelength/l|=1562.48nm, and/= 1.2cm, zc =3.6cm, 6 «=10° . The resolution of a commercial optical spectrum analyzer 
(OSA) is 0.2 nm. Light from a Broadband source (BBS) is coupled via a 3dB fiber coupler into the sensor. IMG is index 
matching oil by which the undesirable reflection is suppressed. 

Fig.2 The configuration of the FBG sensing experiment based on the torsion beam. 

Figure3 shows the shifts of the transmission intensity and the FWHM do not change in the range of 7 nm. Thus we can 
consider that there is no chirping within wavelength ranges above mention. 
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Fig.3. Bragg reflection wavelength shift as a function of intensity. 

Figure4 shows the Bragg wavelength shift as a function of the torsional angle and the torque. The maximum shifts of 
approximately -3.4nm and 3.6nm are obtained toward shorter and longer wavelengths in our experiment, respectively. It is 
clear to see that the Bragg wavelength can be linearly changed with the torsional angle and the torque. The fitting straight 
lines are respectively: X =0.0867 <p+1562.5 (nm/degree), 2=6.27 M,+1562.5(nm/Nm), and their linear goodness-of-fit 
are 0.9979. These indicate that the linearity is very good. This relationship can be rewritten as <p=\ 1.534 A4, (degree/nm), 
M =0.1595 AX (Nm/nm). These mean the sensing sensitivity of the torsional angle is estimated to be 11.534 degree/nm and 
that of the torque is to be 0.1595 Nm/nm at around 1.55 urn for single mode fiber, respectively. 
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Fig.4. Bragg reflection wavelength shift AX as a function of the torsional angle <p and the torque M,. 

With our grating sensor, adjusting beyond the wavelength shift range from -3.4 nm to +3.6 nm was possible, however, the 
gratings then were susceptible to chirp and to damage. These indicate that there is a certain changing range for linearly no- 

chirped response the torsional angle on condition that the torsional strain of torsion beam is very small. 

According to the relative parameters of the formula (5) and (6), the sensing sensitivity K^and KM can be obtained. *ys 
8.643 degree/nm and KM is 0.1159 Nm/nm for calculating theoretical values, and /r^is 11.534 degree/nm and srM is 
0.1595 Nm/nm for fitting experimental values in the range between -45' and +45' , respectively. Therefore, the revise 

factors x   and XM should be introduced for application. It can be expressed as 

<P = X^^AX 

M„ = ZM
K

M
Aä 

(7) 

(8) 

While x =1.33 and^M =1-37, the fitting experimental values are in agreement with the calculated theoretical values. If the 
structure5 in figure 2 is improved, it is possible to measure and control some parameters such as the velocity and the volume 

of flow, the intensity, the rigidity and stability of the tectonic elements5, etc. 

4. CONCLUSIONS 

We have designed and realized a novel fiber grating sensing technology based on the torsion beam. The Bragg wavelength 
shift is linear to the torsional angle and the torque and there is no-chirped between -45" and +45' . The experimental results 

basically accord with theoretical analyses. 
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ABSTRACT 

Recent advancements in several genome-sequencing projects have stimulated an enormous interest in microarray DNA chip 
technology, especially in biomedical sciences and pharmaceutical industries. The DNA chips facilitated the miniaturization 
of conventional nucleic acid hybridizations, by either robotically spotting thousands of library cDNAs or in situ synthesis of 
high-density oligonucleotides onto solid supports. These innovations have found a wide range of applications in molecular 
biology, especially in studying gene expression and discovering new genes from the global view of genomic analysis. The 
research and development of this powerful tool has also received great attentions in Taiwan. In this paper, we report the 
current progresses of our DNA chip project, along with the current status of other biochip projects in Taiwan, such as 
protein chip, PCR chip, electrophoresis chip, olfactory chip, etc. The new development of biochip technologies integrates 
the biotechnology with the semiconductor processing, the micro-electro-mechanical, optoelectronic, and digital signal 
processing technologies. Most of these biochip technologies utilize optical detection methods for data acquisition and 
analysis. The strengths and advantages of different approaches are compared and discussed in this report. 

Keywords: Biochip, genome, micro-strip, peptide nucleic acid, protein, microarray, optical detection 

1.   INTRODUCTION 

Biochip technologies have recently received great attentions in Taiwan. There were 10 biochip-related research projects 
granted by the National Science Council (NSC) in the year of 1999. In the year of 2000, about 40 proposals were submitted 
to the NSC (besides many industry-oriented projects supported by either private or other government agencies) for the 
research and development (R&D) in the DNA chips, the protein chips, the micro-fluidic chips, and other biosensors. (See 
Table 1.) The major driving force for such a sharp rise in R&D of biochip technologies comes from the impact of genome 
sequencing projects.' The successful advancements in several international collaborations of large scale sequencing of 
whole genome, either of human or model organisms, have generated a tremendous amount of information, which is 
extremely precious (from both the scientific and the economic points of view) in biomedical science and pharmaceutical 
industries. A very efficient approach to utilize the unprecedented genomic information is the miniaturization of conventional 
biotechnology, integrated with the semiconductor processing, the micro-electro-mechanical, optoelectronic, and digital 
signal processing technologies. Since Taiwan has been very successful in these chip-based industries, researchers in Taiwan 
are motivated to take advantages of the resources and the lessons learned from these chip-based industries, and to apply 
them in the frontiers of the biochip technologies. 

In a generic sense, any device or component incorporating biological or organic materials, either extracted from organisms 
or synthesized in a laboratory, on a solid substrate can be regarded as a biochip. From the practical point of view and from 
the analogy taken from the IC chip, the term "biochip", however, often implies some miniaturization, and the possibility of 
low-cost, high-throughput mass production. Some of the examples that meet the qualification stated above include the DNA 
chip (or the gene chip),2 the protein chip,3 the PCR (polymerase chain reaction) chip,4 the capillary electrophoresis chip, 
and the biosensor chip.6 In this paper, we give a brief overview of the R&D status of various biochip projects in Taiwan. 

2.   THE DNA CHIP 

2.1. Working principle 
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A DNA chip refers to a two-dimensional array of small reaction cells (each on the order of 100 um x 100 urn) fabricated on 
a solid substrate. The solid substrate can be a silicon wafer, or a thin sheet of glass or plastic, or a nylon membrane. In each 
reaction cell, trillions of polymeric molecules of a specific sequence of single-stranded DNA are immobilized as illustrated 
in Fig. 1. The DNA molecules can be either short sequence of oligonucleotides (-20 to 25 bases) or longer fragments 
(-1,000 to 3,000 bases) of complementary DNA (cDNA).7 The specific sequence of oligonucleotides or fragments in each 
cell is pre-selected or designed based on the intended application. The known sequences of single-stranded DNA 
immobilized on the substrate are often called the probes. When unknown fragments of single-stranded DNA samples (often 
called the target) react (or hybridize) with the probes on the chip, double-stranded DNA fragments are formed where the 
target and the probe are complementary according to the base pairing rule (A paired with T, and G paired with C). To 
facilitate the analysis of the hybridized chip, the target samples are often labeled with a tag, such as a fluorescent, a dye, or 
an enzyme. When the targets contain more than one type of sample, each is labeled with its own distinguishable tag. 
Depending on the size of the array, the DNA chip described above provides a platform where the unknown targets can 
potentially be identified with very high speed and high throughput by matching with tens of thousands of different types of 
probes via hybridization in parallel. In the DNA chip using oligonucleotides as probes, the formation of the double-stranded 
DNA by the base-pairing rule is so specific that under favorable conditions even a single base-pair mismatch can be 
detected and identified.8 

2.2. Fabrication techniques 

DNA chips are often fabricated by one of the following popular techniques: (1) robotic spotting, which uses DNA fragments 
as probes,9 (2) photolithography, which utilizes the synthesized oligonucleotides as probes.10 In the first technique, all the 
DNA fragments to be immobilized on the substrate are pre-amplified (by polymerase chain reaction), and stored in a set of 
individual containers. A robotic arm with an array of tips is used to transfer the pre-amplified DNA fragments on to the 
solid substrate by first dipping into the containers and then touching the substrate. In the second approach, the desired 
sequences of oligonucleotides are synthesized in parallel, layer by layer, using photolithographic technology as illustrated in 
Fig. 2." In this approach, the substrate is first pre-coated with appropriate linkers and protectors. An ultraviolet (UV) light is 
used to illuminate the substrate through a photolithographic mask to remove the protecting group at specific sites where one 
particular type of base (say A, for example) is immobilized (via proper biochemical reactions) as illustrated in Fig. 2(a). 
Likewise, a second mask is then used to immobilize another kind of base (T, for example) at other selected sites as in Fig. 
2(b). Four photolithographic masks are thus needed to fill the first layer with all the four types of bases. Successive rounds 
of de-protection (via UV illumination) and immobilization (via biochemical reactions) are carried out to synthesize the 
desired sequences of bases at each site, spatially addressable, layer by layer, in parallel. For a sequence of N bases, the total 
number of photo masks required is 4N, in general. This approach is hence more suited for the synthesis of short sequences 
of bases. Typically, the length of oligonucleotide is limited to 25 bases or less. When the peptide nucleic acid (PNA)12 is 
substituted for the oligonucleotide, the sequence of the probe can be reduced (say, from 25 bases to about 15 bases) with the 
same specificity in hybridization. This alternative can greatly reduce the cost of photo masks and chemicals for the 
syntheses, and save the processing time. Some advantages and disadvantages of the two fabrication techniques are listed in 
Table 2. 

The DNA chip designed and currently being developed by our research group13 includes lines of electrodes (in the form of 
micro-strips) connecting arrays of reaction cells (size = 50um x 50um each, center-to-center spacing = 75um, total number 
of cells = 100x100) as illustrated in Fig. 3. During the reaction (or hybridization) cycle, an appropriate positive voltage can 
be applied to selected strip of sites to concentrate the negatively charged DNA targets to selected sites. After the 
hybridization, during the "wash" cycle, an appropriate negative voltage can be applied to the sites to drive away (or wash 
out) the mismatched DNA targets. This technique can potentially reduce the hybridization time from hours to minutes. The 
probes made of PNA are particularly suitable for such kind of design since the PNA molecules are neutral and therefore not 
affected by the micro-strip electrodes. 

2.3. Signal readout from hybridized DNA chips 

The next step after the hybridization process is the signal detection or readout to determine the sites where the sequence of 
the unknown DNA targets complement (or match) that of the probes and stick to the site via the formation of double- 
stranded DNA molecules. The particular choice of signal detection techniques goes hand in hand with the choice of the tag 
attached to the DNA target molecules. For example, if one chooses to use fluorescence signal for detection, appropriate 
fluorescent molecules will be used as the tags. The signal readout system will then consist of an appropriate light source for 
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excitation, a photo-multiplier tube or a CCD camera (with an appropriate filter) for the detection of the fluorescence 
emission, and a personal computer for data acquisition and post processing. A schematic simplified diagram of such a signal 
detection system is shown in Fig. 4. Recently, we have developed a multi-point excitation and CCD based imaging system 
for high-throughput fluorescence detection of biochip microarrays. Details of the development and the charactenzation of 
the system will be reported in a separate paper. Although one can, in principle, integrate either the CCD or the CMOS 
imager with the DNA micro-array on the same silicon wafer chip, such an approach will unavoidably increase the 
complexity and hence the cost, of the fabrication.'4 Unless the fabricated chips are re-usable, such an approach may not be 
competitive from an economic point of view. Many commercial optical readout systems have been developed in recent 
years 15 An alternative optical technique for signal detection is to use dye molecules as the tags and use colonmetry for 
signal detection and discrimination.16 Techniques, other than optical, such as radio-isotopic, electronic, or time-of-flight 
mass spectrometric, have also been investigated. 

3.   THE PROTEIN CHIP 

3.1. Working principle 

A protein chip typically consists of an array of spots (each on the order of 100 urn up to 1 mm in diameter) fabricated on a 
conducting support.17 Each spot is designed to capture specific proteins of interest from the test sample, with an affinity 
capture surface, by either a chemical (ionic, hydrophobic, hydrophilic) or a biochemical (antibody, receptor) mechanism 
depending on the intended application. When the protein sample from cell lysate, serum, or urine is dispensed onto the 
surface of a protein chip, proteins of interest will be captured on spots according to affinity binding. After removing 
unbound proteins and interfering substances, the purified proteins on each spot are examined through a laser-induced 
process, called matrix-assisted (or surface enhanced) laser desorption/ionization (MALDI or SELDI), followed by a mass 
analysis using time-of-flight mass spectroscopy (TOF-MS).18 The molecular weights of the sample proteins captured or 
components of sample proteins (epitope of an antigen) can then be rapidly determined from spot to spot. The protein chip 
technology can play an important role in the discovery of disease biomarkers or the diagnostics of specific disease when the 
associated biomarkers are already known. It is expected to have a direct impact on drug discovery. A schematic illustration 
of the working principle of a protein chip is shown in Fig. 5. 

3.2. Development of protein chip techniques 

The techniques involved in a protein chip system are much less developed in Taiwan than those of a DNA chip. The 
National Health Research Institute has played a major role in the promotion of the R&D of protein chips. The protein chips 
and the related technologies will certainly attract the attention of more scientists in Taiwan in the near future. The number ot 
researchers working in this area is expected to increase significantly in the next few years. 

4.   THE PCR(POLYMERASE CHAIN REACTION) CHIP 

In many applications, the DNA samples to be tested (or identified) need to be purified and amplified to increase its amount 
by orders of magnitude to a detectable level. The amplification of DNA samples is often accomplished by polymerase chain 
reaction (PCR)19 in which a minute amount of DNA molecules are repeatedly thermal cycled through a sequence of 
temperature stages as illustrated in Fig. 6. The amount of the DNA molecules is doubled at the end of each cycle. Each 
cycle consists of denaturation (the splitting of each double-stranded DNA molecule into two complementary sing e strands) 
primer annealing, and primer extension (the reconstruction of double-stranded DNA molecules from single-stranded 
components through the DNA polymerase and the proper reagents at the proper temperatures). The conventional PCR 
system can also be miniaturized and fabricated on a chip by micro-machining and microfluidic technologies. A group ot 
researchers at the National Cheng Kung University has successfully developed a micro-PCR chip, which can rapidly 
amplify cDNA of Hepatitis C virus for 30 cycles in 30 minutes, compared to 5.5 hours with traditional PCR equipment. 

5.   THE CE(CAPILLARY ELECTROPHORESIS) CHIP 

Capillary electrophoresis has been accepted as an extremely efficient technique for the separation of small sample volume in 
low concentration. The time scale of a complete run of capillary electrophoresis can be less than 10% of that needed for the 
conventional gel electrophoresis. A team at the National Cheng Kung University has successfully developed a microchip ot 
capillary electrophoresis that can separate and identify in less than 3 minutes DNA fragments, <t>X174RF DNA digested by 
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the restriction enzyme Haelll." The microfluidic chips were fabricated on poly(methyl methacrylate) (PMMA) substrate 
using two small-diameter (79 (im) wires to create a cross impression while the substrate was softened by low-temperature 
heating. (This CE chip can now be routinely produced using etched quartz template.22) The schematic illustration is shown 
in Fig. 7. The resulting channels have a rounded shape and are 75 urn deep. The horizontal channel is 20 mm long and 
serves as the loading channel for the analyte; the vertical channel is 50 mm long and used as the separation channel. The 
electric field applied to each channel is maintained at 300 V/cm or less to prevent Joule heating. In a typical test run, DNA 
samples at a concentration of about 1 ug/ml were first injected into the loading channel and the electric field was applied to 
the loading channel. When the peak of sample arrived at the junction of two channels, the applied electric field was 
switched from the loading channel to the separation channel. The detection point was 30 mm away from the junction. It took 
less than 3 minutes to run and identify all 11 fragments of <)>X174RF digest as illustrated in Fig. 8. The performance of such 
a capillary electrophoresis chip proves to be reliable and competitive to other designs. 

6.   THE BIOSENSOR CHIP 

One of the most significant biosensor projects in Taiwan is the R&D of electronic noses (also known as the olfactory chips). 
An electronic nose is a device that can detect and identify specific odorant molecules. It often consists of an array of 
chemical sensing elements and a pattern recognition system. The mammalian olfactory uses a variety of receptors to identify 
odor or volatile compound. The mechanism of identification of a specific odor is not a one-to-one mapping of one specific 
type of odorant molecules with one corresponding type of receptors. It is the collective set of receptors (responding with 
varying degrees to each type of odorant molecules) combined with pattern recognition that identifies each odor. A team at 
the National Dong Hwa University has successfully developed the olfactory chip.23 This research group used piezoelectric 
quartz crystals (which resonate at precise frequencies) coated with selective coatings (peptide derivatives of the various 
mammalian olfactory receptors) to adsorb species of molecules. The adsorbed molecules increase the mass of the sensor; 
and thus the resonance frequency of the piezoelectric quartz crystal is changed. By measuring the shift in resonance 
frequency, the concentration of odorant can be derived. The advantages of this approach include high selectivity, high 
sensitivity, and good reproducibility. An array of multi-sensors has been assembled for pattern recognition, using numerical 
taxonomy or artificial neural networks. The working principle of an electronic nose is illustrated in Fig. 9. This olfactory 
chip system has recently been developed for diagnostics of dengue fever, a disease propagated by Aedes mosquitoes, and is 
expected to be commercialized soon. 

7.   SUMMARY 

The efforts to develop various biochip technologies are definitely growing rapidly in Taiwan. The interdisciplinary nature of 
these novel technologies is obvious. The fabrication of biochips requires close collaboration of scientists and engineers from 
different disciplines such as photolithography, micro-electro-mechanical system, microfluidic technologies, and 
biochemistry. The choice of the specific DNA sequences on the chips is dictated by the target applications and may involve 
expertise from medical, pharmaceutical, or biological sciences. The technologies associated with detection and readout 
system may involve optics and opto-electronics, analytical chemistry, or semiconductor device physics. The processing, 
visualization, interpretation, and management of data require the collaborative effort of computer scientists, mathematicians, 
and the end users for whom the specific chips are designed. Hopefully, high quality and efficient products of biochip 
technologies will soon be available in Taiwan for research and commercial applications. 
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Table 1. Biochip-related projects in Taiwan. 

Number of projects 
Year 1999 

(granted by NSC) 
Year 2000 

(submitted to NSC) 
DNA chips 9 16 

Protein chips 0 7 
Micro-fluidic chips 1 11 

Biosensors 0 3 
Total 10 37 

Table 2. A comparison of some advantages and disadvantages of different techniques for DNA chip fabrication. 

Techniques Advantages Disadvantages 

Photolithography 

• Versatile 
• High density 
• Large array size 
• Mass production 

• High up-front cost 
• Time-consuming 

Mechanical Micro- 
spotting 

• Affordable 
• Simple 

• Sample storage 
• Low throughput 
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Fig. 1. A schematic illustration of the basic principle of a DNA microarray chip. 
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Fig. 2. In situ synthesis of DNA fragments (or sequence of oligonucleotides) by photolithographic technique. 
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A novel CMOS photosensor with a gate-body tied NMOSFET structure 
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ABSTRACT 

A novel CMOS photosensor with a gate-body tied NMOSFET structure realized in the triple well is presented. The 
photocurrent is amplified by the lateral and vertical BJT action, which results in two different output photocurrents, which 
can be used for different applications within a pixel. The lateral action results in the drain current with higher sensitivity at 
low light intensity. And the vertical action results in the collector current with uniform responsivity over wider range of the 
light intensity. The proposed photosensor is compatible with CMOS circuits. 

Keywords: Gate-body tied NMOSFET, triple well, lateral BJT, vertical BJT, photosensor 

1. INTRODUCTION 

There has been much interest on the miniaturization of assay for the use of detection of biological species or specific DNA 
sequences, which makes various experiments to be done quickly with low cost '•2. The conventional detection method is to 
use of fluorescence label and high performance CCD camera. But this CCD-based detection system is very expensive and 
relatively large compared with micro-scale assay. So, there is a strong need for an integrated detection chip compatible with 
the micro-scale assay. The detection chip contains photosensors such as phototransistor 3 or photodiode 4 fabricated with 
CMOS process. As the array density increases, the detection chip has complex circuits and high performance photosensors 
are needed. And light source is needed for fluorescence activation and but this light source itself makes the detection of 
emitted fluorescence light confused. So, a novel photosensor suitable for the detection of fluorescence light is greatly 
needed. 

On the other hand, great attention has been paid to CMOS image sensor 5'6'7 since it has many advantages such as low 
power, price, and CMOS circuit compatibility compared to the conventional CCD image sensor. CCD image sensor is 
fabricated with the highly optimized process for charge transferring 5 and all the output charges are transformed to the 
voltage signal by a high sensitive amplifier. But CMOS image sensor is fabricated with the standard CMOS process and the 
output voltage (or current) of each sensor is directly accessed with a in-pixel amplifier or buffer. As a result, CMOS image 
sensor can be easily integrated with CMOS circuits and is useful for various applications. Widely used CCD concepts such 
as pixels, charge transferring and amplifiers have been developed over many years and the process has optimized to CCD 
and it became different with CMOS process. Consequently, simple implementation of CCD concept with CMOS process is 
not satisfying and a novel CMOS photosensor is needed to achieve high quality image7. 

The gate-body tied MOSFET structure has been recently used as a CMOS photosensor. It uses high current gain caused by 
the lateral BJT action 8'9 and useful compared to widely used n+ p-type substrate. But in the proposed photosensor9, some 
of the injected holes are wasted by the vertical diffusion and also this can cause the latch-up. In this work, we show that the 
quantity of vertically injected holes can be comparable with that of laterally injected ones. And a novel photosensor is 
proposed. It is a gate-body tied NMOSFET in the triple well. Using this photosensor, two photocurrents are available by the 
lateral and vertical actions of the BJT. And it will be shown from the experiments that two currents have different 
characteristics. Some scaling properties of the device will be also discussed. 

2. DEVICE STRUCTURE AND FABRICATION 

The proposed photosensor is a gate-body tied NMOSFET realized in the triple well as shown in Fig.l. It is fabricated with 
1.5um CMOS process and some modifications are made to implement triple well. In this photosensor, pbody and source 
regions correspond to the base and emitter, respectively, of both lateral and vertical BJT's and nwell region is the collector 
of vertical BJT. The base widths of lateral and vertical BJT's are defined by the effective gate length (~0.67um in this work) 
and difference of the junction depth between pbody and nwell (~0.80um in this work), respectively. Photogeneration takes 
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place at drain-pbody junction and nwell-pbody junction. These junctions are placed at different depths from the silicon 
surface and have different light absorption length. So, the drain current and nwell current have different spectral responses, 
which may be used to distinguish the light source for fluorescence activation and emitted fluorescence light. The gate oxide 
thickness is 250 A and gate material is N+ polysilicon. A channel implantation with boron ions was performed followed by 
an arsenic implantation to form the single source/drain. Gate and pbody contacts are shorted with the metal later. 
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Fig.l. Structures of a proposed photosensor (a) schematic cross section (b) top view. 

Fig.2 shows the simulated doping profile under the source region. Nwell is implemented with a phosphorous implantation 
and 20-hour drive-in at 1100°C. And the p-type body (pbody) is implemented with a boron implantation and 150-minite 
drive-in at 1050°C. In implementing triple well, much care is done to set the threshold voltage of PMOSFET to -0.7V. 
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3. EXPERIMENTAL RESULT AND DISCUSSIONS 

Fig. 3 shows the drain and collector(nwell) current characteristics of the fabricated device with the gate and pbody tied and 
floated. The peak current gains of the drain and collector currents are about 3730 and about 257, respectively. Until the 
surface channel is formed, the drain current is mostly composed of the diffusion of electrons injected from the source into 
the silicon surface. When the gate voltage reaches the threshold voltage(with the pbody voltage fixed to the gate voltage), 
the drain current is mostly due to the surface channel current and the contribution from the BJT action is minimal since the 
surface potential is nearly fixed. On the other hand, the collector current is mostly composed of the electron diffusion for all 
gate and pbody bias conditions. As a result, the drain current is higher than the collector current at low gate and pbody 
voltage but the difference becomes smaller as the voltage increases. And drain current is lower than the collector current 
after the channel is formed. 
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Fig. 3. Gummel plot for gate-body tied NMOSFET with W/L=6um/0.9um. VCO|]ector=3V, 
Vdrain=lv and V^^Vps^^^OV. Open square and circle marks are drain and collector 
currents, respectively. And Filled circle mark is pbody current. The inset shows the device 
structure. 
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Fig 4 shows the measured photocurrents and photogains of the proposed photosensor. The photogain is defined to be the 
ratio of the collector (drain) current due to BJT action to the collector-pbody (drain-pbody) diode current. The photodiodes 
currents are measured for the diodes in pbody-drain and pbody-nwell junctions with the gate floated. The photogains of the 
collector and drain are above 1000 and 50000, respectively. Drain photocurrent is higher than the collector photocurrent at 
low light intensity, but the difference becomes smaller as the light intensity increases and collector photocurrent is higher at 
high light intensity. It is because the accumulated holes raise the pbody voltage and channel is formed. Drain photocurrent 
shows the much higher photogain especially low light intensity and collector photocurrent shows the more linear response 
over wide range of the light intensity. 
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Fig. 5 shows the photocurrents measured at the drain and collector terminals with dark and light conditions as a function of 
drain voltage. The photocurrents show the linear or logarithmic increase with the light intensity as shown in Fig. 4 below the 
breakdown voltage. Drain dark current is higher than collector dark current due to the lateral BJT action, but it is lower than 
lOpA at room temperature. The breakdown voltage is about 2.9V in the dark condition, and it decreases to about 2.0V under 
the light, which is mainly due to the photogeneration induced avalanche breakdown. Between the photo-triggered 
breakdown and the dark breakdown voltage, the photocurrents increase rapidly by the photo-triggered avalanche, which 
may be used as a high sensitive photodetector at very low light intensity. 
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In the following some scaling properties and associated design considerations will be explained. Fig. 6 shows that the drain 
photocurrent, and dark current (I„) increase as the gate length scales down while the collector photocurrent and dark current 
(Ic) remain constant. 
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In the pbody at steady state, the magnitude of in-flux of the generated holes and out-flux to source is same and can be 
expressed as, 

qrjOA     = I0 exp(VBE InV,) 0) 

where r\, O, V„ I0, Agen, and n are the quantum efficiency, photon flux, and thermal voltage, saturation current and area 
where photogeneratiorToccurs, and non-ideal factor, respectively. After solving (1), pbody voltage is expressed as, 

VBE =nV,\n(qri®AgeJI0) (2) 

The dependency of drain and collector photocurrent on the pbody voltage can be expressed as, 

Ic cc Io exp( VBE I n V,) = q r]OAgen (3) 

(4a) 
' d, sub threshold 

x W exp( VBElnV,) = qTjOAgenW 110 
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d, above threshold *w(vBE-vm)a 
(4b) 

where W is gate width, VBE is same VGS, and I0 is dependent on the source area. (2) and (3) show that I,/Agen is independent 
of the source area while (2) and (4) show that Id/W decreases as the source area increases for a fixed Agen. 

Fig. 7 shows the relation of photocurrents with source area. It verifies this relation that lJAgtri is independent of the source 
area while Id/(WAgen) decreases as the source area increases. 
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As a result, the maximum drain photocurrent can be achieved with the ring gate structure for a given pixel size, since 
effectively large gate width with the small source area in the ring gate and the large drain area can be realized to obtain the 
high pbody voltage and large photogeneration area. 

4. CONCLUSION 

A novel photosensor is proposed and fabricated. Two output photocurrents are obtained through the drain and collector with 
different magnitudes, dark currents, and responsivities to the light intensity. The drain photocurrent has higher magnitude at 
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low light intensity and higher photogain, while the collector photocurrent has lower dark current, higher magnitude at high 
light intensity and uniform responsivity over wide range of the light intensity. And the drain photocurrent was shown to 
increase with the scaled gate length and source area while the collector photocurrent is independent of the gate length and 
source area for a fixed photogeneration area. A ring gate structure was proposed to obtain large gate width, small source 
area and large drain area for a given pixel size. 
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ABSTRACT 

This paper focuses on developing the platform technology of real-time biomolecular-interaction analysis (BIA) sensor chips. 
A detection scheme using the electro-optically modulated surface plasmon resonance (SPR) is suggested to advance the sensor 
features in reducing measurement complexity and time. The SPR method of a BIA sensing system detects slight changes of 
refractive index due to the biomolecular interaction at the solid-liquid interface. The most sensitive interrogation method 
among the possible conventional schemes is to measure the SPR angle of the attenuated total reflection. The electro-optical 
modulation replaces the mechanism of angle measurement not only to increase the speed but also to reduce the size. Recent 
progress of the multilayer SPR provides an effective mean of tailoring the microchip. Several multilayer configurations have 
been studied in this paper to realize the electro-optical SPR sensing. Especially, the long-range mode of surface plasmon was 
investigated to achieve the high-resolution and high-sensitivity detection. 

Keywords: Biosensor, biomolecular-interaction analysis sensor, optical sensor, surface plasmon resonance, electro-optical 
modulation, multilayer. 

NOMENCLATURE 

BIA  Biomolecular-interaction analysis 
SPR Surface plasmon resonance 
EO    Electro-optical 
ATR Attenuated total reflection 
(j)    Frequency of the electromagnetic oscillation 

(jQp   Plasmon frequency of the metal 

C      Speed of light 

Propagation constant of the incident light in vacuum 

Propagation constant of the surface plasmon 

Real part of J£sp 

Imaginary part of ]^sp 

Complex dielectric constant of the metal 

Real part of £ 

Imaginary part of £ 

Real dielectric constant the dielectric medium a 

ko 

KSP 

kR 

k, 
Cm 

£R 

e, 

£b     Real dielectric constant the dielectric medium b 

d       Thickness of the metal stab 

Y Extinction coefficient of the field in the metal 
* m 

Y Extinction coefficient of the field in the dielectric a 

J^    Reflectivity 

min  Minimal reflection intensity at the resonance 
curv Curvature of the reflection intensity at the resonance 
0     Incident angle 

Resonance angle 

Sampling sensitivity 
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1. INTRODUCTION 

ATR has been used to determine the optical constants of thin film samples for more than three decades'. Liedberg et a? 
introduced the BIA application of the SPR sensors in 1983. Instead of directly measuring the refraction index of samples by 
methods such as ellipsometry and reflectometry, the ATR generates an evanescent wave into the liquid phase to probe the 
sample interaction immobilized on the metal-liquid interface. The metal film is typically 50nm-thick Au or Ag for providing 
the optimum permittivities in the near IR and visible region1. The surface plasmon, a charge density wave propagating along 
the interface between metal and dielectric, absorbs the energy from the incident light which would be totally reflected without 
the metal film. This phenomenon is also called surface plasmon resonance, providing an effective means of measuring the 

optical constant of flowing liquid in real time. 

The SPR angle of an incident light depends on the refractive index of the probed samples at the solid-liquid interface. The 
detection output refers to the change of the SPR angle. The technologies of incident-angle variation and angle-dependent 
image detection are required to perform a high precision measurement. Instead of varying the angle, wavelength interrogation 
and intensity measurement are normally applied. SPR sensors based on wavelength interrogation and intensity detection are 

less precise than the SPR sensors applying angular interrogation''4. 

In this paper, we suggest a novel scheme using the EO modulation5 to replace the angular detection or the wavelength variation. 
This is achieved by coating with nonlinear optical materials that interact with the surface plasmon. The scheme determines the 
SPR angle using an electrical signal that is directly readable. Canceling the angle-reading mechanism reduces the sensor size 
while providing the potential of array sensing as well as maintaining the precision of angular interrogation. Moreover, multiple 

light sources for differential measurements are one of the feasible options. 

SPR sensors containing dielectric-metal-dielectric multilayer have been considered to improve the sensing sensitivity, the 
spectral resolution and even have the capability of detecting the sample anisotropy6. Recently, Toyama et af applied metal- 
dielectric-metal multilayer for higher SPR sensing stability using the difference between TM- and TE-resonance angles. A 
configuration of metal-dielectric-ITO, i.e., indium tin oxide reported by Teng et af in 1990 became more or less a standard 
method to study the EO character of thin films. All the multilayer structures mentioned above are suitable for the application of 
the EO modulated SPR sensor. We present in this paper a detailed analysis of these possible configurations including some 

considerations from the manufacturing side. 
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Figure 1: Dispersion relations (eq. 1) of the surface plasmons on 
the interface between a semi-infinite dielectric medium (BK7, 
n=1.515 or water, n=1.33) and a semi-infinite metal (Au, 
n=0.163+i3.52). The straight lines are the light lines in the media 
of BK7 glass and water, respectively. The wavelength of the He- 
Ne laser is 632.8nm. 

Figure 2: Distribution of the transverse magnetic field parallel to 
the surface on which the surface plasmon propagates. The 
characters m and a denote the metal and the dielectric medium, 
respectively. I) Plasmon fields near the interface between a semi- 
infinite metal and a semi-infinite dielectric medium. II) Long- 
range mode on a metal slab. Ill) Short-range mode on a metal slab. 

2. SURFACE PLASMON 

We consider firstly a simple interface between semi-infinite dielectric and semi-infinite metal. A charge-density oscillation 
associated with electromagnetic wave evanescently decaying into both media may propagate along the interface. The 
dispersion relation of this surface plasma wave in figure 1 is given by the equation : 

CO (1) 
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Considering only metals in the SPR application10, the dielectric constant gR has a large negative value, as the oscillation 

frequency is less than the plasma frequency. In this case, the equation (2) indicates that the propagation constant of the surface 
plasmon is always larger than the propagation constant of light in the associated dielectric. A finite value of g denotes that the 

metal is dissipative. j^ determines the exponential decrease of the oscillation intensity. Assuming \^R » J^ that implies 

- £  > ga, we have 

kR = Ve^ko,1 + £„+£R£a 

k 
and 

i 
1       =        £a £l j£o 

'"2 kR IP_ + PP 

(2) 

(3) 

Here, we note in the equation (3) that J^ is proportional to g . It demonstrates that the damping is due to the energy loss in the 

metal 

The evanescent wave decays faster in the metal than in the dielectric. These decay rates y and y are known as the extinction 

coefficients which are given by the equation 

and 

ym=k„Re 

Ya = k„Re 

(4) 

(5) 
Vem + £ 

for the metal and dielectric, respectively, where the symbol of Re means the real part of the number. As ga increases, y and 

y increase too. Figure 2-1 denotes this distribution of the transverse magnetic field schematically. 

Secondly, we consider a metal slab of thickness d bonded on both sides by the identical medium with the dielectric constant £ . 

When the thickness of metal slab is large with the condition dY » '>the surface plasmons propagate on each side of the 

interfaces with the same speed and the same damping rate. Each one of these two surface plasmons generates evanescent waves 
into the metal slab and into the dielectric. As the metal thickness decreases, the decoupled surface plasmons interact with each 
other. Consequently, the degenerate dispersion relations of the surface plasmons split into one longe-range and one short-range 
mode9'"'12. 

The case that surface plasmons propagate in anti-phase9 is known as the long-range mode that has an identical magnetic field 
distribution on both metal-dielectric interfaces (fig. 2-II). In the short-range case, surface plasmons propagate in phase. The 
transverse magnetic field distribution are anti-symmetrical referred to central line of the metal as shown in figure 2-III. 

The long-range mode has higher phase velocity and lower damping rate than the short-range mode. The damping rate of the 

long-range mode goes to zero with a phase velocity approaching the light speed in the dielectric (]^R -> ^T J^ ), as the metal 

thickness vanishes"-12. Because of its long propagation distance, the mode with a symmetric magnetic field distribution is 
called the long-range surface-plasmon mode. As the thickness of the metal slab decreases, the decay rate in the dielectric of 

long-range mode proportionally decreases (y = kR ~£a ko )•In tne case of tne lon§ probing length, the long-range mode is 

not useful for SPR sensing without a proper modification. The short-range mode has strong field inside the metal associated 
with a fast decay outside. As the film thickness decreases, the phase velocity diverges, the damping of the plasmon becomes 
very strong, and the evanescent waves in both sides decay very fast. 
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Incident Angle (9) 

Figure 3: Reflectivity of a configuration of prism-Au-water. As 
the Au-film thickness decreases, the angle of minimal reflectivity 
increases slightly 

Thinkness of Au (nm) 

Figure 4: Resonance bandwidth (not to scale) decreases, as the 
Au-film thickness decreases. This curve indicates that the excited 
plasmon is a short-range mode. 

J£^- 
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Distance from the Prism-Au Interface (run) 

Figure 5: Intensity plot of prism-Au-water configurations. The 
transverse magnetic fields are normalized to 1 at the prism-Au 
interface. The plot starts from the BK7 at 20 nm to the interface 
prism-Au. The plasmons are excited on the prism-water interface 
where the field energy is stored to a maximal value. The thickness' 
of the Au-film calculated here are 20 nm and 47.5nm. 

Locus of Magnetic Held 

Figure 6: Locus plots of the complex field associated to Fig. 5. 
The complex number (1,0) presents the interface of prism-Au. The 
locus's move down- and rightward in the Au film and turns back to 
the origin point in the water. These plots demonstrate that the 
surface plasmons are the short-range mode whose field is almost 
antisymmetric for both cases of 20 nm and 47.5 nm gold. 

Finally, we consider an asymmetric configuration of a metal slab bounded by semi-infinite dielectric media with different 

dielectric constants. They are £a and Eb referred to the upper medium a and the lower medium b. Assuming £a > £b, 
which 

is commonly used for the SPR sensor in the prism coupling method also known as the Kretschmann configuration13. The 
plasmons propagate in different speeds with their own dispersion functions. As long as the slab thickness is large enough, they 
behave like the equation (1). As the metal thickness decreases, the interaction between the surface plasmons becomes stronger 
and leads to complicate solutions, especially in the case when the dielectric constants are close . There are four kinds of 
possible solutions for an asymmetric configuration"'14, i.e., the modes of symmetric bound (nonradiative), symmetric leaky 
(radiative), antisymmetric bound, and antisymmetric leaky (referred to the transverse magnetic field distribution). The 

nonradiative modes can be excited by the ATR method . 

A commonly applied configuration of the SPR sensor is the glass BK7-Au-water system with refractive indices at the He-Ne 
laser (A =0.6328 y.m ) of 1.515/ 0.163 + i3.52/ 1.33, respectively. A gold thickness of 50 nm is commonly applied. The 

plasmon locates at the stable working point as an antisymmetric mode described by Brurke et aln. The damping constant k, 

is originated not only from the dissipation in the metal but also from the radiation loss into glass BK79. As shown in the fig. 1, 
the working point of plasmon excitation is the intersection between the line of the laser frequency and the dispersion relation of 
the Au-water surface plasmon. The Au-BK7 plasmon is impossible to be excited by the coupling prism method, since its 
propagation constant is always larger than the propagation constant of the light line in BK7 (eq, 2). The propagation constant 
of the Au-water plasmon is less than the propagation constant of the laser light in BK7 at the working point (fig.l), therefore 
the reflecting wave from the plasmon back into BK7 is radiative. In this case, we observed an increasing damping associated 
with a decrease in gold thickness (Fig. 3,4). The resonance angle (-71 degree) is far from the critical angle of the BK7-water 
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interface (61.4 degree). The evanescent wave in the water decays relative fast. The SPR reflectivity calculated in this paper are 
analyzed using the complex Fresnel calculations'5,16. 

Figure 5 illustrates the intensity of the magnetic field along the direction from the prism BK7 into the water for two 
configurations, i.e., 47.5 nm- and 20 nm- gold film. The reflex points of the field curves indicate the charge density 
accumulated on the metal surface. The peaks at the gold-water interfaces denote that the surface plasmons are excited there as 
an active interface. The charge density across the gold film at the prism-gold interface is an image charge carrying the same 
sign. Figure 6 shows a phase lag between the excited plasma wave and its image due to the lower phase velocity at the image 
side. However, this excitation is similar to a short-range mode where the magnetic field distribution is more or less like the 
mode illustrated in fig. 2-II. 

3. MULTILAYER STRUCTURE 

There are conventionally two configurations to excite the surface plasmon by the coupling prism method, /'. e., the Kretschmann 
configuration ' and the Otto configuration17. It is convenient to replace the air gap in the Otto configuration by a low refractive 
dielectric, which leads to the multilayer structure. 

One matched multilayer configuration is chosen to obtain symmetric structure, i.e., prism-index matching liquid (n= 1.4564)- 
Ag-fused silica (n=1.4569)18. A long-range surface-plasmon mode was measured on very thin silver film in this symmetric 
configuration . Kessler et al'9 extended this multilayer configuration via replacing the matching layers by Teflon. In their 
study, the sharp absorption bands were found for both TM and TE incident light. Salamon et al16 demonstrated that both the 
reflectivity curves of TM- and TE-waves are applicable to the BIA system. Kessler et al, also found the long-range surface 
excitation propagating on a highly lossy active layer instead of a highly conductive metal layer. The idea of a lossy active layer 
was originally reported by Yang et al20. Recently, another multilayer configuration was reported by Toyama et af with double 
active metal layers. In this special multilayer configuration, The TE-resonance angle is not sensitive to the sample. On the 
contrast, the TM resonance angle is sensitive and tunable by changing layer thickness. 

Figure 7 shows a multilayer structure of the Toyama type7. Two metal layers sandwich a dielectric medium that is considered 
to be an EO material in this paper. The EO material is highly refractive in general cases. Assuming the refractive index of a 
polymer EO layer is 1.63. The reflectivity curves of TM- and TE-waves have very similar behavior scanning the incident angle 
from 0 to 90 degree, as the thickness of the EO layer is around 400 nm. Each one performs two resonance angles. One of them 
is less than the critical angle and the other is greater than the critical angle. The TM-resonance in the total reflection region (fig. 
8) has a bandwidth similar to the resonance in figure 3. 

Assuming that the reflectivity curve at the resonance angle is proportional to 

R =min+curvx(e-eR)\ (6) 

We can steer the angle by varying the refractive index of the EO layer. A general definition of the sensitivity is the reflectivity 
change referred to the index change at the angle where the half reflectivity occurs comparing to the resonance minimun10. We 
define the sampling and steering sensitivity expressed in the following equations: 

dR d9 
d9 dnP 

and 

S -^-^ (8) Ss   16 dns 
(8) 

with 
dR          
 = ^curv^-min) (9) 

that is taken at the angle of the half bandwidth10. The angle change referred to the sample index change is calculated 
numerically by varying the sample index slightly from the water index. The sample layer is set to be 5 nm thick attached 
between Au-water. The formulae of (7-9) are suitable for the feedback application of the EO modulation as described later in 
the section 4. These definitions of sensitivities do not include the feature of the apparatus such as the diffraction effects 
associated with the finite width of the laser beam10'18. In the following calculations, we try to avoid the very sharp resonance 
whose bandwidth is less than 0.05 degree18. 
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Water 
Figure 7: Multilayer structure of coupling prism method using 
two identical gold-films to sandwich the EO layer. The BIA layer 
should be attached to the gold-water interface. The calculations 
apply the He-Ne laser with the wavelength of 632.8 nm. 
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Figure 9: Sampling sensitivities and steering sensitivity of the TE- 
and TM-resonance illustrated as functions of the gold thickness. 
The sampling sensitivity of TE-resonance is very low, as shown 
here. Its associated steering sensitivity is not illustrated. The 
thickness of the EO layer used in this calculation was 400 nm. 
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Figure 8: Reflection curves of the TE- and TM-resonance. Both 
resonance have angles greater than the critical angle of prism- 
water. The calculated configuration is 30nm Au-400 nm EO-30nm 

Au. 
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Figure 10: Sampling sensitivities and resonance angles of the TE- 
and TM-resonance illustrated as functions of the EO thickness. 
The thickness of gold-films calculated here is 30 nm. As the EO 
thickness increases, the resonance angles increase, but the 

sampling sensitivities decrease. 
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Figure 11: Transverse field distributions of the TE- and the TM- 
resonance. Two gold films locate at the sections of 0-30 nm and 
430-460 nm. The excited plasmon locates at the gold-water 
interface at 460 nm. The field distributions in the EO layer are 
symmetric and antisymmetric referred to the TE- and TM- 
resonance. The plot starts from the BK7 at 20 nm to the interface. 

Figure 9 and figure 10 illustrate the functional parameters of the multilayer SPR sensor shown in figure 7. The sampling 
sensitivity of the TE-resonance is very low as described in Toyama's configuration7. In this case, we can apply a differential 
measurement between the resonance angles of the TM- and the TE-wave. Figure 9 shows that the TM-sampling and TM- 
steering sensitivities have different maximal values, as the gold thickness increases. The TM-steering sensitivity is low 

Figure 12: Locus plots of the complex transverse fields of the TE- 
and TM-resonance associated to their field plots of Fig. 11. The 
deflections of TM locus denote the charge density accumulation at 
the metal-dielectric interfaces. The plasmon has a symmetrical 
field distribution in the first gold film but antisymmetrical in the 
second gold film referred to each metal center. 
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compared to the TE-steering sensitivity due to the TM-phase change in the EO layer. The TE steering sensitivity is very high 
because of the in-phase high-field distribution in the EO layer (fig. 11). We found that the field drop at the second gold film 
causes a low TE-sampling sensitivity. The TE-steering sensitivity is not shown in Fig. 9 due to its low sampling sensitivity. The 
probing depth is directly related to the resonance angle (fig. 10). One chooses large resonance angle for the short probing depth 
and vice versa. An optimal choice of these parameters depends on the applications. The TM-sampling sensitivity decreases due 
to the field reduction at the water interface, as the EO thickness increases. The surface plasmon on the Au-water interface is 
excited and characterized by a peak of the transverse field (fig. 11). High field is preferred for a high sampling sensitivity. The 
associated locus plot in figure 12 demonstrates that the TM-phase changes sign in the EO layer. We found that the magnetic 
fields are symmetric in the upper gold film but antisymmetric in the lower gold film. Note that the charge densities are 
symmetric between the gold films across the EO layer. We like to remind the readers again that all field calculations are 
normalized to the prism-gold interface with the complex number (1,0). 

According to the description in section 2, we find significant long-range plasmon coupling through the three interfaces on 
which plasmon excitations perform similar dispersion relations, as the dielectric constant of the EO layer approaches the water 
index. The magnetic field distributions in the second gold film become symmetric (fig. 13 and 14). The resonance bandwidths 
are smaller and resonance fields are higher, if we compare these results with the cases of figures 9 -12. However, the probing 
evanescent waves become long extended. Note that plasmons on different interfaces are excited in the configurations with EO 
indices changing from 1.4 to 1.33. 

Incident Angle (9) 

Figure 13: Reflectivity curves of the TM-wave configured with 
the refractive index of the EO layer to be 1.33 (water) and 1.4. The 
resonance angles are close to the critical angle (61 degrees) of 
prism-water. The parameters used in this calculation are 25 nm AU 
- 600 nm EO layer - 25 nm Au. 
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Figure 14: Magnetic field of TM-wave associated to the sharp 
resonance near the critical angle in Fig. 13. Note that the plasmons 
at different interface were excited. Note that the second gold film 
has a symmetric field distribution. The plot starts from the BK7 at 
20 nm to the interface. 

In this paragraph, we describe the TM-resonance shown in figure 15 with a typical gold thickness of 50 nm. As the EO layer 
(index=1.63) is less than 20 nm, the reflectivity curve has the same behavior as the configuration discussed in figure 3. This 
mode is not interesting due to its low sampling sensitivity. As the EO thickness increases to 280 nm, a sharp resonance appears. 
The TM-resonance angle increases from the critical angle of 61 degrees to 90 degrees as the EO thickness increases from 280 
nm to 530 nm. On the other hand, the TE-resonance firstly appears at 130 nm with an angle close to the critical angle. The 
TE-resonance disappears around 380 nm characterized by its angle passing 90 degrees. The resonance angles of both TM- and 
TE-waves move periodically, as the EO thickness increases. One can choose the EO thickness to obtain either one resonance 
between TM- and TE-waves or both resonance (fig. 16). The resonance angles are tunable by the EO thickness. Both types of 
resonance are sensitive from the viewpoint of the BIA system. The TE-resonance performs very high sensitivities in steering as 
well as in sampling (fig. 17), since the fields are high and in-phase in the EO layer (fig. 19). The TE-sensitivities decrease due 
to less energy transferred into the resonant waveguide of the EO layer, as the thickness of the gold film increases (fig. 17). On 
the contrast, the TM sensitivities increase due to the growth of plasmon excitation (same behavior as fig. 5), as the thickness of 
the gold film increases (fig. 17). The coupling prism excitation of this mode is difficult to interpret, because the plasmon" 
should have a propagation constant greater than that of the light line in BK7due mainly to the higher EO index 
(1.63/EO> 1.515/BK7). Consequently, the ATR method can not excite the plasmon. However, the EO layer is finite and works 
like a waveguide coupling the field from low-index side of sample to metal by a standing wave. This leads to the coupled 
plasmon-waveguide resonance excitation6. The field and locus plots in figure 19 and 20 indicate two different types of TE- and 
TM-resonance in the EO layer. One performs symmetric field-distribution and the other performs antisymmetric field- 
distribution referred to central line of the EO layer. 
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Water 

Figure 15: Multilayer structure of coupling prism method using 
an EO layer. The B1A layer should be attached to the EO-water 
interface. The calculations apply the He-Ne laser with the 
wavelength of 632.8 nm. 
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Figure 17: Sampling sensitivities and steering sensitivities of TE- 
and TM-resonance illustrated as functions of the gold thickness. 
Both the sampling and steering sensitivities of the TE-resonance 
are very high compared to those sensitivities of the TM resonance. 
The thickness of the EO layer used in this calculation is 350 nm. 
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Figure 16: Reflection curves of the TE- and TM-resonance. Both 
the resonance angles are greater than the critical angle of prism- 
water. The configuration calculated here is BK7-50 nm Au-350 
nm EO-water. 

— Sampling Sensitivity of TE Wave 
— Sampling Sensitivity of TM Wave 
 Resonance Angle of TE Wave 
— Resonance Angle of TM Wave 

Thinkness of EO Layer (nm) 

Figure 18: Sampling sensitivities and resonance angles of the TE- 
and TM-resonance illustrated as functions of the thickness of the 
EO layer. The thickness of the gold film used in the calculations is 
50 nm. As the EO thickness increases, the resonance angles 
increase, but the sampling sensitivities decrease. 
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Figure 20: Locus plots of the complex transverse fields of the TE- 
and TM-resonance associated to the field plots in Fig. 19. The 
deflections of TM locus denote the charge density accumulation at - 
the metal-dielectric interfaces. The plot starts from the BK7 at 20 
nm to the interface. 
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Figure 19: Transverse field distributions of the TE- and the TM- 
resonance. The thickness of the gold film and the EO layer used in 
the calculation are 50 nm, 350 nm, respectively. The plasmon 
excited locates at the gold-EO interface. The field distributions in 
the EO layer are symmetric and antisymmetric referred to the TE- 
and TM-resonance, respectively. 

According to the calculation of Zervas14, we can find the long-range surface-plasmon, as the EO index approaches the index of 
BK7. Figure 21 illustrates this result to be a long-range mode. The resonance is very sharp that indicates that the propagation 
distance is very long. Figure 22 illustrates the associated field distribution. For such a high field at the interface, several 
papers21'22'23 considered nonlinear effects of the material. It should be carefully studied, especially in our case. 
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Figure 21: Reflectivity curves of the TM-wave configured in the 
same geometry shown in Fig. 19 but with a EO index to be 1.5 
close to the index of the prism. 
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Figure 22: Magnetic field associated to the sharp TM-resonance 
in Fig. 21. The configuration is BK7-50 nm Au-600 nm EO-water. 
The plot starts from the BK7 at 20 nm to the interface. 

Pi 

Electrode Electrode 

Figure 23: Three possible configuration of EO modulation. 
Figures I and II have an electrode in the water. The BIA sample is 
considered to coat on the metal-water interface. 

Incident Angle (6) 

Figure 24: Using the electric signal to modulate the EO layer. The 
second harmonic results in the reflectivity, as the incident angle 
match the resonance angle. 

4. ELECTRO-OPTIC MODULATION 

Loulergue et al24 investigated in 1988 how a static electrical field affects a Langmuir-Blodgett film (single molecular layer, 
thickness 2.5nm - 3nm) of an azo dye. In this study, the dye layer has been deposited on an Ag film and also measured ts 
reflectivity has been measured versus applied field. An angle change of 3 degrees for an applied field of 9 volts has been 
reported. A simple EO-modulation scheme is considered using water as the EO material (figure 23-1). The charge density in the 
double layer induced by the current flow at the metal-water interface attributes to the modulation of the SPR sensing25. This 
scheme has the drawbacks that the modulation response is not linear and slow. Furthermore, the electric current is large and 
passes through the BIA sample. 

Figure 21-11 sketches the improved scheme to replace the double layer by the EO layer. Recent progress in the EO 
polymers26,27 provides the fabrication capability of integrated optic devices that is suitable for the SPR array sensing. Although 
the modulation speed of polymer can be driven up to the GHz range, this scheme should stay in the low frequency region to 
avoid current flow in the water. 

The third scheme of figure 21-III avoids all drawbacks of the previous two. The modulation field appears only between the 
gold films. The film thickness is not too thin to fabricate. Even the upper gold layer can be replaced by silver that provides a 
further improvement of sensitivities without worrying about the degradation7. 

Assuming that a sinusoid electric field of frequency fm applies on the EO layer and the incident angle of light is at the resonance 
angle. Figure 24 shows that the photo detector will generate a second harmonic signal. As long as the incident angle matches 
the resonance angle, there is no signal of the fm modulation frequency. We consider a feedback loop to cancel the modulation 
frequency using a dc bias voltage between the electrodes. The dc bias is directly readable with a high response speed. There is 
no electrode in the water. Therefore, an integrated circuit with this biochip can drive the modulation speed up to multi-GHz 
range. A high S/N ratio and a very fast feedback loop with high gain can be obtained. It is possible to realize the array and the 
differential sensing on the chip. 
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5. DICUSSION 

An ideal design of the SPR sensor using EO modulation described in this paper should have the following features: 
1. High sensitivity to probe the BIA sample, 
2. Capability of array sensing with single incident light, 
3. Capability of multiple wavelength of the incident light, 
4. Differential measurement to increase the precision, 
5. High real-time detecting speed, 
6. High S/N ratio for the high resolution sensing, 
7. Tunable probing depth, 
8. Large dynamic range of EO modulation, 
9. Stable working point with large manufacturing tolerance, 
10. Small size and easy to fabricate. 

We discussed the physics of the surface-plasmon excitation in section 2. Two major configurations of figures 23-11 and 23-111 
were considered realizing the features mentioned above. The configuration of metal-dielectric-ITO reported by Teng et al is 
less favorable because of its low dynamic range of the EO steering. The EO layer should be placed as close as possible to the 
plasmon surface where the field is high. A long-range surface-plasmon with tunable resonance angle is preferred due to its high 
resolution and high field concentration. However, a very sharp bandwidth might not increase the resolution due to the 
divergence of the laser light. But, the strong resonance field certainly leads to the required features in the aspects of large 
modulation dynamic range and high sampling sensitivity. We choose a polymer as EO martial because of its low refractive 
index. The index of EO polymer is unfortunately higher than the index of prism. Although we can choose the high refractive 
prism in our application, it is not favorable due to its high price and low popularity. In this paper, we found a long-range mode 
that is usually not considered to be possible but occurred only in a strong coupling configuration. 

The configuration of figure 23-11 has the advantages of high sampling sensitivity, large dynamic range and possibility of stereo 
detection. However, the electrode in the water will inhibit the modulation speed. The nonlinear modulation of the double layer 
will cause further problems. The polymer might also degrade due to ac charging in the water solution. 

The optimal choice of a EO configuration seems to be figure 23-111 so far. The detecting speed is high, the metal layer is not too 
thin, and almost all the required features listed above are satisfied. We are sure that there is still plenty of room to improve this 
configuration. 

6. CONCLUSION 

We suggested a novel detection schemes to replace the mechanism of the angular measurements or wavelengths variation using 
an EO coating on the plasmon active interface to perform EO modulation. This method determines the SPR angle using an 
electrical signal that is directly readable. Canceling the angle-reading mechanism reduces the sensor size while providing 
potential of array sensing as well as maintaining the precision of angular interrogation. Moreover, multiple light sources for 
array and differential measurements are one of the feasible options. 
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ABSTRACT 

An amplitude sensitive optical heterodyne polarimeter was setup in order to monitor noninvasively the 

aqueous glucose concentration in rabbifs eye. A range of the blood glucose from 35 mg/dl to 135mg/dl 

was measured in vivo by biological glucose assay (BGA). while the optical rotation of the aqueous glucose 

was measured by a polarimeter simultaneously. The experimental results showed the consistence between 

these two independent measurements. There was no time delay between the blood glucose and the 

aqueous glucose when the blood glucose was descending after the insulin was injected. It was in contract 

to a 10 minutes time delay when the blood glucose was ascending. The detection sensitivity of the 

polarimeter was 4 mg/dl in the measurement. 

Key words : heterodyne, polarimeter, glucose, noninvasive 

1. INTRODUCTION 

Different techniques have been used to monitor glucose concentrations noninvasively1-. The reduced scattering 

coefficient of the tissue, which shows a correlation with the glucose concentration35. However, the experimental 

result of measuring ju's in vivo showed a IVY,, confidence level in noninvasive glucose monitoring by the diabetic 

volunteers. Physiological interference such as temperature change, blood flow, and tissue heterogenetics can degrade 

the performance of the detection. The polarimeter in the photometric technique used a Faraday modulator to generate 

the polarization modulation of the incident laser beam before the lest sample3~\ A Faraday rotator and an analyzer 

were used to null the rotation of the polarization vector clue to the glucose sample and then to sense the optical 

rotation angle in terms of the dc voltage applied to the Faradaj compensator The sensitivity of thai method showed 

a 10-mg/dl detection sensitivity of the glucose concentration in the double distilled water and the cell culture medium 

with a 1-cm-wide optical path. The aqueous humor in the eye is the window for measuring the blood glucose that 

relies on the measurement of the optical rotation angle of the aqueous glucose (see Fig. 1). The measurement is based 
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on the result of a high correlation between the blood glucose and the aqueous glucose according to the observations 

made by March et al " and the fact that the optical rotation angle of the glucose is linear proportional to its 

concentration. The aqueous protein, which is also an optical active substance, has a very low concentration 

(0.013g/100ml) in the aqueous humor owing to the diffusion filtering processing across the semi-permeable 

membrane. The optical rotation caused by the other substances in the aqueous humor can be ignored6,7. The 

measurement of the concentration of the optical active medium is related to the optical rotation angle 9m by 

[«W"=^ (1) 

T 
where [a]% pjy     is the specific rotation of a molecule in the medium2'4,  C is the concentration, and   L is the 

optical path length of the test medium. Chou el al''' proposed a different technique based on an optical heterodyne 

polarimeter in which a Zeeman laser in conjunction with a Glan-Thompson analyzer was used. The glucose 

concentrations can be measured in terms of the optical rotation of a linear polarized light in the aqueous humor by 

measuring the amplitude of the heterodyne signal. Blood glucose in the range of 100-200 mg/dl of New Zealand 

white rabbits have been measured in terms of the optical rotation after the rabbit was anesthetized. The result was 

consistent with the blood glucose by biological glucose assay (BGA). However, a 30 minutes time delay'"1 between 

the blood glucose and the aqueous glucose was observed. It was caused by the blood glucose diffusing slowly into the 

aqueous humor through a semi-permeable membrane. In this paper, a range of low concentrations of the blood 

glucose (35-135 mg/dl) of healthy New Zealand white rabbits were measured in vivo by BGA. Meanwhile, the optical 

rotation of the aqueous glucose was monitored by the polarimeter simultaneously. The experiment showed the 

consistence between these two independent measurements. There was no time delay between the blood glucose and 

the aqueous glucose after the insulin was injected when the blood glucose was descending. It was in contrast to a 10 

minutes time delay that the glucose was ascending 45 minutes after the insulin was injected. 

2.PRTNCIPLE 

An amplitude-sensitive optical heterodyne polarimeter was set up as shown in Fig. 2. A Zeeman laser that consists 

of two orthogonal linearly polarized slates with different temporal frequencies and one Glan-Thompson analyzer was 

used. The optical heterodyne signal was generated when the laser beam was passing through a Glan-Thompson 

analyzer at a fixed azimuth angle. The laser was incident on the optical active medium ,the aqueous humor, that 

rotates the P and S states by angle 9m simultaneously (see Fig. 3). When the laser beam passed the analyzer, where 

the azimuth angle of the analyzer was set at 9 s, the output intensity is 

ls -a a i sin 2(9 x + 9m) cos(Aatf) ( 2 ) 

where <7j and a2 are the amplitudes with respect to the two eigenmodes from the laser.    If |0° < 9S + 9m < 5°|. 
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then Eq. (2) can be expressed as 

Is =2a]ai (0S + e,„)cos(Acot) (3 ) 

If we assume that I0 = 2axa26s cos(Aörf) when the zero concentration of the glucose is tested, the difference 

intensity of the non-zero concentration is |A/| = \l s - 10\ = 2axa20m ■ ll means that the vanation of the optical 

rotation angle equals to  2a.a26m.    The detection sensitivity of the optical rotational angle is then amplified by a 

factor  2axa2 

3. EXPERIMENTAL SETUP AND DISCUSSION 

Figure 2 shows the configuration of the experimental setup in which an HP5519 Zeenian laser was used. The laser 

beam consisted of two eigenmodes with different temporal frequencies in lmW output power. The frequency 

difference between die two orthogonal polarized waves, the P and the S waves, was 2.6 MHz. The output wavelength 

of the Zeeman laser was 632.8 nin. A Glan-Thompson analyzer was adopted in this experiment to generate the 2.6- 

MHz heterodyne signal. Two healthy New Zealand white rabbits were tested successfully. Their weights ranged from 

3.0 to 4.0 kg. At the beginning. Changzine and Imalgene were injected into a rabbit (I. M.) to anesthetize the rabbit. A 

blood sample from the artery of the rabbit ear was then measured by BGA every 2 minutes. A 0.65 I.U/kg Humulin 

(Humulin R, Lilly, USA) was then injected into the artery right after the first sampling of the blood sample. Then, the 

aqueous glucose was monitored. The blood glucose were checked every 2 minutes in order to follow the rapid 

response of the blood glucose7. Two independent measurements were matched under the same time base as shown in 

Fig. 4(a). The magnitude of the aqueous glucose has been scaled linearly by fitting the data points in the 

descending curve of the blood glucose after Humulin was injected. From the experimental results, we can see that 

there is not any time delay when the blood glucose was descending. In contrast, once the blood glucose started to 

ascend, the aqueous glucose followed the blood glucose 10 minutes tune delay as shown in Fig. 4(a). The delay lime 

was caused the blood glucose slowly penetrated the semi-permeable membrane from the artery into the aqueous 

humor8. Figure 4(b) shows the same response of the aqueous glucose of the second rabbit after the Humulin was 

injected. Similar response between the blood glucose and the aqueous glucose was observed in Fig. 4(a) and Fig. 4(b). 

Therefore, the proposed glucose monitoring system successfully monitored die blood glucose dirough the aqueous 

glucose in a range of 35-135 mg/dl without any time delay. 

A Zeeman laser in conjunction with a Glan-Thompson analyzer to form an optical heterodyne polarimeter is able to 

measure the aqueous glucose from 35 mg/dl to 220 mg/dl". A time delay between the blood glucose and the aqueous 

glucose depends on the situation of the ascending or descending of the blood glucose. The detection sensitivity as 

well as the linearity of the measurement proves that this method is able to monitor the blood glucose in vivo, 

noninvasively and accurately. The signal fluctuation of the polarimeter can be suppressed by keeping the eyeball 

steady during the measurement or using a pulse laser to measure the aqueous glucose. 
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In conclusion, When the equilibrium between the aqueous glucose and the blood glucose is maintained. The aqueous 

glucose equals to the blood glucose. There is no delay time between the blood and the aqueous glucose to be 

considered. This proposed method has been proved to be effective in achieving the goal of monitoring the blood 

glucose in vivo and noninvasively. 
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ABSTRACT 

A graphic user interface and real-time laser Doppler velocimeter (LDV) based on the digital signal processor (DSP) had 

been designed and developed. The hardware setup included the Michelson interferrometer optics, photo-detector, current to 

voltage converter, AC amplifier and filtering circuits, as well as a DSP module. The software system on DSP module was 

also developed to access data and to perform the moment weighting algoritluns. In addition, the processed data was 

transmitted to the personal computer and advanced analysis could be achieved. The velocity measurement using developed 

LDV device was calibrated by a mirror mounted on a linear vibrator. The outcomes presented high linearity and good 

accuracy. In vitro experiment employing this LDV system was also carried out. The results showed that the developed LDV 

instrument offered a flexible tool to investigate the blood flow of microcirculation system. 

Keywords: Laser Doppler, Blood flow, Digital Signal Processor (DSP) 

1. INTRODUCTION 

In recent years, scientists have devoted to investigating how the circulation diseases influence microvascular flow1. Some 

relations were found and early-stage detection of these diseases can be achieved by continuous monitoring of 

microcirculation. Among various measuring techniques, laser Doppler velocimetry (LDV) has been adopted most widely. 

Since first introduced by M.D. Stern2 in 1975, LDV is now well established and extensively used in skin perfusion 

measurements. Other applications to monitor choroidal flow3, renal arterioles" and microcirculation in gums were also 

developed. Because the technique is non-invasive and highly spatial sensitive, so far it can hardly be replaced by any other 

methods in physiology measurement. 

However, though LDV provides such advantages, there are still some problems to be solved5. Since the scattering 

mechanism is too complicated to be determined in tissue6, various algoritluns7'8 are developed to obtain indicators for fluid 

velocity. Applying different algorithms, the results may somewhat differ. In addition, the processing bandwidth9 is also 

involved. Adopting low cut-off frequency may lead to under-estimation of velocity while using high cut-off frequency limits 

the frequency resolution. Besides, the computed result is closely related to die penetration depth10, which is decided by the 

laser used". With different penetration depths, different volumes are sampled; and it's hard to say which interprets the fluid 

velocity better. More than that, absolute in vivo calibrations of LDV systems are difficult to achieve due to the large 

variation in cutaneous structure12. 

Therefore, in this study we developed a digital signal processor (DSP) based LDV system and a simplified physical model 

was also implemented for the in vitro experiment. By applying the DSP framework, we evaluated the linearity of different 

algorithms, and determined a linear indicator for the fluid velocity. 
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2.   THEORY AND COMPUTATION ALGORITHMS 

When a photon is scattered by a moving particle, the light frequency is slightly shifted. The Doppler frequency-shift Af is 

given by13 

Af = (|k||v|/7r)sin'/2<9cosa (1) 

where k is the incoming wave vector (U. = In:/X,X is the wavelength ), v is the velocity of the moving particle, 8 is the 

scattering angle, and a  is the angle between Ak and v. 

Applying Doppler effect on skin perfusion measurement, the situation becomes much more difficult due to the complicated 

scattering mechanism in tissue. The intensity modulation of the detected signal shows an approximately exponential decay 

in the spectra. Bonner and Nossal's14 results showed that the first ( weighted ) moment (w) of the spectral power density 

S(6j) of the detector signal is linearly proportional to the average velocity <v) of all moving particles in the optical sampling 

volume. The first weighted moment (FWM) is expressed as 

(v) ~ (<y> = Mx I M0, with Mn = P conS{co)da). (2) 

The numerator Mx is the first moment of the spectral power density S(w). It is assumed to be proportional to the blood flow 

rate in the optical sampling volume. The denominator M„ is proportional to the total amount of Doppler-shifted light. 

The second weighted moment (SWM) is expressed as 

/ 2v      ,   2v      ,, , ,x       \   a>2S(co)dco 
(v2) ~ (a)2) = M2I M0= Lz  (3) 

S(co)dco 
-aC 

Square root of (v2) represents the RMS value of blood velocity, and can be regarded as another representative of the blood 

velocity. 

After the calculation of the first and second weighted moments, the results can be derived, in the unit of frequency (Hz) 

instead of velocity (m/s). The calculated value is proportional to the blood velocity, and a conversion factor should be added 

to compute the fluid velocity. However, the conversion factor varies between individuals and even between different sites 

on an individual. Thus we adopted an linear indicator to represent the fluid velocity instead of the absolute value. 

3. INSTRUMENTATION 

3.1. Hardware Setup 

The block diagram of the LDV hardware system is shown in Fig. 1. It includes an optical system, analog signal conditioning 

circuits, a DSP module and a graphic user interface (GUI). The optical system contains a 5mW laser diode (650nm) and/or 

He-Ne laser (632.8nm), a test object, and an optical detector. It detects the optical heterodyne and converts the signal into 

electrical domain. In analog module, the preamplifier initially amplifies the weak signal and transforms photocurrent to 

voltage (gain is 200 V/mA). The AC amplifier further amplifies the AC signal and the gain is depending on the light 

intensity (max. gain is 200). The total bandwidth of the analog module is 50kHz. 

The DSP module consists of a 16 bit, 200 kHz sampling rate ADC for A/D conversion, a 32k-byte EEPROM for program 

storage, high speed SRAMs up to 128k-word for DSP data buffer, and a TMS320C31 DSP as well as an ADS7843 

touch-screen controller. In tliis module, a 2048-points Fast Fourier Transform (FFT) is performed on DSP. The sampling 
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rate is 200kHz and the frequency resolution is 97.7Hz. According to equation (1), in simulation experiment (A.=632.8nm) 

die maximal measurable velocity is 15.82mm/s and velocity resolution is 30.9um/s in this system that are depended on 6 

and a. The GUI consists of a 240x 128 dots graphic LCD and a touch screen panel. The touch screen allows a user to enter 

a command simply by touching a location on the panel. The two devices together make the user interface more friendly and 

easy to use. In the other hand, the DSP can transfer the results to PC in real-time through RS-232 interface, and data 

analysis and storage can be further achieved. It lias flexibility to modify the computing algorithm of velocity of DSP 

through the control panel of PC. 
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Fig. 1 The block diagram of the LDV hardware system 

3.2. Software Development 

The main flowchart of our program is shown in Fig. 2. After power on, program starts at initializing all control registers of 

DSP and LCD. Then program goes into the major loop, which makes the DSP wait for sample data to fill an input buffer, 

perform FFT on the data to obtain the power spectrum, calculate blood velocity based on the spectrum, then display it and 

carry out any user input. For the requirement of real-time processing, all source codes were written in C3x assembly 

language instead of other high-level languages. 

The FFT used in the program is a 2048-point, decimation in time algorithm. Powered by the bit-reverse addressing mode 

and parallel instructions of the C3x DSP, the FFT can be calculated in a very short period of time. With a sampling rate of 

200kHz, the frequency resolution df   is 

2048 
(4) 
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Sampling of signal goes continuously, and every 5usec DSP will receive a new sample data from ADC. To prevent new 

data from mixing with data that are currently under processing, a three buffer rotating teclmique is used. Input buffer 

accumulates new data coming from ADC. The data in FFT buffer are those currently under processing (EFT or calculation 

of blood velocity), and output buffer stores previously processed data, which is used for the spectrum display. 

c Power on 

I 
Initialize system 

I 
Acquire sampled data 

; 
Peform FFT 

I 
Calculate blood velocity 

I 
Display 

i 
PC communication 

I 
Carry out user input 

Fig. 2 The flowchart of the main program 

When sample data fills the input buffer, a buffer rotating occurs. The input buffer becomes FFT buffer so that its contents 

are ready for FFT calculation. FFT buffer becomes output buffer and the spectrum stored in it will be displayed immediately. 

Output buffer becomes input buffer and will start accepting new sample data. 

The calculation of blood velocity involves three algorithms -FWM, SWM, and the peak value of the frequency (PVF) 

methods. PVF was devised by us and is simply the selection of the frequency that lias maximum power in the power 

spectrum. Since the power spectrum stored in memory is actually in discrete form, the integration of equation (2) must be 

approximated by the following summation: 

Hndf.S[n] 
FWM = ^r  

n-n\ 

(5) 

Where df is the same as in equation (4) and S[n] is the power spectrum after FFT calculation. It is obvious that 

frequencies lower than n\ ■ df and those higher than ril ■ df will be excluded from the calculation of blood velocity. 

Thus by choosing the value of n\ and «2, a thresholding mechanism is easily implemented, with n\ ■ df and 

«2 • df being the lower and upper threshold. Proper use of this thresholding mechanism can eliminate unwanted 

frequency components like high frequency noises or the large DC component in the signal spectrum. 

Similarly the calculation of SWM uses the following summation form instead of the integration form in equation (3). 
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SWM = Sqrt 

rf,{ndf)2-S[n\ 
n=n\     

«2 
(6) 

The PVF algorithm was implemented using a simple compare-and-update algorithm for finding the frequency that has 

largest power in the signal spectrum. 

4. EXPERIMENTS 

4.1. Simulation Experiment 

FWM, SWM, and PVF methods are designed to calculate the velocity of a moving object. The simulation experiment is to 

check the computation of the algorithms and to calibrate the LDV device. The experimental setup is shown in Fig. 3. A 

632.8nm He-Ne laser provides a light beam which pass through the beam splitter (50:50) and splits into two. One beam hits 

the moving mirror and is Doppler frequency shifted. The other hits a stationary mirror and keeps its frequency non-shifted. 

The reflected beams are collected by an optical fiber and picked up by a detector. 

Mirror 
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Trigger 

Detector LDV r 
Spectrum 
Analyzer 
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Fig. 3 The block diagram of measurement system setup for simulation experiment 

The moving mirror is mounted on the front surface of a speaker center. A function generator outputs a triangular wave to the 

speaker and vibrates the mirror. In the forward and backward motion of die speaker, the mirror on its center would have a 

constant velocity. The relationship between applied voltage and speaker displacement has be measured. The linear 

relationship from the experiment measurement is shown in Fig. 4. 

For the forward motion, die speaker kept pushing the mirror forward in velocity V, which can be calculated from 

frequency and peak-to-peak voltage of the triangular wave. For convenience the backward motion is neglected. The trigger 

signal from the function generator is connected to the LDV, which could be set to trigger mode so that it functioned only for 

the forward motion of the speaker, be sure the measured velocity is constant. If the shifted frequency hasn't be triggered, the 
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peak would vibration in the spectrum. This function also could be used to investigate the sequence relation of ECG signal 

and the blood flow in microcirculation. 

Applying Doppler frequency shift equation (1) we get 

Af(kHz) = 3.161 x v(mm I s) 

where Af  is Doppler frequency shift,  v is Mirror velocity. 

(7) 

y = 0.2712x +1.3181 

R7 = 0.9999 

£       200 ^ 

400 600 800 

Input voltage(mV) 

Fig. 4 Displacement calibration curve of a vibrating mirror 

Note that this conversion factor between frequency and velocity is valid only in this simulation, and cannot be applied to 

any other situations. By changing the peak-to-peak voltage of the triangular wave, the velocity of the mirror changed as well. 

For each velocity the outputs of the three algorithms (FWM, SWM, and PVF) were recorded. The results are discussed in 

the following section. 

4.2.In Vitro Experiment 

In order to evaluate our system, we developed a simplified close-loop model, in which the linearity of various algorithms 

can be tested. The schematic diagram of the setup is shown in Fig. 5. In this model, micro-spheres were added into the water 

to serve as scattering particles (mass concentration = 0.1 %), and a DC motor with a precise controller was also employed to 

pump the solution. The photo-detector of the LD V picked up the light signals scattered either by the moving particles or the 

static tube. The Doppler shifted and non-slüfted parts of the scattered beams heterodyned at the photodiode and produced 

corresponding photocurrent. After being amplified, the analog signals were translated into digital signals and a FFT 

processing was performed. Deriving tlus information in the frequency domain, we applied different algorithms to search for 

a linear transformation between the frequency spectrum and the fluid velocity. The processed data were transmitted to the 

PC, and advanced analysis could be taken. 
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Fig. 5 Experimental setup for in vitro measurement 

5. RESULTS AND DISCUSSION 

5.1. Simulation Experiment 

The design value of the mirror velocity can be calculated from the displacement measurement and vibrating period. The 

measured values using the FWM, SWM algorithms and PVF method are originally in terms of frequency unit (Hz) and are 

converted to the unit of velocity (mm/s) using equation (7). The comparison between designed value and measured value 

was displayed in Fig. 6 (A), (B), and (C). As the figure shows, all three algorithms gave values lower than the design value. 

This is because the actual mirror velocity is lower than the design value. Since speaker displacement versus applied voltage 

is calibrated under DC condition, when an AC signal is applied to the speaker, the speaker will exhibit a frequency response 

and its displacement will tend to be smaller than in DC. Therefore the real mirror velocity is smaller than the designed value 

and should be very close to the measured values in Fig. 6. If the frequency of AC bias is decreased, the difference be 

reduced. 

12 3 4 
Mirror Velocity (rmVs) 

12 3 4 
Mirror Velocity (rrm's) 

12 3 4 
Mirror Velocity (rrm's) 

Fig. 6 Measured velocity versus mirror velocity for the (A) FWM (B) SWM algorithm and (C) PVF method 
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However, due to the indetermination of the conversion factor described in section 2, the important parameter is not the 

absolute value of an algorithm's output. It is the linearity with which algorithm responses to the simulator's velocity, that is, 

how straight the curves in Fig. 6 are. Table 1 shows the coefficient of determination R2 of the four sets of data. R2 is an 

indication of linearity of a set of data, with R2 = 1 means perfectly linear and R2 = 0 means totally unrelated. It can be 

observed from Table 1 that all three algorithms yield very good linearity with the mirror velocity. 

Table 1 Coefficient of determination 

Algorithm Coefficient of 
Determination R2 

First Weighted Moment 0.9991 
Second Weighted Moment 0.9988 

Peak Value Frequency 0.9991 

5.2. In Vitro Experiment 

The bandwidth is cut-off on 800Hz and line width is 1Hz in our experiment setup. Three groups of spectral response 

corresponding to different rotation rates are shown in Fig. 7. With an increase in fluid velocity, the fractions of the Fourier 

components are reduced at low frequencies and increase at high frequencies. 

0.025 

0.02 

100  200  300  400  500 

Frequency (Hz) 

600       700 800 

Fig. 7 Three groups of spectra corresponding to different velocities processed by moving average (10 periods) 

Fig. 8 shows the computed velocities versus the DC motor's rotation rate. For each rotation rate, 20 samples were taken and 

averaged. According to the highly correlated relation between the rotation rates and the computed values employing FWM 

algorithm (R2=0.9922), the derived value might be a reliable indicator to evaluate the relative fluid velocity. An indicator 

applying SWM is also provided. Though quite linear at high velocity measurement, it seemed to deviate at low velocity. 
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Fig. 8 (A) Relationship between FWM (in arbitrary unit), (B) SWM (in arbitral unit) and Rotation Per Minute (RPM) of DC motor 

6. CONCLUSIONS 

We have developed a portable, real-time, and turn-key LDV system based on DSP techniques. Two most frequently used 

algorithms are adopted to test their linearity. Our outcome showed that both algorithms provide good indicators for fluid 

velocity measurement, and FWM seems to be a little better than SWM. Since different designs of simulation model and 

probe may also influence the corresponding results, more experiments should be taken to further evaluate the algorithms. 

Now the in vivo experiment is taken on a cow. After installing a left ventricular assistant device on the cow, we use the 

LDV system to monitor its microvasculature. Information collected is used to evaluate the target's recovery, and helps the 

doctors to adjust the process of surgery. 
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ABSTRACT 

Particle-trapped near-field scanning optical microscopy utilises a laser-trapped dielectric or metallic particle as a near-field 
scatterer to probe the high spatial frequency information from a sample. Scattering and depolarization by a trapped particle 
in an evanescent wave are two important issues in such an imaging system. These two issues are addressed in this paper. The 
strength of scattered evanescent waves was measured for particles of different sizes (0.1 urn to 2 um in diameter) and 
different materials (polystyrene, gold and silver). It has been found that the signal strength of scattered evanescent waves 
increases appreciably with the size of a particle. As a result, image contrast is improved significantly with laser-trapped 
metallic particles of large size. It has also been found that the depolarization of scattered evanescent waves under s polarised 
illumination is stronger than that under p polarized beam illumination, and that image contrast of the evanescent wave 
interference pattern can be improved by a factor of 3 with a parallel analyser under s polarized beam illumination. This result 
suggests that less depolarized scattered evanescent photons carry more information of an object and should be utilised for 
the imaging in particle-trapped near-field scanning optical microscopy. 

Key words: laser trapping laser scanning imaging, near-field microscopy, Mie scattering, biophotonics. 

1.   INTRODUCTION 

Particle-trapped near-field scanning optical microscopy utilises a laser-trapped dielectric or metallic particle as a near-field 
scatterer to probe the high spatial frequency information from a sample [1]. Compared with other types of probes used in 
near-field microscopy, a probe produced by a trapped particle has a number of advantages including high resolution (which 
is mainly determined by the contacting part of a laser-trapped particle), improved image contrast (which can be controlled by 
the scattering properties of a trapped particle), high signal-to-noise ratio (which results from the use of a high numerical 
aperture objective), and optically remote control (which allows the imaging system suitable for biological imaging). The use 
of a trapped metallic particle [2-4] can enhance transverse trapping force, leading to high scanning speed in near-field 
imaging. In addition, scattering efficiency can be enhanced using a trapped metallic particle due to high reflection and 
surface plasmon excitation, which results in high contrast and high signal-to-noise ratio in near-field imaging. 

The rapid development of particle-trapped near-field scanning optical microscopy requires comprehensive understanding of 
scattered evanescent waves with particles. Scattering and depolarization of evanescent waves by a trapped particle are two 
important issues in such an imaging system. The strength of scattered evanescent waves was measured for particles of 
different sizes (0.1 urn to 2 urn in diameter) and different materials (polystyrene, gold and silver) [5, 6]. It has been found 
that the signal strength of scattered evanescent waves increases appreciably with the size of a particle. As a result, image 
contrast is improved significantly with laser-trapped metallic particles of large sizes. The effect of depolansation of scattered 
evanescent waves plays a significant role in particle-trapped near-field microscopy. It has been found that the depolarization 
of scattered evanescent waves under s polarized illumination is stronger than that under p polarized beam illumination and 
that image contrast of the evanescent wave interference pattern can be improved by a factor of 3 with a parallel analyser 
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under s polarized beam illumination [7]. This result suggests that less depolarized scattered evanescent photons carry more 
information of an object and should be utilised for the imaging in particle-trapped near-field scanning optical microscopy. 
The effect of scattering and depolarization on near-field imaging with a laser-trapped particle is discussed in this paper. The 
detail of the experimental setup has been explained in our previous papers [5-7]. 

2. EFFECT OF SCATTERING 

Because the strength of scattered signal by a trapped gold particle is increased significantly [5], image contrast should be 
improved accordingly. This feature has been demonstrated by imaging the evanescent wave interference pattern [5]. In Fig. 
1, images of the surface (k/4) of a BK7 prism are shown. The incident laser for producing evanescent waves (He-Ne laser) 
was p polarized. In the case of using a confocal scanning microscope (Olympus: FluoView), no clear detail of the surface 
structure was observed (Fig. la), while it can be observed using a trapped particle (Figs, lb andlc). The contrast of the 
imaged structure is enhanced when a trapped gold particle was employed, as expected. 

Blliliiä 

WfS'ff* 
fti&itä&'Ji/Z'X} 

(a) 

Fig.l Images of the surface of a BK7 prism with a laser trapped particle of diameter 100 nm: (a) confocal 
image; (b) dielectric particle; (c) gold particle. 

3. EFFECT OF DEPOLARIZATION 

As has been pointed before, less depolarized photons scattered by a trapped particle carry more information of an object 
under inspection [7]. Therefore, it is very important to understand the dependence of the degree of polarization of the 
scattered signal. Fig. 2 shows the degree of polarization of the scattered evanescent wave by a dielectric particle as a 
function of the particle size [6]. The degree of polarization increases with the particle size, as may be expected from Mie 
scattering theory [8]. However, for a particle larger than 500 nm, the degree of polarization under p polarized illumination is 
higher than that under s polarized illumination; otherwise the situation is reversed. 

2 0.6 

0.4 

0.2 

0.5 1.0 1.5 

Particle diameter d (nm) 

2.0 

Fig. 2 Degree of polarization for a dielectric particle. 
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In Fig. 3, the measured dependence of the degree of polarization on the particle size for a trapped gold particle is depicted. 
Clearly, it is different from Fig. 2 in that the degree of polarization for a gold particle decreases with the particle size m 
particular for p polarized illumination. This phenomenon is not expected from Mie scattering theory [8]. It may be related to 
surface plasmon excitation associated with a small metallic particle, which enhances the evanescent wave near the trapped 
metallic particle [9], 

0.4 0.8 1.2 1.6 

Particle size $ (um) 

Fig. 3 Degree of polarization for a gold particle, pi, p2, p3, and p4 correspond to p polarized illumination at 
4 different incident angles of the He-Ne laser, si, s2, s3, and s4 correspond to s polarized illumination at 4 
different incident angles of the He-Ne laser. 

4. CONCLUSION 

We have demonstrated in Fig. 1 that the enhanced signal leads to the improvement in image contrast in particular when a 
gold particle is used. It can be concluded from Figs. 2 and 3 that it is advantageous to use a small gold particle illuminated 
by a p polarized evanescent wave because scattered evanescent photons are less depolarized compared with the use of an s 
polarized beam. In the latter case, polarization gating [7] is needed to remove those highly depolarized photons. Further 
theoretical work based on the multiple-multipole method is needs to understand the different behaviour of the degree of 
polarization between dielectric (Fig. 2) and metallic (Fig. 3) particles. 
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ABSTRACT 

Optical tweezers are useful for manipulating biological samples and measuring biological forces. In the present study, we 
have integrated a forward scatter analysis (FORSA) module into the "single-beam gradient force optical tweezers". The 
entire set-up was then incorporated onto an inverted microscope. In the FORSA module, a Helium-Neon probing laser was 
spotted (at a slightly out-of-focus way) onto the object being trapped by the infrared laser-based tweezers and generated a 
diffraction pattern. Images of the diffraction pattern were captured by a charge-coupled device (CCD), and digitized and 
processed by a computer. We demonstrated that tracking the "amplified" diffraction pattern was much more precise to 
determine the movement of the object within the trap than analyzing the minute motion of the object itself. Displacement of 
the object could then be translated into the force being applied by the tweezers. Also, using an algorithm developed in the 
lab, we were able to follow the movement of the scattering pattern at a temporal resolution close to video rate. We have 
used this system to investigate the binding force associated with cell-cell interactions and molecular interactions. In these 
studies, a cell was carefully positioned to make contact with another cell or a microparticle coated with proteins of interest 
by optical tweezers in a well-controlled manner. During these events, we noted a progressive increase of cell adhesion at 
the immediate early period (i.e., a few minutes after initial contact) of cell-cell interactions. Also, binding of a disintegrin, 
rhodostomin, and its mutant to the counterpart integrin on the cell surface could be assessed with great convenience and 
accuracy. Our results demonstrated that addition of the forward scatter analysis module to conventional optical tweezers 
provides an effective and convenient way for monitoring biological activities in situ and measuring changes of biological 
forces with precision. 

Keywords: forward scattering, optical tweezers, adhesion, integrin, disintegrin 

1.     INTRODUCTION 

Forces are involved in proper functioning of tissues and cells, in the processes ranging from muscle contraction (Huxley et 
al., 1969), morphogenesis during embryonic development (for review, seeSchwarzbauer, 1997), vesicular transport across 
the cell, and alignment of chromosomes at metaphase plate and subsequent segregation (for review, see Warner et al.). In 
all these biological activities, forces must be adjusted to proper levels at the right time and the right subcellular loci. At 
molecular level, it was also clear that proteins such as molecular motors and polymerases could respond to changes in 
mechanical forces by altering their enzymatic functions (for review, see Khan et al., 1997). Forces associated with these 
biological events are typically very small, ranging from pico-Newtons (pN) to tens of pN, posing difficulties for 
quantification and close monitoring of their dynamic changes over time. 

Traditionally, forces associated with cell activities were measured mainly by mechanical methods such as attaching fine 
needles or compliant probes to the motile component of the cell. Spring constants derived from these experiments were 
then used to calculate the magnitude of forces involved. However, data obtained from such approaches were sometimes 
varied and the experimental procedures were often time-consuming and/or invasive. Recent technical advances, primarily 
on atomic force microscopy (for review, see Lai and John, 1994) and laser tweezers (Ashkin et al, 1986), had made possible 
measuring biological forces at single-cell or molecular level (for review, see Mehta et al., 1999), in a more convenient and 
consistent way. 
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Microscopic objects, including biological materials, could be remotely manipulated with tightly focused beams of infrared 
laser light (Ashkin et al, 1987). After focusing by high numerical aperture (N.A.) objectives, light pressure and optical 
gradient forces of optical tweezers could be used to hold, and therefore move sub-micrometer sized objects, even in the 
interior of the cells (Ashkin et al, 1990). Using such conventional "single-beam gradient radiation pressure laser traps , we 
were able to initiate interactions between living cells with accuracy and measure non-invas.vely an mtracellular kinetic 
activity, called cortical F-actin flow, at a local lamella region in real time (Lin and Forscher, 1995). In addition to 
micromanipulation, optical tweezers could also be employed to biological force measurement (for review, see Gh.sain et al 
1994) Typically, optical tweezers with a working wavelength in the optical window of biological material (700-1100 nm) 
could exert pN forces. The object trapped in optical tweezers might be viewed as being held in three-dimensional space by 
elastic springs. By calibrating the displacement with a known force applied to the trapped object, one could obtain the 
spring constants, and then derive the actual force being applied from these constants in the experiments. However, the range 
of motion within the trap was usually little (at sub-micron range), making displacement analysis and quantification ot the 
trapped object a very difficult task. 

Recent progress in video and digital image processing had made possible measurement of nanometer displacement under a 
microscope (Gelles et al., 1988; for reviews, see Khan and Sheetz, 1997 and Mehta et al., 1999). By amplifying the contrast 
of light microscopic images, Sheetz and his colleagues successfully observed in real time the diffraction images of cell 
structures 10 times smaller than the Raleigh resolution limit of 0.2 ^m (Schnapp et al., 1988). In this paper, we have 
applied the forward-scattered light and used the diffraction images to extract information about motion of the object trapped 
in the tweezers at sub-nanometer level. This technique enabled us to characterize the immediate early events of cell-eel and 
molecular interactions with better precision in real time. The integration of a convenient force measurement module to 
optical tweezers holds great promise to extend the use of the tool, not only for noninvasive micromanipulation but also tor 
mechanical assessment in cell biological studies. 

2.     EXPERIMENTAL CONFIGURATION 

2.1.     Optical tweezers 

The experimental configuration is shown in Fig. 1. Essentially, a research-grade inverted light microscope was equipped 
with a single-beam gradient force optical trap (optical tweezers) and a force measurement module based on forward scatter 
analysis (FORSA). A lOOmW CW single-mode diode laser at 830±10nm was used as the trapp.ng beam. The laser beam 
was collimated and circularized with a collimating lens and a pair of anamorphic prisms, and further expanded by a pa.r of 
lens to fill the back aperture of the objective. The lens LI was mounted on a 3-dimension translation stage for lateral and 
axial position control of the trap in the specimen plane. The trapping beam was then directed to the objective via a dichro.c 
mirror that reflected near infrared but passed UV/visible light. With careful choice of focal lengths of LI and L2, lateral 
translation of LI was equivalent to angular rotation of the laser beam at the back aperture of the objective, thus preventing 
power decrease when moving the trap. For trapping polystyrene beads ranging from 1 to 10 micrometer and cells, oil- 
immersion 100X (NA = 1.25) and 40X (NA = 1.0) objectives, respectively, were employed to bring the laser beam to a 
diffraction limited focus and produce gradient of light intensity serving as a stable 3-D trap. 

For high-resolution position measurement of the bead, a beam from a 15mW Helium-Neon (He-Ne) laser was coupled to 
the light path of the tweezers serving as the probe. The probing beam was focused by the objective and directed to the same 
position but on a lower plane of the trapping area. A condenser of NA = 0.7 that originally functioned on the microscope to 
condense incoherent illumination collected the scattered light transmitted through the sample. When a microsphere was 
trapped, it acted as a microlens to refract the probing light and produced a high contrast light spot. This pattern was 
subsequently monitored by a charge-coupled device (CCD) after blocking the trapping beam through an IR filter. The 
signals were captured and digitized in video rate by an image capture card and analyzed by the program discussed later to 
find the center of the diffraction spot. We used an advanced fast tracking algorithm that was able to operate during frame 
capturing, so frame-by-frame analysis could be done on line (i.e., at video rate) with high accuracy. 

The microscope system included a fully functional inverted microscope capable of bright field, phase contrast, differential 
interference contrast (DIC), and fluorescence imaging. Bright field and DIC images were detected by a CCD camera and 
fluorescence images by a silicon intensified target (SIT) camera. Data was recorded in videotapes or as digital files in the 
computer. 
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2.2. Tracking diffraction patterns in real time and force calibration 

To measure the stiffness of the optical tweezers, a viscous force was generated by oscillatory motion of the specimen by a 
DC motor-driven stage at constant velocity. The tracking program tracked the diffraction pattern that reflected the bead 
position in the trap. Moving beads attached to a coverslip then determined the relationship between the diffraction pattern 
and bead position. 

2.3. Cell Culture 

A human embryo kidney cell line HEK-293T and a Chinese hamster ovary (CHO) cell line expressing integrinoc1Ibß3, a gift 
from Dr. Yoshikazu Takada of the Scripps Research Institute, were used for cell-cell and rhodostomin-integrin interactions, 
respectively. Cells were grown in Dulbecco's modified Eagle medium (DMEM) supplemented with 10% fetal bovine serum, 
0.1 mM non-essential amino acids, 2 mM L-glutamine, and 50 uM gentamycin. HEK-293T and CHO cells were incubated 
in 8% and 5% C02) respectively, at 37 °C. Cells were removed from tissue culture dishes by brief treatment with trypsin- 
EDTA, and plated onto glass coverslips coated with 0.2mg/ml 70kD poly-L-lysine for 1 hr at 37 °C. 

0:^-^" 

5?i\ M2 

Fig. 1 A schematic illustration of the experimental configuration. The set-up consists of optical tweezers and a 
force measurement module incorporated into an inverted microscope. A diode laser and a Helium-Neon laser serve 
as a trapping and a probing beam, respectively. Optics include collimating lens CL and anamorphic prisms AP for 
collimating and circularizing the trapping beam; mirrors Ml, M2, M3, and M4 for beam steering; lenses LI, L2, 
L3, and L4 for beam expansion and movement. A short-pass dichroic mirror DM1 and a beam splitter BS1 direct 
the beam to the objective OB and transmit the incoherent illumination to the imaging system. For collection and 
detection of the scattered light from the probing beam, the condenser C of the microscope is used for light 
collecting, followed by an 1R filter Fl to block the trapping beam. The incoherent illumination for bright field and 
DIC imaging of the sample includes a halogen lamp H steered by a beam splitter BS2 and condensed by the 
condenser C, providing Köhler illumination in the specimen field. The fluorescence light path from the epi- 
fluorescence port is not shown for clarification. 
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2.4. GST-Rhodostomin Constructs and Protein Purification 

The various rhodostomin constructs were kind gifts from Dr. S.J. Lo, Institute of Microbiology & Immunology, National 
Yang-Ming University, Taipei, Taiwan. Rhodostomin expression plasmids (pGST-RHO(RGD) and pGST-RHO(RGE)) 
were generated as previously described (Chang et al., 1999). Mutations were made by insertion alanine to ammo acid 
position 48, 52 or 53 (Fig. 5). Synthesis of the GST-fusion proteins was induced in Escherchia coli JM109 by adding 0.1 M 
isopropyl-1-thio-ß-D-galactopyranoside (IPTG) to the culture medium. Protein in the bacterial lysate was purified by 
binding to glutathione sepharose 4B and eluted with lOmM reduced glutathione in 50 mM Tris-HCl, pH 8.0. 

2.5. Bead Coating 

The bead coating utilized physical hydrophobic adsorption. Polystyrene beads were incubated with 0.1 mg/ml of proteins of 
interest in phosphate buffered saline (PBS) for 1.5 hrs at room temperature and subsequently back coated with 2% bovine 
serum albumin (BSA) in PBS. The coated beads were kept in 4°C for use in no more than 1 week. 

Coverslip 

High N.A. 
Objective 

Fig 2. Improving the image quality of diffraction patterns by addition of a probing Ne-Ne laser. (A) The probing beam was 
focused at a slightly lower plane than the trapping beam. Diffraction patterns of the trapped bead (arrows) generated by either 
the trapping (B) or probing (C) beam capture from the conjugated aperture planes of the microscope. 
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3.     EXPERIMENTAL RESULTS 

3.1.     The image quality of scattering patterns was improved by the probing laser 

Within the FORSA module (see Materials and Methods and Fig. 1), the probing He-Ne laser {solid lines, Fig. 2C) was 
directed into the light path of the optical tweezers {dashedlines, Fig. 2C). The probing beam was focused at a slightly 
lower plane than the trapping beam and generated a highly contrasted circular scattering pattern of the trapped bead {arrow, 
Fig. 2B) at the conjugated aperture plane of the microscope. Note the trapping beam also formed a ring-shaped scattering 
pattern {arrow, Fig. 2A), but the contrast was very low. In other words, the integrated probing beam dramatically improved 
the image quality of the scattering pattern and made possible precise tracking of the object movement within the tweezers 
(see below). 

D 160 

140 

120 

The Bead 
-Diffraction Pattern 

~ 100 

25 

Time (sec) 

Fig. 3. The displacement of the trapped bead was amplified, and therefore could be better quantified, by following the 
movement of the diffraction spots. A 7.75um bead coated with poly-L-lysine was put in contact with a NIH-3T3 cell for 30 
sec. The cell was then pulled away from the bead trapped in the tweezers by moving the DC motor-driven microscope 
stage rightward. The bead (A) and its diffraction pattern (B) generated by the probing beam were simultaneously recorded 
by two CCD cameras; and their displacement traces (black line: bead; gray line: diffraction spot) were recorded in real 
time (C). (D) Detailed analysis of the displacement over time revealed two phases of impulsive advance (arrows and 
arrowheads) that were readily resolved by following the diffraction pattern (gray trace), but were hardly visible by 
monitoring the bead movement (black trace). 
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3.2. Tracing the trapped object with better accuracy and in real time 

We then analyzed both the spatial and temporal resolution of the FORSA module. As shown in Fig. 3A, a 7.75 um 
polystyrene bead coated with poly-L-lysine made contact with a NIH-3T3 cell for 30 sec and was then pulled away from the 
cell by moving the DC motor-driven stage rightward at a constant velocity of ~1 micron/sec. There was a membrane tether 
(not shown at this focal plane) linking the bead and the cell surface as previously described (Dai and Sheetz, 1995; for 
review see Sheetz and Dai, 1997). The DIC image of the bead (Fig 3 A) and the diffraction pattern at the aperture plane (Fig. 
3B) were separately monitored by two different CCD cameras simultaneously, and digitized and analyzed using a program 
developed in the lab (see Materials and Methods). Note this program enabled us to trace the displacement of the bead and 
the diffraction spot at a temporal resolution close to video rate (30 frame per second). 

As shown in Fig. 3C, the motion of the bead within the tweezers (black trace) was greatly amplified by forward scatter 
analysis (gray trace). The displacements of both the bead and the diffraction spot were plotted as a function of time (Fig. 
3D) Note detailed analysis of the diffraction trace revealed two obvious impulsive movements which could hardly be 
identified by following the bead motion (dashedrectangles). These two steps of abrupt advance might actually reflect the 

discontinuous stage motion driven by the DC-motor. 

Using fluid flow assay, we estimated that the maximal force our experimental configuration could exert was ~12pN on a 
7 75-um polystyrene bead, and the stiffness was -3.8 pN/um (data not shown). Since trapping force exerted on the bead 
was directly proportional to the displacement of the bead in the tweezers, the FORSA module that gave a more sensit.ve 
measure of bead motion should provide a more accurate way for biological force measurement. 

3.3. Applications in cell-cell interactions 

We then employed optical tweezers to monitor the adhesion force during immediate early period (within just a few minutes) 
of cell-cell interactions. A HEK-293T cell was manipulated to make contact with another cell already attached to the 
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Fig 4 Adhesion analysis on HEK-293T cells. A HEK-293T cell in the medium was put in contact with another cell 
tightly attached to the substrate for a period of time (time of rupture) before being pulled apart by optical tweezers 
exerting approximately 10 pN force. At least 25 pairs of interacting cells were tested in each condition. From this, the 
percentage of cell pairs that resisted the separation procedure was calculated. Mean ± SE were shown. 
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substrate. The interacting cells were held for various periods of time (termed rupture of time, Fig. 4), and then pulled apart 
by a maximal force exerted by the optical tweezers (approximately 12 pN). At least 25 pairs of cells were tested in each 
condition. The percentages of cell pairs that resisted the pulling and remained adhered were plotted as a function of rupture 
of time (from 10 to 110 sec). As shown in Fig. 4, we found a progressive increase of cell adhesion, about 50% of the cell 
pairs were tightly adhered one minute after the contact and in two minutes none of the cell pairs could be pulled apart by 
-12 pN force. 

3.4.     Applications in integrin-disintegrin interactions 

In another set of experiments, we have used optical tweezers to analyze the binding between disintegrin and integrin 
proteins. To facilitate the force measurement, we placed a kind of disintegrins, the snake venom rhodostomin, and its 
mutants each containing single amino acid insertion at the peptide position of 48th, 52nd or 53rd amino acid, on 7.75 u.m 
polystyrene beads. These uni-sized beads provided a uniform pulling force for assessing the binding between integrin and 
disintegrin proteins. Beads coated with different rhodostomin constructs were held, and then interacted with CHO cells 
expressing the receptor integrin anbß3 for different periods of time (rupture of time) before being pulled away with maximal 
trapping force. At least 20 beads were tested in each condition. As shown in Fig. 5, the percentage of beads that resisted 
pulling, i.e., remained bound to the cells, were plotted as a function of rupture of time (from 0 to 90 sec). Note beads coated 
with wild-type rhodostomin, containing the RGD sequence at position 49-51 (RGD), exerted the strongest binding to the 
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Fig. 5 Interactions between beads coated with different recombinant rhodostomin proteins and CHO cells steadily expressing 
integrinanbß3. Beads were positioned and held to the cell surface for different periods of time (time of rupture) before being pulled 
away with optical tweezers exerting -12 pN force. The proportion of beads that remained attached to the cell were then 
calculated (Mean ± SE, n = 20-30 beads). Note beads coated with wild-type rhodostomin, containing the RGD sequence at 
position 49-51, exerted the strongest binding to the cell. Within 10 sec after initial contact, more than 50% of the beads resisted 
the separation procedure. An insertion of alanine at the position of 48th or 53rd amino acid (48A and 53A, respectively) slightly 
decreases the binding affinity whereas addition at the 52nd amino acid drastically decreased the binding and hence increased the 
time of rupture. Replacing the RGD sequence motif of the rhodostomin with the RGE sequence essentially abolishes the binding 
between rhodostomin and integrin; no significant binding was found even after 5 min of interactions. 
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cell Within 10 sec after initial contact, more than 50% of the beads became tightly associated with the cell. Insertions of 
alanine at the 48,h or 53rd amino acid (48A and 53A, respectively) only slightly affected the binding affinity whereas 
addition at the 52nd amino acid of rhodostomin (52A) significantly reduced the binding of the mutated rhodostomin to 
integrin <x,Ibß3. These findings were in good agreement with biochemical results and/or cell-attachment experiments 
performed on different rhodostomin-coated substrates (data not shown, but see Chang et al., 1999). Also consistent with 
previous investigations (Chang et al., 1997, 1998, 1999), replacing RGD sequence motif of rhodostomin with RGE (RGE) 
essentially abolished the binding between the integrin and disintegrin protein. 

4. SUMMARY AND CONCLUSION 

In the present study, we have constructed a functional module that could be easily integrated into conventional optical 
tweezers (Fig. 1). Since the entire design was based on forward scattered light analysis, this system was dubbed the FORSA 
module. Several improvements were achieved by the addition of an auxiliary off-focus probing beam to the system. These 
include: (1) The contrast of diffraction patterns from the trapped object was greatly enhanced compared to the contrast 
generated by the trapping beam (Fig. 2). The better image quality obtained significantly increased the accuracy for 
displacement analysis. (2) The motion of the object within the tweezers, indicative of the force being applied, could be 
effectively amplified by analyzing the diffraction pattern (Fig. 3) which combined with (3) the fast tracking algorithm that 
monitored the central maximum of the scattered light at a temporal resolution close to video rate, made possible a new way 
of measuring biological forces with improved accuracy and in real time. 

Although forward scatter analysis was successfully applied to optical tweezers for trapping and force measurement, the 
relationship between the extent of "off-focusing" of the probing beam and the size of bead being trapped have not yet been 
determined. It was clear from our experiences that the focusing position of the probing beam significantly influenced the 
quality of diffraction patterns. Also important is the numerical aperture (NA) of the objectives used for trapping and 
probing since the unscattered background is proportional to NA. Using beads of smaller sizes, for example requires a 
decrease in the NA of the objectives to optimize the contrast because increased unscattered light are produced by smaller 
beads. 

The addition of a probing beam provided not only better contrast but also extra flexibility for incorporating different 
illumination methodologies. For example, we have applied an annular aperture to this system; the resulting donut-shaped 
probing beam appeared to greatly decrease the background of unscattered light and, as a result, enhanced signal to noise 
ratio (S/N ratio) of the system (Tsai et al., manuscript in preparation). Other kinds of modulation of the probing laser were 
also under investigation aiming to improve the S/N ratio and the sensitivity/accuracy for displacement analysis. 

Using the FORSA algorithm developed in our lab, we were able to follow the movement of the diffraction spot "on-line" or 
close to video rate (-33 ms). Current temporal resolution was actually limited by our detection system, the CCD camera 
and NTSC analog format, which could be further improved to up to sub-nanosecond level by using a quadral photodiode for 
detection. 

Two experimental biological systems were tested for optical tweezers applications. In cell adhesion experiments, we were 
able to monitor and resolve the progressive adhesion between cells held by optical tweezers (Fig. 4). This tool provided us 
with a unique way to make measurements on individually selected cells and within a very precise window of time (for 
example, the first few seconds after cell-cell or molecular contact), which is very difficult to analyze using other 
methodologies. Similar advantages could be extended to experiments addressing molecular interactions (Fig. 5). Different 
binding affinity between molecules containing single amino acid change could be readily identified and quantified by our 
system. More importantly, using micron-sized beads as probes also makes possible the measurement of receptor density on 
the cell surface during various physiological and pathological conditions (Tsai, Yi et al., manuscript in preparation). We 
believe that the new tool described in this report would help tremendously in on-line monitoring and/or analysis of 
biological activities in situ, such as initial events of cell-cell and ligand-receptor interactions, which might occur within 
seconds and are difficult to study using traditional biochemical assays. The FORSA system represents an intuitive and 
easy-to-install solution for trapping as well as force measurement with higher accuracy and convenience than direct 
visualization of the trapped objects themselves. 
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ABSTRACT 

In this paper, we compare the performance of the single beam gradient-force trap (SBGFT) and the counter 
propagating dual-beam trap (CPDBT) quantitatively in terms of three performance parameters, namely the 
transverse trapping efficiency, the width of the stable trapping zone, and the axial stiffness. Ray-Optics Model (for 
optical trapping of Mie particles) was used to obtain the numerical results. In the SBGFT, the particle is trapped in 
the vicinity of the focal spot of a strongly focused (N.A. ~ 0.65 to 1.3) laser beam by gradient forces in both the 
transverse and the axial directions. In the CPDBT, with the two counter-propagating beams often mildly focused 
(NA< 0.6), the particle is confined transversely by the transverse gradient forces of the two beams, and stabilized 
axially by balancing the scattering forces from the two beams. Depending on the separation between the two beam 
waists there can be more than one stable trapping zones in the CPDBT. Qualitatively, one obvious key advantage of 
SBGFT is that it is very simple to implement. In contrast, the CPDBT requires precised alignment of the two beams^ 
The latter however, allows longer working distance and offers more degrees of freedom. The theoretical values of 
the aforementioned performance parameters for the CPDBT vary over a wide range because they depend on the 
distance between two beam waists. This extra degree of freedom in the CPDBT allows us to trade off one 
performance parameter against the others. We have also measured these performance parameters experimentally to 
verify the general trend predicted by the theoretical model. 

Keywords: Single-beam gradient force trap (SBGFT), counter-propagating dual-beam trap (CPDBT), transverse 
trapping efficiency, axial stiffness, stable trapping zone. 
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1. INTRODUCTION 

Optical trapping and manipulation of micro-particles using the radiation pressure of counter-propagating laser beams 
was first discovered by Ashkin in 19701. In 1986 Ashkin et al2 demonstrated the optical trapping of dielectric 
particles using a single beam gradient force trap (or the so-called "optical tweezers"). Since then both experimental 
configurations, i.e., the single-beam gradient-force trap (SBGFT) and the counter-propagating dual-beam trap 
(CPDBT) have been applied for many applications in the field of biological and biomedical sciences3'7, as well as in 
physics8"20. Optical traps are often characterized by the trapping force (or the trapping efficiency) in the transverse 
and the axial directions, and the size of the stable trapping zone. In this paper, we compare the performance of the 
SBGFT and the CPDBT quantitatively in terms of three performance parameters, namely, the transverse trapping 
efficiency, the width of the stable trapping zone, and the axial stiffness. Theoretical results were obtained for both 
configurations using the Ray-Optics model. The experimental results for maximum transverse trapping efficiency of 
the CPDBT are compared with the corresponding theoretical results and a fair agreement was found. In the 
following section the Ray-Optics model (for optical trapping of Mie particles) is introduced. In Section 3, numerical 
results for maximum transverse trapping efficiency (Qtt), the width of axial trapping zone, and the axial stiffness for 
SBGFT and CPDBT are compared. Description of the experimental technique for CPDBT and comparison of 
experimental results with the corresponding numerical results are presented in Section 4. Our main results are 
summarized in Section 5. 

2. THEORETICAL ANALYSIS BY RAY-OPTICS MODEL 

The Ray-Optics Model for predicting the forces acting on a particle in an optical trap was first proposed by Ashkin 
in 199221. This model is applicable when the particle size is much larger than the wavelength of the trapping light. 
According to this model, reflection and refraction of light at the surface of the particle give rise to two types of 
forces on the particle. Reflection gives rise to scattering force, or radiation pressure, which is proportional to the 
optical intensity and points in the direction of propagation of the light beam. Refraction gives rise to a gradient force 
due to an optical intensity gradient and points towards the direction of increased intensity. Figure 1(a) shows the 
scattering and the gradient forces exerted by a Gaussian beam on a spherical particle (for the case where the 
refractive index of the particle is higher than that of the surrounding medium), along with the contribution of force 
components from two constituent pencils of ray (Ray A and Ray B). Figure 1(b) represents the geometry for 
calculating the force due to the scattering of a single incident ray of power P by a dielectric sphere. The total force 
acting on the particle is given by the following expression21 

Ftot=Fs+iFg 

= —[l + Rcos20] + i—Rsm2e- — T2YR»eKa+Hb) (1) 
c c c       ^ 

where the scattering force Fs and the gradient force Fg acting on the particle are given by 

FK = — \\ + Rcos20 l-—^— rJ- H (2) 
c  I \ + R2+2Rcos20r       J 

„     nP\n .  ..    T2[sm(20-20r) + Rsm20\\ 
F=—{Rsm20 l-—L-; rJ- H (3) s      c  [ l + R2+2Rcos20r       J 

In equations (2) and (3), n is the refractive index of the surrounding medium, P is the laser beam power, c is the 
speed of light, R is the reflectance of light at the surface of the particle, T is the transmittance of light, 0 is the angle 
of incidence, and 8r is the angle of refraction. The total force on the sphere (Fig. 1(b)) is the sum of the 
contributions due to the reflected ray of power PR and infinite number of emergent refracted rays of successively 
decreasing power PT2, PT2R,....PT2R",...2'. The total scattering force Fs, the gradient force Fg, and the absolute 
magnitude of the total force F„,ag=(F2

s+F2
g)"

2 can be calculated as function of the angle of incidence 0 using 
equations (1) and (2), and the corresponding trapping efficiencies Qs, Qg, and Qmag=(Q5

2+Qg
2)1/2 can be calculated 

using the following expression21 
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F=Q(nP/c) (4) 

where Q represents the optical trapping efficiency and the quantity (nP/c) is the incident momentum per second of a 
ray of power P in a medium of refractive index n. The trapping force can be measured by balancing against a 
dragging force in a viscous fluid, and by using Stokes Law, FD=67tTirv, where FD is the dragging force,r\ - 
0.001025Ns/m2 is the viscosity of water, r is the radius of the sphere, and v is the critical velocity, which is defined 
as the velocity at which the sphere escapes from the optical trap due to the viscous drag. 

3. NUMERICAL RESULTS 

In this section the numerical results for aforementioned parameters are presented for both configuration^ The 
parameters used in the calculations are, laser beam power, (10mW for SBGFT, and 5mW each for CPDBT) 
wavelength of the laser (A.=532nm), particle size (15um), and surrounding refractive index (n-1.33). The total 
scattering force (Fs) and total gradient force (Fg) were computed using Eqs. (2) & (3) and the total trapping force on 
the micro-sphere was computed using Eq. (1). The transverse trapping efficiency (Q*) was evaluated from equation 
(4) using these data. The results are presented in the following sub-section. 

3.1 Transverse trapping efficiency 

The maximum transverse trapping efficiencies were calculated for SBGFT using objectives with NA varying from 
1 25 to 0.65, and as a function of beam waist separation d, for CPDBT using a low numerical aperture objective 
(NA=0 40) The theoretical results are shown in Fig. 2. From this figure we see that the maximum transverse 
trapping efficiency (Q„) of CPDBT, at the beam waist separation d=0, is higher than that of the SBGFT and that Qtt 

of CPDBT covers a wide range of values as compare to Qa of SBGFT. It can also be seen that the transverse 
trapping efficiency of the dielectric particle decreases on increasing the value of NA of the trapping objective in the 
case of SBGFT. Experimentally, we have also observed that the axial trapping force of the SBGFT is, in general, 
greater than that of the CPDBT. In the case of CPDBT a shorter beam waist separation, d, and a larger relative 
refractive index result in a stronger transverse confinement of the particle   . 

3.2 The axial trapping zone width 

Figure 3 shows the results of the calculations of axial trapping zone width for CPDBT and SBGFT. In the CPDBT, 
the particle is confined transversely to the common beam axis by the transverse gradient forces of two weakly 
focussed laser beams. The particle is stabilized axially at a location where the scattering forces of two beams balance 
each other and also at the two beam waists. Therefore the CPDBT has a larger trapping zone width than SBGFT. 
Besides the trapping position along the axis of the beams can be easily adjusted, in the case of CPDBT, by changing 
the relative intensity of the two laser beams. On the other hand, in the SBGFT, the beam is strongly focussed to a 
diffraction-limited spot by a high-numerical aperture objective and a strong three-dimensional gradient-force trap is 
created in the vicinity of the focus point and hence has only one stable trapping zone. It can also be seen from the 
Fig.3 that the width of axial trapping zone decreases on increasing the value of NA of the objective mjhe case of 
single-beam trap. The trapping zone width is, for example, about 13um in a single beam trap (with NA-1.25, laser 
power = 10mW, and particle size = 15(im). 

3.3 The axial stiffness 

In a stable 3D-optical trap, the axial stiffness is an important parameter that dictates the resolution of the optical trap 
as a force-transducer for the measurement of force (typically on the order of pico-Newton). For small displacements 
from the center of the optical trap, the restoring force is proportional to displacement, i.e. the optical tweezers act 
like a linear spring obeying Hook's law. There are various methods to determine axial stiffness, such as the escape 
force method, the drag force method, and the equi-partition method'3. We used drag force method to measure the 
axial stiffness for CPDBT and SBGFT. By applying a known viscous drag force, F, and measuring the displacement 
produced from the trap center, z, the axial stiffness can be determined by F=az; where a is the axial stiffness. The 
axial stiffness depends on various experimental parameters. We calculate the axial stiffness as a function of beam 
waist separation d, in the case of CPDBT, and for the values of NA (of the objective) varying from 0.65 to 1.25 in 
the case of SBGFT. Our results indicated that the SBGFT often provides a higher axial stiffness than the CPDBT. 
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The theoretical results of the axial stiffness for both cases are depicted in Fig.4. In the case of SBGFT, the axial 
stiffness increases on increasing the NA of the objective. 

4. EXPERIMENTAL SETUP AND RESULTS FOR CPDBT 

Figure 5 illustrates the basic experimental set-up for the CPDBT. A Nd:YAG laser (with a frequency doubler) of 
wavelength 532nm was used to generate the trapping beams. The laser light was expanded and collimated using a 
spatial filter and a beam expander (SF/BE) to a spot size of 1cm diameter. A set of half-wave (k/2) plate and a 
polarizer was used for controlling the laser power and the polarization of the trapping beam. A relay lens of focal 
length 250mm was used to control the focus position of the trapping light. The expanded laser beam was devided by 
the polarizing beam splitter (PBS) and further directed by two beam splitters (BS) in counter-propagating directions 
along a common optical axis (as shown in Fig.5). Two microscope objectives (NA=0.45 each) were used to focus 
the counter propagating beams on the sample from the opposition directions. A glass capillary tube (with a square 
inner cross-section of 0.2 mm x 0.2 mm) filled with Polystyrene spheres of size 15 (am in water was put in the focal 
point of the two counter propagating beams. The sample tube was mounted on a x-y-z motorized translation stage of 
10um/s velocity resolution, and 0.5p.m position resolution. The laser beam power for trapping was 5mW each. A 
polarizer and a polarizing beam splitter (PBS) was used for changing the power ratio of two beams. An incoherent 
light source was used to illuminate the sample particles for imaging on a TV monitor using a CCD camera. The 
experimental arrangement on the right side of Fig. 5 shows the side view of the sample cell and the associated optics 
for observing the trapped particle from the top. Fig. 6 shows the image of a particle trapped by the CPDBT inside 
the capillary. 

We measured the transeverse trapping force by dragging the tube (with a particle trapped in the beam) in 
the direction parallel to the tube axis using the motorized translation stage. The drag force (or the equivalent 
trapping force) was calculated from the measured escape velocity and the Stokes law. The experimental results were 
compared with the theoretical results obtained from the Ray-Optics Model. Figure 7 shows a comparison of the 
experimental data (points in Fig.7) and the theoretical results (solid line in Fig. 7) for the maximum transverse 
trapping efficiency (Qtt)max for the CPDBT. Although the general trend of the experimental results follows the 
theoretical curve, the detail differs. For example, the experimental values of Qmaxpeak at beam waist separation d = 
14.2um, while the corresponding theoretical values peak at beam waist separation d = 0, and distributed 
symmetrically around d = 0. The asymmetry (and the discrepancy) in the experimental values of Qmax is probably 
due to the imperfection in the alignment. Moreover, the theoretical results for Qmax were calculated particle trapped 
in the 7iM -plane shown in Fig.2, whereas in actual practice, the particle may not be stabilized exactly in the rcM - 
plane; hence, the discrepancy may also be attributed to this factor. 

5. SUMMARY 

A theoretical analysis has been presented for CPDBT and SBGFT in terms of three performance parameters, namely, 
the transverse trapping efficiency, the width of the stable trapping zone, and the axial stiffness. Ray-Optics Model 
(for optical trapping of Mie particles) was used to obtain the theoretical results. The theoretical results for SBGFT 
and CPDBT are summarized in table I. 

Table I Quantitative comparison of transverse trapping efficiency, axial trapping zone width, and axial stiffness for SBGFT and 
CPDBT. 

SBGFT CPDBT 
NA 1.25 0.95 0.85 0.65 0.4 

Transverse Trapping Efficiency (Qtt) 0.281 0.375 0.392 0.415 From 0-0.431 
Axial Trapping Zone Width (urn) 13 18 19 26 From 0 - 86 

Axial Stiffness (pN/um) 0.5 0.385 0.285 0.140 From 0-0.314 

Each of the two experimental configurations has its own merit. The values of the three performance parameters for 
the CPDBT vary over a wide range because they depend on the separation between the two beam waists. This extra 
degree of freedom in the CPDBT allows us to trade off one performance parameter against the others. We have also 
measured experimentally the maximum transverse trapping efficiency (Qmax) in the case of CPDBT and compared 
with the corresponding theoretical results. The experimental data follow the general trend predicted by the theory. 
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Fig. 1     (a) Geometry of Gaussian beam giving rise to the gradient force Fg and the scattering force Fs. (b) Geometry for 
calculating the force due to the scattering of a single incident ray of power P by a dielectric sphere. 
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Fig. 2    Distribution of maximum transverse trapping efficiency (QJ for CPDBT (solid line) as a function of the beam waist 
separation, and for SBGFT (dots) with various NAs. 
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Automation of an Optical Tweezers 
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ABSTRACT 

Optical tweezers is a newly developed instrument, which makes possible the manipulation of micro-optical particles 

under a microscope'. In this paper, we present the automation of an optical tweezers which consists of a modified optical 

tweezers, equipped with two motorized actuators to deflect a 1 Jargon laser beam, and a computer control system including 

a joystick. The trapping of a single bead and a group of lactoacidofilus was shown, separately. With the aid of the 

joystick and two auxiliary cursors superimposed on the real-time image of a trapped bead, we demonstrated the simple and 

convenient operation of the automated optical tweezers. By steering the joystick and then pressing a button on it, we 

assign a new location for the trapped bead to move to. The increment of the motion, 0.04//™ for a 20X objective, is 

negligible.    With a fast computer for image processing, the manipulation of the trapped bead is smooth and accurate. 

The automation of the optical tweezers is also programmable. This technique may be applied to accelerate the DNA 

hybridization in a gene chip2. The combination of the modified optical tweezers with the computer control system 

provides a tool for precise manipulation of micro particles in many scientific fields. 

Keywords: optical tweezers, DNA hybridization, gene chip 
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1. INTRODUCTION 

Optical tweezers is a powerful tool to manipulate a small particle by radiation force without physical contact. Since 

Ashkin ~ first demonstrated the trapping and acceleration of particles by radiation pressure in 1970, the single-beam optical 

tweezers has been used in a variety of applications, especially in the fields of molecular biology and biotechnology. 

Substantially, an optical tweezers generates a piconewton restoring force due to radiation pressure and works like a spring 

over a range of a few hundreds of microns in diameter. It is, therefore, suitable for the manipulation of micrometer-sized 

particles and various biological objects such as viruses, bacteria, cells, and chromosomes6. In the last decade, the optical 

tweezers has been further utilized to measure the forces generated by a single myosin7 and a single kinesin8 separately. 

The smaller the object910 is, the stricter the requirement on the precise control of the optical tweezers becomes. Therefore, 

it is desired to have an automated optical tweezers. 

The automated optical tweezers developed in this work consists of an optical system and a computer control system. 

It is capable of trapping and manipulating a single bead or a group of lactoacidofilus, separately. By steering a joystick 

and then pressing a button on it, we assign a new location for the trapped bead to move to. With a fast computer for image 

processing, the manipulation of the trapped bead is smooth, accurate, and programmable. We automatized this optical 

tweezers by deflecting the laser beam with two motorized actuators, which is controlled by the computer control system. 

In this paper, we report the automation of an optical tweezers and the operation of the automated optical tweezers. 

This technique can be readily applied to the fields of biotech and biomedicine for precise manipulation and programmable 

control of small biological objects. 

2. MODEL 

Figure 1 shows the basic setup of an optical tweezers11, which simply consists of a lens and a laser. The trapping 

force generated by the optical tweezers results from the interaction between the photons of the laser beam and the small 

object to be trapped. The mechanism of the trapping force is illustrated in Fig. 1, using a simple model of geometric ray 

optics'2. Consider a spherical and transparent bead, which is placed behind the focus of a lens. The lens focuses a 

collimated and normally incident laser beam. As the diverging beam passes through the bead, each ray refracts twice. 

The double-refraction of the ray changes the propagating direction and the photons' momenta of the ray13. The rate of 

change of the photons' momenta is indeed the force exerted by the bead to deflect the ray. According to Newton's third 

law of motion, an equal and opposite reaction force acts on the bead as well. The sum of the two reaction forces, arising 

from the pair of symmetrically diverging rays as drawn in Fig. 1, points toward the focus of the lens. To be more general, 

the net reaction force due to refraction always pulls the bead back to the point where the laser beam converges. 

It can be shown that the converging point is an equilibrium position where the trapping force vanishes. Consequently, 

shifting the converging point leads the movement of the bead.    The manipulation of the trapped object is performed simply 
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by tilting a 45° reflection mirror to deflect the incident angle of the collimated laser beam with respect to the lens. 

Traditionally, two 80-pitch fine screws are manually adjusted to tilt the mirror in a manual optical tweezers. In the 

automation of an optical tweezers in this work, we use two motorized actuators to tilt the mirror, which is controlled by a 

computer. 

Screws 

Reflection mirror 

Converging point 

Reaction force      — 

Force due to the 

change of momentum 

Force due to the 

change of momentum 

Fig. 1    The basic setup of an optical tweezers 

3. SETUP 

The automated optical tweezers system developed in this work can be classified into two sub-systems: namely, an 

optical system, including a modified optical tweezers and a monitoring and recording system, and a computer control 

system.    Figure 2 shows the configuration of the automated optical tweezers and experimental setup. 

3.1 OPTICAL SYSTEM 

The optical system consists of a continuous-wave argon laser (LEXEL, 3500), a shutter, a periscope, two motorized 

actuators (Newport, 860A-1) and a motion controller (Newport, 860-C2), a beam expander, a dichroic mirror (CVI, 

AR1-1025-45-UNP), a 100X objective (Nikon, MSB01901, 100X/1.25, Oil) or a 20X objective (Nikon, MSB00201, 

20X/0.40), a glass slide holder mounted on a XYZ stage, a condenser (Nikon, Abbe 1.25), a 300W halogen lamb, a filter 

(Newport, 10D20DM.5), a CCD camera, a monitor, and a VCR recorder. 
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Fig. 2   The configuration of the automated optical tweezers and experimental setup 

The argon laser is the light source for trapping. It outputs a laser beam up to 1 Off at two wavelengths of 488«w and 

514ww with a beam waist of 3mm in diameter. Although harmful to most living objects due to high absorption, these two 

wavelengths are harmless to the beads (10/w~100/i/K-diameter spheres) and visible for demonstration. After passing 

through the shutter, the laser beam is raised by the periscope, a pair of two 45° reflection mirrors. Then, the laser beam is 

expanded by the beam expander, a pair of plano-convex lenses of focal lengths of/i = 38.1m« (Newport, KPX079 AR. 14) 

and/2= 15.6mm (Newport, KPX088 AR. 14), separately. Spaced the sum of their focal lengths apart,/, +/2, these two 

lenses expand the beam from 3mm to 6mm in diameter so as to fill it in the entrance aperture of the objective. By adjusting 

the XYZ stage, we can move one of the beads, immersed in a drop of water upon the glass slide, to the focus of the beam. 

Thus, this bead is trapped. From now on, we shift the trapped bead by deflecting the laser beam without adjusting the 

XYZ stage. As shown in Fig. 2, this is achieved by tilting the top 45° reflection mirror of the periscope with the two 

motorized actuators. For reference, the actuator has an incremental motion capability to A£ = 0.2//w, giving an angular 

sensitivity to Ar? = lxl0'5rao'. (= larcsec) in tilting a gimbal mount. The motion controller of the actuator provides a 

variable speed vac,ualor ranging from 50/um/sec to 250/um/sec. It can be shown that the corresponding increment AI and 

travelling speed vlrap of the trapped bead on the glass slide are given by, respectively, 

160 /, 
AI(M) = — Aß 

M f2 
(1) 
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and 

V      (M) ==    ac,ualor   AL(M), <2) 
(rap A^ 

where M is the magnification of the objective. Consequently, the increments AI are 0.04///« and 0.008/iw for the 20X (M 

= 20) objective and the 100X (M = 100) objective, respectively. The traveling speed v,rap of the trapped bead may vary 

from \0imlsec to SOpm/sec for the 20X objective and from 2/mlsec to lO/um/sec for the 100X objective. Because these 

increments M are beyond the resolution of the microscope, the motion of the trap is expected to be smooth and accurate. 

The monitoring and recording system is necessary during manipulating the trapped bead. It is coupled to the optical 

tweezers via the dichroic mirror between the beam expander and the objective. The dichroic mirror has a high reflectance 

of R > 99% for 488/im < X < 515nm and a high transmittance otherwise. It reflects the expanded argon laser beam to the 

objective while transmits to the CCD camera most of the illumination light, X < 488™ and X > 515™, emitted from the 

halogen lamp. The illumination light is first converged by the condenser and then scattered by the beads and its 

surroundings. The image of the sample is formed by the objective and projected onto the CCD camera. The video signal 

from the CCD camera is then connected to a monitor for observation and a VCR for recording. To avoid the undesired 

argon light back scattered from the sample to the camera, we insert the additional filter (Newport, 10D20DM.5, R > 99% for 

488™ < X < 515nm) in front of the CCD camera. This results in an image with a reddish background and a bright spot, as 

will be shown in Fig. 3 and Fig. 4 in section 4. At this stage, the optical tweezers is semi-automatic; we need to push the 

buttons on the motion controller to start and stop the actuators. 

3.2 COMPUTER CONTROL SYSTEM 

In order to control the actuators automatically, we further setup a computer control system to regulate the motion 

controller. This computer control system consists of a personal computer (Pentium II 333MHz CPU, 64Mb SDRAM), an 

image acquisition board (National Instruments, IMAQ PCI-1408, variable scan rate 5 to 20 MHz), a graphical programming 

language (National Instruments, Lab VIEW 5.0), a PC compatible joystick, and an analog-to-digital (A/D) converter card 

(National Instruments, Lab-PC+). 

Firstly, we send the video signal of the sample image from the CCD camera to the personal computer via the image 

acquisition board. With a scanning rate up to 20 MHz and a typical size of 640 x 480 pixels for each frame, this image 

acquisition board transfers up to 30 monochromatic frames per second for real-time monitoring. Using LabVIEW5.0 for 

image acquisition, image processing, A/D data acquisition, and data analysis, we can easily locate the brightest spot in the 

image and display its coordinates on the computer screen. 
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Secondly, we use a PC compatible joystick to assign a destination for the trap to move to. This destination signal is 

sent, via the A/D converter card, to the computer and displayed on the screen as a striking crossed cursor. The distance 

between the cursor and the brightest spot is then calculated and converted into a voltage signal. 

Lastly, this voltage signal is output, via the A/D converter card, to the motion controller to drive the actuators and 

deflet the angle of the laser beam. As a result, the trapped object will be moved to the new position and comes to a fully 

stop. Alternatively, a series of pre-assigned positions can be programmed into the computer in advance, which results in 

an automatic operation of the optical tweezers. 

4. RESULTS AND DISCUSSION 

Figure 3 shows two typical pictures of a trapped bead and a group of trapped lactoacidofilus, separately. The image 

of the beads and trap was formed by the 20X objective (Nikon, MSB00201, 20X/0.40). The brightest spot in the picture 

indicates the center of the trap produced by the argon laser with an output power of 1W, whereas all the other bright but 

smaller spots are noises due to reflection. The dark bead which is out of focus tightly occupies the center of the trap, 

leaving the bright bead aside. It can be seen that the diameter of the beads is approximately 15/j.m, which is calibrated with 

respect to the 100/i/n x 100/zw grids coated on the slide (Nakamura, A05-1220 OM-500N). Similarly, the image of the 

lactoacidofilus was formed by the 100X objective (Nikon, MSB01901, 100X/1.25, Oil). However, the argon laser was 

operated at a lower output power of 0.1 W. This is because the lactoacidofilus, only a few microns in length, is much 

smaller than the bead.    Moreover, it is so small that a group of lactoacidofilus can be trapped at a time. 
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(a)   Beads (b)    Lactoacidofilus 

Fig. 3    The images of (a) a trapped bead and (b) a group of trapped lactoacidofilus 

Figure 4 illustrates the operation of the automated optical tweezers developed in this work.    We used the 20X 

objective to have a relatively large field of view for the smaller beads to travel within.    Note that there are two auxiliary 
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crossed cursors superimposed on top of the image: namely, a target cursor and a joystick cursor. The target cursor is 

automatically fixed over the trapped bead at the brightest spot. The joystick cursor is free to move with the steering of the 

joystick until we push a stop button on the stick. Once the moving joystick cursor is fixed at a new location, the trapped 

bead along with its target cursor starts to shift toward this destination. The numerical values of the coordinates of the two 

cursors are real-time processed by the computer and displayed on the screen. Accordingly, the two motorized actuators are 

independently driven by the motion controller to tilt the 45° reflection mirror, which is controlled by the computer. The 

spindle of each actuator is controlled to travel at a speed varying from up to ISQfimlsec to 50/i/n/sec, depending on the 

instantaneous distance between the two cursors. We observed that the target cursor and the trapped bead always followed 

the joystick cursor straightly. The trapped bead moved faster for longer separation between the two cursors and slower for 

shorter separation between the two cursors, and stopped at the assigned location. Programmably, it could be steered 

around, too. 

0 100       200       3«)       400       500       600 

Fig. 4   The superposition of the image of a trapped bead and the 

two auxiliary cursors 

Unfortunately, we also observed the bead pausing. Once in a while, the traveling bead encountered a very short pause 

and the real-time image on the computer screen was suspended simultaneously. Consequently, the observed travelling 

speed of the trapped bead was slower than the predicted according to Eq. (2). Nevertheless, we have improved this 

problem by deleting the sub-program for the real-time image display from the LabVIEW 5.0 main program. The 

manipulation of the trapped bead was smooth again, which was confirmed from another monitor and from the recording of 

the VCR. Therefore, we believe that the pause problem is due to insufficient computer speed. Using a fast computer 

with an efficient central processing unit (CPU) to enhance the image processing and real-time monitoring will solve this 

problem. 
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5. CONCLUSION 

We automatized an optical tweezers for a precise and convenient manipulation of micrometer-sized objects. The 

operation of the automated optical tweezers, consisting of a modified optical tweezers, a monitoring and recording system, 

and a computer control system, is manual and programmbale. In short, we used two motorized actuators to deflect the 

laser beam and manipulate the trapped objects, while using the computer control system along with a joystick to control the 

actuators. We showed the trapping of a single bead and a group of lactoacidofilus, separately, by this optical tweezers 

using an argon laser. With the aid of a joystick and two auxiliary cursors superimposed on the real-time image of the 

trapped bead, we also demonstrated the operation of the automated optical tweezers. The increments for the bead to shift 

at a time, 0.04/zw for the 20X objective and 0.008///« for the 100X objective, are beyond the resolution of the microscope 

and thus negligible. The manipulation of the bead was fairly smooth and accurate except for some occasional pauses due 

to insufficient computer speed.    We believe that the pause problem can be easily solved with a fast computer. 

The automated optical tweezers is designed to meet the future demand for manipulating smaller and smaller objects'4, 

especially in the fields of molecular biology and biotechnology15. This technique may be applied to accelerate the DNA 

hybridization in a DNA chip in our future work. The combination of a traditional optical tweezers with our computer 

control system also provides a tool for accurate manipulation of micro particles in many scientific fields. 
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ABSTRACT 

We present the observation of the activity of artemia, one of the popular marine micro-biota species, in free space by the 
application of Fourier optics imaging technique. The Fourier optic imaging system is consisted by a collimated laser beam 
source, a Fourier spatial filter, an non-coherent IR source, and a CCD imaging system. By recording the images of 
Anemia's motion in real life, we are able to study the fundamental patterns of artemia motion mechanism, and the response 
of the motion pattern to the variation of its environment. Characteristic patterns of artemia's motion, such as linear motion, 
spiral motion, and mating collision are observed. It is shown that the increasing of the environment temperature driving 
the motion of artemia's moving faster and more frequently, and still saves alive even at the environment temperature up to 
38 C. 

Keywords:   Artemia, brine shrimp, Fourier optics imaging 

1.1. Introduction 
The life form of micro-biota is closely linked with the oceanic life. Algae and bacteria are primary food producer, and 

micro-biota are their predators. Micro-biota in turn is preyed by fishes, thus the status of micro-biota's living is known as 
an indicator of the marine life. It is important for us to know what the environmental perturbation and pollution might cause 
damage to the micro-biota living system, and the threatening to the ecological status of marine life. Since, most of the 
micro-biota is transparent, low contrast relative to their environment, and microscopically small; range in size from tens of 
micrometers to few millimeters, thus causing challenge in observing their living behavior in free space. J.R. Strickler, and 
J. S. Hwang had developed a Fourier optic imaging system which used a spatial filter to observe a phase object in long 
working distance! 1-5), and showed that Fourier imaging technique is an effective approach to study the life motion of the 
tiny, transparent marine objects. 

In this paper, we present the application of Fourier transform imaging system to study the activity of the Artemia in free 
space. Artemia known as the brine shrimp is in the phylum Arthropoda, class Crustacea. Artemia are Zooplankton like 
Copepods and Daphnia, which are the primitive food source for the early stages of many fish and crustacean larvae (6). 
Since artemia is easily produced in the lab, and its response to the variation of environmental factors, such as temperature, 
light illumination, PH value and oxygen contain in the water can be repeatedly controlled in the experiments, artemia is an 
ideal sample of studying the micro-biota in marine life. In addition, the Fourier transform images is able to reveal more 
detailed features of artemia behavior in real life than by conventional imaging technique, 

1.2. Experimental setup 
The schematics of the Fourier optic system is shown in Fig 1, a collimated laser beam of plane-wave and uniform 

intensity is illuminating the objects S0 which is optically transparent. The diffracted light from the object then pass through 
a Fourier transform lens L,, and is focused on the spatial filter. An high pass spatial frequency filter and the lens C, are used 
to inversely Fourier transform the diffracted pattern of the observed object and to image by the CCD. 
The artemia life cycle begin by the hatching of dormant cysts, which are encased embryos that are metabolically inactive. 
The cysts can remain dormant for many years as long as they are kept dry and oxygen free. When the cysts are placed back 
into salt water they are re-hydrated and resume their development. The conditions for hatching artemia is :25 degrees C, 
salinity - 5 ppt (1.030 density), heavy continuous aeration, light - 2000 lux constant illumination, pH around 8. Good 
circulation is essential to keep the cysts in suspension. After 15 to 20 hours cyst bursts and the embryo leaves the shell. For 
the first few hours, the embryo hangs beneath the cyst shell, still enclosed in a hatching membrane. This is called the 
Umbrella stage, during this stage the nauplius completes its development and emerges as a free swimming nauplii. 
Approximately 12 hours after hatch they molt into the second larval stage and they start filter feeding on articles of various 
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microalgae bacteria, and detritus. The nauplii will grow and progress through 15 molts before reaching adulthood in at least 
a week. Since artemia are non-selective filter feeders, a wide range of food can be used, such as bread yeast, wheat flour, 
soybean powder, fish meal, and egg yolk. . 

For the observation of artemia motion in real life, we filter the adult artemia in valuable numbers out from the cysts m 
the hatching container, then put into the observation vessel which has the dimension of 12cmx5cmxl5cm and is made by 
glass . The Fourier optic system is aligned with the collimated laser beam at 660 nm first, after a clear Fourier transform 
image is achieved, we cut off the incident of the alignment laser beam, and using an IR non-coherent light source to 
illuminate the objects in the vessel. In order to eliminate the imaging noise due to the diffraction caused by micro-alga or 
sediment in the water, instead of using a coherent laser source for illumination, we introduce an IR non-coherent collimated 
light source illuminating aside the vessel. Figuer 2 shows the improvement of the Fourier transform image quality by using 
the IR non-coherent light source. 

1.3. Results & Discussion 
We study the motion patterns of artemia by the Fourier transform images recorded by the CCD and the PC based digital 

image acquisition system. Figure 3 shows a series of images of the continuos motion of the artemia. The pictures show 
that the basic driving mechanism of artemia forward motion is by swimming of the pair of its antenne which is also the 
sensing element to the variation of the environment. Figure 4 shows the most commonly seen spiral tracing of artemia 
motion, and shows that the direction of artemia's tail, named as postmaxillar region, is along its spiral trace, and that is the 
evidence of proving that the tail of artemia has the function of controlling its direction of motion, and the balancing of the 
body in swimming. 

Since that mating behavior is important not only to the generation of artemia ecology of life but other manne species as 
well Figure 5 shows the mating behavior of adult artemia. The mating collision time is measured by the recording time 
between the CCD images, and is estimated about the mill-seconds order. The observation shows that the probability of 
success second encounter is smaller than 2%.   Since not all of the encountering are mating collision, certain ration of 
encountering are escaping that provides the evidence of the behavior of selection the mating partner. 

Temperature is the key factor of effecting the marine life physically or mechanically. In our experiments of observing 
the response of artemia motion patterns by locally heating of its environment using high power IR irradiation. The 
temperature of the sea water can be heated from 18 °C to 38 °C at a temperature ramping of 0.5 C/mmute. The results 
shows that there is not significant changes of the fundamental patterns of artemia's motion. However, it is found that the 
speed of motion does increase with the increasing of the temperature of its environment. In principle, the higher the 
temperature, the smaller the viscosity of the sea water is, and thus might cause artemia moving faster in the laminar flow.   It 
might suggest that the effect of temperature to artemia motion behavior is mostly due to the change of mechanical property 
of the sea water. The artemia saves alive even at the environment temperature up to 38 C. This revealed that the artemia 
has wide tolerance to the variation of the temperature. 

It is known that the pair of the antenne of artemia are important elements of sensing the perturbation of its environment. 
Marine biologists are interested of knowing the answer of how long is the limited distance of artemia's perception.   Since 
the limitation of artemia perception might be closely related with its ecological domain size, and the interaction between the 
artemia. From the observation of artemia encountering, it is shown that the perception distance is about two to three times 
the length of artemia body. 

1.4. Conclusion 
As a conclusions, we shows the improvement of the Fourier transform microscopy technique by using a non-coherent IR 

source and the application of this system in observing the behavior of artemia in real life. The Fundamental mechanism of 
the artemia's driving motion has been concluded as the swimming mechanism in a laminar flow, and the pair of antenna are 
the swimming arms. The mating encountering time is estimated in the order of mini-seconds, and the selectivity of mating 
partner has been observed. It is suggested that the effect of temperature to artemia is due to the change of the mechanical 
property, the reasonable answer might be the change of viscosity to effect the motion of artemia mechanically. Although, a 
532 nm laser beam has been used to study the visual response of artemia to the illumination condition of the environment, 
particularly the spectrum response, there is no conclusion due to the lack of observation data, and further study is needed to 
conclude the facts. 
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Fig 1. The schematics of the Fourier optic system as shown, a collimated laser beam of plane-wave and uniform intensity is 
illuminating the objects S0 which is optically transparent. The diffracted light from the object then pass through a Fourier 
transform lens L,, and is focused on the spatial filter. An high pass spatial filter and the lens Lj are used to inversely Fourier 
transform the diffracted pattern of the observed object and to image by the CCD. 
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Figuer 2. Left hand side is the Fourier transform image by using non-coherent DR. light source, and the right hand side is 
taken by the coherent laser source. It shows the improvement of the Fourier transform image quality by using the IR non- 
coherent light source. 

HÜ 
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Figure 3 shows a series of images of the continuos motion of the artemia. It shows that the basic driving mechanism of 
artemia forward motion is by swimming of the pair of its antenne. 
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Figure 4. The most commonly seen spiral tracing of artetnia motion. The artemia's tail, named as postmaxillar region, is to 
control its direction, and the balance in swimming . 

(l)t=Oms (2)t=lms 

(3) t=2 ms (4) r=3 ms 

(5) t=4 ms (6) t=5 ms 

Figure 5. The series of photos show the mating behavior of adult artemia. The mating collision time is estimated about the 
order of mill-second.. 
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ABSTRACT 

Measurement of tissue radiation damage quantitatively in radiation therapy is very important to optimize the therapeutic 

treatment. Ionized radiation induces homogenization of the extracellular matrix which is synthesized by fibroblast and the 

randomization of the orientation of the collagen fibers in dermis. If the dermis is exposed by ionized radiation, a thermal 

acoustic shear wave which propagates in dermis becomes harmonic wave; Otherwise, an inharmonic wave is expected 

because of inhomogeneous and the anisotropic properties of dermis. A polarized optical heterodyne interferometer was 

setup in order to measure the transverse displacement of the shear wave in order to analyze the propagation mode of the 

shear wave in dermis. The detection sensitivity of the displacement was lnm and the dynamic range was 300 run in this 

arrangement. The lowest dose that can be detected by the exposure of 4 MeV radiation on porcine dermis was 1 cGy. 

Keywords : Dermis. interferometer, heterodyne, collagen, fibroblast, shear wave, displacement 

1. INTRODUCTION 

In the area of dermatology, different techniques to measure the change of linear and circular birefringence caused by the 

thermal damages are studied extensively"■». However, the most attractive techmque recently developed was the polarization 

sensitive optical coherence tomography(OCT). It can be used to sense birefringence image caused by the thermal damages 

tomographically'3"'. The thermal denaturation of collagen which is from a -helix to a random-coil conformation that is 

accompanied by a loss of birefringence'2'. In loose connective tissue like dermis is highly cellular and contains numerous 

fibroblasts which synthesize much of the extra-cellular matrix and collagen fibers. However, at least 40°Cof temperature is 

required to result thermal denatureation of dermis'2". In contrast, the ionized radiation induces the denaturation of collagen 

fibers and the extra-cellular matrix in dermis is examined in this paper15"7'. According to the percentage depth dose of 4 MeV 

photon radiation, the radiation dose is built up in dermis'7' which contains abundant collagen fibers and fibroblasts'5'. The 

orientation of collagen fibers is then randomized their orientation by the exposure of radiation. Meanwhile, the extra-cellular 

matrix is enforced lost the structure and becomes homogeneous'«» as well. For a living tissue, if the dose of the exposure 

does not induced a permanent damage, the dermis is able to repair itself the and recovers the dermis back to inhomogeneous 
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and anisotropic as it was before the exposure. A thermal acoustic wave which propagates in dermis then becomes 

inharmonic from the harmonic sinusoidal wave which propagates in a isotropic and homogeneous medium. In a bulk 

isotropic material, there are thermal acoustic shear wave and longitudinal wave propagating in the medium(8). However, the 

shear wave displaces in X direction is in the direction perpendicular to the propagation in Z-axis while the longitudinal 

wave displaced in Z direction is in the direction parallel to Z-axis. Because dermis is so sensitive to the ionization radiation 

that induces dermis homogeneously and isotropically. Therefore, a harmonic thermal acoustic shear wave is expected 

propagation in dermis at room temperature. A polarized optical heterodyne interferometer which measures the transverse 

displacement of the shear wave is setup in order to analyzer the harmonic mode of the shear wave. Then, a highly sensitive 

biological ionization radiation sensor is demostrated. 

2. PRINCIPLE 

There are a thermal acoustic longitudinal wave and a two shear waves propagating in the bulk of isotropic and 

homogeneous material when the material readies the thermodynamic equilibrium with its surroundings'8'. The speed of 

propagation of the longitudinal wave is faster than shear wave'81. The equation of the thermal acoustic longitudinal wave can 

be expressed 

ft2     v}V%=0 (1) 

and the thermal acoustic shear wave is 

5t2 ^r-v^v2fis = o (2) 

where v,and vsare the propagation speed of the longitudinal wave and the shear wave respectively. \it and n, are the 

displacements with respect to the longitudinal wave and the shear wave. It is because the exposure of the ionized radiation 

induces extra-cellular matrix and die collagen fibers in dermis homogeneously and isotropically. Therefore, a polarized 

optical heterodyne interferometer is setup in order to analyze the propagation mode of the thermal acoustic shear wave in 

dermis(9). A beam splitter (BS1) divides the laser beam into a reference beam and a signal beam. According to theory, a 

linear polarized light can be separated into two orthogonal linear polarized waves. P wave and S wave, which propagate in 

the Mach-Zehnder interferometer simultaneously. There are two acoustic-optic modulators—AOM1 and AOM2—in the 

interferometer where P wave and the S wave are simultaneously modulated. A polarized beam splitter (PBS1) divides the 

signal beam into P, wave and S, wave which are driven by AOM1 at frequency OJs. P, wave is incident onto the test sample 

T. While the S, wave is onto the reference mirror R. Both P, wave and S, wave are reflected back to the interferometer. 

Similarly, P, wave and S2 wave which are driven by AOM2 at frequency wr propagate in the reference beam. The P, and P, 

waves are separated from S, and S2 waves by PBS2 and are detected and heterodyned at Dp and Ds respectively. The 

intensities of the heterodyned P wave (P,+P2) and S wave (S,+S2) are 

|2 

Ip(Aeot) = |APi exp[ i(<a,t + 4>Pi)] + A Pj exp i[w ,.t + 4>|); ]| 

= IPi +IP; +2(IpiI|,s)
y2-cos(Afflt + A<t.p) (3) 
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Is(Ao)t) = |ASi exp(i(Q)st + i))Si)) + As= exp(i(w, t + «^ ))| 

= IS +IS:+2(ISiIS;)^-cos(Afflt + A(t>s) W 

where A oo = oos-(*), is the beat frequency of the signal beam and the reference beam, A*,, = <t>„, - <t>„; a"d  A<K = <t»s, - "t>s, 

are tiie phases difference of the heterodyne P wave and S wave respectively. A lock-in amplifier is chosen to measure the 

phase difference   A* = A*„ - A<j>s = <}>„, - *,, and die amplitude at the same time. Besides, tire measurement of the 

amplitude ratio of the heterodyne P wave and S waves, which is (iii^X enables us to monitor the degradation of the 

heterodyned efficiency in real time. A phase difference  A4» between the heterodyned P wave and S wave relates to the 

relative displacement   Ah  between the test surface T and the reference mirror R. The relation is   A<j> = — Ah . X is die 

wavelength of the laser source. When a thermal acoustic shear wave is propagating in dermis at room temperature. A 

transverse displacement of the shear wave can be monitored in real time by the interferometer. Then a propagation mode of 

the thermal acoustic shear wave is analyzed following the variation of the transverse displacement versus time. Therefore a 

highly sensitive biological ionized radiation sensor in terms of the propagation mode analysis of the thermal shear wave is 

introduced. 

3.Experimental Setup 

A shown in Fig.L a linearly polarized frequency stabilized He-Ne laser ( Spectra Physics. Model 117A) in conjunction with 

a  - wave plate and an optical isolator were used in the configuration. A laser beam which was divided into two equal 
2 

amplitude by a beam splitter (BS1) was incident on the Mach-Zehnder interferometer. Two moclulators-AOMl and AOM2- 

-were driven at frequencies of wr=80.0000 MHz and w =80.07,77 MHz. respectively. A beat frequency of 33.7-kHz of the 

heterodyned P and S waves was generated by the detector D„ and D, respectively. To obtain a better signal-to-noise ratio, a 

bandpass filter with the central frequency at 33.7 kHz was required behind each detector. The stability of the phase and the 

amplitude of the interferometer were ± 0.2 7hr and ± 0.3 %/hr in the experiment. It corresponded to 1 nm resolution in 

transverse displacement. The dynamic range of the displacement was 300 nm . A 40X objective ( N. A =0.65 ) was used to 

focus the P, wave onto the sample which was a 5x 8 cm porcine dermis of 0.3 nun in thickness™. The lateral resolution 

was 0.6 ß m. Before radiation exposure an irregular inharmonic thermal acoustic shear wave was observed in the experiment 

as shown in Fig2.. A 5nm variation of the transverse displacement was measured. Figure 3(a), shows the transverse 

displacement of a harmonics shear acoustic wave in porcine dermis of lcGy dose by 4MeV photon exposure using Varian 

2100C LINAC. Fig.3(b) shows the displacement response of the shear wave 30 minutes later. The result confirms the repair 

ability of the living porcine dermis that an irregular inharmonic wave propagated in the porcine dermis. The displacement of 

the thermal acoustic shear wave was an order of 30 nm in the measurement. After a lOGy radiation dose of 4MeV photon 

radiation exposure on the porcine dermis.Fig.4(a) presents the response of harmonic shear wave as we expected. However, a 
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analysis of the displacement of the shear wave 24 lirs later. Fig.4(b) shows the some response of the shear wave of the 

porcine dermis mat was unable to repair itself biologically. Therefore, a ionized radiation sensitive biological sensor is 

introduced. A polarized optical heterodyne interferometer was used to sense the propagation mode of the thermal shear 

wave in porcine dermis is demonstrated experimentally. The lowest dose of the exposure was lcGy that strengthens the 

detection sensitivity of ionized radiation in comparison with the method in radiation biology'0'. 
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An analysis system for PET detector 

Hong-Chih Liu, Hsing-Ching Liang 
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ABSTRACT 

The ASR-PET detector is designed by coupling a 7x8 array of BGO scintillation crystals to a PSPMT (Position Sensitive 
Photo-Multiplier Tube). Reflectors between the crystals confine the light from a gamma ray interaction and control the 
distribution of light to the PSPMT. The output signals of the PSPMT are used to identify the crystal of scintillation and the 
energy being released from the gamma ray interaction. 

The subject of this study is to generate a LUT (Lookup Table) from the position response distribution of the block detector 
and to analyze the PHS (Pulse Height Spectrum) of each crystal. By combining the image-processing and neural network 
data fitting techniques, this system gives a flexible, user-friendly and powerful approach to perform the analysis with 
satisfactory accuracy. 

Keywords: PET, Block detector. 

1.   INTRODUCTION 

In most PET system, BGO block detectors'"6 are used to detect coincident 511Kev gamma rays resulting from positron 
annihilations. In the ASR-PET (designed by the Institute of Nuclear Energy Research, Taiwan, Republic of China), each 
BGO block detector module consists of a 7 x 8 BGO array coupled to the compact PSPMT (Position Sensitive Photo- 
Multiplier Tube). Reflectors between the crystals confine the light from a gamma ray interaction and control the distribution 
of light to the PSPMT. The PSPMT output signals are decoded into transaxial (x) and axial (y) position information. The 
summation of the PSPMT output signals is transformed into energy information. 

The subject of this study is to generate a LUT (Lookup Table) from the position response distribution of the block detector 
and to analyze the PHS (Pulse Height Spectrum) of each crystal. The ASR-PET block detector and data acquisition system 
is briefly described in section 2, while the detail of LUT and PHA algorithms are presented in section 3 and 4. A conclusion 
is given in section 5. 

2.   THE ASR-PET BLOCK DETECTORS AND DATA ACQUISITION SYSTEM 

The ASR-PET block detector module consists of a 7 x 8 BGO array coupled to the compact PSPMT (Hamamatsu R5900- 
00-C8) as shown in Figure 1. The dimensions of each BGO crystal are 2.6 mm in width, 2.6 mm in height and 25 mm in 
depth. Crystals are painted with reflection material and closely packed. Reflectors between the crystals confine the light 
from a gamma ray interaction and control the distribution of light to the PSPMT. The PSPMT has metal channel dynodes 
and 8 cross plate anodes (4 for X dimension and 4 for Y dimension). These anodes output signals can be used to determine 
the location of the scintillation event. The total summation of these anode signals can also provide information of the energy 
of the scintillation event. 

The hardware used for data acquisition is shown in Figure 2. The signals from 8 anodes of PSPMT are independently 
amplified through preamplifiers (LeCroy 612AM Fast Preamplifier) and offset-compensated by Fan-in/Fan-out modules 
(LeCroy 428F Linear Fan-in/Fan-out). The sum of these eight PMT signals is filtered (ORTEC 474 Timing Filter Amplifier), 
threshold (LeCroy 4608C Discriminator) and gated (LeCroy 222 Gate Generator) before it can be sent to trigger the ADC 
module. A delay device is inserted between each output of the preamplifier and the input of the charge integrating ADC to 
compensate the timing delay introduced by the trigger module. The digitized signals captured by the ADC (LeCroy 4300 
Fast Encoding/Readout ADC) are recorded and further processed by LUT and PHS analysis programs. 
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3.   LUT GENERATION ALGORITHM AND RESULTS 

The LUT °eneration program is developed under Borland C++ Builder. In Figure 3, flow diagram of the LUT generation 
algorithm fs shown. The LUT generation algorithm use the PSPMT anode signals to identify the crystal of scintillation. For 
each gamma ray interaction, the measured position value {Xm, YJ from these signals are calculated by: 

3Xl+X2-X,-3X4 

F_ 

xx+x2+x,+xt 

3Y1+Y2-Y,-3Y4 

:   Yl+Y2+Y,+Yt 
where X, X2 X, X, and Ylt Y2, Y» Y, are the amplified anodes signals captured by the ADCs. The relationship between the 
measured position and the true position is nonlinear in both X and Y positions. The LUT generation algorithm is designed to 
identify the crystal of interaction corresponding to a given (Xm, YJ pairs. 

Figure 4(a) shows the intermediate output of the LUT generation algorithm. A 256x256 position response distribution is 
obtained from the flood source (Na22) measurement. There is a distinct peak in the distribution for each crystal in the 
position response distribution. The lookup table is generated for each detector from its flood source response such that every 
possible (X Y ) pair will be assigned to one crystal and no detected events are thrown away. The region of each crystal 
occupied islissumed to have a boundary of four-sided polygons3, since it is easy to generate and flexible to bound the 56 
crystal position peaks. Figure 4(c) shows the 2-D position response distribution after smoothing and energy threshold. 
Figure 4(d) gives the LUT boundaries overlaid on the original position response distribution. 

Laroe peak-to-valley ratios are desirable for block detectors. Large ratios mean the peaks are well separated and thus 
identification the crystals of interaction are correct for a large fraction of the events. Figure 5(a) shows two areas (each with 
10 pixels wide on a 256x256 image) marked across BGO crystal array and their relative position profiles are shown in 
Figure 5(b). Even after averaging across 10 pixels, the separations between the peaks are still acceptable. Figure 5(c) and (d) 
shows the results of two thin lines (each with 2 pixels wide on a 256x256 image) drawn across BGO crystal arrays and their 
profiles. 

4. PHS ANALYSIS ALGORITHM AND RESULTS 

Figure 6 shows the coarse energy spectrum of an ASR-PET block detector being exposed to the Na22 flood source. The poor 
energy spectrum may results from the gain variation within the PSPMT and the inconsistent physical contact between the 
crystal and the PSPMT surface. 

In order to overcome the problem of non-uniformity of energy resolution and gamma ray detection efficiency of each BGO 
crystal the PHS algorithm is designed to analysis the energy spectrum of each individual BGO crystal. PHS analysis 
algorithm first calculate the (Xm, YJ for each event collected, it then determine which crystal the interaction occurred in, 
using the LUT generated earlier, and histogram the energy of the every event into one of 56 arrays. In this manner an energy 
spectrum can be obtained for each crystal. Figure 7 shows the energy spectra of each BGO crystal being exposed to Na 
flood source Using the 56 energy spectra, PHS analysis algorithm approximates gaussian function on each energy peak by 
artificial neural network data fitting technique. Figure 8 displays results of several BGO crystal energy spectra being 
approximated by gaussian functions. 

In order to observe the 511 keV photopeak detection efficiency of each BGO crystal, PHS analysis algorithm estimates the 
relative detection efficiency by comparison the area of gaussian function approximation of each 511 keV photopeak. Figure 
9 shows the distribution of the number of 511 keV photopeak detected in each crystal of an ASR-PET detector. The counts 
of the left row are about 20% less than the counts of the central row. These loss counts are believed to be due to the 
insufficient effective area of the PSPMT surface. 

5.   SUMMARY 

The prime motivation for this study is to conduct a comprehensive and quantitative evaluation of the performance of the 
BGO block detectors. The LUT algorithm creates the look-up table of each BGO block detectors based on the image- 
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processing technique. Using the artificial neural network data fitting technique, the PHS analysis algorithm provides a 
means of observing the 511 keV photopeak detection efficiency. More work will be needed to extend the proposed 
algorithm to analysis other types of PET detector. 
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Figure 1. ASR-PET block detector 
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Figure 6. Coarse energy spectrum of an ASR-PET block detector being exposed to the Na22 flood source. 
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Figure 9. Relative 511 keV detection efficiency across the detector. 
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Time-Gated Imaging Methods 
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ABSTRACT 

Non-linear ultrafast amplification optical gate has been used to detect back-scattered images of objects hidden in diluted Intralipid 
solutions. 

Key words: amplification gate, time gating, polarized gate, optical Kerr gate 

1. INTRODUCTION 

To directly detect objects hidden in highly scattering media, the diffusive component of light needs to be sorted out1"11 from early 
arrived ballistic and snake photons. In the transmission imaging approach, early light imaging techniques such as optical Kerr gate 
(OKG), streak camera, second harmonic generation cross-correlation gate, and polarization gate have been employed. The back- 
scattered early light imaging has one major difference from the transmission approach. In the transmission approach, the earliest 
photons arrive at the detector always carry the direct information of the hidden object embedded in the turbid medium. However, 
in the back-scattered approach, the first arrival photons will be directly the back-scattered photons from the host material. The later 
arriving ballistic back-scattered photons from the hidden object will be mixed with other photons (including ballistic, snake, and 
diffusive) from the host medium. Additional gating mechanism is needed to separate the light scattered back from host medium 
surrounding the object. In this paper, a x(2> nonlinear optical based gated (NLOG) is applied to acquire time resolved back-scattered 
images. In comparison to our previous results using an OKG based imaging system, back-scattered imaging using parametric 
amplification based NLOG has greatly improved the sensitivity and signal to noise ratio of the image. 

2. PRINCIPLE 

The principle governing the implementation of the NLOG is based on the second order nonlinear optical coefficient x(2) from 
materials such as: KTP (KTiOP04), BBO, etc. under the phase matching condition. A time-gated amplified signal can be obtained 
through this NLOG process. Optical parametric amplification gate has previously been used in transmission configuration12. The 
output of the amplified signal, Is, at frequency a>s, can be expressed as: I, + I2 = Is + Iresidue. Where the energy conservation o^ - 
tt»! = cos and the momentum conservation K2 - K, = Ks hold. The amplification factor can be expresses as: IS(L) = 1^0) 
[sinh GL/2]2 and the gain coefficient, G = 2 %(2) {I2(0) [u Cty coj/fe n, n2]}°5, where Ij is the input signal intensity at frequency 
(Ob I2 is the gating pulse intensity at frequency u>2, Iresidue is the residue energy from the input L and I2 after the NLOG, L is the 
interaction length, and x(2) is the second order nonlinearity. The amplification gain of the output at cos is attributed from the loss 
of the intense gating pulse at u^. An off-axis type II phase matched NLOG is generally used where the polarization of the 
amplified signal cos is perpendicular to the input. The improvement of the S/N from an NLOG can be estimated using an example 
from the gain equation of IS(L) - I,(0)exp[GL]. Given G = 0.5mm"1 and L = 10-mm, the output signal gain factor after a NLOG 
is: Is(L=10-mm)/Ii(0) = exp[10x0.5] - 143 . 
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3. METHOD 

The schematic diagram of the back-scattered NLOG imaging system is shown in fig.l. A mode-locked YAG laser system which 
emitted a 40-ps 1064-nm pulse was used as the illumination beam and its second harmonic at 532-nm was used as the gating pulse 
in NLOG A 20-mm long phase-matched cut KTP crystal was used as the %&) gain medium. A pair of crossed polarizers was added 
into an scattered signal I,(t) at CD, (1064nm) before and after the NLOG crystal. Without the gating pulse (^ (532nm), the 
polarization of the input signal (1064-nm) remained unchanged and the 1064-nm beam would be blocked by the second polarizer 
(Analyzer) With the gating pulse coz on, a portion of the input scattered profile of co, was selected and amplified within the gating 
pulse duration. The polarization of the amplified output signal was perpendicular to that of the input signal. In this manner, by 
synchronizing and gradually delaying the gating pulse I2(t) at (^ relative to the input signal I,(t), the scattered signal intensity profile 
as a function of different part of I,(t) could be selectively sliced and the most of the diffusive part could be rejected simultaneously. 
The time-sliced output NLOG signal a* (1064nm) was amplified and then passed through the analyzer. Following that, a narrow 

band filter centered at cos was used to select the NLOG signal at 1064nm. The sample used in the back-scattered imaging was a 
positive USAF Resolution Power Test Target (RPTT) immersed in the middle of a 5.5 x 5.5 x 10cm3 (L x W x H) cell filled with 
a 2.2% diluted Intralipid solution. 

Bar chart 

J    Cooled 
CCD 

Camera 

W ^P (w2> = 532nm 

1064nm beam 

Fig. 1 Experimental setup of a back-scattered imaging system using a X(2) NLOG BS: beam splitter 532 nm reflection /1064 nm transmission. 
I X = 532nm pulse width 40ps, pumping beam, frequency 10Hz, power density ~15mJ/(~0.4cm2) (cross section area at the input of the 

KTP) I • „, X = 1064nm amplified input signal component without any background; Iresidue, K*me = 1064nm, signal component with the 
background present. The amplification factor is ~ 100. Calcite polarizer and analyzer are set perpendicularly and parallel from each other 
respectively to obtain amplified signal component, IsigM,, (shown in Fig.2) and amplified residue component Iresidue. 

4. RESULTS 

Three pictures from the reflection bars of the RPTT under various conditions of the back-scattered imaging from samples using 
NLOG are displayed in fig. 2. An NLOG image is shown in fig.2a when the RPTT was immersed in a clear water cell. This 
measurement represents a reference to calibrate the gain factor of the imaging system. By taking the ratio of the images with and 
without the gating pulse, the absolute gain factor of the NLOG gate was found to be > 100 times at the delay time = 0 and was ~ 
five times at a time delay of 34-ps. In an image from the RPTT immersed in the diluted Intralipid solution cell was obtained when 
the gating pulse was off. No image was detected as seen in fig.2b. This picture represented the system minimum background level 
using a pair of crossed polarizers. An image of RPTT immersed in a 2.2% diluted Intralipid solution was displayed in figure 2c 
when the gating pulse was on at t = 0 ps. This image signal was greatly amplified and the background noise was low. Beside the 
improved sensitivity of ~ 100 times, the improved in S/N may also attributed to the change in polarization of the input signal where 
most of the background was removed. 

Using an OKG for a similar back-scattered optical imaging, the reflection test bars can only be imaged through a 3cm long 2% 
diluted Intralipid solution. The measured image contrast values were ~ 0.80 and 0.65, respectively, in a 5-cm long 2.2% Intralipid 
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cell using this NLOG and in a 3-cm long 2% Intralipid cell using OKG. The measured scattering length (ls) of a 2.2% diluted 
Intralipid solution at 1060-nm was -2.1 mm [ref. 1]. An effective S/N improvement > 5X104 = exp (-3/0.23) / exp(-5/0.209) was 
achieved using the NLOG. The larger S/N gain is attributed to the lower background noise from the signal beam. 

a b c 
Fig.2. Experimental results from back-scattered from Intralipid using NLOG imaging system. These are images from a section of the reflection 
bars of an USAF RPTT (1 line pairs/mm) in the middle of a 5.5 x 5.5 x 10 cm3 plastic cell. The terms: Is, Ip, 1^^ are intensity and the subscripts, 
residue signal, p-pump which provides energy to the input signal; s-signal input signal without the background noise amplified and with a change 
in polarization from x to y.   The measured contrast values are 0.99 and 0.80 for a, and c respectively, and Ip 1 Is 
(a) Sample cell filled with clear water 
(b) Sample cell filled with 2.2% diluted Intralipid (No gating pulse) 
(c) Sample cell filled with 2.2% Intralipid 
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ABSTRACT 

A tightly bending loss technique is developed for application in biomedical WDM fiber sensors. In this paper, we present the 

measurement and comparison of bending sensor in 1.3 urn and 1.55 urn wavelength region, respectively. A two - wavelength 

measurement setup is built for bending loss testing. Various wrapping method and turns are invested for studying the 

bending loss for broadband biomedical sensing system. We found that as the bending loss increases, the oblique angle of 

wrapping become large. These research results is helpful for multi-channel multi-array fiber optic biomedical sensor 

systems. 

Keywords : Biomedical sensor, Fiber Sensor, Bending Loss, Wavelength Division Multiplexing 

1. INTRODUCTION 

Biomedical fiber-optical sensors attract a lot of attentions in last ten years1"2. Bending fiber-optic sensors are simple and cost 

effective. The fiber-optic bending sensors can be applied to measure many physical quantities, such as voltage, strain, 

temperature, pressure, etc 3'n. With the wavelength division multiplexing techniques intensively grew up 12, multichannel 

high-speed WDM distributed fiber-optic bending sensor become an important issue13"14. Such WDM fiber bending sensors 

can be applied in biomedical sensor systems. 

In this paper, the bending fiber sensor we developed are using the Walsin- Fujikura single mode fiber (Spec No. : NWF- 

98F101, SM.10 /125.04.UV )1S which is commonly used in Taiwan. Three wrapping schemes: normal wrapping, overlap 
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wrapping and cross wrapping are considered. The tightly bending losses are measured with the three wrapping schemes 

with bending radius 1 mm to 25 mm. The bending losses are different in 1.3 um and 1.5 urn with various wrapping schemes 

and bending radii. We also analyze the bending loss with various wrapping turns. In broadband WDM fiber biomedical 

bending sensor system, it is important to determinate the wavelength responses in different wavelength channels. The 

experimental results can be used for clarifying the relationship between the maximum number of bending loss sensor and the 

operation wavelength band. 

Owing to bending and unsuitable wrapping structure will induce tension in process of the fiber manufacture and construction, 

the optical transmission signal will experience the extra radiation losses and be attenuated. Although several bending loss 

measurement standard have been developed1617, only a few papers discuss about wrapping in various structure, turns and 

wavelength have been reported 1819. This work is important for future achieving wide-band WDM biomedical fiber sensors 

systems, including manufacturing, constructing and cabling process. In the following, we will concentrate on bending loss 

mechanism, and the bending loss characteristics in various wavelength windows. The following sections show the 

experimental setup and results. 

2.DESCRIPTION OF EXPERIMENTAL ARRANGEMENT 

The schematic diagram of the experimental apparatus consist of two laser sources operating at 1.3um and 1.55um 

wavelength, the fiber is wrapped around a mandrel with various diameters R, the end is a power meter for reading the power 

losses, as shown in Fig .1. The schematic diagram of the wrapping style is considered three schemes: normal wrapping, 

cross wrapping and overlap wrapping as shown in Fig .2. 

3.EXPERIMENTAL RESULTS 

3.1 The relation of bending losses v. s. bending radius 
Some Walsin-Fujikura single mode fibers ( SM.10 /12504UV ) are used for the following experiments. Their mode field 

diameter is 9.3 ± 0.5 urn at 1310 nm, cladding diameter is 125 ± 1.0 um and outer coating diameter is 245 ± 10 urn .Then- 

typical refractive index difference value is 0.36 % , and intrinsic attenuation value is 0.35 dB / km at 1.3 urn wavelength and 
0.22 dB / km at 1.55 urn wavelength. The bending losses versus the bending radii are shown in Fig .3. The bending losses 
with radii from 1mm to 10 mm are measured at 1.3 urn and 1.55 um wavelength windows. The bending losses are larger at 
1.55 urn than at 1.3 urn wavelength. When the fiber is bent smaller than radius of 10 mm, the bending loss will increase from 
0 dB to 70 dB rapidly at 1.55 urn and bending loss will increase from 0.5 dB to 2.5 dB at 1.3 urn. Obviously, the smaller 
bending radius will induce the bigger bending loss. Especially, the bending loss is obviously become higher with radius R < 

3 mm at 1.55 urn. 
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3.2 The relation of bending loss v. s. wrapping scheme 
The fiber is wrapped around a mandrel of 25 mm diameter in this subsection. The power losses versus 1 to 20 turns with 
three wrapping schemes: normal, overlap and cross wrapping at 1.3 urn are shown in Fig .4. Obviously, the bending loss is a 
function of loop turns with various wrapping. The bending loss belongs to the cross wrapping comparing with the overlap 
wrapping and the normal wrapping schemes show large variation with respect to wrapping turns. Therefore, how the fiber 
was wrapped is important for fiber bending sensor design. The most sensitive scheme is cross wrapping bending fiber sensor. 
The same phenomenon happen at 1.55 um wavelength, but losses is much higher. As shown in Fig .5, we find that the 

bending loss sensitivity of the wrapping scheme at 1.55um wavelength is higher than at 1.3 urn wavelength, so the sensitive 
wavelength band is 1.55 urn for WDM optical bending fiber biomedical sensor system. 

3.3 The relation of bending loss v.s. wrapping oblique angle 
The fiber was wrapped with oblique angle 6 from 0° to 60° experimentally . As shown in Fig .6 and Fig .7, the bending 

loss is a function of oblique angle, the fitting bending loss functions can be written as : 

L,.3(im(0) = 0.006402 -0.21449 +0.6467, (1) 

L,.55Mm(ö) = 0.021802 -0.43540 +1.1514, (2) 

For comparison, the experimental and theoretical curves shown in Fig .6 and Fig .7 show the difference between the 1.3 urn 
and 1.55 um. The bigger the wrapping oblique angle, the bigger the losses in both wavelength. The bending losses are still 
greater at 1.55 urn than at 1.3 urn wavelength. Especially, the laser operating at 1.55 urn wavelength for WDM optical fiber 

biomedical sensor system show promising sensitivity with respect to the oblique angle. The oblique angle of wrapping is 
demonstrate as an important parameter for WDM optical bending fiber biomedical sensor system in the first time. 

3.4 The relation of bending loss v. s. wrapping interval 
The fiber was wrapped 5 turns with interval from 1 mm to 5 mm. In Fig .8 and Fig .9, the bending loss is a function of 
wrapping interval, the fitting functions can be represented as: 

L13lim(D) = -0.0046D2 -0.219D +0.3907, (3) 
L,.55lim(D) = - 0.0568D2 - 0.1766D+7.2921 , (4 ) 

Comparing the experimental and theoretical curves shown in Fig. 8 and Fig.9, the theoretical fitting curve is well matched the 
experimental data. The bigger the wrapping interval, the smaller the losses we found. The bending loss sensitivity of 
wrapping interval at 1.55 urn wavelength is still higher at 1.55 um than at 1.3 urn wavelength. So the better light source is 

1.55 urn wavelength for WDM optical fiber sensor system. The interval of wrapping is also an important parameter 
considered for WDM fiber biomedical sensor network. 

4.CONCLUSION 

In summary, before achieving a broadband WDM fiber-optical bending biomedical sensor networks, we measured the 
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bending losses in 1.3 um and 1.5 urn band with various bending radius, wrapping schemes, and turns. Based on those 
experimental results, we built up some simple theoretical models for describing the design rules. In the future, the models 
can be applied to develop a WDM fiber biomedical sensor system as shown in Fig. 10. This work is very helpful for future 
broadband WDM fiber biomedical sensor network. Because the transceiver in 1.3 urn and 1.55 urn band are cost effective 
for applying in fiber communication systems, we believe using 1.3 um and 1.55 urn light for broadband WDM distribution 

fiber biomedical sensor systems is possible in the future. 
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Experimental study on fiber Bragg grating electric current sensor 

Dejun Feng*, Guiyun Kai, Lei Ding, Heliang Liu, Xiaoyi Dong 
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ABSTRACT 

A new electric current sensor based on fiber Bragg grating tuned by giant magnetostrictive material rod is demonstrated in 

this paper. A fiber Bragg grating is firmly clung on a giant magnetostrictive rod that is put into the central part of a solenoid. 

The Bragg wavelength of the fiber grating will shift when the uniform magnetic field in the solenoid changes. The rod will 

have elastic lengthening along the direction of the magnetic field. The grating resonant wavelength of fiber grating will shift 

as consequence of the rod lengthening. The relationship between the electric current and the wavelength shift is basically 

linear. The wavelength range of linear tuning is about 0.9nm. The tuning sensitivity is about O.OOlnm/mA. 

Keywords: Giant magnetostrictive material, Fiber grating, Solenoid, Electric current sensor 

1.    INTRODUCTION 

Fiber Bragg grating (FBG) sensor technology has become one of the most progressing sensing topics of this decade in the 

field of optical fiber sensor technology as FBG sensors are capable of measuring a wide range of parameters1'2. The main 

reason for this is because FBG sensors have a number of distinguished advantages over other implementations of fiber-optic 

sensors, in particular absolute measurement, potential low-cost, flexibility, and unique wavelength-multiplexing capacity. 

Hence, FBG sensors are of great importance in civil, industrial and military fields. 

Faraday effect is used for electric current sensing for conventional current sensors while Kerr effect or Pockels effect is used 

for voltage sensors3. Optical fiber sensors exploiting Faraday effect have been intensively studied. However, the practical 

application of optical fiber sensors cannot meet our need for problems associated with induced linear birefringence, 

temperature and vibration have limited the application of them. Several alternative methods have been set up in experiment 

to measure electric current and voltage, for example, a hybrid system that consists of a conventional current transformer and 

a piezoelectric element and an interferometric wavelength-shift detection method. FBGs are ideal for use in electrical power 

industry due to the immunity to electro-magnatic interference. A new electric current sensor based on fiber Bragg grating 

tuned by giant magnetostrictive material rod is demonstrated in this paper. 

2.   PRINCIPLE 

The Bragg wavelength  A,B   of the FBG is given by 

XB=2neffA, (1) 

where A  is the fringe spacing of the FBG and neff  is the effective refractive index. 
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Both the refractive index and spacing, therefore Bragg wavelength are depended on temperature and strain. Assuming the 

temperature is unvarying, the strain-to-wavelength relation is given by 

= (1-/>.)£„, (2) AXR 

where  pe  is the effective photoelastic coefficient.  £„  is the strain along the grating's axis direction. The effective 

photoelastic coefficient can be expressed as 

A=^[Pl2-MAl+/>12)]. (3) 

where pu and pn are the photoelastic coefficients of the strain tensor, yU is the Poisson ratio and ncore is refractive 

index of the fiber core. For Si02 fiber, ncore =1.46, pn =0.12, pn =0.27, ^=0.16, so Pe =0.22. According to 

equation (2), the Bragg wavelength can shift under an axial strain. The giant magnetostrictive material is a special kind of 

alloy of TbDy(FeM)2 system composition and a magnetostrictive rod of dimensions 5 X 50mm is used in experiment as 

magnetic field transducer. When a magnetic field is applied to it, the magnetic domains in the magnetostictive material tend 

to align along the field direction and, as a result of the magnetoelastic coupling, the material suffers an elastic lengthening in 

the direction of the magnetic field4. Assuming a FBG is hold on a giant magnetostrictive rod which is placed into the central 

part of a multi-layer solenoid, the Bragg wavelength of the fiber grating will shift when the uniform magnetic field in the 

solenoid changes because the strain of the giant magnetostrictive rod will transfer to the FBG. 

3.   EXPERIMENTAL RESULTS AND DISCUSSION 

Fig.l is the diagram schematic of FBG sensing head. The FBG approximately 11mm in length is used in experiment, which 

is fabricated in Germanium-doped silica fiber by ourselves using a KrF excimer laser emitting at 248nm and a phase mask. 

The fiber Bragg grating with 96% peak reflectivity at 1549.02nm and 0.22nm bandwidth is used in this preliminary 

experiment. Fig.2 shows the experiment setup for current measurement of the sensor. Light from a broadband light source 

(BBS) is launched into the sensing head, the transmission light is monitored by a commercial optical spectrum analyzer 

(Advantest Q8383). The application of mechanical prestress will result in significance modification of its performance. 

The prestress will reduce the sensitivity to the magnetic field but gives a more linear response. The solenoid has about 2000 

circles and the length of this solenoid is 120mm. Put the sensing head in the central part of a multi-layer solenoid and the 

magnitude of magnetic field is uniform in the central part. The magnitude of uniform magnetic field determined by the 

scope of the electric current in wax cloth windings. No mechanical prestress is applied in order to achieve maximum 

sensitivity to magnetic field. The relationship between the electric current and the wavelength shift is shown in Fig.3 (the 

dots is experimental results, the line is the fitted line). 

Sensing head 

FBG Fiber 

\ 

Magnetostrictive rod 

Fig. 1 FBG sensing head 

Uniform magnetic field 

Fig.2 Schematic diagram of experimental setup 

for current effect measurement 
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It is easy to see that the relationship between the current and the Bragg wavlength shift of FBG is basically linear 

(R =0.9944) in measuring range and the Bragg wavelength range of linear tuning of 0.9nm is achieved. The tuning 

sensitivity is about 0.001nm/mA. In preliminary experiment, we observe that Hysteresis will affect the measuring results if 

we go on increasing the current (more than 1 A), so the measuring range of this current sensor not more than 900mA. When 

the current exceeds the linear operating range of the magnetostictive material, the nonlinear behavior will appear due to the 

saturation of the alloy. The FBG suffers no chirp in the tuning process as it is illustrated in Fig. 4. 

Temperature effect must be considered if the measuring time is long. The heat created by the solenoid will accumulate and it 

will affect the Bragg wavelength. In experiment, we use an adiabatic pipe to protect the sensing head from heat. How to 

eliminate the Hysteresis and temperature effect and extend the measuring range are important questions to be resolved in 

our farther study. 

4.   CONCLUSION 

A new electric current sensor based on fiber Bragg grating tuned by giant magnetostrictive material rod is proposed. The 

relationship between the electric current and the wavelength shift is basically linear by the regression coefficient of i?=0.945. 

This device has many characteristics, such as simple structure, high sensitivity, and good linearity. It is 

promising to be used into in-process industrial measurement and biological sensing. It also offers a 

potential alternative to promote the application of optoelectronic technology for improving human health, 

safety and environmental protection. 
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ABSTRACT 
A new silicon-on-insulator (SOI) waveguide Michelson interferometer with Bragg reflective gratings as a biomedical 

temperature sensing array head is presented in this paper. The waveguide Bragg reflective gratings work as mirrors for 

adjusting the transfer function of the Michelson interferometer sensor. We will show the comparison of the temperature 

sensing accuracies of the fiber Bragg grating and SOI waveguide Michelson interferometers in biomedical applications. The 

grating length and perturbation period of waveguide Bragg grating in SOI waveguide Michelson interferometer will 

increase as temperature rises, that is, the thermal effects of the reflective Bragg gratings are considered in our analysis. 

According to the numerical analysis of power reflective spectra of waveguide Michelson interferometers, the temperature 

sensing of waveguide SOI Michelson interferometer can improve at least 20 times than traditional fiber Bragg grating 

temperature sensor. Moreover, the SOI waveguide interferometer sensor we designed presents high sensitivity than pure 

single waveguide Bragg grating sensor and fiber Bragg grating sensor by adjusting the length of the two interferomertric 

arms. The full width of half maximum (FWHM) of the frequency responses of passband of SOI waveguide Michelson 

interferometer can be designed smaller than fiber and waveguide Bragg grating sensors for sensitivity improvement. 

Key words: Biomedical waveguide sensor, silicon-on-insulator, Michelson interferometer, waveguide, temperature 

sensor 

1. INTRODUCTION 

Because of the fiber Bragg gratings (FBGs) have many advantages such as high sensitivity, and biocompactibility 

provide excellent reliability for physiological temperature sensing, we have studied them for measuring temperature in the 

field of biomedical applications1. Fiber-optic temperature sensors have been widely studied2"4. Those fiber-optic sensors 

have many advantages, such as low volume and light weight, electromagnetic immunity and low cost. That is, to cooperate 

accurate fiber-optic temperature sensors with fiber-optic biomedical sensors is very desirable. Therefore, highly accurate 
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fiber-optic temperature sensors are valuable in the trend of developing all fiber-optic physiological sensors. Moreover, some 

advanced fiber optical sensors using optical fiber interferometer structures have also been discussed and developed because 

of their high sensitivity in measurement of vibration, surface roughness, and chromatic dispersion, etc5~9. Recently, the 

integrated optical devices have shown outstanding performance as the tremendous promising developments of 

silicon-on-insulator (SOI) integrated electrical circuits10"11. Especially, the application of integrated optical periodic 

dielectric waveguide gratings in optical sensing have been widely studied12-14. 

In this paper, we designed a new SOI waveguide Michelson interferometer sensor for developing biomedical fiber 

temperature sensing head. The application scheme we proposed is shown in Fig. 1. The optical SOI waveguide Michelson 

interferometer sensor we designed are used for replacing fiber Michelson interferometer sensors for reducing the sensor size. 

This paper is organized as follows: Section 2 describe the mathematical formulations of our designed integrated optical 

waveguide Michelson interferometer sensor in temperature sensing. The numerical results of SOI waveguide Michelson 

interferometer sensor for temperature sensing are exhibited in Section 3. We also give the conclusions of our designed 

optical devices in final section. 

2. MATHEMATICAL FORMULATIONS OF OPTICAL SOI WAVEGUIDE MICHELSON 

INTERFEROMETER SENSORS 

In this section, we describe the mathematical formulations of the SOI optical waveguide Michelson interferometer 

sensors. The schematic structures of our designed SOI waveguide Michelcon interferometer and single SOI waveguide 

Bragg grating sensor on UNIBOND SOI wafer are shown in Fig. 2 and Fig. 3, respectively. The UNIBOND SOI wafer is 

designed with 1.5//m thick silicon surface layers and 0.4ßm buried-oxide layer on silicon substrate. Considering the SOI 

waveguide coupler of Michelson interferometer sensor shown in Fig. 2, each arm has a length, /, (/' = 1 to 4) and two SOI 

waveguide grating with reflection coefficient r is designed in the ends of two output arms. The light is launched at any arm 

and reflected and interfered in our designed Michelson interferometric cavity to achieve narrow optical passband spectra for 

increasing sensor sensitivity. 

The scattering matrix method15 is used for deriving the reflected optical fields from output ports of the SOI waveguide 

Michelson interferometer and are derived as following terms: 

-iß 
re     l       -2/jSL -2*75?,, (\\ 

Er = [Ke    ^ +{\-K)e    ^4]Ein 
Uj 

1     (l-K) m 

EL =[—- He     >+e     4>     l l^n (2) 
2  -^+JTK 

VI—AT 

Er   ^(l-^V^W]^ 0) 
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,  -iß{U+h) (4) 

4 

where £„, is the initial input optical field, K is the coupling constant of the SOI waveguide coupler, ßis the propagating 

constant, /,„_,.,, 3,4) is the length of each arm, r is defined as the reflected power ratio of SOI waveguide Bragg grating with 

amorphous silicon cover and is derived in the following. In this paper, we will show the improvement of the accuracy with 

replacing the fiber Bragg gratings by SOI waveguide Michelson interferometer sensors. The author can determine the 

variance of temperature by designing and analyzing the reflecting power spectra of waveguide devices. A periodic 

sinusoidal index corrugation is distributed along the direction of this waveguide device. We may derive the reflected power 

of single SOI waveguide Bragg grating sensor with amorphous silicon cover based on the coupled-mode equations16 as 

(^sin^jÄ2-^-^)2!] 
 c V    c c A   (5) 

?*?-£f-Z? U^^Ä2m^-n-fsM^) -i^-fn (—, -v~ -^ w^v c , v c A, -J - c A< - Y c ' ' c A 

where L is the length of Bragg grating, An is the grating index perturbation, c is the light speed in free space,/is the 

optical frequency, n is the refractive index andyl is the period of the waveguide Bragg grating. From Eq. (5), we know that 

the maximum power reflection only occurs on the phase matching condition. When we considered the variance of 

temperature A T of SOI wafer under monitoring biomedical signals, the central optical frequency of the reflecting spectrum 

will drift asfR as1 

fR 
c (6) 

[l + (£ + r0)A7']2«A 

where E and T0 are the thermal expansion coefficient and the thermo-optic coefficient of the SOI waveguide Bragg grating, 

respectively. The parameters for analyzing the reflective spectra of SOI waveguide sensor and fiber sensor are listed in 

Table I18. The length L and period A of waveguide Bragg grating will increase as temperature rises, that is, the thermal 

effects are considered in our analysis. 

3. NUMERICAL RESULTS OF SOI WAVEGUIDE MICHELSON INTERFEROMETER SENSORS 

FOR TEMPERATURE SENSING 

Through a serial analysis and derivations of the work formulations mentioned above, Fig. 4 shows the numerical 

results of the reflected spectra of FBG and SOI Michelson interferometer sensor with the temperature variation 10"C. The 

numerical results of the reflected spectra of SOI waveguide grating sensor and SOI Michelson interferometer sensor with 

the temperature variation 10°C is shown in Fig. 5. The SOI Michelson interferometer sensor is designed with K= 0.5,1, = l2 

=3 mm, l3= 4 mm, l4 = 4.068 mm, L = 0.1 mm, and A=02215ßm. The SOI grating sensor with 1=0.1 mm and A 

=0.2215 ßm, the same parameters for comparing with SOI Michelson interferometer sensor. The fiber Bragg grating sensor 

is designed with L=5mm and A =0.5166 ^m for achieving the same reflected spectrum as SOI grating sensor. In Fig. 4 and 

Fig. 5, the FBG sensors and SOI waveguide Bragg grating sensors were compared with SOI waveguide Michelson 
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interferometer sensors, assume all of the devices have the same initial center wavelength of the reflection spectrum at 1.55 

ß m. Especially, the FBG sensor and SOI grating sensor are designed with almost the same reflection spectra at initial 

setting temperature as a solid line in Fig. 4 and Fig. 5 with the 10°C temperature variation, the reflecting spectra shifting 

show the SOI grating has much better response. Attaching the same SOI waveguide grating on the ends of a 2 x 2 optimal 

SOI coupler, the reflecting spectra coming from the output port 2 of the designed SOI Michelson interferometer sensor show 

a narrow bandwidth. Therefore, a SOI waveguide Michelson interferometer sensor has higher sensing resolution for 

biomedical applications. 

4. CONCLUSION 

According to the numerical analysis of the power reflective spectra of waveguide Michelson interferometers mentioned 

above, the temperature sensing of waveguide SOI Michelson interferometer for developing biomedical fiber temperature 

sensing head can improve at least 20 times than fiber Bragg grating temperature sensor. Moreover, the SOI waveguide 

interferometer sensor we designed presents high sensitivity than pure single waveguide Bragg grating sensor. The full width 

at half maximum (FWHM) of the frequency responses of passband of SOI waveguide Michelson interferometer can be 

designed smaller than fiber Bragg grating sensors for sensitivity improvement. Owing to excellent characteristics of smaller 

FWHM and high finesse in temperature sensing for biomedical signal monitoring, the waveguide SOI Michelson 

interferometer we designed may replace the traditional fiber Bragg grating sensors system for biomedical applications. 
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Parameters 
Thermal 

Expansion coef. (E) Thermal-Optical coef. 
(To) 

SOI 
Wavaeguide 

Grating 
2.6xl06/°C 1.86xlO-4/°C 

Fiber 
Bragg 

Grating 
l.ixitrVc 8.6xlO"6/°C 

Table 1 Some thermo-optical parameters of fiber Bragg grating and SOI waveguide Bragg grating used in this study 

285 



Implementation of A 1280nm-1380nm Light Source for Reflective 
Spectrum Measurement of Biomedical Fiber Sensors 

Shyh-Lin Tsao* and Shien-Cheng Chiou 

Department of Electrical Engineering 

Yuan Ze University 

Chung-Li, Taiwan, R.O.C 

ABSTRACT 

In this paper, we present a new broadband light source covers 1280-1380nm region for application in a wavelength-division 

multiplexing biomedical fiber-optic Bragg grating spectra reflective sensors. We cascade two optical amplifiers for 

achieving the lOOnm broadband light source. The cascaded two optical amplifiers are praseodymium fluoride fiber amplifier 

(PDFA) and multiple quantum well optical semiconductor amplifier (MQW-SOA), respectively. The optimal driving current 

of MQW-SOA and the optimal pumping power of PDFA are experimentally searched. We find the bandwidth can reach 

lOOnm from 1280nm to 1380nm with driving current 50mA and pumping power 885mW of MQW-SOA and PDFA, 

respectively. 

Keywords:    Biomedical sensor light source, Broadband light source, Fiber sensing, Reflective Spectrum, Optical 

amplifier 

1. INTRODUCTION 
Fiber-optic biomedical sensors have been developed over last ten years1"3. The fiber-optic in vivo monitoring sensors present 

multi-functions. Such as PH value, pressure of 02 and C02 detection. Those in vivo biomedical sensors need fiber-optic 

temperature sensors for preventing thermocouple embedded sensor contamination of blood. We reported a highly accurate 

temperature sensor using two fiber Bragg gratings(FBGs)4 which can replace thermocouple sensor combined with the fiber- 

optic biomedical sensors. These FBGs sensors usually are applied in the medical apparatus by analyzing the of optical 

reflective spectrum5-6. Besides, optical amplifiers with the feature of broadband have the great advantage of micro- sensors 

for biomedical applications. The schematic diagram of the biomedical sensor system with using broadband light source we 

proposed is shown in Fig.l. Therefore, the intensity and spectrum range of the broadband light source is very important. In 

anticipation of this need, many researches have focused on the broadband and the flat gain bandwidth optical amplifier 

broadband light source achievement in last several years for 1.55um region. Novel host materials have further broadened the 

optical spectral width, which can be completed with material improvement7"9. Moreover, increasing of the optical amplifier 

bandwidth has been proposed through cascading different optical amplifiers technologies, such as EDFA series with the 

Thulium-doped fiber amplifier (TDFA)10or the Raman amplifier" for 1.55um region. Some promising research results of 

cascaded broadband optical amplifier and light source were reported12'15. 
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In this paper, we demonstrate a 1.3um broadband light source which can be applied in wavelength-division multiplexing 

(WDM) biomedical fiber sensor system. We use the optical spectrum analyzer to show our experimental results which 

include the characteristics of WDM coupler, spontaneous emission spectra of PDFA with various pumping powers, 

spontaneous emission spectra of MQW-SOA with injecting current at 20°C. Finally, a new broadband light source including 

cascaded two optical amplifiers including PDFA and MQW-SOA is presented. 

2. DESCRIPTION AND EXPERIMENTAL RESULTS 

The schematic diagram of our proposed 1.3um broadband light source is shown in Fig.2. This optical light source include 

two optical amplifiers : one is PDFA, the other is MQW-SOA. We present the experimental study results in the following 

subsections. 

2.1 . Measurement of WDM coupler 

In this section, we use optical spectrum analyzer to measure the transmission spectra of optical WDM coupler for combining 

the pump light and signal light. First, we use a white light source as input singal source and let this singal source go through 

the optical WDM coupler. The experimental setup is shown in Fig.3. The measured spectrum of white light source is shown 

in Fig.4 at first. Then, the transmission band of the optical WDM coupler at pigtail 1 is shown in Fig.5. Similarly, we 

measure the output pigtail 2 for the signal passband spectra shown in Fig.6. We found this optical WDM coupler can be used 

for combining the Nd :YLF pump light working at 1047nm and the signal light working at 1300nm. 

2.2 . Experimental results of PDFA 

The components of the PDFA include a praseodymium-dope fluoride fiber (PDFF), a 2x2 optical WDM coupler 

(1047nm/1300nm) and a high power laser pumping source (1047nm). The PDFA use a high power-pumping source to 

achieve the population inversion. This optical WDM coupler can mix the 1047nm light coming from Nd :YLF laser and 

1300nm light signal into the PDFF as a forward pumping scheme. Then, we use an optical spectrum analyzer to measure the 

amplified spontaneous emission spectra. The experimental setup is shown in Fig.7. With tuning the pumping power emitted 

from Nd :YLF laser form 0.1W to 0.8W, the amplified spontaneous emission spectra of PDFA of port 1 is shown in Fig.8. 

The relationship between the amplified spontaneous emission of PDFA peak output power versus the input pumping laser is 

shown in Fig.9. The experimental result of light coming from port 2 is shown in Fig. 10 which represents the amplified 

spontaneous emission spectra with various pumping powers. Fig. 11 shows the peak power of amplified spontaneous 

emission is almost linearly increased as the pumping laser power increased. When the pumping power of PDFA is provided 

higher than 0.885W, the lasing phenomenon may be happen because of light reflections at both fiber faces. Therefore, we 

know exactly how the pumping power affect the output spectrum. 

2.3 . Experimental results of MQW-SOA 
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The basic components of the MQW-SOA include a diode of optical semiconductor amplifier, a circuit of bias current source 

and a circuit of temperature control. The MQW-SOA we implemented can be temperature controlled. The gain of the 

multiple quantum well optical semiconductor amplifier can be adjusted by the driving current. The amplified spontaneous 

emission spectra of the MQW-SOA is measured at first. The temperature of MQW-SOA is stabilized at 20°C during spectra 

measurement. The experimental setup is shown in Fig. 12 with tuning the injecting current of MQW-SOA from 10mA to 

60mA, the amplified spontaneous emission spectra of MQW-SOA of port 1 is shown in Fig. 13. Similarly, the relationship 

between the amplification of spontaneous emission of MQW-SOA peak power versus the driving current is shown in Fig.14. 

The experimental result of port 2 is shown in Fig. 15. The relationship between the ASE spectrum at pigtail 2 and the driving 

current is shown in Fig. 16. When the injecting current of the MQW-SOA is provided higher than 70mA, the lasing 

phenomenon may be happen because of light reflections at fiber facets. So, the injecting current tuning can vary the output 

spectrum distribution. 

2.4 Experimental results of the cascaded amplifier 

After we understand the performance of the PDFA and MQW-SOA presented in section 2.2 and section 2.3, we cascade two 

optical amplifiers as a broadband optical light source shown in Fig.2. The bandwidth of broadband optical amplifier of light 

amplification is combined with the two amplified bands of PDFA and MQW-SOA. We find the bandwidth can reach lOOnm 

from 1280nm to 1380nm with driving current 50mA of MQW-SOA and pumping power 885mW of PDFA and MQW-SOA, 

respectively. The spectrum of a PDFA and a MQW-SOA compared with the spectrum of a casecade broadband optical 

amplifier is shown in Fig. 17. Finally, the results show light spectrum can be used between 1280nm and 1380nm region. 

3. CONCLUSION 

In summary, we have designed a broadband light source with cascading a PDFA and a MQW-SOA. The basic idea and 

implementation of a broadband optical amplifier covers 1280nm-1380nm is presented. The amplified spontaneous emission 

spectra of the cascaded PDFA and MQW-SOA are measured for optical parameters searching. The conspicuous 

performance of this broadband optical amplifier at wavelength 1.3 ßm band can be applied for WDM biomedical fiber 

sensor systems as shown in Fig.l. Moreover, the range of bandwidth and gain can be tuned by injecting current of MQW- 

SOA and pumping power of PDFA. This 1.3 ß m broadband light source is very useful for multi-channel broadband WDM 

fiber biomedical sensor systems. 
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ABSTRACT 
The transient electric field of highly intense electromagnetic pulse (EMP) will seriously damage the military and civil 
installations, so it is significantly important to measure such electric field of EMP with high frequency. This paper describes a 
fiber-optic sensor for measuring highly intense electric field with high frequency. The sensor consists of a probe of 
electrooptic(EO) crystal, optic fiber, polarizer, photodetector, processing circuits and single-chip microprocessor. According 
to Pockels effect, the polarized light will be modulated by the electric field to be measured when it penetrates the EO crystal. 
Then, its polarized direction will vary following the variation of electric field. The change of polarized direction is converted 
to the variation of light intensity by polarizer. In order to gain good performance, it is important to choose suitable crystal 
carefully. The interrelated optical axises of the components are adjusted on the basis of the theoretical analysis and 
calculations. A special temperature compensating method is used to decrease the temperature effect. At the meantime, the 
low noise circuit is used. The testing results show that the linearity is 0.2%, the error of the measurement is approximately 
0.5% and the risetime is less than 4ns. 

Keyword: EMC, fiber-optic sensor, highly intense electric field, temperature compensation 

1.     INTRODUCTION 
Mankind throws emphasis more and more on electromagnetic pollution, now. Electromagnetic compatibility(EMC) is 
requested for various electronic devices'". The transient electric field of highly intense electromagnetic pulse will seriously 
damage the military and civil installations, even do harm to the health of living things. So it is significantly important to 
measure such electric field of EMP with high frequency. In traditional, the devices (such as static voltage meter, specialized 
probe, etc) applied to measure electric field are all made of electrical active substance, which will cause induced electric field 
easily. The perturbation of induced electric field will interfere with the testing electric field, which limits the validity and 
resolution of measurement. Especially, when there are lots of space charges, induction and inflow of space charges will result 
in serious errors and dangerousness. Furthermore, traditional instrument with big volume is very inconvenient in practical 
application. Fiber-optic electric field sensor has superior performances that have not in the traditional instruments, such as 
small volume, good insulativity, high corrosion resistance, not disturbing electric field to be measured, large range of 
measurement, etc1231. The electric field sensor using an optical modulator makes possible accurate measurement without 
disturbing the electromagnetic field to be measured and is expected to have application in EMC measurement. With the 
advancement of new principle of measurement, various fiber-optic electric field and voltage sensors are developed. 

2.THEORY 
1893, Pockels, German physical scientist, discovered that refractive rates of some transparent optic medium vary with the 
electric field load-on its two ends. It is Pockels effect or linear electrooptic effect. According to Pockels effect, the polarized 
light coming from polarizer P, will be modulated by the electric field to be measured when it penetrates the Pockels crystal, 
and its polarized direction will vary following the change of the electric field. In other words, a phasic difference is generated 
between ordinary light and extraordinary light. When the beam go through polarizer P2, the variation of phase is converted 

to the change of the light intensity by the polarizer P,, so the electric signal coming from photodetector contains the 

characteristic of the electric field to be measured. Fig. 1 shows the method of Pockels effect. 
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Fig. 1 the method of Pockels effect 

The phasic difference Ap due to the electric field to be measured can be given as 

Ay = 27in3yJE /A (1) 
Where 

n the refractive rates of crystal 
X wave length of the light 

Ye effective EO coefficient 
; the length of EO crystal 

E the intensity of electric field to be measured 
2.1 Selection of EO crystal 

Only piezoelectricity crystals without symcenter maybe have electrooptic effect, because the EO coefficient y is a three- 

order tensor. The crystals with good electrooptic and steadily physical properties are very little. Diagram (I) displays some 
typical EO crystals that are applied usually in electric field sensor. 
For the measurement based on the method of polarized light, anything disturbing the polarized status of the polarized beam 
should be avoided to guarantee the precision of the sensor, such as natural birefringence, natural rotary polarization, strain 
and stress, etc. Because natural rotary polarization and birefringence (which are usually temperature dependent) all will cause 
additional phase retardation, the crystals without natural birefringence and rotary polarization is best EO crystal. According 
to these rules, Bifie-iOn(BGO) is suitable , which belongs to cubic crystal class 43m. When there is not electic field , BGO , 

the isotropic crystal, is a ideal sensitive crystal to voltage or electric field. 

crystal class EO coefficient 
A = 0.63 fjm    (lCT"7m/v) 

n £ pyroelectricity Optical 
rotation 

LtNb03 Td 

n0 = 2.286 

ne = 2.220 
e[ = 84.6 

e\ = 28.6 
Y N 

BiiGe1On Cube 
43 

rL = 0.95 n0 =2.11 16 N N 

Bii2SiOi2 
Cube 
43 

rl,=4.35 "„=2.45 N Y 

Diagram (I),   Optical parameters of three typical EO crystals 

If the electric field E is along the direction <110>,the angle between the direction of the electic field E and new axisx'or /of 

refractive rates is 45°, and z'is orthometric with x and y (see fig. 2). New refractive rates are given by I3'41 

1      3 r. 
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n   =n ■n3ynE (2) 

nz - n 
Then, the phasic difference is 

2n i   ' ■n')l 
27t    3       zr 

(3) 

2.2 Method of interference measurement 
The method of interference measurement is usually applied to measure phasic variation, because it is very difficult to 
measure the phasic variation accurately. In order to obtain optimally output of the beam , it is necessary to calculate the angle 
between the polarized direction of beam and the optical axis of polarizer and the angle between the optical axis of polarizer 
P.and the optical axis of polarizer P2. Fig.3 shows the relation of P,,P2,x, and x2-P, and P2 are the optical axis of 

polarizer, x, and x2 are the polarized direction of two beams in crystal, and 0 is the angle between P, and x,. After the light 

go through polarizer P,, the beam reaching crystal is linear polarized light and its amplitude is E0- The light whose 

polarized direction parallel to the optical axis of polarizer can go throught the polarizer, so the amplitude Al and A2 of input 

beam in the direction of x, and x2 can be expressed as 

A, = E0 cos (j> (4) 

A2 = E0 sin </> 
A phase difference is generated between A, and A2 by the birefringence caused by the electric field to be measured, when the 
beams penetrate the EO crystal. At the end of output, the constituents of A, and A2 along the optical axis of polarizer P2 can 

be written as 
A, = E0 cos <(> cos(0 - a) (5) 

A2 = E0 sin (j) sin(0 - a) 

X2 

(HO) A2 

(no- 

Fig. 2 new optic axises of the BGO 

l 
/Pi 

\ 

Ai/ 

y P2 

A 
"& 

/P\0 
—to 

_e. _.._.. _r  Ai "~  Xi 
According to the theory of light interference, beam A\ and beam A2 will interfere with each other. The intensity of output light 

can be given by 
/ =/, +I2 +2V777 COS Ap RS-3 Method of interference measurement 

with 
/, =£0

2cos2^cos2(^-a) I2 =£o
2sin2<z>sin2(0-oO 

Then, 
, Ac?, 

/ = /„ [cos2 a - sin 2<p sin 2(<z> - a) sin  —-] (7) 

The input and output polrizers are either crossed or parallel to each other in the fiber-optic sensor. For convenience, from now 
on, the polarizers are referred to as crossed polarizers when they are crossed and as parallel polarizers when they are parallel. 
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For crossed polarizers (CC = 71J2), the intensity of output light can be described simply as 

/ = /0sin22<z>sin2A^/ (8) 

with / = £0
2 

The expression shows us that the intensity of output beam is due to the angle between the optical axis of polarizer and the 
polarized direction of the polarization along direction x, and x2. In order to make the effect of Aip maximal in the intensity 

of output, q> is evaluated as njA. Hence, if turning the crystal and making the angleijo is n/A, we can obtain the maximum 
intensity of output light. And the intensity of the output light is 

I = I0sm2(A<p/2) (9) 

2.3 Optic bias 
By the expression (9), the intensity variation of output beam due to A<p is nonlinear , which make it difficult to measure the 

electic field accurately ( see fig.5 ). Distinctly, the quiesent operating point is A<p= Orad, and its linear rate is very bad in the 
region of measurement. If we shift the quiesent operating point from Orad to njl rad, the output due to phase difference is 
linear approximately in a very large range of measurement. A quarterwave plate being placed between the input polarizer and 
out put polarizer is applied to make a njl phase shift fixedly between ordinary light and extraordinary light. Then, the 
intensity of output beam is expressed as 

/ = /0sin2(Ap/2 + ;r/4) 

= — (1 + sinAp) 

= ^-(l + A<p) = ^(l + rm) (10) 

due to Ap«l, where ^ = 2mlreEl/A0 ■ 

If r„,< 0.24, the response of the sensor is linear approximately due to the E and the nonlinear error is less than 1%. In order to 

decrease the measurement errors, the modulation index r,„ can be much less than 0.24, but little the modulation index r 

will bring about a small range of measurement. When the electric field change from 5kv/m to 500Kv/m, the nonlinear error is 
less than 0.2% by experimental results. The sensor with a quarterwave can be seen in fig. 4. 

3. TEMPERATURE COMPENSATION 
The best temperature stability of an optical fiber sensor using bulk crystals reported so far is -1% over a temperature range of 
80°C . Even if a crystal is properly chosen and well prepared for sensor applications, the bulk crystals might have 
temperature dependent strain birefringences that are generated during its annealing process, temperature sensitive stress 
birefringence induced by mechanical pressure, or other types of randomly varying birefringence, all of which may exist 
simultaneously ]. The BitGe}012 of class 43/w often exhibit unwanted birefringences due to strain, stress or precipitates, 

whose magnitudes significantly vary with environmental changes such as temperature and pressure, even though it possesses 
neither natural birefringence (which is usually temperature dependent) nor optical activity (which often quenches the linear 
electrooptic effect). Therefore, it is necessary to find a method that can eliminate the effects of such birefringences on the 
stability of the fiber-optic sensor to build a sensor that is stable with respect to environment 
Once upon a time, Kyung S. Lee developed a good method of temperature to decrease the effects of such birefringences'51. 
The input and output polarizers are either crossed or parallel to each other in the fiber-optic sensor. If the slow axis of the 
linear birefringence induced by the electrooptic effect and the slow (or fast ) axis of a quarterwave plate are in the plane 
normal to the direction of a propagating beam and are oriented at 45 "with respect to the input polarizer, the power transfer 
funtions of crossed polarizers and parallel polarizers are given by, respectively (see fig. 4) 

^- = ±-[l-(Sol+fjSnlsm20n)] (ll) 
Pi     2 t{ 

^ = \[l + (S0l+fjSnlsm28n)] (12) 
Pi     2 tl 
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with Sol = 2milr^El/Ä0 (for cubic crystal class 43m ) and 8nl = k0nQlA£nl/AQ , respectively, and here Snl is the 

phase retardation due to the nth linear birefringence, <9„ is the angle between the x axis and the slow axis of the nth linear 

birefringence. First, two terms on the right-hand sides of Equations (11) and (12) represent the well-known power transfer 
function of a typical electrooptic voltage sensor in the absence of unwanted birefringences, and the third term is the 
perturbation term due to unwanted birefringences present in the electrooptic crystal. Hence, if there are N unwanted linear 
birefringence with slow axis having azimuth angles 0.[e. * /x^/;/ =0,1,2,-•••) in the Plane transverse t0 the direction of 

wave propagation, N linear birefringences will individually contaibute to the intensity transmission of the sensor. However, if 
the unwanted birefringences remain constant over over the environmental changes, the output singal of the sensor remains 
stable. On the other hand, if the unwanted birefringences vary with the environmental changes, the sensor becomes unstable. 
For ac voltage sensor, detecting ac singal is in fact identacal to measuring the modulation index r„, •  By equations (11) and 

(12) ,the modulation index r , of the beam after the parallel polarizers is given by 

rH|(7\P)=—-N—  
(13) 

and the modulation index Tml of the beam after the crossed polarizers is given by 

Tm (14) 
rBl(7\/>) =—-N =  U4j 

l + ^Snl(T,P)sm20n 

where Tm = 2m3
0y4lEl/\ (for cubic crystal class 43m ) (15) 

Here S (T,P) is the phase retardation due to the unwanted birefringence and is a function of temperature T and pressure P. 

r is the modulation index of the sensor without unwanted birefringences and is assumed to be constant over the tempera- 

ture varition, because r„,is usually much less temperature dependent than Sn,(T,P)- Two equations can be expanded in a 

Taylor series, a series of powers of '£örll(T,P)sm2ßn ■ Adding these expressions together, we can obtain 

r„,„(r,P) + rmX(7-,P) = 2rm(i+A2 + A4 + --) = rm (i6) 

for small A[=£<J;|,(T,P)sin26>„ ]• Therefore, averaging T^ and Tml results in eliminating the birefringences term A and 

gives rise to the modulation index Tm. This tells us that T^ and TmL should be simultaneously measured and added 

together to remove the effect of the unwanted linear birefringences. 
By the method of temperature compensation, we can modify the design of the fiber-optic sensor to eliminate unwanted linear 
birefringences. If the output polarizer is replaced by a Wollaston prism or one polarizating beam splitter, the crossed 
polarizers and parallel polarizers are existing simultaneously in the same system. The polarized beam coming from crystal 
will split into two beams , the beam coming from crossed polarizers and the beam coming from parallel polarizers, when it 
reach at the Wollaston prism. Using for the beams , we can eliminate the perturbations caused by temperature variation. 

4. DESIGN OF THE SYSTEM 
Considering the linear rate and temperature compensation, we design a practical sensor. Fig. 4 shows the structure of the 
sensor system. 
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Fig. 4   the practical system with temperature compensation 

I, II, HI coupled fiber 

The sensing head consists of an input polarier, a quarterwave plate, electrooptical crystal, Wollaston prism (WP) and two 
detectors. Light from LED is initially linearly polarized by the input polarizer. Then the quarterwave plate changes the linear 
polarization to circular polarization. Because of the electrooptical crystal effect induced by the modulating electric field 
applied to the crystal , the circularly polarized light is changed to elliptically polarized light. The elliptically polarized light 
splits into two orthogonal linearly polarized beams. The reflected and transmitted signals from WP are equivalent to the 
signals transmitted from the crossed polarizers and from the parallel polarizers, respectively. Signals reflected and signals 
transmitted from the WP are detected by photodetector 1 and 2, respectively, and are processed by electronics and a computer 
until the output yields (T, + Fml )/2 . 

In order to decrease interference of noise, we use some low noise devices. Photodetector 1 and 2 all are PIN photodiode that 
is low noise. Electric signals from photodetectors are amplified by OPA-128 (which is made by B-B Corporation and has 
very low null shift). The use of these low noise devices will ensure that the precision of the sensor is very fine. 

5. EXPERIMENTAL RESULTS 
By experimental results, the relative error of the sensor is less than 0.2% , when the measurement range changes from 5kv/m 
to 50kv/m. Fig. 6 shows the variation of the measurement due to the variation of electric field. 

O 7t/2 A<p (rad) 

Fig. 5 the diagram of bias point 

10     20     30    40     50 E (Kv/m) 

ac I Fig.6 Variation of *acl   dc due to E 
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The stability is very good in the laboratory in a long time. The measurement range is from 500v/m to 500kv/m with 0.5% 
error. And the frequency response covers a wide range from 50Hz to 300MHz, which means that the risetime is less than 4ns. 
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ABSTRACT 

A channel-switching add/drop multiplexer with tunable fiber grating tuned by cantilever beam is proposed and 

experimentally demonstrated. The device consists of two 3dB couplers and a fiber Bragg grating with 99% peak reflectivity 

at 1557.86nm and a 0.2nm bandwidth. The grating is firmly clung on an organic glass cantilever beam and we can 

continuously tune the reflectivity wavelength through tuning the cantilever beam manually. The no-chirped linearly tuning 

range is about 6.1nm, which may permit 7 channels with channel spacing of 0.8nm (100GHz) to insert or drop signal. A 

broadband light source and a 4-wavelength all fiber laser are used to test its capability in experiment. The adjacent channel 

isolation is not less than 23dB. The device shows good performance, but suffers from a high insertion loss. 

Keywords: Optical add/drop multiplexer, fiber Bragg grating, linearly tuning, cantilever beam. 

1. INTRODUCTION 

Optical fiber gratings have perfect spectral characteristics for multiplexing and demultiplexing in a wavelength division 

multiplexing system (WDM), since they are inherently low loss, spectrally extremely selective, and potentially low cost1. 

The ability to add and drop wavelengths from WDM is a key function. Accomplishing this task optically, rather than 

electrically, is an exciting challenge for photonics lightwave system developers. Optical add/drop multiplexers (OADM), in 

the simplest of terms, add and drop wavelengths at intermediate points in a communication networks. 

There has been a large amount of work recently on the construction of OADM using fiber Bragg grating and strongly 

coupled fiber coupler2,3. Up to now, many schemes have been put forward. Classified by the operation principle, these 

optical add/drop multiplexer can basically be categorized into two types, namely, interference type4"6 and non-interference 

type " . For exampe, all-fiber Mach-Zehnder interferometer is an interferometric type OADM which has been researched 

deeply2. In order to show proper performance, these devices have to be fine tuned and maintained throughout the device 

lifetime, which is not desirable. Moreover, the two gratings have to be identical and their path lengths to the couplers must 

match. This cause many difficulties in the fabrication of these devices. Recently, a few new scheme of OADM based on 

wavelength grating router, optical switches and arrayed grating waveguide are also been proposed12"17, however, these 

devices is very expensive and not easy to fabricate. A tunable add/drop filter, giving access to all frequency components of 

the WDM signals is needed to provide flexibility in DWDM ring architecture and several ways have been put forward. In 

this paper, a channel-switching add/drop multiplexer with tunable fiber grating tuned by cantilever beam is proposed and 

experimentally demonstrated. The tuning principle of fiber Bragg grating is a mechanic tuning method which is very easy to 

realize. 

Correspondence: Email: feng_dj@263.net or feng_dj@freemail.online.tj.cn; Telephone: 86 22 23509479; Fax: 86 22 23508770 
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2. THE CONFIGURATION and OPERATION PRINCIPLE OF OADM 

Fig.l shows a schematic diagram of the proposed channel-switching OADM device. The OADM is composed of two 3dB 

couplers and a tunable fiber Bragg grating. These two remnant ports of the two 3dB couplers are disposed to diminish the 

reflection light which will give rise to the decline of its capability. The basic principle of it is as follows: a stream of several 
wavelength (for example, A,, A2, A3, A4) signals are launched into the input port of the OADM. Assuming the tunable fiber 

Bragg grating resonant wavelength is A2, light at wavelength A2 will be reflected by the fiber Bragg grating and emerge 

in the drop port. The remaining light (A,,A3,A4) not dropped by the fiber Bragg grating will pass through and emerge in 

the output port together with the light added through the add port. 

Fig.2 shows the configuration of cantilever beam tuning unit. The fiber Bragg grating is photoimprinted with KrF excimer 

laser and the phase mask technology. The fiber Bragg grating is firmly stuck on a cantilever beam that is made of organic 

glass with epoxy resin. Through tuning the cantilever beam with the precision adjuster, we can tune the resonant wavelength 

of fiber Bragg grating consecutively. The no-chirped linearly tuning range of fiber Bragg grating is about 6.1nm in our 

experiment, which may permit 7 channels with channel spacing of 0.8nm (100GHz) to insert or drop. 

Input (A, ^AA) Output {\Xi\X,) 

3dB coupler       K       3dB coupler 

Tunable FBG 

|lDrop(A2) TlAdd(^) 

Fig.l Schematic diagram of channel switching OADM 

Fiber grating 

= Precision 
3 Adjuster 

Fig.2 The configuration of fiber Bragg grating tuning unit 

3. EXPERIMENTAL RESULTS and DISCUSSION 

3.1. The experimental results using the broadband light source as the input signals 

A FBG with 99% peak reflectivity at 1557.86nm and a 0.2nm bandwidth is used in this experiment. We use a broadband 

light source made by ourselves as the input signals to test the capability of OADM. The OADM is linked with optical 

isolator at both sides in order to diminish the reflective light before it is used in the experiment. The spectral response of the 

device is shown in Fig.3, which is measured by a commercial Optical Spectrum Analyzer (Advantest Q8383) with a 

resolution 0.1 nm. The output signals of the broadband light source are launched into the input port, the 

power transferred to the drop port, add port and output port is shown in Fig 3, (b), (c), (d), respectively. 

Fig.3 (a) is Power spectrum of the broadband light source. Please note that all the curves are not corrected by the 

reference curve. In experiment, we also find that the groove in add port spectrum will be bigger if we do not 

dispose the remnant port of couplers or we do not use an isolator at the output port. From the add port 

spectrum, it is easy to see that the OADM has very good unidirectional and isolation. We can use 3dB 

coupler to demultiplex the input multiple signals and utilize the fiber Bragg grating to select corresponding 

wavelength to drop. In the following part, we will test the capacity of this device. 

306 



SPEC 
-ZS.OdftB 

Fk:   1.S49D60»«    -34.66J»»        AVC:  5        RES:Q.ln«    HOHHAL 

-SO.OdB» 

5.0dB 

(a) 

..00iw/D      1.5671MS 

SPEC 
-25.5dBi 

'k:   1.557790H»    -35.29dBa.        AVC:  5        EES:0.1m    HORHAL 

(b) 
il 1.547100m 11 -66.92dB» 
*2 1.557060«» 12 -51.48dB» 
LI    -TS.SldBa L2 -7S.SUB» 

I.S57100«iB 2.00ni/D      1.5671*1 

■50.5dB; 

5.0dB/D 

i.20dii        AVC:  5        RES:0.1a»    HORHAL 

(c) 
1 1.557860m 11 -74.29dB«l 

\2 1.557063^1 12 -6B.97dB« 
LI    -S6.0l.fB» L2 -35 -26dB» 

"^«^^ 
1.5571O0*» 2-OOiWD      1.5671m 

-SO.SdB» 

5.0dB/D 

Pk:   1.547900-B    -35.23dB»         AVC 5 RES:0.ln»    HOBHAL 

(d)                    M 
ll   1.557860«»   11   -67.8SdBa 
*2   1.SS7D60„B   U   OS.SSdBa 
LI     -TS.SldBa  12   -7S.51dBa 

.   ! 
1.S571O0.B Z.ODna/D       1.5671m 

Fig.3 (a) Power spectrum of broadband light source, (b) Power spectrum of the Drop port, (c) Power spectrum 

of the add port, (d) Power spectrum of the output port. 

3.2. The experimental results using a 4-wavelength all fiber laser as the input signals 

To investigate the feasible of this OADM, one set of four channel signals created by a 4-wavelength all fiber laser with 

0.8nm channel spacing in the 1555nm band are used as signal source. The spectrum of 4-wavelength all fiber laser is shown 

in fig.4 and the wavelengths are 1555.8nm, 1556.6nm, 1557.4, 1558.2nm, respectively. We have accomplished a 100km, 4 

X2.5GHz WDM transmission experiment. In this experiment, we use the OADM to drop relevant signal that has been 

transferred 100km. Fig.5 (a), (b) are the signal spectra dropped when the fiber Bragg grating is tuned to 1555.84nm, 

1557.4nm, respectively. The three small spectral components contaminating the dropped signal are due to the crosstalk. The 

interchannel isolation in fig.5 (a) is about 29dB and 23dB in fig.5 (b). This OADM can demultiplex other channel signals by 

tuning the fiber Bragg grating using the cantilever beam method. 
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Fig.4 4-wavelength all fiber laser Fig.5 (a) The dropped signal at 1555.84nm.    (b) The dropped signal at 1557.4nm 

The crosstalk level of the OADM shows that the OADM can basically meet the practical need of WDM ring network. 

Further reduction in the crosstalk level for upgrading the system performance is possible by improving the fiber Bragg 
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grating reflectivity. Over two months we observed no decline in the devices performance. Due to using two 3dB optical 

couplers, so the transmission loss is very high. This is its main disadvantage. The loss of signals can be counteracted by 

EDFA. in fact, we use two EDFA in our transmission system to magnify these signals. If we use the optical circulators 

instead of the 3dB optical couplers, the performance of the OADM will improve. 

4. CONCLUSION 

In summary, a simple structure, linear tuning, high channel isolation, low channel crosstalk, low cost scheme of OADM is 

proposed. It performs perfect with a channel wavelength selectivity. Its high insertion loss will restrict the improvement of 

system performance, however, it provide us with one low cost, precision tuning, reliable choice. The low cost 

makes it very attractive in WDM optical networks. OADM makes the WDM optical networks flexible and it allows people 

to add or drop signals they need at the node expediently. 
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ABSTRACT 

A novel wavelength scanning optical fiber dual-interferometer for measuring small distance has been 
developed in this paper. A wavelength-scanning source is used to simultaneously illuminate two Fabry-Perot 
(F-P) cavities. One is as the sensing cavity, the other is as the reference cavity. If the length of the reference 
cavity is pre-calibrated and maintain constant, and the scanning wavelength is taken as an inter-converter to 
compare the gap length of the sensing cavity with the reference cavity length, using the frequency spectrum 
separator, absolute measurement can be obtained. 

Key words    Wavelength-scanning , Optical fiber interferometer , Absolute distance measurement 

1.   INTRODUCTION 

F-P interferometer is applied to analyze the spectrum with narrow rang and simple spectrum. But since 
1980's many researches have indicate that F-P interferometer for measuring has many advantage compared 
with other interferometers[1H51 A.Kersey was first to demostrate the use of optical fiber F-P interferometer 
(FPI)m for measuring small distance in 1983. Due to its unique characters of simple structure and single-end 
operation, and has common characters of fiber sensors, the FPI has been extensively utilized in various 
practical applications since then. In 1991 K.Murphy suggested a bi-directional fringe counting FPI system . 
This FPI system may improve the dynamic character in perturbation environment, but it still has a 
differential technique. In order to realize the absolute measurement for small distance, a novel wavelength 
scanning optical dual-interferometer has been developed in this paper. A wavelength-scanning source is used 
to simultaneously illuminate two F-P cavities: One is as the sensing cavity, the other is as the reference 
cavity. If the length of the reference cavity is pre-calibrated and maintain constant, and the scanning 
wavelength is taken as inter-converter to compare the gap length of the sensing cavity with the reference 
cavity length, absolute measurement for the sensing cavity length can be obtained. 

2.   WAVELENGTH SCANNING OPTICAL FIBER F-P INTERFEROMETER (FPI) 

2.1 The Decision of Harmonic Cavity Length 

In the standard FPI, the two beams which reflected from the two fiber ends in FPI are interfered each other 
and the signal received from the detector can be expressed as (1) and (2): 

0s=2KL = (4xLn)/X (2) 

Where X is the wavelength ,L is the harmonic cavity's length, I(XL) is the intensith received at the 

detector (this intersity is the function of A and L), Iow is the spectrum intensity of the source , <f>s is the 

phase difference between the two beams that was introduced by L and   X,   <f>0 is the initial phase, n is the 
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referctive index in F-P cavity and K = 2n IA 

If the wavelength is scanned from  Al to  A2 while the cavity length remains constant, the phase change can 
be obtained. 

x2 x, 
A<f>s = fos =4xL^-n/A2)dA = 4?rLA(nA)/(A1A2)-4xLnAA/A]A2 (3) 

The harmonic cavity length L can be decided from Equation (3), which is valid for the accuracy required by 
most applications. 

2.2 Wavelength Scanning Optical Fiber Dual Interferometer(DFPI) 

The experimental configuration of the DFPI is shown in fig. 1. Two FPIs are connected to the output ports of 
couplers C2 and C3 respectively. Each FPI is constructed with two carefully prepared fiber ends inserted in 

output 

output 

converted 

FPI, 

FPI, 

K^ 

<- 
> 

reference 

cavity 

N 
<- 

-■> 

sensing 

cavity 

Figure 1. Experimental setup of DFPI 

the silica fiber in the sensing FPI2 is epoxied to the hollow tube end to provide accurate distance for the 
experiments and for the self-calibration of the reference cavity length. For the reference FPI,, the input and 
output were epoxied to the hollow tube to construct a stable cavity. The Fresnel reflections from the fiber/air 
interface and from the air/fiber interface in each FPI are interfered. The light from the tunable LD-grating- 
scanner is split into two beams in coupler C, to illuminate FPI, and FPI2 through C2 and C3 respectively. 

The structure of LD grating-wavelength-scanner (GWS) is shown in fig.2. The light source is a 1300nm 
edge-emitting LD. As dispersion element the diffraction grating G is mounted on the shaft of scanner. Thus 
the GWS is constituted. The broad spectrum light from the LD is collimated in lens T, and diffracted by the 
grating. Part of the refracted light is collected into the coupler C, by the second lens T2 . When a triangle 

driving current is applied to the GWS, it rotates the grating and the wavelength launched into the coupler C, 
is correspondingly scanned. 

According to equation (1)~(3), each FPI can produces a group of fringes when the wavelength is scanned 
from A, to A2. Using subscript 1 and 2 to denote the reference and sensing FPIs, the phase changes of 
these two independent FPIs can be obtained from Equation (3). 
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A^/A^.=i,/I2 (4) 

T,        G 

F 
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i=> c, 

Figure 2. Grating wavelength scanner Figure 3.    Frequency spectrum separator 

Equation (4) indicates that the measurement of sensing cavity length L2 relative to reference length I, is 

independent of other factors. This means we don't need the light source to be tuned accurately nor repeatedly. 
The only requirement for the wavelength scanning is smoothness. This is much easier to achieve. 

In practice the phase information can be obtained from an analysis of the corresponding interference fringes. 
The fringe number produced during one optical tuning cycle in each cavity can be expressed asPW3]: 

mi=Afai/2n = £i+fltl+flj2 (5) 

Where m, is the number of the fringes (i=l for the reference cavity and i=2 for the sensing cavity) . si is 

the integer of mi.   f,, and   /. 2 are the fraction before the first fringe peak and the fraction after the last 

peak respectively. The absolute gap length  L2 of the sensing FPI is: 

L2 = L,m, Im, = L,(e2 + /,,, + /„)/(*, + /,., + /,.,) (6) 

Equation (6) indicates that h<j>sl and A^„ are medium values. The measurement of L2 is decided by the 

number of fringes. We can obtain a high measuring precision by adjust I,. 

3.   THE IMPLEMENT OF SYSTEM CHARACTER 

The theory and method of optical scanning interferometer for measuring small distance has been concrete 
indicated in the conferences. But how to improve the characters of measuring system hasn't been satisfactory 
solved[4!. The problem of wavelength rang from Al to X2 is solved by using frequency spectrum separator. 

This method can improve the character of system effectively. 

In fig.3 the optical energy should pass a preposition wave filter F to separate suitable frequency spectrum 
rang before it enters GWS. This rang is decided by standard detecting plate which is composed with moving 
mirror (M-M) and fixing mirror (F-M). In order to avoid hot noise, F, M-M, and F-M are sealed in a vacuum 
bottle. The function of standard detecting plate is act as multi-band filter. A lower resolution frequency is 
operated when scanning begin. The spectrum's resolution is improved when M-M is moved to a property 
distance, and the higher frequency part in the spectrum can be resoluted. This distance is decided by the 
expecting resolution. M-M must parallel to F-M exactly when M-M is moving. The output of scanning 
interferometer can be described as: 

N. =- 
4n 

QT0, ^Tf{v,t)Ballm(o)du (V) 
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The transmission coefficient of standard detecting plate can be described with array as ^: 

1-R 
T„(o,t) = ll + 2y]R"ullcos[47iNtäucos(9)] (8) 

In equation (7) and (8), u is optical wavelength, N, is the transmission energy which is obtained from the 

coupler. A0 is the hole's area of M-M. Qf is the stereoscopic angle facing with the couple. Qc is the 

coupling efficiency of the coupler C,. T0i is the transmission coefficient except standard plate and filter. 

Tf is the filter's transmission coefficient. R is the reflection coefficient of the standard plate, n is the 

exponential function being related to internal reflection of cavity. Dn is the coupling function (when 

•D„ =1.0 the state is ideal coupling state), fa is the distance between the two plates. 0 is the beam angle 

when optic is passing the two plates. N is the numbers of optical wave in the cavity. We can obtain a small 

dimensional angle when radiation beams are passing these plates. If the brightness Bmos(u) is given, the 

radiation can be measurement by these plates. So the spectrum rang from Ai to A2 can be decided by the 

filter and the standard detecting plates. 

4.EXPERIMENTAL RESULTS 

The experimental results from optical scanning DFPI are shown in fig.4. The operation wavelength is 
Output 

2.0 

0 0.25 0.5 0.75 1.0    Scanning   time    (ms) 

Figure 4. The experimental results 

1300nm. The upper trace is the fringes of reference cavity; the lower one is the fringes of sensing cavity. The 
linear scanning rang is about 40nm. The reference cavity length is 0.2mm. It's seen that the amplitude of out 
put will decrease when sensing cavity length increased. The reference cavity and sensing cavity length are 
0.20 mm and 0.65mm respectively. From the fig4, We know that the two group of fringe numbers are 
4.745and 15.383. So we can obtain that the sensing cavity length is 0.6498mm from calculation. The relative 
error is 0.03%. The measurement accuracy is 0.2 fim . The resolution is 0.03  fim . 
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5.CONCLUSION 

In this paper using DFPI, the absolute measurement is realized. But the demands on the source, such as 
stability of frequency, repetition of scanning, stability of source power are reduced. The experimental results 
show that the accuracy of 0.2 pm and resolution of 0.03 /on are achieved, in the rang of 0-3mm. This 
technique can be easily applied in the absolute measurement of pressure, strain and so on. 

REFERENCE 

1. A.D. Kersey, D.A.Jackson and M.Corko, Opt.Comm., V.45,P.71 (1983) ; 

2. K.A. Murphy, M.F.Gunther, A.M.Vengsarkar and R.O.Claus, Opt.Lett.,V.16,P.273(1991) 

3. T.Li, A.Wang, K.Murphy and R.Claus, Opt, Lett., V.20,P.785~787( 1995) 

4. F.Maystre and R.Dandliker, Polarimetric fiber optical with high sensitivity using a Fabry-Perot 

structure, APPLIED OPTICS, Vol.28, NO. 11,1995-2000(1989). 

5. D.Wang, Y.Ning, A.Palmer, K.Grattan and K.Weir, IEEE Photonics Tech.Lert,V.6,P855(1994) 

314 



Grating angular displacement transducer using 
a Fabry-Perot structure 

Li zhiquan*3, Qiang xifua , Wu zhaoxia*b, Fan linab 

aHarbin institute of technology, Harbin 150001 CHN 
bYanshan University,Qinghuangdao 066004,CHN 

ABSTRACT 

A novel grating angular displacement transducer using a multiplex Fabry-Perot interference technology has been 
developed. The Fabry-Perot interferometer (FPI) has been traditionally used to examine either small spectral 
ranges or relatively simple spectra. Recently, however,the studies have shown that the FPI can be competitive 

with the Michelson interferometer over extended spectral ranges. A relatively new FPI is described based on two 
gratings. 

Keywords: Angular-movement transducer, Fabry-Perot Interferometer, Grating, Transducers 

1. INTRODUCTION 

The interferometer based on the Fabry-Perot interference technology has been used historically at high resolution 
either to examine an elementary spectrum, containing only a few lines or to examine a small spectral region that 

has been isolated by a filter of other dispersive device[1'"[6].When larger spectral regions or complex high- 
resolution spectra are required, the instrument of choice has been the Michelson interferometer or the Fourier 

transform spectrometer(FTS).However, recent studies[IW4]have challenged this choice. These authors pointed out 
correctly that the inversion of a Fabry-Perot interferometer(FPI)is competitive with a Michelson interferometer 
over an extended spectral range. Yet in one of these studies there has been some limitation that is related to the 
application technique and the theory. In this paper, we have first reviewed the method of grating measuring 
angular displacement, and then introduced the grating angular displacement transducer using a Fabry-Perot 
structure. 

2. PRINCIPLE AND STRUCTURE 

2.1 Transducer Using Grating 

National Engineering Laboratory (NEL.1966) developed a measuring system that uses an optical grating with 
shaft encoders'51. The accuracy of the complete system is determined by the highly accurate optical grating. 
The system is unique in the method used to relate the encoder and grating signals. The system was used 
interpolation of the grating pitch described above to increase the resolution or the shaft encoder and provide 
some sensing logic. 

Fig.l(a)shows a relationship between the grating division and the encoder resolution which indicates that a 
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precise mechanical relationship is required between the encoder and the grating if ambiguity is to be avoided at 

the transition points of the encoder. 

I   0123456789   10123456789 (Interpolator output 

I   I   I   I   I   I I  I   I  I   I   ' I  I   I  I  I  I   I  I   I  I  '    fr°m «"lim 

-|Encoder resolution 

0123456789   101234567891 Interpolator output 

|   |   |   |  |   |  |   |  |   |   ' |  |   |  |   |  |   |  |   I  I  '   &<»•> grating 

_|   Q   1 1    Encoder 
resolution 

b 

Fig.l grating and encoder relationship 

This requirement is avoided in the NEL system by modifying the relationship to that shown in Fig. 1(b). The 

encoder track and the grating division needed now only have an accuracy up to +1/2 for a division of the 
grating, providing this tolerance is not exceeded over the whole length of the grating. The encoder is interrogated 
only during the transition of the interpolator output from 0 to 9 or from 9 to 0, i.e. at each grating division. Other, 

coarser tracks of the encoder can be interrogated in a similar manner. 

0 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 A 

|    |    |     |     |     |     I    I     I     I    I     I     I     I     I     I    I     I     |     I     I B output 
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91 0 | 1 I 2 13 14 15 1617 |8I9|0|1 I2I3I4!5I6I7|8I     G 
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1   . 1 output 
Q        I L_ I I J 1st track 

1—I I 1 I K 

0 
—^_ 0- j 1      Encoder 
 Q 1 } i—     Output 

—9. } 9 1 I—     2nd track 

Fig.2 Interrogation of grating-encoder combination 

The system described by Russell is detailed in Fig.2. The upper four rows are the output and the derived outputs 
form the grating. Row A represents the cycle of output form the grating divisions, e.g. each cycle representing 
0.1 mm for a 10 lines/mm grating. Row B represents the ten subdivisions generated by the interpolator, each 

316 



subdivision representing 0.01 mm. Row C is a "lead" line which is a square wave at the same rate, grating output 
and is a logic "1" for counts of 0 to 4 of the interpolator output, and logic"0" for counts 5 to 9. Row D is a "lag" 
line and is the inverse of row C.Rows E to K represent the signals derived from the shaft encoder which is of 
conventional from having binary or gray code output which can, if required, be decoded into decades. Fig.3 

shows the first stages of such a unit with a grating of 10 lines/mm of displacement with a resolution of 0.10mm. 
It would be providing a resolution of 1 part in 100 000 and only require mechanical assembly and tolerances 
which are easily obtained. 

The method shown is for a decade readout, but, for purely digital readout, the interpolator output can be decoded 
to provide the required digital code and the shaft encoder output can be left in a digital code. The lag/lead signals 
are generated with respect to the main grating divisions which are the same as the least significant bits on the 
shaft encoder. 

Encoder  disc Encoder  disc Grating 
10  lines/mm 

jJilmHZDlll"l"( 

0-9 
(0. Oliran) 

Fig.3 Grating-encoder system 

2.2 Fabry-Perot Structure and Theory 

First, let us begin our discussion of FPI by illustrating the optical configuration and by describing the operation 
of the instrument.The basic FPI is shown in Fig.4.Radiation entering into the instrument passes first through a 
prefilter to isolate a modest spectral region to be examined by the grating.There are two grating is the Fig.4. One 
is movable grting,the other is fixed grating.The fixed grating acts as a comb filter with a comb separa-tion in the 
spectrum that is dependent on the separation of the plates. As the movable grating moves small angular 
displacement, the spectral resolution increases. At the end of the scan, when the movable grating have been 
moved a small angular displacement that depends on the desired resolution, the high-frequency portion of the 
spectrum is identified. We note that during the motion of the grating the parallelism must be maintained to a 
small fraction of the wavelength of the radiation examined. During the motion of the movable grating, the signal 
from a simple interferometer can be characterized by the integral expression'61. 

N = 
4n 

QJ^AWS\W^)dX (i) 
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Where the fixed grating transmission[2] can be expressed as the series 

rjf(\/) = [(7-Ä)/(7 + Ä)]{7 + 2V/?"/),COS[4JtniitXCOS(Q)} 
(2) 

Radiation 
light 

Movable 
grating 
...a.... 

Condensing optics 

Dewar and detector 

Radiation 
light 

Output of detector 
signal 

n=0 —i- 

Filter Fixed grating 

Fig4   Optical elements of the FPI 

In Eqs.(l)and (2), A0 is the area of the seam of the gratings; ß{ is 

the solid angle subtended by the detector; ge is the quantum 

efficiency of the detector; Toi is the system transmission coefficient 

for all elements except the fixed grating and filter; Tf is the system 
transmission of the filter; R is fixed grating reflecting; n is an 
index related to the number of reflections within the two grating 
cavities; Dn is the defect function (which is 1.0 for a perfect 
instrument); t is the distance between the grating; P is the index of 
refraction; 0  is angle of movable grating moving; A is wavelength; 
Baaaos( * )is the brightness per unit wave number of the radiation. 
Such as Fig.5, the analysis can be simplified if the fixed grating is oriented at normal to the path of the incident 

radiation.i.e., 

N,=m w 

Moving 
grating 

Fig.5 

Fixed 
grating 

The signal of FPI modulation 

Then, 
> = N; (4) 

where   N~' is the inverse function. 

3.RESULTS 

The results obtained by passing a computer-generated spectrum through the above FPI transform equations show 
that this analytical technique can be useful for the high accuracy angular displacement measuring. In our 
simulations, we found that it is relatively easy to limit the instrumental broadening and to resolve small spectral 
features, while the required grating motion remains quite short compared with that of a FTS(Fourier Transform 
spectrometer).For test purposes, we chose to examine a simulated spectrum from the region near 21.88 cm"1. 
This region of the spectrum contains a nearly random distribution of several strong ozone lines. 
Fig.6 is a comparison of the individual harmonic terms from a 20 cm scan1'1. One can see that the higher-harmonic 
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Fig.6 The output of the transducer 

terms, e.g., n = 20, are much less broader than 

that of the lower harmonics,such as n = 5. The 
higher-harmonic terms of the FPI are equivalent 
to a longer scan distance for a Michelson 
interferometer: the 20th harmonic of a 20cm FPI 
scan has an equivalent Michelson path length of 4 
m. One should note that the data in these figures 
have been normalized to permit comparison; in 
practice the signal from the higher harmonics is 

weaker than that from the lower harmonics as the 

result of reflective losses. Consequently, the 
higher harmonics must be weighted with the 

lower harmonics in such a way as to produce a 

spectrun with little broadening but with enough 
signal that the minor features can be resolved. 

4.CONCLUSION 
In this paper we have illustrated a new analysis technique for the FPI. It was shown previously that a FPI can be 
used as a Michelson interferometer by changing the separation between the gratings by examining the first 
harmonic, using Fourier Transform spectroscopy. It has also been shown that ,with FPI,the necessary scan 
distance is a factor of 10 less that needed by a Michelson interferometer to achieve the same spectral resolution. 
Angular displacement is normal problem. But , after we confine it with FPI,a novel instrument has been 
developed. 

3. 

4. 
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ABSTRACT 

A new scheme for optical trapping is presented in this paper. The method is based on a tapered fiber probe with a tip 

diameter less than a light wavelength. A three-dimension gradient optical field is formed within the optical near field of 

the fiber probe, and a particle approaching the fiber probe tip will be trapped. The evanescent electromagnetic field in 

the vicinity of the fiber tip is calculated by the multiple multipole method (MMP). The intensity distributions and the 

trapping potential of the near fields of the tip versus the longitudinal and transverse distances from the tip are analyzed 

respectively. The trapping force is obtained for a dielectric particle. The numerical calculating results show the 

availability of this method. 

Key words: optical trap, near-field optics, fiber probe, scanning near-field optical microscope 

1. INTRODUCTION 

Optical trapping by a single-beam gradient force trap was proposed by Ashkin et al. for the first time.1'1 Since then, this 

method has been developed as an optical tweezers technology, and extensively used for manipulation of various 

submicron-size dielectric particles and biological structures (such as viruses, bacteria and yeast cells).'2'31 However, 

conventional optical tweezers, based on the gradient field near the focus of a laser beam, have a diffraction-limited 

trapping volume. 

Scanning near-field optical microscopy (SNOM), developed recently from the combination of the scanning probe 

technology with the optical microscopy, offers an optical image technology with an ultra-high resolution beyond the 

diffraction limit.'4"61 The resolution capability of the SNOM system is determined by the transmission property of the 

fiber probe, such as the output photon flux density from the probe and the tip size of the probe. Nowadays its 

longitudinal and transversal resolutions have reached O.lnm and 7nm respectively. 

In this paper, a novel high-resolution optical trapping scheme is presented by a tapered fiber probe used for SNOM. 

Because the tip diameter of the fiber probe is smaller than a light wavelength, the near field close to the tip mainly 

consists of evanescent components which decay rapidly with distance from the tip.[7"9] Thus a three-dimension gradient 

optical field is formed within the optical near field of the fiber probe. When one particle approaches the fiber probe tip, it 

will be trapped by a three-dimension optical trap, which is produced from the action of the three-dimension optical 

gradient force. As this type of optical trapping appears within the optical near field of the fiber probe tip, it is called as 

the near-field optical trap. 
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2. TAPERED FIBER PROBE 

Tapered fiber probes used for the scanning near-field optical microscopy are generally fabricated by local melting and 

pulling single-mode optical fibers.110'111 An about 2-meter-length single-mode fiber stripped off a short section of jacket 

in its middle part is heated locally by a beam of C02 laser, simultaneously an external pulling force is applied on two 

ends of the fiber. When it is broken, a tapered fiber probe is obtained. Appropriate choosing the laser intensity, the 

heating length and time, and the pulling force strength can be used to yield fiber probes with various tip sizes and taper 

shapes. The tip diameters of the fiber probes used for the SNOM system are required less than an optical wavelength, 

e.g., tens to hundreds of nanometers for the visible light. Figure 1 gives schematic diagrams of the conical-taper and the 

parabolic-taper fiber probes. 

cladding 

core 

(a) conical taper (b) parabolic taper 

Fig.l. Schematic diagram of tapered fiber probes with (a) a conical taper and (b) a parabolic taper. The 

areas within the dash lines stand for the fiber core, and those between the solid lines and the dash lines for 

the fiber cladding. 

Both the diameters of the cladding and the core of the tapered fiber probe decrease gradually along the taper, and they 

are usually assumed to maintain their initial ratio. The modes in the beginning of the fiber taper exhibit first the core- 

guided modes, and they contracts slightly. After propagating a certain distance along the taper, the core-guided modes 

spread into the cladding, and gradually couples to the cladding-guided modes, for which the boundary condition 

becomes the cladding/air boundary. 

The waveguide structure of the tapered fiber is changed with a different taper shape, thus results in different transmission 

property. It is shown by the local modal analysis that, the mode field is first the core-guided mode and contracts slightly 

along the taper, then spreads into the cladding and gradually couples to the cladding-guided modes. When the tip size of 

the tapered fiber is less than an optical wavelength, the evanescent wave becomes the major part of the optical near field 

from the tapered fiber. Meanwhile, due to the tip scattering, the evanescent wave is mostly concentrated at the axial 

direction, and the lateral optical field decreases gradually. So optical field gradients are formed near the tip of the 
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tapered fiber probe. 

The transmission properties and the electromagnetic field distributions are different for the conical and parabolic tapered 

fiber probes. Generally, the parabolic tapered probe has a transmission efficiency of almost one order of magnitude 

higher than the conical one. The electromagnetic near-field distributions of these two probes are more focused while 

their taper angles increase. 

3. THEORY 

A laser beam is coupled into the single-mode fiber from the end opposite to the tip. In order to solve Maxwell's 

equations in the specific geometry of the tip of the tapered fiber probe and its environment, we employ the multiple 

multipole method (MMP) which recently has been applied to study near-field optical phenomena.1'2,131 The MMP 

method expands the solutions on multipolar eigenfunctions. The vector multipolar eigenfunctions F„(r,co) for the 

eigenvalue q„ satisfy the vector wave equation: 

-VxVx¥„(r,co) + q2
n¥n(r,O)) = 0. (1) 

In terms of scalar fields, the scalar multipolar eigenfunctions $,(r,£o) for the eigenvalues q„ satisfy the scalar Helmholtz 

equation: 

V20n(r,ü)) + q2Jn(r,(o) = O, (2) 

where 

jV* (r, co) $„• (r, o))dr = 8nri (3) 

These eigenfunctions form an orthonormal basis set in the Hubert space. The simplest solution is obtained in Cartesian 

coordinates: 

&(^) = -f=TexP{./k-r}' (4) 
V8*3 

where k is the wave vector. The multipolar wave functions are formulated in the spherical coordinates: 

\cosmq) 
</,n(r,co) = <l>aJ^qn{r,w) = P?(cose)zl{qnr)\  .      r   , (5) 

where P" (cos#) represents for the associated Legendre polynomials and z/ (q„ r) for the spherical Bessel functions. The 

index a distinguishes between the even and odd functions. In the cylindrical coordinates, the multipolar wave functions 

are characterized as 

( )\ cos m<p\ 
(f>n(r,a>) = <l>        (r,ü)) = Bm(Kp)exp\jq   z)\ \, (6) 

isin/M#>] 

where the Bm are Bessel functions, K = Jq2 x + q2
y and p = -^x2 + y2 . 

Three sets of vector eigenfunctions can be built by applying the gradient operator to the scalar functions: 
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LB(r,fl>) = CV^(r,ffl), (7) 

M„(r,fi)) = CVx^„(r,ffl)S, (8) 

N„(r,ffl) = -VxVx^(r,ffl)S, (9) 
k 

where C is a normalization factor which relies on the coordinates system, and S is a constant vector of unit length, 

sometimes called "Poynting vector". 

Because of the property of the Poynting vector and the orthonormalization of the scalar eigenfunctions, the above three 

sets L„(r,fi>), Mn(r,a>) and N„(r,ü>) are mutually orthogonal in the Hubert sense. The following relationship can be easily 

proved valid for an infinite homogeneous system: 

2][Ln(r,0)-L;(r» + M„(r,«)-M,
n(r',ffl) + N„(r,ü>)N;(r',«)]=^(r-r'). (10) 

n 

The longitudinal eigenfunctions L„(r,o) have no physical meaning for our discussion. Therefore, after dividing the space 

in subdomains where the refractive index is constant, the MMP method performs the expansion of the electric field in 

each subdomain only on the sets of transverse eigenfunctions M„(r,©) and N„(r,<y): 

E'(r,fl>) = £KM„(r,«) + #N„(r,<»)]. OD 
n 

The unknown coefficients a„ and b„ are then determined from the electromagnetic boundary conditions on the interfaces 

between adjacent subdomains by a least-squares minimization. 

The multipolar functions used in the basis set of the multiple multipole method are so short range that only their close 

neighborhood is affected. Thus the method is better suited to account for localized geometries than the expansion in 

plane waves. 

While the electric field distribution near the tip is determined, the gradient force for a Rayleigh particle can be easily 

calculated as 

F = -V£2, (12) 
2 

where a is the polarizability of the particle. The particle tends to move to the higher intensity region where its induced 

dipole has lower potential energy. To overcome the limitation of Rayleigh approximation, a rigorous treatment of the 

trapping force can be performed by applying the conservation law for momentum. 

The gradient force can be expressed by the Maxwell's stress tensor T as 

F= f   <T n>eS, (13) 
JBV 

where <...> stands for the time average, ^denotes a surface enclosing the particle, n is the outwardly directed normal 

unit vector, and 

T = f0fEE + AOAHH - ^(s0eE2 + Mof^2)! • (14> 
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Where, I stands for the unit dyad and s, // are the dielectric constant and magnetic permeability of the surrounding 

medium, respectively. For a particle in the vicinity of the tip, the magnetic contribution to the force is found 

approximately two orders of magnitude lower than the electric one. 

The trapping potential U of a particle located at r0 is then given by 

C/(r0) = -pF(r)-*. (15) 

4. RESULTS AND DISCUSSIONS 

The following parameters of the single-mode fiber are chosen in our calculation. The refractive indices of the core and 

cladding are n,=1.4544 and n2=1.45, respectively. The diameters of the core and cladding are respectively 2a=8um and 

26=125um. The wavelength of the illuminating light is A=632.8nm (He-Ne laser). The fiber taper is assumed to be linear 

with an lOOnm-tip size. 

Figure 2 shows the contours of the near field distribution in the vicinity of the tip of the fiber probe with a conical taper. 

The near field close to the tip is mainly of evanescent components which are mostly concentrated at the axial direction. 

The field is rotationally symmetric in the vicinity of the tip, and attenuate rapidly with distance from the tip. So a three 

dimensional gradient optical field is formed near the tip of the tapered fiber probe. The field is rotationally symmetric in 

the vicinity of the tip since the fiber probe has a rotationally symmetric geometry. 

Fig.2. Contours of the near field of tapered fiber probe. The single-mode fiber is specified as n,=1.4544, n2=1.45, 2a=8um, and 

2fr=125um. The illuminating wavelength is A=632.8nm (He-Ne laser). When a particle approaches the vicinity of the fiber tip, it 

will be trapped by the gradient force of the near field of the fiber probe. 

Figures 3 and 4 give the intensity distributions of the near fields out of the tip as functions of the longitudinal and 

transverse distances (z and x, respectively) from the tip, respectively. Since the optical near field in the vicinity of the tip 

is evanescent, the field amplitude reduces dramatically with the distance from the tip, and shows almost rotationally 

symmetric in the vicinity of the tip. 
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Fig. 3. Intensity distribution of the near field of the tip along 

the longitudinal direction z. The illuminating wavelength is X 

= 632.8nm (He-Ne laser). The tip diameter of the fiber probe 

is assumed as lOOnm. 

z=0nm 

z=10nm 

z=20nm 

20       30 
x(nm) 

50 

Fig.4. Intensity distribution of the near field of the tip along 

the transverse direction x with different longitudinal distances 

(z=0, lOnm and 20nm, respectively). The field is rotationally 

symmetric in the vicinity of the tip. 

In our calculation, the interaction of the tip and a nanometric particle close to the tip is not counted. However, the field 

distributions will be distorted around a dielectric particle. A rigorous treatment of the gradient field and the trapping force 

may be performed by applying the conservation law for momentum.1'4 

When a particle (of diameter rf=10nm) approaches the fiber tip, the trapping force and the potential energy can be 

calculated from the above equations (12) to (15). Figures 5 and 6 show cross sections of the trapping potential along the 

axial (z) and lateral (x) directions from the tip, respectively. Since the trapping potential is almost rotationally symmetric, 

we only show the results for the (x, z) plane. 
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Fig.5. Normalized trapping potential energy of a particle 

(of diameter rf=10nm) as the function of the longitudinal 

distance z from the tip. 
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Fig.6. Normalized trapping potential energy of a particle 

(rf=10nm) as the function of the transverse distance x from 

the tip, with different longitudinal distances (z=0, lOnm and 

20nm, respectively). 
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The trapping potential is sensitively dependent upon the size, shape and dielectric constant of the trapping particle, as well 

as the size and refractive index of the fiber tip. Generally, the trapping force is inversely proportional to the tip size, and a 

sharper tip is required for trapping smaller particles. 

The trap force may be affected by the wavelength of the incident light. The particle can be trapped and approach the probe 

for one wavelength, however, it is also possible to be repelled and escape from the probe for another wavelength. By the 

wavelength-dependent optical force, one can trap, move, and deposit the particle on a desired position on a nanometer 

scale. 

5. CONCLUSIONS 

A method performing near-field optical trapping by a tapered fiber probe has been presented in this paper. Since the fiber 

probe has a nanometer-scaled resolution, the near-field optical trap is better suited to trap smaller particles. The multiple 

multipole method is employed to calculate the near field in the vicinity of the fiber tip and obtain the trapping force for a 

dielectric particle. The calculation results indicate the feasibility of the method. 

Compared with the optical trap by a highly focused laser beam, the near-field optical trap using a tapered fiber probe 

exhibits the following advantages: (1) the optical trapping system is simplified without focusing objective lenses; (2) the 

fiber is conveniently coupled with a laser diode acted as the illuminating source, so that high a coupling efficiency is easily 

obtained; (3) the highly confined evanescent fields significantly reduce the trapping volume; (4) the large field gradients 

result in a large trapping force; and (5) the trapped particles can be moved precisely and freely when the fiber probe is 

mounted on the three dimensional scanning set-up of the SNOM system. 

The experiment of the near-field optical trapping is in progress, and the experimental results will be reported in another 

article in the near future. 
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