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1F1 PROMOTING AUTONOMOUS CONTROL IN CIVIL TRANSPORTS 

-   PROPOSAL FOR THE FLIGHT COMMAND SYSTEM 

Junichiro Sumita 
Nishinippon Institute of Technology 

Key Words: Aircraft,     Aircraft Operation,  Air Traffic Control, Guidance and Control 

ABSTRACT 

Reflecting the recent tends in the accidents in the 
civil transport, typo of aircraft, to minimize the pilot- 
interface with the system of automation is taken a 
proper approach to counter the problem area. And the 
Flight Command System (FCS) is proposed to be 
applied to eliminate or reduce the accidents. 

The FCS is a central autonomous logic to control 
the Flight Management System, Auto-Pilot , and 
Fundamental Flight Control, which have a hierarchy in 
structure with the human centered cockpit. Those are 
designed in a high reliability as high as 10~9 under the 
concept of the Fault Tolerant System. Although the 
automation level would become high to integrate with 
the Air Traffic Control System, it is stressed that the 
autonomous control could contribute to reduce the 
interface area between the system and the pilot. And 
the pilot can be aware the situation of the aircraft 
intuitively,  through the devices at the cockpit. 

In the proposed system, the pilot plays a role of a 
final authority in the aircraft control by overriding or 
disconnecting the system in needs and in case. 

1.    INTRODUCTION 

It is very controversial these days that the rate of 
the aircraft accidents is not decreasing even in the most 
advanced type of transports. According to the recent 
analysis for the accident reports, the interface between 
the automation of the aircraft and the operating pilot 
could cause the accidents in most of the cases as a main 
factor.1' The automation surprise, mode confusions, 
human-factors are the terminology to express the 
phenomena.2' 

The author proposed to apply the flight command 
system (FCS) to the aircraft to cope with the problem 
area at the Japanese session of the symposium in last 
year.3 ' The FCS has the autonomous control 
capabilities in the flight control of the aircraft to 
generate and modify the flight plans under the Air 
Traffic Control ( ATC ) by the advanced Flight 
Management System (FMS). The pilot supervises the 
flight in a normal flight condition and commands the 

flight in the abnormal conditions, with the assistance 
by the human centered cockpit, equipped with the 3 
dimensional displays, etc. by which the pilot easüy can 
enhance the    situation awareness of the aircraft. 

This paper augments the importance of the 
autonomous control in the aircraft system to achieve 
the flight safety, especially from the point of the 
integration of Air Traffic Control with the FCS. The 
autonomous characteristics and the pilot existence are 
contradictory, however, the pilot integrity is very 
important to manage the system in every corner of 
flights in the aircraft operation. 

2.    AUTONOMOUS FLIGHT CONTROL 

As the related problems are mainly caused from 
the man-machine interface, the interface area should 
be minimized to seek the air safety for the direct 
countermeasures, with a care of smoothness in pilot 
controls of the system. The concrete method for the 
direction is to promote the autonomous control 
capabilities in a flight control system of an aircraft. 

The recent advancement in an automation system 
in the flight control of the transport is magnificent. The 
FMS could be a substitute of a pilot in maneuvering, 
and controlling an aircraft under the optimum law of 
the flight operation. Even the flight plan of the aircraft 
is generated and modified by the current system under 
the pilot inputs of the required conditions. However, 
the system became very complicated in the modes and 
the work-loads of the pilot to handle the conveniences 
are getting higher and higher.4' This is another reason 
to push to be applied the autonomous system. 

The next step for developing the system is to 
integrate with the Air Traffic Control System to get the 
negotiated modification of the plan , 6' and to make it 
possible by the autonomous control to avoid the 
complications of the system of the automation, and 
make it simple from the operator's point of view, and to 
reduce the work-loads. 

The autonomous control requires the system to 
judge the situation of the aircraft and determine the 
action to take by the system itself. The study for the 
Intelligent Flight Control System employing a neural 
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network software is under way.6' The author suggested 

that the sequential control by the expert system 

expressed by the predetermined pilot-procedures can 

structure the autonomous control laws without 

applying the advanced concepts, like an artificial 

brain.71 Although this is required to be complete in the 

expression of the law and be verified in the flight test, 

the method is already within our reach. 

It is also true that the expert system above 

mentioned cannot cope with a completely new situation, 

so the pilot, is required to exist in the system as a final 

flight commander. The pilot could be a supervisor in a 

normal operation and a manipulator in an abnormal 

condition of the aircraft. It is considered that the 

highest automation level by Sheridan 8) is not proper to 

be applied for now due to the technology immaturity. 

The current discussion for the pilot of the aircraft 

is to seek the possibilities of the one-man crew. The 

pilot and the autonomous system could conform a dual 

redundant high reliability system with a self-detection 

capability in the fault tolerant sense. 

And we have to consider the frictionless operation 

in the man-machine of the aircraft, as long as we have 

the pilot in the system. 

However, the autonomous control of the system can 

reduce a necessity of a pilot by reducing the interface 

area between the two, and reduces the pilot work-loads, 

and let the pilot concentrate to keep his alertness to 

control the aircraft. Those are lead to a reduction of the 

possibilities of the related accidents for certain. 

Naturally the FCS has to have the fault tolerant 

characteristics to give the system very high operational 

reliability to be sure of safety in the flight. 

3.    PROPOSAL FOR FLIGHT COMMAND SYSTEM 

is expressed in Fig.l. 

1) ADVANCED FMS 

The FMS enables the aircraft to be operated in 

the optimum flight-time or fuel-consumption from a 

take-off to landing, and automatically control the 

aircraft in the flight segments with the Auto-Pilot 

system. There would be no critical problem to get the 

autonomous control version of FMS, if we could add 

the judging process for the aircraft situation. We may 

be able to change the control and regain the proper 

approach pattern autonomously through the system, 

for example, after stopping the landing procedures in 

the midst of the landing by a waiting order from the 

ATC or some weather hazards, etc.. 

The autonomous control modes in the FMS 

should be limited superficially to avoid a pilot's 

confusion in the situation awareness to, say, Take-off, 

Cruise, Landing. The take-off mode, for example, 

includes a heading hold on a runway, rotation, gear 

and flaps up procedures, take-off abort, speed-hold, 

mach-hold, holding the taking-off pattern, etc. 

The Auto-Pilot system supports the FMS in 

controlling the aircraft in an automatic ways. This is 

also simplified in the modes in the case of the pilot's 

manual inputs. 

The fundamental flight control devices control 

directly the control surfaces of the aircraft, with SAS 

(Stability Augmentation System), and the critical 

ACT (Active Control Technology), such as Gust Load 

Alleviation, Flutter Suppression, etc. 

These of FCS, FMS, Auto-Pilot, and The 

fundamental Flight Control should be structured in a 

hierarchy in a very clearcut way to simplify the 

flight control system and modes, and to make it easy 

to add the autonomous function in control. 

The general idea for the Flight Command System 2) AIR TRAFFIC CONTROL 

Fundamental 

Fit.   Contro 

Flight Command System 

(FCS) 

— Integration with ATC 
— Autonomous    control 

Air    Traffic    Control 

System (ATC) 

Human   Centered 

Cockpit 

SAS, critical ACT 
Fault Tolerant High Reliability 

Intuitive   Situation Awareness 
— 3   dim. Displays, etc. 

Error  Free   Design 
/   High   Order   Language 

Figure 1.    The Concept of Flight Command System 

SYSTEM 

On the last day 

of January, this year, 

two JAL's aircrafts 

equipped with TCAS 

made a nearmiss 

accident over Yaizu, 

caused from the 

miss-control by the 

traffic controllers, and 

the insufficient 

communication among 

the pilots and the 

controllers. 

Reflecting the 

results, several 

improvements in the 

ATC       system       are 



reported, in the format changes of the display at the 

controller, etc. Those kinds of improvements reflected 

from the each accident are very important to 

eliminate further accidents of the same kind, without 

doubts. 
The author suggests that much more innovative 

measures should be taken to cope with the problem 

area in the ATC system, by shifting it to the 

autonomous control system. 

The basic concept for the improvement is to have 

the digital interfaces between the aircrafts and the 

ATC system, and make it possible to communicate 

each other by the digital dialogue as the first step. 

general controller, which is the one representative of 

the system, in order to control one aircraft 

throughout the flight time from its take-off to the 

landing, and to grasp the position and the dynamic 

vectors for many aircrafts at the same time, without 

confusions among the controllers in various control 

sectors. The representative should not necessarily 

be a person or an organization. One network server 

could play the role. And the current ATC systems of 

each sector are networked under the boss with the 

autonomous control policy for each sector. 

The general concept for the network to keep the 

consistencies of the control is shown in Fig.2. 

a) VIEW POINT FROM AIRCRAFT 

The aircraft should be able to request the 

change or modification of the flight plan due to the 

needs of itself, and to check and judge the 

acceptability of the responses suggested from the 

ATC system, until a satisfactory solution is obtained, 

and to carry out the change autonomously, after 

getting an approval from the ATC in digital way. 

The necessary capability of the system for the 

above function is developed by the advanced FMS. 

Furthermore, the contact method by the 

aircraft with the specific controller should be 

simplified. The focal point for the aircraft in the 

ATC system is to be single, and the radio frequency 

for dialogues between the two systems is also to be 

one kind. The focal point will distributes the 

dialogue to the related controller with the frequency 

changes, if necessary. 

It is also important to collect the information 

through the link about weather, and traffic 

condition for seeking the necessity to change the 

flight profile autonomously. 

b) VIEW POINTS FROM ATC SYSTEM 

The basic requirements for the traffic control by 

the system are to have the data to identify the 

aircraft, and to grasp the navigation information of 

each aircraft with some forecast by the digital way. 

The autonomous control in this system also has 

a significant meaning to eliminate the human 

interfaces among the pilot, the controller, and the 

system. The control law could be built up by an 

expert, system, basing upon a way of sequential 

controls. 

Although we have to study further the 

autonomous level and the software creative way, the 

controller should have the roll of the supervisor at 

normal condition and final decision maker at the 

abnormal lone, same as the pilot plays in the 

aircraft, system. 

The   system   should  be   controlled   under  the 

ATC Center 

(network server) 

K —\J.area server; 

Autonomous Control law 

Controllers 

ARC 

AGC : Airport Gnd. Controller,    GCA : Ground Control Approach 
TRC : Terminal Radar Control, AC   : Approach Control 
ARC : Air Route Control 

Figure 2. The concept of ATC network 

3) PILOTS POSITION IN THE SYSTEM 
The autonomous control system and the pilot are 

contradictory in existence by the sense of dual 

commanders in one system. 

We have to place the role for each in definit way in 

order not to generate another interface problems. 

At the normal condition of the system, the FCS 

commands the aircraft, and the pilot only supervises 

and monitors the aircraft condition. But at the system 

failure or degradation of the function, the pilot 

commands the aircraft. The pilot can take over the 

control any time, however, with only activation of the 

fundamental flight control, and the Auto-Pilot system. 

So, the monitoring devices for the pilot are to be very 

important. 

4) HUMAN CENTERED COCKPIT 

a) Intuitive Situation Awareness 

The monitoring technique to grasp the aircraft 

situation is very important, all the more the pilot is 

expected to participate in maneuvering the aircraft 

in needs. It is considered to be best to offer the 

devices by which the pilots can instantly do 

Situation Awareness without confusions, i.e. 

intuitively. It may be natural to have the 3 

dimensional description of the aircraft situation 

-3 



be required to have multi-displays to cover 

limitation of the field of sight, with a simulation of 

a sound, feeling, and so forth. 

The holographic display system and the 

windowless cockpit will require a little more time 

to be applied. The current effective alternative for 

the above seems to have the X"Z plane display with 

a terrain mapping just like the Enhanced GPWS 

has. 9) In order to be intuitive for grasping the 

situation through the devices, the format of the 

displays and other devices should be designed by 

those of figures,   images, patterns, icons, etc. 

b) The Human Engineering for the Design 

The most of the current, practices are to 

improve the cockpit design from the points of the 

human engineering, to avoid the human mistakes, 

by reflecting the reports of the accidents in past. 

And those kinds of activities in pursuing the flight 

safety      are very important. 

It is also very effective to apply the higher 

order language in the FMS to minimize the input 

errors.10' And the analogy to check the pilot inputs 

should be developed, such as by pre-plays of the 

planned flight on the 3-D displays in a very short 

time, for example. 

4.    OPERATION CONCEPT OF FCS 

1) AT NORMAL CONDITION 

The FCS has a control of the aircraft. But the 

pilot has a final authority in the command by the 

way of saying that he can take over the control 

anytime. The pilot controls the aircraft through the 

fundamental flight control and the Auto-Pilot, with 

the advisory assistance by the FCS and FMS. 

2) FAILURE MANAGEMENT 

When something happened in the condition of the 

system, the pilot takes over the control by overriding, 

or disconnecting the system 

By the override, the pilot controls the aircraft 

using the Auto-Pilot, so which should be constituted 

of the simplified modes, at one failure. 

By the disconnection, the pilot manipulates the 

aircraft through the fundamental flight control, with 

the SAS, and the critical ACT at the second failure. 

The FCS, and FMS are designed under the 

one-fail operation, and Fundamental Flight Control 

is designed under the two-fail operation both in the 

fault tolerant ways. 

The pilot's alertness should be discussed for that 

the FCS and FMS have the same level of redundancy 

to increase the reliability as the fundamental system. 

5. CONCLUSION 

Reflecting the recent tends in the aircraft 

accidents, the approach to minimize the pilot- interface 

with the system of automation is discussed, and the 

autonomous Flight Command System is proposed to be 

applied to eliminate the causes of the accidents. 

The FCS is constituted from the autonomous flight 

control system, and the human centered cockpit. The 

autonomous control has the FCS, FMS, Auto-Pilot, and 

Fundamental Flight Control in a hierarchy in the 

structure, and is designed under the concept of the 

Fault Tolerant System and goes beyond to be 

integrated with ATC. 

The pilot plays a role of a final authority in the 

aircraft control by overriding or disconnecting the 

system in needs and in case. So, it is very important 

for the system that the pilot can be intuitively aware 

the situation of the aircraft, through the devices of 3 

dimensional displays with a mapping information, for 

example, at the advanced cockpit. 

The author hopes that these kinds of idea are 

refined by many people of the related area and verified 

through the flight simulation tests and the flight tests, 

to prove the actual airworthiness of these kinds of 

thought to realize the real air safety in the aircraft 

operation. 

We should share the target with the USA in this 

area to reduce the accidents to 1/10 until 2023.u> 
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ABSTRACT 

Recently, a neural network has been frequently employed 
in designing a feedback guidance law form open-loop solu- 
tions of optimization problems because of its function ap- 
proximation characteristic. The performance of the resul- 
tant guidance law greatly depends on the network struc- 
ture. Unfortunately, we cannot say confidently about the 
guidance performance with only the smallest network 
training error, since a complex network usually leads to 
small training error but results in overfitting phenomena. 

This paper proposes an improved neural network 
guidance law by using a network pruning to overcome the 
overfitting of the neural network. A neural network guid- 
ance law is based on open-loop solutions of two- 
dimensional pursuit-evasion games. Computer simula- 
tions are performed for the validation of performance en- 
hancement achieved by the pruning technique. 

I. INTRODUCTION 

Pursuit-evasion game is a representative minimax prob- 
lem, and recently it becomes an attractive concept in de- 
sign of missile guidance law against an intelligently ma- 
neuvering target, since it guarantees a worst-case per- 
formance. This game problem can be solved by several 
numerical methods that provide open-loop-type solutions. 
However, open loop solutions are not appropriate for prac- 
tical implementation, since missile's on-board computer 
has limitations on memory capacity as well as it is not 
fast enough to solve pursuit-evasion games in real-time. 

These problems can be overcome by training a neural 
network with pro-computed open-loop solutions under 
various scenarios. Through the training, the guidance law 
can be expressed as a simple functional form of connection 
weight matrices that contains information of a large 
amount of open-loop solutions. Many researchers have 
studied the validity of application of neural networks to 
conversion of open loop solutions into the feedback form. 
Song et al. [1] introduced sub-optimal midcourse guidance 
laws using neural networks. Choi ct al. [2] constructed a 
neural network guidance law using open loop solution s of 
three-dimensional pursuit-evasion games. 

However, the neural network structure is determined 
thru of trials and errors, since there is no indicator that 
can definitely says if a certain network structure guaran- 
tees the best guidance performance. The neural network 
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training error cannot be a good indicator, since a compli- 
cated network results in low training error but leads to 
overfitting phenomena. 

This problem can bo resolved to some extend by prun- 
ing techniques. By eliminating useless weight connections 
and nodes, the pruning technique lower a redundant de- 
gree of freedom resulting from too many weight connec- 
tions and excessive training of neural network. Many pa- 
pers on pruning techniques have reported that the meth- 
ods yield better generalization performance avoiding over- 
fitting phenomena. 

This study adopts a pruning technique to enhance the 
guidance performance of the neural network guidance law 
based on pursuit-evasion games. The effects of the prun- 
ing on the guidance performance are investigated thru the 
numerical simulations. 

II. NEURAL NETWORK GUIDANCE LAW 
FROM PURSUIT-EVASION GAME 

The pursuit-evasion game is an important class of two- 
players zero-sum differential games. Considered in the 
view of missile/target dynamics, the pursuit-evasion game 
is a minimax optimization situation in which the missile 
minimizes a prescribed payoff and the target maximizes it. 
The payoff is usually represented as the final capture time, 
the final miss distance, or a combination of both of them. 
That is, when the final capture time, denoted as t[, is em- 
ployed as the payoff, the pursuit-evasion game is ex- 
pressed as the following minimax optimization problem: 

nun    max (1) 

which is subject to the dynamics of the pursuer and the 
evader, and u,>, u,- denote the pursuer and evader control 
input histories, respectively. The solution of the problem 
can be obtained by several numerical methods. A gradient 
method introduced in Tahk et. al[3] provides good solu- 
tions during reasonable computing time. However, since 
just open-loop solutions are available from the numerical 
solver above, it is not easy to use the solutions for the real 
application in the missile guidance. A feedback law is 
preferable for the real implementation than a large size of 
open-loop solution sets. A multi-layer feedforward neural 
network (NN) can resolve this difficulty. An approximate 
functional relationship between state variables and guid- 
ance commands can be obtained by training a NN whose 
inputs are states variables and outputs are guidance 
commands. The key idea is to train a neural network to 
learn the optimal guidance command in feedback form. 
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Figure 1. Implementation of the NN guidance law 

In constructing a NN guidance law, it is important to 
include key state variables into the NN input variables to 
get an effective NN guidance law. Although there may be 
many candidates for the NN inputs, we use four variables 
of range, range rate, line-of-sight (LOS), and LOS rate for 
inputs of the NN, since with these inputs, the relative 
motions between the missile and the target can be de- 
scribed reasonably. Figure 1 illustrates a brief diagram of 
implementation of the NN guidance law. 

III. NEURAL NETWORK PRUNING 
TECHNIQUE 

If a neural network is trained on the smallest size that fits 
the data of a system, good generalization performance can 
be obtained. However, there is no way of determining the 
best size for good performance. For this reason, a neural 
network is usually trained on a larger size than necessary, 
which may cause overfitting problems with unsatisfying 
effects on the generalization performance. As the number 
of weight connections and nodes in the system increases, 
this problem becomes more critical. With pruning tech- 
niques, a neural network with a compact size not causing 
the overfitting problem can be acquired. Pruning is the 
process of reducing the complexity of a neural net system 
by deleting superfluous weights and nodes of a system 
based on the magnitude and/or the sensitivity of the pa- 
rameters. The key strategies of pruning are to estimate 
the saliency of the weights and the nodes of a system, and 
to eliminate the parameter with low saliency. The saliency 
can be simply calculated based on the magnitude under 
the assumption that the saliency is proportional to the 
magnitude of parameters. The change of the error with 
respect to the change or deletion of parameters is also a 
good criterion for more reasonable pruning. 

Some pruning techniques have been suggested with 
the philosophies above. Le Cun et. al [4] introduced the 
optimal brain damage (OBD) that uses the minimal in- 
crease in training error as the criterion for weight elimi- 
nation. Hassibi et. al [5] suggested a more mathematical 
and refined method, the optimal brain surgeon (OBS), 
which shares the same basic idea with OBD except that 
the latter considers the best changes of the other weights 
too when deleting a weight. Thus, the retraining after 
pruning is not required in OBS. 

In this paper, we employ OBS strategy to improve the 
performance of the neural net guidance law. The OBS is 
derived from the following mathematical logic. The 
change in error with respect to the weights (or parame- 
ters) for the well-trained system can be expressed as: 

SE = -SwTHSw 
2 

(2) 

where H is the Hessian matrix. The elimination of wi is 
equivalent to the following equation: 

e-Sw + W: = 0 (3) 

where e,is a unit vector in weight space corresponding to 
wi. By using a Lagrange multiplier A, the change in error 
(2) can be minimized under the constraint of the equation 
(3). 

L-—8w' HSw + Xie\ Sw + w,) 
2 

(4) 

Here, our goal is to find Sw minimizing the equation (4). 
The functional derivative of (4) gives the following results: 

Sw = ■ 

SE: = 

[H-'l 

1    wf 

-ff-'c.. (5) 

(6) 
2[H' 

The weight with the smallest SE is deleted and the other 
weights are updated by (5). 

The algorithm of OBS is summarized as follows: 
1. Train a network until the minimum error is reached. 
2. Calculate the inverse of H. 
3. Select the weight providing the lowest change in error. 
4. Update all the weights in the network by (5). 
5. Go to step 2 and repeat the above procedure until 

stopping criteria are satisfied. 

IV. SIMULATION RESULTS 

We consider two-dimensional pursuit-evasion games 
shown in the figure 2. The equations of motion of the pur- 
suer or the evader are expressed as follows: 

x = i>cos/ 

y = vsiny 

Y = —u   ,    \u |<1 
'     R 

v = (a + bu ) 
R 

(7) 

where x, y are the pursuer or the evader's position and v is 
the speed and /the flight path angle, respectively, u is the 
control input and R is the minimum turn radius, a , 6 are 
related to the lift and/or drag coefficients. The values of R, 
a, b for each player arc given as follows: a,,=0.0875, 
b,,=0A0, #,,= 1515.15, a,=0, 6,=0.40, and Ä,.=600. 

Pursuit-evasion games are solved for IG engagement 
situations in which the path angle of the pursuer varies 
from 0° to 30° by 10° and that of the evader, from 0° to 
90° by 30°, while the initial positions and the speeds are 
fixed as (x,,, y,,, vP) = (0m, 0m, 600m/s), and (x; y,, v,) = (0m, 
0m, 200m/s). Game solutions are obtained using gradient 



Missile Tarnet 
Figure 2. Two-dimensional pursuit-evasion game 

method proposed by Tahk et. al [3]. 
The NN guidance law is organized using the obtained 

solutions. As stated in section II, range, range rate, LOS 
angle, and LOS rate are selected as network inputs that 
generate the normalized control input of the missile 
throughout the network. The original network has 301 
weight connections resulting from one fully connected 
hidden layer of 50 processing nodes with biases. The net- 
work is trained until the final training error criterion - 
less than 10H of mean-squared error (MSE) - is reached, 
by using Levcnberg-Marquardt method [G]. 

By applying OBS algorithm, we pruned 80 weights 
from the original NN. Consequently, we obtain the net- 
work system with 221 weights that provides 10«of MSE. 
Since there is no obvious criterion about how many 
weights should be pruned to satisfy our purpose, we de- 
termine the number of deletions on the observation of the 
change in the training error. 

Since the value of MSE cannot say about the perform- 
ance of the NN guidance law, we need to reconstruct the 
trajectory using NN feedback guidance law to examine the 
NN guidance law. We reconstruct the trajectories for 40 
scenarios, 16 of trained scenarios and 24 of off-trained 
scenarios. The off-trained scenarios are selected by chang- 
ing the evader's initial path angle six times - 10°, 20°, 40°, 
50°, 70°, 80° - with the same configuration of the initial 
position, speed, and missile path angle as in the trained 
scenarios. 

We compare the results of trajectory reconstruction by 
two NN guidance laws - original NN and pruned NN re- 
spectively, by adopting two performance-indicating pa- 
rameters, the miss distance (r/) and the final time error 
(el), respectively. Table 1 and 2 contains the number of 
scenarios corresponding to a prescribed performance level, 
as to r/ and e/ respectively. We can find that the original 
NN fails in interception more than half of the scenarios, 
even for the trained scenarios. Meanwhile, the pruned NN 
guarantees interception for almost all scenarios. One in- 
teresting point is that the performance of guidance law 
using the pruned NN is robust to the scenario variation. 
For most scenarios, a few meters miss distance and a few 
tenth percent final time error is guaranteed. 

Figure 4 illustrates the trajectories and control histo- 
ries for one scenario. The histories of four neural network 
input variables, that is range, range rate, LOS angle, and 
LOS rate, are depicted in figure 5. We can observe that 
before 12 sec, the original NN generates almost same con- 
trol input values as the optimal solutions. However, small 
LOS error arisen at about 13 sec causes control value to 
diverge, and leads the missile to fail to intercept the tar- 
get in the sequel. On the other hand, although the pruned 
NN generates an erroneous control initially, it makes con- 
trol inputs that compensate the LOS error during the en- 
gagement, and finally succeed in capturing the target. 

Although we neglect the attitude dynamics when solv- 
ing the pursuit-evasion games, the autopilot delay caused 
attitude dynamics cannot be neglected in real implemen- 
tation. We compare the interception performance of two 
NN guidance laws in the existence of the autopilot delay. 
The dynamics of the actual control values is assumed first 
order. Table 3 shows the miss distances for two guidance 
laws with autopilot delay 0.1 sec or 0.5 sec. For the origi- 
nal NN guidance, the interception performance is seri- 
ously degraded as the autopilot delay increases, while the 
pruned NN guidance is insensitive to the autopilot delay. 
The trajectories in figure 6 and control histories in figure 
7 also demonstrate this feature. 

V. CONCLUSIONS 

This paper proposes an improved neural network guid- 
ance law using optimal brain surgeon, one of network 
pruning techniques. A feedback guidance law based on 
pursuit-evasion games is constructed by using neural 
network approximation. Optimal brain surgeon is em- 
ployed to prune the neural network for the sake of avoid- 
ing the overfitting phenomena and improving the guid- 
ance performance. Computer simulations are performed to 
validate the performance enhancement achieved by prun- 
ing. Consequently, it is found that the pruned neural net- 
work guarantees good interception performance robust to 
the scenario variation and to the missile autopilot delay. 
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Table 1. Results ofmiss distance without autopilot delay 
(number of corresponding scenarios) 

Miss Distance Original NN Pruned NN 
(m) Trained Off-trained Trained Off-trained 

< 1.0 
1.0- 10.0 

10.0 - 30.0 
Fail 

7 
0 
2 
7 

4 
4 
1 

15 

3 
11 
1 
1 

7 
13 
2 
2 

Table 2. Results of final time error without autopilot delay 
(number of corresponding scenarios) 

Final Time Original NN Pruned NN 
Error (%) Trained Off-trained Trained Off-trained 

<0.1 
0.1 - 1.0 
1.0-2.0 

Fail 

9 
0 
0 
7 

6 
2 
1 

15 

1 
14 
1 
1 

0 
21 

1 
2 
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Figure 3. Distribution of performance parameters 
(miss distance, final time error) 
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Figure 5. Neural network input variable histories without 
autopilot delay (y„=30°, ^.=60o) 

Table 3. Results of miss distance with autopilot delay 
(number of corresponding scenarios) 

Miss Distance 
(m) 

Original NN Pruned NN 

No delay 
Delay 
0.1 s 

Delay 
0.5 s 

No delay 
Delay 
0.1s 

Delay 
0.5 s 

< 1.0 
1.0- 10.0 

10.0 - 30.0 
Fail 

11 
4 
3 

22 

10 
1 
0 
29 

8 
0 
0 

32 

10 
24 
3 
3 

21 
16 
0 
3 

14 
19 
2 
5 

000      2000      3000      4000      5000      60O0 

Figure 6. Trajectories with autopilot delay (#,=20°, ^.=90°) 

Figure 4. Trajectories and missile control histories with- 
out autopilot delay (#,=30°, 7,=60°) 
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Figure 7. Missile control history with autopilot delay 
(^=20°, x,=90°) 
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Abstract 

Smart material based sensors and actuators, and their 
associated support hardware and electronics have been the 
subject of considerable research activities including 
demonstration efforts and development of some critical 
enabling technologies. This research has led to a series of 
breakthroughs in a variety of disciplines. Integration of smart 
materials and structures into aerospace vehicles shows the 
promise of significant benefits if the appropriate application 
issues are addressed and if the vehicle is designed to 
effectively use the technology. When fully realized, smart 
materials and structures have the potential to produce 
considerable increments in flight vehicle system safety, 
affordability, environmental compatibility, and efficiency. 
This paper will highlight some research efforts and technical 
challenges in applying smart materials and structures to 
aerospace vehicles. 

Introduction 

The exceptional capabilities of smart materials and structures 
have inspired numerous innovative concepts that may enable 
substantial improvements in the adaptability and efficiency of 
future aerospace vehicles. These concepts include using 
active flow control to enable simpler high-lift systems and 
active aeroelastic control to attenuate undesired vibratory 
response. In this context, smart is defined as the ability to 
respond to a stimulus in a predictable and reproducible 
manner. Smart materials are also known as adaptive 
materials, active materials, or multifunctional materials. This 
class of unusual materials has been available and used 
effectively for considerable time. However, application of 
these materials to aerospace vehicles for large-scale sensing 
and actuation has only received attention over the past two 
decades. 

Often called a disruptive technology, the application of 
smart materials and structures to aerospace vehicles brings 
much promise and controversy to the aerospace community. 
This dichotomy is not unusual for new technologies. 
Typically, there is an initial over-selling of new 
technologies, quickly followed by controversy as to the real 
benefits provided by the new ideas. In reference ' Weisshaar 
represents this trend graphically as shown in Figure 1, to 
describe the cycles of optimism and pessimism for new 

technologies. As mentioned in reference 1, two important 
issues arise in the attempts to apply new technical 
discoveries: (1) the first use of a new technology often leads 
to focusing research on the newfound issues in using the 
technology, and (2) simply replacing existing systems with 
the new technology often results in sub-optimal performance. 
In reference 1, Weisshaar describes an example: 
Historically, new design uses of a new material are more 

important than simply using the new materials as 
replacements for existing materials. An example is 
aluminum, which became available for aircraft use about 
1915. It was a limited success and in some cases a failure 
when it was only applied as a substitute for wood and canvas 
on biplanes. However, the development and acceptance of 
stressed skin construction in the late 1920 s allowed 
aluminum to revolutionize aircraft design by fostering the 
introduction of high speed, light weight monoplanes.   These 
issues are prevalent today in the application of smart 
materials and structures to aerospace vehicles. Likewise, the 
opportunity for positive, sweeping change in the aerospace 
industry is also possible if a systems-level, multidisciplinary 
design approach is used to take advantage of the unique 
characteristics of smart materials and structures in an optimal 
fashion. 

stabilized 
development 

time from introduction 
Figure 1 Promise and expectation of new technologies 

Today, innumerable universities, government agencies and 
industries have conducted research in the area of smart 
materials and structures and their application to aerospace 
vehicles as well as other mechanical systems. Though much 
research has been conducted, including some significant 
experimental demonstrations, the opportunity for far-reaching 
improvement in vehicle capability remains unbounded. This 
paper will summarize some significant results and benefits in 
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using smart materials and structures in aerospace vehicles, 
identify a few of the enabling technologies and technical 
challenges, and discuss the future potential of this technical 
area. Selected studies are also presented to highlight the 
current work in the smart structures applications to vehicles. 

Research on Smart Structures Applications to 
Aerospace Vehicles 

References 1-3 provide overviews of work on applying smart 
materials-based actuators to flight vehicles. Reference 4 
provides a summary of demonstrations of space applications. 
Some examples of significant experimental demonstrations 
on applying smart materials and structures to aerospace 
vehicles have incorporated a variable area nozzle, variable 
configuration inlet, hingeless control surfaces, wing twist, 
buffet load alleviation, and individual blade control on 
rotorcraft. Several large diverse programs have also been 
formed to address a variety of multidisciplinary technical 
issues in using smart materials and structures. Note that all 
of the research efforts mentioned herein include collaborators 
from various organizations due to the inherently 
multidisciplinary nature of smart structural concepts. 

A team led by United Technologies Research Center 
designed and tested an innovative concept to enable a simple 
and effective variable area fan nozzle for high bypass ratio 
engines.5 The team used a bundled cable actuation system to 
optimize strength and packaging of a wire-based shape 
memory alloy (SMA) actuator. This approach capitalized on 
the wealth of knowledge available on wire ropes and resulted 
in a flexible, yet strong SMA actuator with a gradual failure 
mode. The actuation system was tested in a full-scale 
component under full-scale aerodynamic loads demonstrating 
the required 20% nozzle exit area change. The full-scale 
sector model (testing 2 flaps out of 30) is shown in Figure 2 
at the National Aeronautics and Space Administration 
(NASA) Langley Jet Exit Test Facility. The actuation system 
was only half of the weight of a conventional mechanical 
system and the required power (300-400 watts for the 
component) is reasonable, even when calculated for a full 
annular system.    System studies performed for this effort 
show a potential 5-6% increase in range and 2-3% savings in 
aircraft direct operating cost as compared with a fixed- 
geometry nozzle geared turbofan.5 

the Boeing Company, funded by the Defense Advanced 
Research Projects Agency (DARPA) and managed by NASA 
Langley Research Center and the US Navy s Office of Naval 
Research.6 The SAMPSON program was focused on 
demonstrating that smart materials can be used to 
significantly enhance vehicle performance and enable new 
missions and/or expand current missions. This effort 
designed and tested SMA actuators at full scale under full- 
scale aerodynamic loads using an F-15 inlet to validate 
control of tactical aircraft inlet geometry and internal flows. 
The inlet configurations being investigated consist of capture 
area control, compression ramp generation, leading edge 
blunting, and porosity control. For capture area control, the 
hydraulic actuator normally used for cowl rotation on the 
full-scale inlet was replaced with a wire-based, agonist- 
antagonistic SMA linear actuation system for variation of the 
inlet capture area. Figure 3 shows the inlet in the 16-foot 
Transonic Tunnel at NASA Langley for testing. Two 
hydraulic cylinders were used as braking devices to hold the 
cowl in place when the SMA wire bundles were not powered. 
During the first phase of wind tunnel testing, the SMA cowl 
actuator operated successfully at a Mach range of M=0.0 to 
M=0.8 rotating the cowl up to 9 degrees. The power required 
for actuation was 1700 watts per bundle. A second phase of 
testing was completed in early 2001, and will be documented 
in future reports. 

Figure 2 Model tested in variable area nozzle study 

The Smart Aircraft and Marine Project System 
Demonstration (SAMPSON) was conducted by a team led by 

Figure 3 Inlet in the NASA Langley 16-foot 
Transonic Tunnel 

The DARPA/Air Force Research Laboratory (AFRL)/NASA 
Smart Wing program was conducted by a team led by the 
Northrop Grumman Corporation (NGC) to develop and 
demonstrate smart material-based concepts to improve the 
aerodynamic performance of military aircraft. This program 
was divided into two phases during which four wind-tunnel 
tests were conducted using a variety of actuation 
mechanisms.7 During Phase 1 of this program, a 16% scale, 
semi-span wind-tunnel model, representative of an advanced 
military aircraft wing, was designed and fabricated by NGC. 
The model was wind-tunnel tested at NASA Langley s 
Transonic Dynamics Tunnel (TDT) in May 1996 and June- 
July 1998. The smart wing model incorporated contoured, 
hingeless flap and aileron designs actuated using built-in 
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SMA tendons. Control surface deflections of up to lOj were 
obtained. Variable spanwise twist of the smart wing was 
achieved using mechanically simple SMA torque tubes that 
employed novel connection mechanisms to effect a high 
degree of torque transfer to the structure; 3200 in-lbs. of 
torque was generated by the SMA tubes. Up to 5 j of 
spanwise twist at the wing tip was demonstrated. Under 
steady-state conditions, 8% to 12% improvements in lift, 
pitching and rolling moments were achieved over a broad 
range of wind tunnel and model configurations, in 
comparison to a conventional design incorporating hinged 
control surfaces. During Phase 2 a larger, full-span model 
representative of an uninhabited combat air vehicle (shown in 
Figure 4) configuration was tested with a conventionally- 
actuated wing and a smart material-actuated wing. The Phase 
2 effort incorporated leading and trailing edge smart control 
surfaces, higher bandwidth actuation systems and testing at 
transonic Mach numbers and high dynamic pressures. 
Additionally, the smart material actuation system was 
developed to meet the challenging goals of smoothly 
contoured control surfaces with both chord-wise and span- 
wise shape variability at high actuation rate. Reference 8 
documents the development of the actuation system. The 
first test in Phase 2 successfully demonstrated increased 
aileron reversal speed and variable spanwise shape.   The 
second wind-tunnel test in the Phase 2 program was 
completed in early 2001, and will be documented in future 
reports. 

Figure 4 Phase 2 smart wing model in the TDT at NASA 
Langley 

Numerous analytical and experimental studies demonstrate 
that piezoelectric materials (piezoelectrics) can be used as 
actuators to actively control vibratory response. One 
important study successfully demonstrated using 
piezoelectric actuators to control buffeting on the vertical 
tails of twin-tail, high-performance military aircraft. This 
international effort includes wind-tunnel testing of a 1/6 scale 
F/A-18 model experiencing aerodynamic buffet1 and ground 
testing of a full-scale F/A-18 airplane using simulated buffet 
input.     In addition, recent wind-tunnel tests have been 
completed that examined the performance of new 
piezoelectric actuators for buffet load alleviation.1   Previous 
studies have also demonstrated active flutter suppression and 
gust load alleviation using piezoelectric actuators.13,14 

Piezoelectric actuators also have shown to be effective in 
active noise suppression.15 One potential alternative for 
vibration suppression is damping augmentation using shunted 

piezoelectrics. This approach allows for active or passive 
damping augmentation, yet cannot cause instability. 
Furthermore, shunted piezoelectrics use little to no power and 
are simple to apply; the only necessary hardware is the 
piezoelectrics themselves and simple electric circuitry using 
resistors and inductors. References 16 and 17 discuss the 
results of some studies using shunted piezoelectrics. 

Smart materials and structures have also been considered for 
rotorcraft applications. Two current efforts are the 
NASA/Army/MIT Active Twist Rotor program and the 
DARPA SMART Rotor program. The Active Twist Rotor 
program is a collaboration between NASA Langley Research 
Center, the Army Research Laboratory and Massachusetts 
Institute of Technology. The program is investigating 
helicopter rotor blades embedded with interdigitated- 
electrode poled, piezoelectric fiber composite layers (active 
fiber composites) to enable individual blade control.1   This 
technology may reduce rotorcraft vibrations and increase 
rotor performance. During the program a four-bladed, 
aeroelastically-scaled, active-twist model rotor was designed 
with embedded piezoelectric actuators and tested in 
Transonic Dynamics Tunnel at NASA Langley. Sixty to 
95% reductions in the fixed system loads were demonstrated 
during testing. 

The DARPA-funded SMART Rotor program is monitored by 
the Army Research Office and led by the Boeing Company.1 

The program is focused on developing actuator capability to 
enable helicopter rotor control using smart materials. Several 
actuator concepts have been designed and evaluated in the 
program including SMA torsion tubes. The biaxial SMA 
tubes work in concert with an SMA-activated lock for 
powered off conditions. This actuation system enables in- 
flight, real-time adjustment of rotor blade-tracking tabs to 
reduce vibration and increase performance. 

The Leitprojekt ADAPTRONIK encompasses 24 partners 
from research institutes and industry in Europe and is led by 
the German Aerospace Center (DLR). The project is 
described in reference 20. The objectives of this project are 
the development and integration of piezoelectric patches and 
fibers into structures to enable lightweight construction. A 
variety of applications from the industrial partners is being 
considered including: active noise and vibration reduction, 
contour deformation, and micro-positioning. The diversity of 
industrial applications included in the project is unique. It 
includes automobiles, rail vehicles, medical engineering and 
aerospace. Research activities in the project range of from 
materials development to large-scale demonstration. Another 
collaboration on smart structures in Europe is the 
Applications for Smart Structures in Engineering and 
Technology (ASSET).21 ASSET is funded under the 
European Union s Industrial Materials and Technologies 
research program and includes approximately 50 
organizations. The collaboration seeks to encourage 
exploitation of smart technologies within the European 
framework. 

NASA s Morphing project in the Aerospace Vehicle Systems 
Technology Office at NASA Langley Research Center 
develops and matures smart technologies and addresses the 
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multidisciplinary issues associated with applying these 
technologies to provide cost-effective system benefits to 
aircraft and spacecraft.22 These benefits include enabling 
self-adaptive flight with significant improvements in 
efficiency and safety. Integration of smart materials and 
structures and active flow control research across many 
disciplines is an important element in the project. Some of 
the research efforts include: synthetic jet characterization, 
separation control using oscillatory blowing, fluidic thrust 
vectoring, new materials and actuator development, shape 
memory alloys for noise suppression, and shape change for 
performance enhancement. Analytical studies, laboratory and 
wind-tunnel tests are currently underway in the Morphing 
project to assess and further develop these technologies. The 
Morphing project ultimately strives to assure the usability of 
adaptive vehicle technologies and, thus, have a major impact 
on air and space travel and the way in which aircraft and 
spacecraft are manufactured and flown. 

Active Flow Control 

Smart materials and advances in fluidics are enabling 
technologies for advanced active flow control. Recent 
discoveries in material science and fluidics have been used to 
create a variety of aerodynamic control devices that have 
great potential to enable entirely new approaches to 
aerospace vehicle flight control. In active flow control, the 
global flowfield is dynamically altered by interacting with 
and controlling localized flow instabilities and flow 
structures23 Thus, for many flow control applications, smart 
technologies are used to modify local phenomena to support a 
macroscopic strategy, such as flow separation control for 
advanced high lift systems. Some of the potential benefits of 
flow control include reduced weight, part count, operating 
cost, emissions, and noise, as well as, increased safety and 
vehicle performance.24 Two active flow control efforts are 
summarized herein: the DARPA-funded active flow control 
effort at the Boeing Company and NASA Langley Research 
Center s research in this area. 

Boeing Active Flow Control System (BAFCS) is sponsored 
by DARPA and is seeks to develop active flow control 
technologies to increase the payload on rotorcraft. The focus 
of this program is reducing download for the V-22 tiltrotor 
aircraft. The BAFCS is described in reference 25. For the 
V-22 in hover mode, AFC may be used to mitigate the 
download by reducing flow separation on the trailing edge 
flap resulting in a 20% increase in payload for some 
missions. There are two phases in the program; the first 
phase includes 2-D wind-tunnel testing, actuator 
development, and an assessment of the practicality of the 
actuation system for the V-22. Phase 2 includes 3-D wind- 
tunnel testing and continued AFC hardware development. 
The actuator development in this program incorporates 
investigating the use of PVDF materials to create zero-net 
mass flux synthetic jets for separation control. To increase 
the performance of the synthetic jet actuators, two smart 
materials are being developed: stretched and electron 
irradiated polyvinylidene flouride-trifluorethylene copolymer 
and single crystal piezoelectric materials. Though this 
program focuses on application of active flow control to the 
V-22, much of the research is applicable to other rotary and 

fixed wing applications including the Bell/Boeing Quad 
Tiltrotor, the Advanced Tactical Transport, and the XV-15 
tiltrotor. 

Active flow control research at NASA Langley Research 
Center focuses on developing cost-effective advanced 
technologies that may lead to substantial advances in 
aerodynamic performance and flight vehicle control for a 
broad range of vehicles. References 26 and 23 provide 
overviews of the research in active flow control at Langley 
Research Center. Reference 24 describes the development of 
design tools for active flow control applications. A number 
of flow control actuation concepts have been considered 
including piezoelectric actuators and other fluidic control 
devices which can produce forces and moments by creating 
small flow distortions over the surface of an airfoil. Fluidic 
control devices have also been used to alter the degree of 
separated flow over specifically-designed portions of an 
airfoil as described in reference   . An advanced aerospace 
vehicle might use several strategically placed actuators or 
distributed arrays of hundreds of such devices on its surface 
to generate forces and moments for stabilization and 
maneuver control. This approach may reduce or potentially 
eliminate the need for conventional, hydraulically-actuated 
ailerons, flaps or rudders.28 

The high pay off, high risk programs described above were 
instrumental in not only demonstrating the benefits of using 
smart materials and structures on flight vehicles, but also in 
addressing some of the many realistic issues associated with 
applying this technology to large- and full-scale vehicle 
components. These programs also provide crucial feedback 
to the technical community on areas for further development 
of the enabling technologies such as materials development, 
actuator design, electronics, modeling, etc. 

Enabling Technologies 

High performance piezoelectric polymers are also of interest 
to the aerospace community as they may be useful for a 
variety of sensor applications including acoustic, flow, and 
strain sensors. Over the past few years, research on 
piezoelectric polymers has led to the development of 
promising high temperature piezoelectric responses in some 
novel polyimides.29 Fiber optic sensors are also being 
considered as a crucial enabling technology for future vehicle 
health monitoring systems. Actuation technology focused on 
smart materials includes research on materials processing and 
packaging. Two examples of widely used actuators include 
the THUNDER actuator and fiber-based piezoelectric 
actuators. 

Researchers at NASA Langley Research Center developed 
the high-displacement piezoelectric actuator, THUNDER 
(THin layer composite UNimorph ferroelectric DrivER and 
sensor) to meet high displacement actuator requirements. 
THUNDER actuators are unimorph-type actuators, which 
consist of a piezoelectric ceramic layer bonded to one or 
more non-piezoelectric secondary layers. References 31-M 

contain more information on THUNDER devices and their 
application. Developed in the mid 1990 s, the THUNDER 
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actuator is now considered commercial off-the shelf 
technology. 

Additionally, flat, in-plane piezoelectric actuators have been 
studied extensively for strain actuation applications for over a 
decade. Research on increasing the performance of in-plane 
actuation has focused on investigating a variety of 
characteristics including material selection, actuator 
geometry and packaging. Although the simplest actuator 
concept includes using a monolithic patch of piezoelectric 
material actuated in the 3-1 mode with simple electrodes 
(using the d3i -coupling coefficient), exploitation of the much 
higher d33 coefficient yields significantly larger actuation 
effectiveness. For actuation in the 3-3 mode, interdigitated 
electrode (IDE) patterns of electrodes are often used for 
poling and actuation.35,36 References 37-42 describe some 
actuation concepts that use the d33 coefficient with IDE 
electrodes. Some of these actuation concepts are composite 
piezoceramic fiber devices (as shown in Figure 5) that are 
very effective, flexible and durable. However, processing 
and handling the costly piezoceramic fibers during 
fabrication can be difficult and actuation voltages are 
typically high. 

3 
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Figure 5 Active Fiber Composite (AFC) actuator concept 

At NASA Langley Research Center, a composite device has 
been recently developed that addresses many of the 
disadvantages of piezocomposite actuators while retaining 
the salient features of the actuation concept. Called the 
LaRC-MFC™ (Langley Research Center — Macro-Fiber 
Composite™), this actuation concept has high strain energy 
density, directional actuation, conformability and durability 
and, most importantly, low cost, uniform manufacturing 
processes.43,44 The actuator is shown in Figure 6. 

Figure 6 The LaRC-MFC1M 

The LaRC-MFC™ is already being tested in several 
applications including large, lightweight, deployable space 
structures and for buffeting alleviation on fighter airplanes12 

The actuator has produced a factor of 20 increase in the 
vibration damping capability of lightweight, inflatable space 
structures. 

Adaptive and/or active methods of controlling the structural 
acoustic response and flutter of panels to reduce the 
transmitted noise and avoid panel destruction may be 
accomplished with the use of SMA hybrid composite 
(SMAHC) panels. These panels have the potential to offer 
improved thermal buckling/post buckling behavior, dynamic 
response, fatigue life, and structural acoustic response.4     At 
NASA LaRC, fabrication of SMAHC structures has focused 
on embedding ribbon-type Nitinol actuators into a 
glass/epoxy material system. Quasi-isotropic panels with 
SMAs prestrained 4% and embedded in the zero degree 
direction have been successfully fabricated and dynamically 
tested.47 In reference 47, Turner shows experimental 
validation results for a constitutive model and finite element 
formulation for analyzing such active structures. 

Innovative design has led to several novel actuation concepts 
using smart material. In reference 48, a compact rotary 
motor driven by piezoelectric bimorph actuators is described. 
This actuator uses a roller wedge as a rotary clutch to rectify 
the motion of the actuation system enabling lip-blunting 
shapes for engine inlets. In reference 49, a piezoelectrically 
actuated elastodynamic aerodynamic surface was developed 
to create a meso-scale hovering aerial vehicle. 

Technical Challenges and Future Potential 

Considerable research has been conducted on smart materials 
and structures and their application to aerospace vehicles. A 
few examples of this work are summarized in this report; but 
this is in no way a just representation of the breadth of 
excellent research on the subject. Much research remains to 
address the numerous issues in applying smart structures to 
vehicles. These issues include: modeling, control, 
electronics, power requirements, structural integrity, 
manufacturability, reliability, maintainability, cost, and many 
others. Improving the efficiency and reducing the size of the 
actuation electronics is imperative for realistic application of 
smart materials and structures. An additional complicating 
factor in the maturation of smart materials and structures 
applications to flight vehicles is the lack of scaling laws. 
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Since scaling issues have not been resolved for most 
applications, it is difficult to quantitatively ascertain full- 
scale performance from smaller scale lab studies even though 
bench and lab tests are crucial to increasing technology 
maturity. Additionally, since smart materials are 
multifunctional materials (i.e., electro-mechanical, thermo- 
mechanical, etc.), their performance varies widely depending 
on how it is integrated into the application and the electrical, 
thermal, or magnetic system used to actuate them. Hence, 
although validated analytical tools are currently available for 
many smart materials and structures, these tools must be 
carefully re-examined and, at times, redefined for each 
application. 

Though much research has been conducted, including some 
significant experimental demonstrations, the opportunity for 
far-reaching improvement in vehicle capability remains 
unbounded. To date, much of the large or full-scale 
demonstrations have used piezoelectric-based or SMA-based 
actuation mechanisms. However, as other smart materials 
mature, the ability to create actuation systems with other 
types of smart materials and the ability to combine different 
materials may yield additional and improved capabilities. To 
fully exploit the unique capabilities of smart materials and 
structures in aerospace vehicles, the basic design of the 
vehicle must be re-evaluated using a systems-level, 
multidisciplinary, optimal design approach. If the relevant 
technological issues are addressed and vehicles can be 
designed to exploit the exceptional capabilities of smart 
materials and structures, this unusual class of materials will 
continue to inspire numerous innovative concepts that may 
enable substantial improvements in future aerospace vehicles. 
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ABSTRACT 

This paper considers robust, optimal, three-axis at- 
titude stabilization of a rigid spacecraft with external 
disturbances by a game-theoretic approach, in which a 
worst-case design, that the external disturbances maxi- 
mize the performance index that the control inputs min- 
imize, is assumed. The attitude motion of a rigid space- 
craft described in terms of the quaternion is considered, 
and a robust, optimal control law using the angular ve- 
locities and quaternion is proposed for attitude stabiliza- 
tion of the rigid spacecraft with external disturbances 
based on the nonlinear game-theoretic Hamilton-Jacobi 
equation. Global asymptotic stability of the proposed 
control law is shown by using the Lasalle Invariance 
Principle. A numerical example is given to illustrate 
the theoretical results. 

1. INTRODUCTION 

The optimal attitude control of a rigid body motion 
has been addressed by many researchers for the purpose 
of the optimal attitude control of the spacecraft [l]-[5]. 
These studies have mainly addressed the optimal regu- 
lation problem for the angular velocity subsystem with 
some quadratic costs. Recently, the optimal attitude 
control problems of the complete rigid body system in- 
cluding the dynamics as well as the kinematics have been 
investigated by many researchers: Carrington and Junk- 
ins have used a polynomial expansion approach in order 
to approximate the solution to the Hamilton-Jacobi(HJ) 
equation for the optimal attitude control problem of 
the spacecraft [6]. Tsiotras has derived a class of glob- 
ally asymptotically stabilizing control laws for the com- 
plete attitude motion of a nonsymmetric rigid body [7]. 
Bharadwaj et al. have derived a couple of globally sta- 
bilizing attitude control laws using minimal, exponen- 
tial kinematic parameters [8]. Krstic and Tsiotras have 
presented an inverse optimal control approach for con- 
structing the optimal control law for regulation of the 
rigid spacecraft [9]. Especially, Park et al. have first 
proposed the optimal fuzzy control law for regulation of 
the rigid spacecraft [10]. 

On the robustness issues, since a spacecraft is sub- 
ject to parameter variations and uncertainties mainly 
due to poorly known space environments in space ap- 
plication, the robust control problems of the spacecraft 
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have also been extensively studied [11]-[14]. These re- 
sults have mainly been focused on the system param- 
eteric uncertainties of the spacecraft. However, robust 
control schemes considering external disturbances have 
been seldom addressed. 

In this paper, we first address the robust, optimal at- 
titude control problem of a rigid spacecraft subject to 
external disturbances as well as inertia uncertainties. To 
solve this problem, we adopt the optimal game-theoretic 
approach [15], in which the control law and the exter- 
nal disturbance signal are regarded as two players that 
compete each other for finding the minimax solution of 
the optimal game problem. One of the efficient numeri- 
cal methods to solve this kind of minimax problem can 
be found by Tahk and Sun [16], where a novel coevolu- 
tion method based on the augmented Lagrangian formu- 
lation is proposed for solving constrained optimization 
problems. 

In this paper, we consider the complete (i.e. dynam- 
ics and kinematics) attitude motion of a rigid spacecraft 
described in terms of the quaternion. The quaternion 
consists of four-dimensional parameters subject to the 
unity length, and is a widely used kinematic parameter 
set to represent the global, nonsingular orientation of a 
body. Instead of using a numerical method to solve the 
minimax problem, the proposed approach provides the 
analytic solution of the optimal attitude control problem 
coincided with the disturbance attenuation problem by 
investigating a Lyapunov function candidate. The opti- 
mality condition proposed in this paper is derived from 
the nonlinear game-theoretic HJ equation, and global 
asymptotic stability of the proposed optimal control law 
is shown by using the Lasalle Invariance Principle [17]. 

This paper is organized as follows: In Section 2, a 
rigid spacecraft model with inertia uncertainties and ex- 
ternal disturbances is given. In Section 3, we present 
the robust, optimal attitude control law for the attitude 
motion of a rigid spacecraft considered in Section 2, and 
show global asymptotic stability for the proposed control 
law. Section 4 presents a numerical example to illustrate 
the theoretical results. Finally, conclusions are given in 
Section 5. 

2. THE RIGID SPACECRAFT MODEL 

A. Dynamics 

This section briefly introduces the dynamics and kine- 
matics of the rigid body orientation [18]. The dynamics 
of the rotational motion of a rigid body with external 
disturbances and inertia uncertainties are described by 
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the following set of differential equations: 

(J„ + AJ)w = S{Lü){Jn + AJ)u+u + G£, w(0) = wo (1) 

where Jn G 5ft3 x3 and AJ € 5ft3 x3 denote the nominal 
value of the inertia matrix and the inertia matrix un- 
certainty of the body, respectively, u> G 5ft3 is the angu- 
lar velocity vector of the body in the body-fixed frame, 
u € 5R3 is the control torque vector, £ £ 5ft3 is the ex- 
ternal disturbance vector, and G € 5ft3 x3 is the input 
matrix for £. Note that, throughout this paper we de- 
fine J = Jn + A J. The matrix 5(w) denotes a 3 x 3 skew 
symmetric matrix given by 

5(w)4 
0 U)3        -LÜ2 

—W3 0 U!\ 

W2        —U>\ 0 
(2) 

B. Kinematics 

In this paper, the orientation of the body with respect 
to the inertia frame is given in terms of the quaternion. 
Let e and <f> denote the Euler axis and the Euler angle, 
respectively. Then, the quaternion, q, is defined by 

9T = [ 9i    <?2    93    94 ] = [ 9i    qj (3) 

where q\ — cos(</>/2) and qv = esin(0/2). The kinematic 
equations in terms of the quaternion take the form 

q = -E(q)u, ?(0) = 90 (4) 

where the matrix-valued function E(q) : 5ft4 -» 5ft4 x3 

denotes the kinematics Jacobian matrix given by 

E(q)ä 
T 

qih +S{qv) (5) 

where J3 implies the 3x3 identity matrix. 

3. MAIN RESULTS 

In this section, the robust, optimal attitude control 
law is developed for the complete attitude motion of a 
rigid spacecraft with inertia uncertainties and external 
disturbances by adopting the optimal game-theoretic ap- 
proach. 

The optimal game-theoretic approach for linear sys- 
tems is introduced by Dorato et al [15]. However, the 
complete attitude motion of the rigid spacecraft consid- 
ered in this paper has a nonlinear nature and, thus, one 
may not directly apply the optimal game-theoretic ap- 
proach of [15] to the optimal control problem for the 
systems in (1) and (4). 

In the following, we present the nonlinear optimal con- 
trol problem for the systems in (1) and (4) and provide 
the analytic solution to this problem by investigating a 
Lyapunov function candidate. 

Theorem 1: Consider the systems in (1) and (4) and 
let 

x=[ uiT    9^ 

Then, the control law 

U = -kgvqv - K^U! 

(6) 

(7) 

with a positive scalar kq„ and positive definite matrix 
Kw, and the disturbance signal 

Z = W~1G1w (8) 

with a positive definite matrix W, are optimal with re- 
spect to the cost function 

1 r°° 
V = - /    (xTQx + 2uTNx + uTRu - fWQ dt   (9) 

2 Jo 

where 

(10) 

O3 denotes the 3x3 zero matrix, and Ku satisfies 

Ku > GW-lGT. (11) 

Proof: The proof consists of showing that Eqs. (7) 
and (8) are solutions to the following nonlinear game- 
theoretic HJ equation 

Q = 
' Kw -GW-lGT 

03 

03 

N = 03 kgu-Kw     J ' 
R =    K-\ 

dV      _ 
' dt       — min max < \xTQx + uTNx + \uTRu 

-\ewi + mj-'s{uj)ju + J-
I
U 

\E{q)u}} 

(12) 
with the Lyapunov function candidate 

V = \uTJu + kgv [(9! - l)2 + qUv}. (13) 

Now, let the condition given in (11) holds. Taking the 
time derivative of V in (13) along the trajectories of the 
closed-loop system with (7) and (8) yields 

V T 

T 
UJ

T
 JOJ + kqxi [2(gi - 1)91 + 29; qv] 
[S(LO)JLJ - kqvqv - KUOJ + GW'lGTLo] 

+2fc,„(<?i-l)(-kjw) 
+2kqvqZ[±qiU) + $S(qv)u] 

=    -wT(i^ - GW-
{

G
T

)UJ < 0. 
(14) 

Then, global asymptotic stability follows from the 
LaSalle Invariance Principle [17] and the radially un- 
boundedness of V in (13). This completes the proof. ■ 

Remark 1: Theorem 1 shows that global asymptotic 
stability of the closed-loop system is guaranteed even in 
the presence of the inertia uncertainties. Thus, the op- 
timal control law u (7) also has robustness with respect 
to the inertia uncertainties of the rigid spacecraft. 

Remark 2: Setting G - 03 in (1) and W = 03 in 
(9) and applying Theorem 1 give the optimal nonlin- 
ear quadratic regulator problem of the rigid spacecraft 
in the absence of the external disturbances. Hence, the 
proposed approach can be regarded as the generaliza- 
tion of the optimal attitude control problem of the rigid 
spacecraft. 
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Time (sec) 

Fig. 1.   Time histories of angular velocities.) 

4. A NUMERICAL EXAMPLE 

A. Numerical Simulation 

In this section, we present a numerical example to 
illustrate the theoretical results in Section 3. 

In. simulation, a rigid spacecraft with inertia ma- 
trix J = diag [10,15,20] (kg- m2) is considered. We 
consider a rest-to-rest maneuver, thus w0 = 0. The 
initial orientation conditions corresponding to the Eu- 
ler axis and Euler angle pair are given by e = 
[ 0.4896    0.2032    0.8480 ]T and <j> = 2.4648 (rad). 

We set G = 73 in (1) and W = diag [1,2,3] in (9). The 
values for the controller gains were chosen as fc?v = 5 and 
Ku = diag [2,3,4] to meet the condition (11). 

B. Results 

The simulation results for the systems in (1) and (4) 
with the control law (7) and the external disturbance 
signal (8) are shown in Figures 1-4. As shown in Figures 
1-4, the control inputs (7) try to stabilize the closed- 
loop system with overcoming the external disturbances 
(8), and the closed-loop system is eventually stabilized, 
since Kw satisfies the condition (11). 

5. CONCLUSIONS 

The robust, optimal, three-axis attitude stabilization 
problem of a rigid spacecraft with inertia uncertain- 
ties and external disturbances is addressed by using the 
game-theoretic approach. In this approach, the control 
law and the external disturbance signal are regarded as 
two players that compete each other with opposite ob- 
jectives for finding the minimax solution of the optimal 
game problem. The attitude motion of a rigid space- 
craft described in terms of the quaternion is considered, 
and the robust, optimal control law of a rigid spacecraft 
is derived from the nonlinear game-theoretic Hamilton- 
Jacobi equation by investigating a Lyapunov function 
candidate. Global asymptotic stability of the proposed 
control law is shown by using the Lasalle Invariance 
Principle. A numerical example is then considered to 
illustrate the theoretical results, and the simulation re- 
sults show the validity of the proposed method. 

cF    0- 

d*° 

Fig. 2.   Time histories of quaternions. 

Time (sec) 

Fig. 3.   Time histories of control inputs. 

Time (sec) 

Fig. 4.   Time histories of external disturbances. 
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ABSTRACT 

Developing a robust controller for an aircraft with un- 
certain dynamics is an on-going research topic for much 
of the aerospace control community. Evolutionary com- 
putation method has provided the control designer with 
a more simple approach to these design problems. This 
paper proposes an evolutionary algorithm for noisy func- 
tions with good convergence properties. Thresholding 
method is also used for improved convergence. The pro- 
posed method is applied to aircraft acceleration control 
problem. 

1. INTRODUCTION 

To design a controller for an aircraft, various aerody- 
namic coefficients are required for exact analysis. Since 
these coefficients are usually obtained from wind tun- 
nel tests or CFD the given coefficients have some uncer- 
tainties. Also disturbance is always present in a flying 
aircraft. So a robust controller must be design to com- 
pensate these effects. Designing the controller with the 
assist of evolutionary algorithm(EA) provides a conve- 
nient approach. Applying the evolutionary algorithm 
consist of selecting a cost function and evolving the pa- 
rameters to minimize or maximize the cost. 

Simple EA optimizes the cost function but does 
not guarantee any robustness to the solution. Co- 
evolutionary algorithm(CEA) models the controller and 
the plant into two evolving groups with different objec- 
tives^] [2]. Each group evolves by obtaining the best of 
the worst possibilities, min-max or max-min solutions. 
CEA solution is a saddle point solution obtained by com- 
peting with the opponent. It assumes the plant is in- 
telligent to oppose the controller. In real world, the 
plant does not show any intelligent behavior. It just 
shows random behavior. Worst-case evolutionary algo- 
rithm(WEA) considers the plant group to be a random 
population group[3]. 

In this paper we propose an evolution strategies(ES) 
based algorithm for noisy function optimization. In the 
proposed algorithm the cost is accumulated for long- 
lasting parents. This has the effect of evaluating the 
same position multiple times without much computa- 
tion effort. The proposed method optimizes to find the 
mean noise result. It shows good convergence properties. 
Thresholding method is also used in selection.[4] 

* Graduate Student, Division of Aerospace Engineering 
"Assistant Professor , Division of Aerospace Engineering 
***I'rofessor , Division of Aerospace Engineering 

In the next section, {ß + ß)-ES for noisy function is 
introduced. The effects of the proposed algorithm is 
verified by simple functions. This method is applied to 
aircraft control problem. 

2. fa + ^-EVOLUTION STRATEGIES FOR NOISY 
FUNCTION 

Generally, evolutionary algorithms are used on op- 
timizing static functions. To use it on more realistic 
problems, optimization on noisy functions should be ad- 
dressed. In this section an evolutionary algorithm for 
optimizing noisy functions is proposed. It is mainly 
based on (ß + ß)-ES. (ß + /j,)-ES has the same number of 
parents(/z) and offsprings{ß) while evolving and the par- 
ents for the next generation is selected from the parent 
and offspring group together. (/Z + /LJ)-ES has better con- 
vergence properties than (ß, ß or A)-ES which selects the 
next generation parent from the offspring only [5]. The 
notation used in the following algorithm is based on [4] 

Algorithm 

Step 1: Create initial parent population , y{
9 ,(i = 

1,2,...,*) 
Step 2: Evaluate noisy cost function, Q(y]   ) , for 

the parent population. Parent cost functions 
are calculated as 

Q'(y. 
1.9) \  _ r(y\ (s-ih * n + Q{y. (g)\ 

n + l (1) 

Step 3: Generate same number of offspring from the 
parent by mutation. Mutation is applied as 
y(9) + z(9) f whcre z(g) _ aN^ •,)_ 

Step 4: Evaluate noisy cost function, Q{y\    + z\g ), 
for the offspring population. 

Step 5: Selection of the next generation parent from 
the parent and the offspring population. 

Step 6: Check termination conditions. Goto Step 2. 

In step 2 of the above algorithm, Q'(yl) is the ac- 
cumulated cost function for the gth generation, n is 
the number of generation the parent was continuously 
selected. This kind of parent cost evaluation is useful 
for noisy function. The effect will be shown in the next 
section. Different from general ES, the above algorithm 
uses only random gaussian noise to mutate the parent 
population. The strength of the gaussian noise is con- 
trolled adaptively for better convergence. In the selec- 
tion process, thresholding is implemented. The offspring 

'01 %33®m?fm->>#i>OA    ©B^ffi^ffi* 
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that have better cost than the worst cost parent inch- Az" 
vidual is exchanged with the parent. Threshold level is 
controlled by lowering the worst cost (in minimization 
case). The higher the threshold, the less likely the off- 
spring will become the new parent. 

3. OPTIMIZATION OF SIMPLE FUNCTIONS 

The proposed algorithm is used to optimize simple 2- 
dimension sphere function, /i,and Rosenbrock function, 
/2, each with random noise. 

£>- 

/i    =    x2 + y2 + rand * 0.01 (2) 

f2    =    100 * (y - x2)2 + {I - x)2 + rand* 0.01 (3) 

where -6 < x < 6, -6 < y < 6. 

The results of the optimization are shown from Figure 
2 to Figure 9. Each figure is the result of 10 simula- 
tion in one plot. Conventional ES finds exact solutions 
for functions without noise, (x,y) = (0,0) for f\ and 
(x,y) = (1,1) for /2. We assume noisy environment by 
adding uniform random numbers from 0 to 0.01. Thus 
the mean minimum value will be 0.005 for both /i and 
/2. Figure 2 shows that after 50 generations the cost is 
constantly changing in the while in Figure 6 the solution 
is almost almost stabilized. Table 1 compares the actual 
costs and parameter values. The proposed ES method 
gives more accurate cost for the solution and has smaller 
standard deviation. The propose method is easier for the 
designer to choose a solution. Same kind of property is 
observed for the Rosenbrock function case also. 

Table 1. Optimization Results for Sphere Function 
(Conventional vs. Proposed ES) 

Mean Std.Dev. Mean Std.Dev 
Cost 

X 
Y 

0.0021 
0.0005 
0.0003 

0.0012 
0.0190 
0.0204 

0.0053 
-0.0040 
-0.0031 

0.0003 
0.0114 
0.0125 

Table 2. Optimization Results for Rosenbrock 
Function (Conventional vs. Proposed ES) 

Mean Std.Dev. Mean Std.Dev 
Cost 

X 
Y 

0.0018 
0.9948 
0.9962 

0.0010 
0.0162 
0.0371 

0.0055 
0.9912 
0.9828 

0.0007 
0.0210 
0.0413 

4. APPLICATION TO AIRCRAFT CONTROL 
DESIGN 

The proposed ES optimization method is applied to 
aircraft(F-15) acceleration control design problem. The 
basic data were obtained from the appendix of [6]. The 
first flight condition was used in this paper. The accel- 
eration control transfer functions are given in [1][3]. 

The cost function is the integral of power of error be- 
tween a reference model and the response of the linear 
system for step input. 

#-    - 

Fig. 1.   Block Diagram 

ti = 0 sec,tf = 5 sec,dt = 0.1 sec are used. The refer- 
ence model is a typical second-order linear system with 
the following transfer function. 

fl*r.f(S) 

a*c.m(s) s2 + 2(oJns + c*4 
(5) 

J [a, — a- .,?dt (4) 

( = 0.9 and wn = 2 rad/sec for our case. 
Aerodynamic coefficient CZa and Cma are both per- 

turbed 10% of the nominal value. Gains Srg and Sa are 
evolved to minimize the cost. Figure 10 and 11 show 
the evolution history of ES finding the exact solution for 
the problem. Figure 12 and 13 are the oscillating so- 
lution to the noisy aerodynamic coefficient problem by 
conventional ES. Figure 14 and 15 are the result for the 
proposed ES method which shows stable convergence. 

5. CONCLUSIONS 

(/x + /x)-ES for noisy function has been proposed. The 
proposed method is verified by optimization of sphere 
function and Rosenbrock function. It is also applied to 
aircraft control design problem. 
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Fig. 10.   ES Solution for F-15 Acceleration Control Design (Cost) 

Fig. 14.      Proposed ES Solution for F-15 Acceleration Control 
Design (Cost) 

Fig. 11.    ES Solution for F-15 Acceleration Control Design (Pa- 
rameters) 

Fig. 12.   Conventional ES Solution for F-15 Acceleration Control 
Design (Cost) 
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Fig. 15.      Proposed ES Solution for F-15 Acceleration Control 
Design (Parameter) 
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Fig. 13.   Conventional ES Solution for F-15 Acceleration Control 
Design (Cost) 
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ABSTRACT 

This paper presents a method of robust control system 
design for aircraft flight control systems with the existence 
of uncertainty parameters resulted by parameter 
identification process of stability and control derivatives 
from real flight test data. A nonlinear model of aircraft turn 
coordination system is considered where the problem is to 
find optimal controller using H„ optimal control method. A 
quasi-Newton optimization method is used for achieving 
'nonlinear' gain of the cross pass channel for the aileron 
and rudder interconnect which causes nonlinearity of the 
system. Determining controller qualifies as H„ optimal 
control under given value of 'nonlinear' gain, and 
simultaneously determines the optimal 'nonlinear' gain 
subject to minimize error performance of turn coordination 
system using quasi-Newton method. The perturbations of 
uncertainties model have structured uncertainties 
constructed by difference between aerodynamic 
coefficients derived by parameter identification process and 
wind tunnel result. The proposed method is applied to real 
flight test data of N250 PA-1 aircraft. 

1.   INTRODUCTION 

The purpose of turn coordination system of an aircraft 
is to design control laws that determine controller such that 
the augmented system will allow roll command to perform 
steady bank angle while keep lateral acceleration and 
yawing moment are small. For a modern aircraft, the effect 
of yaw angle due to aileron deflection is adverse and cannot 
be neglected. It can be analyzed in control derivative 
C„     , the rate of change of yawing moment coefficient 

with aileron deflection, is more than 10% of the rate of 
change   of   rolling   moment   coefficient   with   aileron 
deflection C, 

*A 
In designing of an automatic control 

system, a cross pass channel from aileron command to 
rudder is necessary for minimizing effort on feedback input 
of rudder to counter the effect of adverse yaw. This channel 
is called as aileron rudder interconnect (ARI), which 
purposes to provide the component of yaw rate necessary to 
achieve a stability-axis roll. 

The robust system model of turn coordination includes 
linear model of aircraft lateral/directional modes, actuators 
model,   parameter   uncertainties   in   aerodynamics,   and 
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controller is linear time invariant. However the existence of 
cross pass channel ARI causes closed loop of turn 
coordination system is nonlinear. Then to design the optimal 
ARI gain and other controllers, more complex method is 
necessary. 

In order to determine optimal gain of augmented robust 
system, application of H^ optimal control method is most 
familiar in recent. Where this method addresses stability and 
sensitivity, produces a stable closed loop and also need a 
simply direct one-step procedure. This paper proposes an 
iterative algorithm to determine controller using H„, optimal 
control method while to optimize value of ARI gain using 
quasi-Newton optimization subject to minimize sensitivity 
matrix of closed loop system. 

An overview of application is presented to design robust 
flight control for turn coordination system particularly when 
there exists an uncertainty in the stability and control 
derivatives. 

2.   NOMINAL MODEL for NONLINEAR 
FLIGHT CONTROL 

Consider the nominal model of aircraft turn 
coordination system as shown in block diagram in Fig. 1. 
The model of aircraft lateral/directional dynamics is 
linearized by using small perturbation technique, and for 
getting a linear model suitable for control law design, the 
fourth-order model is given as follows: 

x = Ax + Bu 

y = Cx 
(1) 

where x = [ßp r $T, u = [SA SRf, y = [$ß p r ayf are 
states, input and output/observation respectively. 

Output feedback control is applied in the closed loop 
system, where it takes measurement of roll rate as an 
element feedback for aileron command and takes lateral 
acceleration combined with different between yaw rate and 
roll rate as elements feedback for rudder command. To 
minimize the contribution of element feedback for rudder 
on countering adverse yaw effect, feed forward of cross 
pass channel ARI gain ( KAR]) is engaged. 

The actuator models for the aileron and rudder are 
assumed as first order transfer functions with time constant 
of 0.1 second. A low pass filter or washout filter model is 
put on the feedback channel of yaw and roll rate for rudder 
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input, and it has a first order model with time constant of 
0.25 second. 

W3^ 
KAR 

Ä-1\- 

Lat/Dir 
ofA/C 
equatio 

n of 
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->nß 

KD    H    Washout     <:—C_)^~ 
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Figure 1. Block diagram of turn coordination system. 

3.   ROBUST MODEL 

Since the value of ARI gain is not known, or it will be 
determined, the nominal turn coordination system 
illustrated by Fig. 1 is nonlinear. Because the input element 
of rudder is also contaminated by the aileron input, input 
matrix B is not a constant matrix anymore. 

In order to utilize the method of H^, optimal control, it 

is assumed that the value of ARI gain is known. Then, the 
input matrix B becomes 

B  =B 
1    KARI 

0       1 
(2) 

The block diagram of augmented robust system of turn 
coordination with uncertainty is shown in Fig. 2 where the 
model of augmented system is given by 

x = Ax + B!W + B2u 

z = C1x + D11w + D12u (3) 

y = C2x + D2]w + D22u 

where z and w are output error and plant's disturbance 
respectively, and input matrix B2 = B*. In this model it is 
assumed that the perturbations are included only in the 
plant and caused by uncertainty in the coefficient of 
aerodynamics. 

command 

Figure 2. Block diagram of augmented robust system. 

The robustness to parameter uncertainties is 
accomplished by modeling the uncertainties in the 
aerodynamic coefficients as perturbations of the nominal 
model. Where the uncertainties model is defined as the 
nominal turn coordination system (Eq. 1) plus uncertainty 
in the coefficients of aerodynamics and controls contained 
in matrices A and B. The uncertainty is a structured 
uncertainty, A^, and it is defined by 

Ain=B,AA *AB la"yu (4) 

where A^ =[AA AB] is uncertainty in the aerodynamics 

coefficients corresponding to the elements of matrices A 
and B respectively, and matrix A contents distinguish 
between aerodynamics coefficients that resulted by wind 
tunnel with parameter identification process, and has term 
as follows 

A = diag [ A{C„C„,C,pC^ CygR C/^C,^ C,lg 

C nfiC „pC „C „^ C „SR }] (5) 

and matrix Ayu is an output model of uncertainties. 

Plant perturbation w is defined as combination of roll 
and yaw rate command with 8A, a perturbation of AAg 

that satisfies |SA|   <1. 

Thus 

w = [8A     5R     5A1 (6) 

The output error to be kept small in the face of 
perturbation is error between ideal model of aircraft 
performance and output resulted by system. In this system, 
bank angle response on steady state of turn due to aileron 
deflection and sideslip angle are taken as an ideal model 

<t> = -
C^ K, 

cL K2 

K, -0 

(7) 

CiK3 

where 

K, = (C„C/f + 4nC,, )k - (C„rC^ + 4uC„^) 

K3=C„r-kC/r 

k = - 

And also ideal model of the estimated adverse yawing 
moment due to the rolling wing is given by 

C,   jObw     , 

"="   8    2V '  ''"^'"S8?311 (8) 
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The output to be feedback are 

y = lP  r-p  ayf (9) 
and gain to be achieved corresponding to this output 
control has a structure as follows: 

K = 
K„ 0       0 
0     Kr   K„ 

(10) 

4.   OPTIMIZATION METHOD 

The  method   of Hm optimal  control   is  used   for 

designing robust control, when the control law is assumed 
to be an output feedback having a constant gain matrix K : 

u = Ky (11) 

Thus, the augmented closed-loop system of Eq. 3 
corresponding to output feedback with the control law in 
Eq. 11 is 

(12) 
x = Acx + Bcw 

z = Ccx + Dcw 

AC=A + B2KC2 

Bc = B, + B2KD21 

CC=C,+D12KC2 

DC=D,,+D12KD2, 

where the closed-loop system in Eq. 12 is assumed that 
D22 = 0 . Then, this optimization is subjected to minimize 

singular values of transfer function of closed loop p^yl   . 

For computing HK norm of the closed loop system in 

Eq. 12, consider the following fact that [1] 

|Gzw|   < Y if only if the right spectral factorization of 

Hamiltonian matrix 

-lrJr 

Cj(I + DcR-'Dj)Cc 

-BCR-'BJ 

-(A^B.R-'DjCe)7 
(13) 

has no imaginary eigenvalues, where 

R = y2I-DcDj>0. (14) 

As a consequence of implementation facts above, if the 
perturbations matrix in Eq. 6 is under scaled to be less than 
one, then K is representation of an optimal controller of 
augmented closed loop system. 

In order to determine optimum gain K, quasi-Newton 
method is taking at its advantage and can be formulated as 
a recursive algorithm [2]: 

K(i + l) = K(i)-Hf(i).Gf(i) (15) 
where 

K = [Kp Kr K^KAR!]
1 (16) 

The cost function to be minimized is given by 

f(K) = |Gzw|L <17> 

where Gf(i)andHf(i) are first differential and second 

differential   of  cost   function   f  with   respect   to   K 
corresponding to iteration number i,  respectively.  The 

existence of optimal solution of matrix K is depending on 
given initial values, also continuity of Gf , and invertibility 

of Hf. 

5.   EXAMPLE DESIGN 

A design was simulated for a turboprop N250 PA-1 
aircraft, which is being producted by Indonesia Aircraft 
Industries. And model of turn coordination in Eq. 3 is 
taking for 150 Knots on airspeed trim 10000 Feet altitude 
on cruise flight condition The parameter uncertainties are 
contained in the difference between elements of matrix A 
and B, that resulted from wind tunnel test and from 
aerodynamics parameter identification test (Ari, L. and 
Okubo, H., et al [4]). 

A numerical algorithm has been developed in 
MATLAB code, which utilizes some routines of the robust 
control toolbox. The initial value of aileron rudder 
interconnect gain can be determined by using data of 
rudder-aileron deflections ratio on trim condition and 
utilizing aerodynamics and derivatives data from wind 
tunnel test result, and it depends on aircraft trim speed or 
angle of attack [3]. For N250 PA-1 aircraft, the initial 
value of ARI gain have been modeled as linear form as 
follows [5] 

KAR,= 0.0212a -0.3858 

KARI=-0.0021 VE + 0.1260 
(18) 

where a is angle of attack in Degrees and VE is equivalent 
airspeed in Knots. Then initial values of gain matrix as in 
Eq. 10 also utilized the stability and control trim data 
collected by flight test data engineering report [5]. 

By solving the recursive equation in Eq. 15, optimum 

gain K has been achieved as follows: 

K = [-1.7526 -0.0459 -0.0476-0.1774]T 

It can be shown that, the result of optimal KAR, above is 
closed enough with predicted value of KARI corresponding 
with trim speed of 150 Knots as given by Eq. 18. The cost 
function history by iteration number is shown in Fig. 3. The 
plots of singular values, with given disturbance on aileron 
command, are shown in Fig. 4. The robustness is indicated 
good for yaw rate response to the parameter uncertainties 
entire the frequencies range. On the other hand, the 
robustness for roll reponse is good for the high frequency, 
but is not good enough for the low frequency. It indicates 
that some disturbances of parameter uncertainties reject the 
robustness characteristic. Or the other possibility is that 
single contribution of element feedback for roll command 
to handle turn coordination problem is not sufficient, and it 
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needs some information for elements feedback, i.e. yaw 
rate or sideslip angle. This reason is supported by the fact 
that on the full state feedback model for turn coordination 
resulted the robust system on the entire frequency range 
for both responses. 

6.   CONCLUSION 

The control laws have been designed for aircraft flight 
control in turn coordination system including parameter 
uncertainties on aerodynamics using H«, optimal control 
method and taking advantage of quasi-Newton optimization 
for optimizing ARI gain. The results show that proposed 
method is satisfactory regarding robustness of performance 
and control. This proposed method has a potential for 
application to the other robust control problems. 
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ABSTRACT 

There are many perspectives of viewing any subject and each 
provide a different kind of insight and Flight Mechanics is no 
exception. Earlier Flight Mechanics was viewed by the author 
from the point of probability, statistics, and random processes as 
well as optimality. The present paper discusses it from the point 
of view of subjectivity. It turns out that subjectivity exists in 
almost every topic of Flight Mechanics. This view provides 
another systematization for students learning this subject. 

1.TOPICS IN FLIGHT MECHANICS 

Flight Mechanics is and can be treated objectively but the 
occurrence of subjectivity is not easily apparent and also not 
generally discussed in text books or by the instructors. One 
reason for this could be due to lack of time. In fact the subjective 
view is best appreciated after studying some topics in Flight 
Mechanics and then look for the above feature in them. The 
author having taught the above subject for many years feels that 
it provides a refreshing way to understand and appreciate the 
subject. Table 1 lists the topics that are generally dealt with 
regarding airplanes in the Flight Mechanics course in the 
Department of Aerospace Engineering at the Indian Institute of 
Science, Bangalore. It also provides the coverage in the topics 
and the examples of subjectivity in them which are discussed 
below. 

2AVIATION HISTORY 

In aviation history during appropriate periods the growth rate of 
various quantities such as speed, passenger capacity, cruise 
altitude, weight, wing loading, and many more are generally 
obtained from the data by fitting a straight line by the least 
squares technique. However the eventual growth rates are 
specified subjectively in terms of nearly round numbers. There 
are two reasons for the above. The first one is that with some 
changes in the data the final numbers would change thus 
indicating the result to be not unique. Secondly even the least 
squares is a subjective criterion cast in an objective mathematical 
form. One could have used other possible criteria like minimising 
the absolute sum of the departures from the fitted line. 

3 ATMOSPHERE 

The different atmospheric characteristics like temperature, 
pressure, density, wind, and humidity vary randomly over various 
scales of space and time. For aerospace applications the 
description consists of describing their statistics based on the 
available meteorological data over suitable range of altitude, 
latitude, and longitude. In almost every atmosphere such as the 
International Standard Atmosphere (ISA) or the proposed 
International Tropical Reference Atmosphere (ITRA) or other 
reference atmospheres the temperature distribution is specified in 
terms of constant lapse rate segments between specified 

altitudes. Subjectively the temperature as well as the lapse rate is 
chosen to be close to a round and the altitude ranges to be round 
numbers as shown in Figure 1 for ISA. It is not desirable to keep 
changing such values often based on subsequent data and it 
should be done only at longer intervals with more compelling 
data. However some values are frozen due historical reasons. 

4.FLIGHT REGIMES 

The aerospace vehicles operating at various altitude and speed 
ranges experience different forces due to the varying physical 
nature of flow over them. The various flight regimes are 
characterised as free molecular, transition, slip, and continuum 
flows in terms of the Knudsen number K (which is the ratio of 
the mean free path X of the gas in the free stream to the 
characteristic size L of the body) varying from oo to 0. This 
Knudsen number is of the order of the ratio of Mach number M 
to the Reynolds number R. The various forces and moments 
change continuously from free molecular to the continuum flow 
and one could have had any number of divisions. It has been 
subjectively found sufficient to have the above four divisions of 
the flight regimes. Too few would not have smoothly described 
the changing features and too large would have been 
cumbersome. Also even the numerical value of the partitioning in 
terms of functions of M and R is flexible in terms of round 
numbers. The various divisions of M and R from low to high as 
it exists is a similar subjective characterisation. 

5.FLIGHT LIMITATIONS 

There are many well known aerodynamic, structural, propulsive, 
operational, and other limitations to the flight of an aerospace 
vehicle constraining it to fly within some regions of the altitude- 
speed plane. Some of these are such as the stall speed, maximum 
level flight speed, maximum g loads, peak pressure at the 
compressor face, noise, or the sonic boom. There is nothing in 
flight mechanics that can provide such limits. Given the various 
inputs to the equations of motion and additional ones it can work 
out the trajectory or the desired performance quantity. These 
various limits will have to be chosen subjectively by a designer 
from other extra-flight mechanical considerations. 

6AERODYNAMICS OF BODIES, DRAG 
AND THRUST 

There exists a large number of theoretical approaches or 
statistical regression relations based on earlier data available for 
an aerodynamicist to estimate the forces and moments acting on 
a component or the complex shape of a complete vehicle. These 
could be from theoretical analysis, or from wind tunnel or flight 
tests all of which are generally not exact due to varying 
approximations and limitations of the experimental set up. From 
among these a designer has to subjectively choose suitable ones 
for his use. The many proprietary data, relations, or computer 
codes among the various designers are indicative of the 
prevailing subjectivity in the evaluation of the aerodynamic 
characteristics! 

■oi  msmmm -THVOA    ©BA^ffi^ 
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Any designer would like to have optimally shaped components 
for his vehicle design. However many performance, 
manufacturing, maintenance, operational considerations can 
compel him to choose shapes that is not optimal. Further even the 
shapes used in their earlier designs would be subjectively more 
comfortable for them than others. 

The drag and thrust form very crucial inputs for any aerospace 
vehicle and in particular for an airplane. Right from the 
conceptual/preliminary, wind tunnel testing/computational, to the 
flight testing/fleet service of an airplane a continuous 
improvement in the estimation accuracy of the above inputs takes 
place due to more definitive geometry, experimental or 
theoretical methods employed and the flight conditions. The 
above are based on less and less subjective estimates from 
increasing amount of data corresponding to the various stages of 
an airplane design from conceptual to fleet service. Even 
modelling the structure of the drag polar or the variation of thrust 
with altitude/density, and speed/Mach number are plenty in the 
literature so also their eventual wide range of accuracy reflecting 
the subjectivity introduced and existing in the studies by the 
analyst. With theory being difficult, in particular the 
extrapolation from wind tunnel to flight condition as shown in 
Figure 2 is subjective due to some components of drag being 
more accurate and some less accurate. 

7.AIRPLANE PERFORMANCE 

An airplane's performance calculations can be carried out or 
understood with increasing level of accuracy. These are for 
(i) obtaining an insight into the airplane performance 
characteristics (ii) airplane design sizing to meet a given set of 
specifications (iii) airplane design sizing to meet airworthiness 
criteria (iv) operational analysis of a given airplane and (iv) 
accident analysis. The first one is the main purpose in a 
classroom. Here in specifying the main aerodynamic and 
propulsive inputs it is a balance between simplicity for 
mathematical tractability to get closed form solutions as against 
the complex and physically more realistic situation. It is the 
simplicity that is sought which leads to many subjective case 
studies be it in climb, turn, range, endurance, takeoff, or landing 
performance studies. After a detailed study for optimum climb 
for a fighter is carried out, for practical use combinations of 
constant dynamic pressure and constant Mach number schedules 
are generally specified. The various programs for range and 
endurance calculations also reflect subjectivity for the advantage 
of mathematical tractability. In the takeoff and landing studies, 
in particular the circular arc, constant lift coefficient flare or 
constant pitch rate during airborne phase are once again 
subjective approximations for ease of analysis. 

8.SAFETY, AIRWORTHINESS, AND DESIGN 

The different measures of activity and safety of different forms of 
transport are all subjective. For airplanes these are for example 
the fatalities or the fatal accidents in terms of passenger 
kilometers, or the number of flights or hours flown. Later based 
on a mathematical study these help to provide insight into where 
the effort must be put in to improve the achieved safety levels. 

The acceptable safety level of air transport by the public is a 
subjective probabilistic quantity chosen based on a balance 
between safety and economy. This is reflected in the implied 
range of acceptable incident rate between 2 x 10"* and 7 x 10"* 
per hour or flight in the ICAO airworthiness codes. In fact society 
at large in general subjectively (consciously or unconsciously) 
accepts varying safety levels for different activities. Even the 
acceptable safety levels are quite different for civil and military 
airplanes. 

There are many components in an airplane and their implications 
for their aerodynamic, structural, propulsive and other features is 
very difficult to accurately quantify or carry out a detailed 
mathematical analysis. Under such circumstances the designer 
has to necessarily provide his subjective inputs to the design of 
an airplane and this could affect its success in fleet service! 

9.REMARKS ON THE SUBJECTIVITY 

The above discussion should not provide the reader with an 
impression that almost everything in Flight Mechanics is 
subjective and has no objective treatment. What is implied is that 
some small or large amount of subjectivity almost always exists 
which is unavoidable and useful as well. Such an existence of 
subjectivity should inspire confidence in one to try the 
consequences of intuitive approaches to handle various 
problems. It is generally the intuitive beginning that leads to the 
formulation of logical mathematical framework whose 
implications are to be compared with observations to provide 
eventually a good physical theory. 

10.CONCLUSIONS 

One can sum up to state that so long as there is some change that 
could occur in a quantity a certain amount of subjectivity is used 
to specify it stably and easily. The various flight regimes are 
subjectively partitioned in a few and simple way. The large 
number of approaches from theory or experiments for estimating 
the aerodynamic properties reflect the subjectivity that exists due 
to the prevailing uncertainties which are more than what one 
would desire. The mathematical tractability necessary to obtain 
insight into airplane performance in classroom studies leads to 
subjectivity in mathematically modelling the various inputs. The 
different measures of flying activity and safety, as well as the 
acceptable level of safety implied in airworthiness codes are 
subjective. The airplane design also has many unavoidable 
subjectivity due to many specialties, components, and their 
implications for the final product that are difficult to estimate or 
forecast during the early phases of design. To summarise 
whenever there are approximations, specifications, partitioning, 
limitations, many possible approaches and modelling, analysis, 
different measures and uncertain implications which encompass a 
large number of common features in any study of this nature 
exists can lead to small or large amount of subjectivity in any 
subject for that matter. Thus the subjectivity provides a refreshing 
insight and enables one a better appreciation of Flight Mechanics. 
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Figure 1. Comparison of ISA with Meteorological DATA (Gregg 1922). 
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Figure 2. Extrapolation of Drag from Wind Tunnel to Flight Condition. 
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TABLE 1. TOPICS IN FLIGHT MECHANICS AND THE ASPECT OF SUBJECTIVITY. 

No. TOPIC CONSIDERS EXAMPLES RELATED TO 
SUBJECTIVITY 

1 Aviation 
History 

Evolution of airplane and its characteristics. The growth of various quantities as given by 
least squares fit is rounded off. 

2 Atmosphere 
Characterization  of various  atmospheres  and 
their properties over useful scales of space and 
time. 

The standard and reference atmospheres 
usually consists of straight line variation of 
temperature. The lapse rate and the altitude at 
which the lapse rate changes as well as the 
temperatures are close to round numbers. 

3 Flight / Flow 
Regimes 

Interaction of flow with body flying at various 
altitudes and speed. 
Specification   of  forces,   moments   and   heat 
transfer. 

The flight regimes are four in numbers. Their 
limits in terms of K = M/R is specified in a 
simple way. 

4 Flight 
Limitations 

Limitations in the altitude-velocity plane due to 
aerodynamic forces, heating, structure, engine, 
materials and noise considerations. 

The limitations of flight in the altitude-speed 
plane are obtained from extra-flight 
mechanical namely aerodynamic, structural, 
propulsive, operational or other 
considerations. 

5 Aerodynamics 
of Bodies 

Forces and moments experienced by bodies at 
various M and R. The existence of a large amount of 

information is an indication of the prevailing 
subjectivity in the theoretical and experimental 
approaches to estimate the inputs for flight 
mechanical performance calculations. 

6 Airplane Drag Estimation of the drag of a vehicle in terms of 
various components at different R and M. 

7 Thrust or 
Power 
and specific fuel 
consumption 

Specification of the thrust or power and specific 
fuel consumption of power plants with  altitude 
and speed. 

8 Introduction 
to Airplane 
Performance 

Performance for the purpose of teaching, design, 
airworthiness, operational and accident analysis. 
The above need increasing detail but provide 
higher accuracy. In a classroom study to obtain an insight into 

airplane performance the many climb and 
cruise programs are subjective approaches. 
Among the different phases of takeoff and 
landing, in particular the airborne phases lead 
to many subjective approximations. 

9 Climb and Turn 
Climb and turn characteristics, their optimums 
for jets and piston props. 

10 Range          and 
Endurance 

Range and endurance calculations for a variety 
of programs and their optimum for jets and 
piston props. Effect of Wind. 

11 Takeoff and 
Landing 

Takeoff and landing 
field length calculations. 

12 Flying activity, 
Safety and 
Economy 

Measures of flying activity, safety and economy 
and their correlations. 

The different measures of flying activity and 
safety, as well as the acceptable level of safety 
implied in airworthiness codes are subjective. 
The airplane design also has some 
unavoidable subjectivity due a large number 
of specializations, physical components, and 
other aspects whose implications for the fleet 
performance of the final product are difficult 
to estimate or forecast during the early phases 
of design. 

13 Airworthiness 
Codes 

Acceptable   level   of safety.   Specification  of 
appropriate climb gradients and field lengths in 
various flight stages. 

14 Preliminary 
Airplane Design 

Sizing of an airplane for a given specification 
and meeting airworthiness standards. 
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Abstract 

An adaptive reconfigurable control algorithm is proposed for 
aircraft fault tolerant control. An input-output model is derived 
from a discrete state-space model. The formulated model has 
the same structure as the ARX model, and therefore any 
recursive system identification method can be used. Model 
following control schemes are applied for reconfigurable 
control system design. The reference outputs for the system to 
be followed are generated via the linear optimal control theory. 
During the recursive adaptive control process, the reference 
system model is updated periodically. The proposed algorithm 
is very robust and applicable on real time. To validate the 
proposed adaptive fault tolerant control algorithm, numerical 
simulation is performed. 

1. Introduction 

A reconfigurable flight control system(RFCS) is a control 
system that can accommodate faults by redesigning the control 
system. A RFCS provides a significant enhancement to flight 
safety and performance in the event of system fault. Recently, 
reconfiguration control has been widely studied due to its clear 
benefits. Previously proposed approaches include model 
following technique,[l] eigenstructure assignment method,[2] 
variable structure control scheme, [3] and neural network based 
adaptive control.[4] 

In this study, an input-output model is developed for 
identification of faulty system. This model has the same 
structure as ARX(Auto Regressive external) model. Hence, 
any recursive system identification methods are applicable. We 
present a recursive identification method that is adequate to the 
input-output model. And an adaptive reconfigurable control 
method combined with model following schemes is proposed. 
An adaptive reconfiguration control with an estimator is also 
presented. The noise effects can be excluded from the output 
signals through the estimator. The numerical simulation is 
performed to validate the proposed control method. 

2. Input-output Model and Identification 

In this section, we first derive an input-output model from 
state-space model. This model will be used to describe the real 
system. Then, a recursive system identification method is 
developed    using    input-output    signals.    The    recursive 
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identification method is adequate to identify the proposed 
input-output model. 

A. Input-output model 
Consider the discrete-time model of a system in a state-space 

form 

x(k + \) = Ax(k)+Bu(k) 

y(k) = Cx(k) 
(1) 
(2) 

where x(k)eR", u(k)eRm, y(k)eRp, and A, B, C 
are system, input influence, and output influence matrices, 
respectively. The discrete system matrix A is a state transition 
matrix, and is always nonsingular. Therefore, the output 
variables can be described using the state variables and inputs 
as follows: 

J~l 

y(k-j) = CA-Jx(k)-ZCA-J+'Bu(k-i-\) (3) 

where  j = 0,---,q-l. In the matrix form, the above equation 
can be expressed as 

Y(k) = Hx(k)+PU(k) (4) 

where 

Y{k) = 

P = 

y(k) C 

y(k-\) 
,   H = 

CA~> 
,   £/(*) = 

(k-q + \)_ _CA-'i+\ 

u(k-2) 

u(k-q + \) 

0 
-GT'ß 

-CA-i^B   -CA-q+2B 

0 

0 

-CA']B 

Note from Eq. (4) that the state variable x(k) can be obtained 
from the given input and output signals. If the size of matrix H 
is Hxnand the rank of matrix A is n, then x(k) can be 
uniquely determined by using Y(k) and U(k). Using Eq. (1) 
and Eq. (4), the following equation can be obtained. 

Y{k +1) = H x(k +1) + P U(k +1) 

- HAH+[Y(k)-P U(k)]+ HB u(k) + PU(k + \) 
(5) 

where  H+  is the pseudo-inverse of matrix  H. If the rank of 
matrix  H* equals the system order n, then the solution  x(k) 
satisfying Eq. (4) is uniquely determined. However, too many 
parameters are required to represent the system using Eq. (5). 

'01 ?390fKHT«->>tfv^A    ©B^M^S^ 
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Therefore, simple manipulation is performed to reduce the 
number of parameters. 

Using the definition of U(k), the following input history 
equation can be constructed. 

where 

U(k + \) = Imu(k) + JmU(k) (6) 

0      0      0      0 

/«=[/. 0 0 
/. 0       0      0 

'•.      0      0 

and  /mx„  is an  mxm   identity matrix. 
Substituting Eq. (6) into Eq. (5) yields 

~CB u(kj 

Y(k + \) = HAH+[Y(k)-PU(k)] + 
0 

+ PJmU(k) 
(7) 

= HAH + [Y(k)~ PU(k)] +1 pCB u(k)+ P JmU{k) 

where    Ip=[lpxp    0   •••   o]r ,   and    Ip%p    is   a   pxp 

identity matrix. Note from Eq. (7) that the matrix   HAH* 
plays the same role as a system matrix. Let us define  MY  and 

Mv   as 

MrH = HA,   Mv=PJn-MYP (8) 

Then, Eq. (7) can be rewritten as follows. 

Y(k + \) = MYY(k) + Ma U{k) + IpCB u(k) (9) 

Note from Eq. (8) that matrix   MY   has the following structure. 

My =HAH* +UZ (10) 

where Z// = 0 . The matrix U is a design parameter 
computed in consideration of the structure of matrix H . If the 
size of matrix H is nxn , and the rank of matrix H is n, 
then the solution is uniquely determined. By selecting the 
matrix U appropriately, the matrix MY can be constructed 

in the following form. 

My =HAH++UZ = J„ + !ncc (11) p      P 

where  a = [a{    ■■■        aq\, and  aieRpxp. From Eq. (8) 

and Eq. (11),  Mv   is given by 

M, lv^PJm-{Jp + lpa)P 

-(PJm-JpP)-IpaP 
(12) 

In consideration of the structures of P,  Jm, and  Ip , we 

have 

PJm-JpP = 0 

Therefore, we have 

Mv -IpaP 

(13) 

(14) 

Substituting Eqs. (8), (11), and (14) into Eq. (7), we have 

Y(k + \) = (Jp+Ipa)Y(k)-rpccPU(k) + IpCBu(k)  (15) 

In the consideration of the structure of matrix P, the output 

variable y(k +1) can be obtained by pre-multiplying Ip to 

Eq. (15) as follows: 

y(k + \) = aY(k)-aPU(k) + CBu(k) (16) 

Equation (16) is used to identify the real system for the 
adaptive control system. It has the same structure as the ARX 
model. Therefore, any recursive numerical method for 
conventional system identification can be used. 

B. Recursive Identification Algorithm 
Equation (16) can be rewritten as 

y(k + l) = [a   CB   -aP] 

Y(k) 

u(k) 

W(k) 

= 0 0(k) (17) 

where 8 is a parameter matrix to be identified. In Eq. (17), 
the number of parameters to represent a is py-pq, pxw 
for CB, and pv.(q-\)m for aP . Therefore, the total 

number of parameters in Eq. (17) is p x (pq + qm). If pq is 
equal to the system order n, then the total number of parameters 
becomes the same as the number of parameters required for 
system identification. 

To identify the parameters, s -sets of data can be used. The 
chosen data sets satisfy the following equation. 

Y = [y(k + \)   y{k + T>   -   y{k + s)} 

= 0[<f>(k)   </>(k + \)   ■■■   <*>(& + *-!)] (18) 
= 0 0 

Equation (18) consists of pxs constraint equations, and the 
number of parameters is p*(p + m)q. To obtain the better 
solution, s should be greater than (p + m)q . If not, there 
exists a uniqueness problem, and the identified model may not 
represent the real system appropriately. 

Consider the system that has the time-varying parameters. In 
this case, there may exist an estimation error between the 
identified parameter matrix 0(k -1) in the (k -1) step and 
the current parameter matrix 0(k); that is 

Y-0(k-\)Q> = 50<t> (19) 

where  89 = 0(k) - 0(k -1). The least square solution of 89 
can be obtained as follows. 

80 = [Y - 0{k - 1)<P] O T [<DO r ]_I (20) 

By using Eq. (20), the current parameter matrix can be updated 
by using the following recursive equation. 

0(k) = 0(k-\) + K80 

= 0{k-l) + K[Y -0(k-\)®]4>T[<t»X>T]-1 
(21) 

where the  positive  scalar   K<\   is the  step-size  for the 
parameter identification. 
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3. Adaptive Control System Design 

A mathematical model for an adaptive control system is 
usually obtained by on-line system identification based on 
input-output signals. The on-line recursive identification 
method uses the limited input signals to excite the system in a 
finite time. For this reason, the identified model by the on-line 
recursive identification method is less accurate than that 
obtained by the off-line identification method. Therefore, in 
this paper, the model following control scheme is adopted to 
compensate the effects of the identification errors. 

A. Adaptive Model Following Controller without Estimator 
In this section, the key procedures to design the adaptive 

model following controller are described as follows. 
Step 1. Determine the system model in the form of Eq. (16). 

The initial model can be identified using input-output signals or 
obtained by mathematical modeling methods. During the 
recursive adaptive control process, however, the system model 
is updated periodically via the on-line identification method 
addressed in Sec. 2.B. 

Step 2. Generate reference outputs for the system to be 
followed. To design a stabilizing control law for the system 
model, Eq. (16), let us rewrite Eq. (6) and Eq. (15) in matrix 
form as follows. 

U(k + \) 
Jp + Ipa   -,paP 

0 J. 

Y(k) 

U(k) 

lpCB 
«(*)  (22) 

Note that the above equation has the same form as state-space 
model. Therefore, a control law stabilizing Eq. (22) can be 
easily designed as follows: 

u'(k) = -K] Y(k)-K2 U(k) = -K 
Y(k) 

U(k) 
(23) 

The gain matrices of the above controller can be determined by 
applying LQR theory. It is obvious from Eq. (4) that the above 
control law also stabilizes y{k +1). Therefore, substituting Eq. 
(23) into Eq. (16) yields the desired model responses as 

y\k + \) = aY(k)-aPU(k) + CB u'(k) (24) 

Step 3. Design the model following controller. The objective 
of the model following control scheme is to make the system 
output follow the desired responses; that is 

y (k + \) = y(k + \) 
= aY(k)-aPU(k) + CB u(k) 

(25) 

The control input can be determined using the pseudo-inverse 
as follows 

u(k) = (CB)+ (y'(k + l)-a Y(k) + a P U(k)) (26) 

Note that the existence of u(k) is dependent on the structure 
of matrix CB. When the number of outputs is greater than the 
number of inputs, the model following can be achieved in the 
least square sense, thereby the control input can be over- 
designed. On the other hand, when the number of outputs is 
less than the number of inputs, there exist several solutions for 
the input to make the system outputs follow the desired outputs. 
In this case, the control inputs can be designed such that the 
magnitude of control inputs may be minimized. Consider the 

following objective function. 

J = [y\k + \)-y(k + \)]TQ[y\k + \)-y(k + \)] 

+ ur(k)Ru(k) 
(27) 

where Q and R are positive definite weighting matrices. The 
first term is related to the model following performance, and 
the second term is related to the control energy minimization. 
By applying the optimality condition, the control input can be 
obtained as 

u(k) = G[y'(k + \)-aY(k) + aPU(k)} 

where  G = [R+BT Cr QCB}^ BrCTQ . 

(28) 

Step 4. Go to 1 or 2. The model following control procedure 
is iterated at every time step. However, the system model is 
updated periodically at n (> 1) time steps instead of every 
time step to reduce the computation time. 

B. Adaptive Model Following Controller with Estimator 
In general, the output signals include some measurement 

noise. To accommodate the noise effects from the output 
signals, an estimator can be used. The estimator for the system 
shown in Eq. (15) can be constructed as follows: 

Y(k + \) = (Jp +Ipa)Y(k)- Ip a PU(k) +1 pCB u(k) 

+ L(Y(k)-Y(k)) 
(29) 

Let us introduce the estimation error, E(k) = Y(k)-Y(k) . 
Then, the estimator error equation can be obtained by using Eq. 
(15) and Eq. (29) as 

E(k + \) = (Jp+Ipa-L)E(k) (30) 

Assume that the estimator gain L0 stabilizes the system 

matrix (Jp + /pa0) where a0 is an identified parameter 

matrix using the initial model, and L0 is the estimator gain 
matrix designed by using the initial model. Then, the state 
estimator gain   L  at the current step can be designed as 

L = Ipa-Ipa0 + L0 (31) 

The   above   equation   provides   an   efficient   algorithm   for 
designing the estimator gain matrix. 

Consider the following objective function. 

J = [y'(k + \)-y(k + \)]TQ[y'(k + l)-y(k + \)] 
(32) 

+ u' (k)Ru(k) 

where the estimated output y{k + \)  is defined as follows: 

y(k + \) = aY(k)-aPU(k) + CB u(k) (33) 

Note from the above equation that the estimated output from 
Eq. (29) is used instead of using the identified model, Eq. (15). 
Substituting Eq. (33) into Eq. (32), and by applying the 
optimality condition to the resulting equation, the control input 
can be obtained as follows 

u(k) = G[y'(k + \)-aY(k) + aPU(k)\ 

where  G = [R+BTCTQCB]-'BrC7Q. 

(34) 
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4. Numerical Examples 

In this section, a numerical example is presented to verify the 
adaptive RFCS developed in the Sec. 3. For a damaged system 
model, a high performance aircraft with a critical damage on 
the wing surface is considered. Proper orthogonal 
decomposition (POD) technique is applied to reduce the size of 
the system matrix down to three. Reduced order system 
matrices can then be used to predict the initial parameter 
quickly and accurately in the adaptive reconfigurable control 
system. Figures 1 and 2 show the sensor signal of the open loop 
and closed loop system for the critical damage model. The 
control input histories of the closed loop system is shown in 
Figure 3. Figures show that after a short period of time for 
system identification, the developed reconfigurable controller 
suppresses the aeroelastic instability. 

Conclusions 

An adaptive reconfigurable control algorithm is proposed for 
aircraft fault tolerant control. An input-output model is 
developed to describe the real system. This model has the same 
structure as an ARX model that can be easily identified by 
recursive algorithms. To identify the system model, a recursive 
method is presented that is adequate to the proposed input- 
output model. For the control system, adaptive control schemes 
are proposed with the combination of model following control 
scheme. The reference outputs for the system to be followed 
were generated using the LQR theory. Also, an adaptive 
reconfiguration control with an estimator is presented. The 
proposed reconfigurable control is very robust and applicable 
on real time. To demonstrate the proposed adaptive fault 
tolerant control algorithm, numerical simulation is performed. 
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ABSTRACT 

In this paper, robust fault detection and isolation 
algorithm is proposed using the adaptive scheme. The 
proposed fault detection and isolation scheme is robust 
with respect to the unstructured uncertainties such as 
signal noise, parameter variation, and modeling errors. 
The time-varying uncertainty is considered, and it is 
assumed that the characteristics of the uncertainty are 
unknown. The fault tolerant control system is designed to 
make the failed system follow the model outputs updated 
by the adaptive rule to minimize the effects of the faults. 
The robust analysis of the proposed control system is 
performed via Lyapunov approach. To validate the 
proposed adaptive fault tolerant control algorithm, 
numerical simulation is performed using VTOL aircraft. 

1. INTRODUCTION 

Recently, fault tolerant control has received much 
attention in the aerospace fields.fl] Fault tolerant control 
procedure includes all or parts of the following processes: 
fault detection and isolation(FDI), on-line identification 
of failed system, and reconfiguration process for the 
failed system to enhance the reliability and survivability 
while guaranteeing the stability.[2] In the complicated 
systems such as aircraft systems, there exist lots of 
various fault sources as well as the internal/external 
uncertainties including parameter variations and external 
disturbances.[3] Therefore, robust algorithms for fault 
detection/isolation, and reconfigurable control system are 
required. 

In this paper, a fault tolerant control system based on 
adaptive scheme possessing FDI capability as well as 
fault tolerance property is proposed. With the scheme, 
pre-determined model for reconfigurable control is not 
required. The proposed algorithm is shown to be very 
useful for the aircraft systems having unstructured 
uncertainties, which results in unexpected performances. 
Numerical result shows the applicability of the proposed 
algorithm in this paper. 

2. FDI BASED ADAPTIVE SCHEMES 

Consider a system described by 

* Graduate Student 
** Associate Professor 

x = Ax + AAx + Bu + ABu + / 

y = Cx + w 
(1) 
(2) 

where   x(t) e R     is  a  state  vector,   u(t) e R      is  a control 

input vector, y(t) e R is an output vector, and f(t) e R 

(r < m) represents possible added-form actuator fault. The 
matrices A, B, and C are real matrices with appropriate 
dimensions, and variations AA and Aß denote uncertainty and 
nonlinearity in the system and input parameters whose 
characteristics and distribution are unknown. The following 
assumptions are used in the design and analysis processes. 

Assumption 1 
The   pairs   (A,   B)   and   (A,   C)   are   controllable   and 

observable, respectively. 

Assumption 2 
The uncertainty, input, and disturbance are all bounded. 

The following adaptive diagnostic observer is proposed for 
FDI. 

x = Ai +Bu +f + L(y-y) (3) 
y = Ci (4) 

where the initial value of /   is set to zero for the healthy 
system (no fault), and   I   is the observer gain matrix such 
that A - LC   is a stable matrix. 

Let us define the estimation errors as follows. 

e   = x- x (5) 

ey = y-y (6) 

Then,   the  observation  error  equation   can   be  obtained  as 
follows. 

ex=(A- LC)e   + f - f + AAx + ABu - Lw (7) '■x     v       "^'"x 

er =(sl-Acf
if + (sf-Acf

]A(s)u-(sI-Acf Lw        (8) 

■ Cer + w y-~x.~ (9) 

where   f = f-f,Ac=A-LC.  The modeling error can  be 

expressed by the following input-output expression in Laplace 

domain. Let us define   &(s)=(sl - AA)    AB. 

Consider the following fault free system. 
x = Ax + AAx+Bu +ABu + v (10) 

y = Cx+w (11) 

where v denotes the possible input disturbance and is 
assumed to be uniformly bounded. For the healthy system, a 
threshold value, the criterion to pick out the fault from system 
variation,  should be determined.  From the assumption, the 

'01 ?39[l]tKHT«->>'1-°v^A ^iBMn.^'S'1 
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(12) 

threshold value is defined as follows. 

\\e„\\ < max C(jwl - A.)      <?, + max / - C(jwl - A„)    L\\Sn 
II *ll      w>oll c'    II   '    M->OII c        II  ° 

+ max C(yvc/ - Ac)    A(y'w) 5-y=k 

To isolate the fault after detecting the fault, the error 
dynamics of adaptive diagnostic observer is further 
expressed as 

Wx'f(t)-rW1Vl(t)\W-iu{f) (13) 

The above equation gives the relationship between the 

observation error ey and the fault estimation errors / . 

In this study, fault detection and isolation scheme is 

proposed to use the available   ey, u, and   y   to construct 

a adaptive law for   /   such that    lim / = / . To use the 
t-+ao 

parameter adjustment rule, the stability or SPR(Strictly 
Positive Real) property of the transfer functions should 
be guaranteed. 

1) Wx: Transfer function Wx applied to adaptive law 

should be SPR. According to Kaiman Yakubovich Lemma, 

the transfer  function   Wx(s)=C(sI - Acj~ I   is  SPR and 

stable if and only if there exists positive definite matrices 
T T 

P and Q such that   Ac  P + PAC=-Q,   I  P = C. Therefore, 

the SPR property   Wx   is guaranteed since P and Q exits. 

2) W2 
: S'nce the poles of transfer function W2 's tne 

same as those of Wx, the SPR property of W2 is up to 

the property of Wx. Therefore,   Wx   and   W2  is SPR. 

3) W^ : Compared to Wx, transfer function W^ consists 

of the combination of modeling errors, thereby can be 

formulated as W^ = WjA . By the properties of additive 

uncertainties, the closed-loop system is well-posed and 

stable for   IIAII    <1, if and only if W,\\    < 1. By the 
II   Hoo II   llloo 

small gain theorem and the assumptions, this is true for 

all   A e RNX with   lUII    < l ,  if and only if  IL II    s ] . 
"      "°° II       1  11(30 

More detailed proof can be found in Ref. [4]. 

It can be shown, using the augmented error technique of 
Narendra and Annaswamy, that 

sy =0T( + [  Wx (s)f(t) - f(»Wx {s)u(t)] + W2w{t) + Wy(t) + S(l) 

e=~f,S = Wx(s)uO) 
(14) 

where S(t) decays exponentially and is negligible. Since 
the second term of Eq.(14) is measurable, the augmented 
error dynamics for the system can be defined as 

e(t) = ey-[ f(\(s)f(t)-f(t)^(s)u(t)] (15) 

Thus, it can be shown that 

£(0 = ö £ + % (16) 

where   TJQ = W2(s)wO) + W^(s)uO). The deadzone value of T/Q 

is bounded as 
7n    < max mV* (jw)\\ 5, + max mV-, (jw)\\ 8-, = A, 

"    "      w>0" " w>0" " 
(17) 

After determining the value of Xx, it can be used to construct 

dead zone for an adaptive law. The adaptive update law can 
therefore be applied to adjust 0 as follows, to estimate the 
fault. 

f 

0 = 

sQKO) 

\ + £T(tK(t) 
o 

r«ll >x\ (18) 

Now, let us analyze the robustness performance for FDI using 
the Lyapunov approach. Using Eqs.(15) and (17), we have 

T 

e=- r ------ o-r —-\- (19) 

where the error term   rj0(t)  can be expressed as 

i = V (20) 

v0=C7?«> (21) 

Consider a following Lyapunov function candidate 

0Tri0 /pj 
V= + '— (22) 

2 4 

where />_ is positive definite matrix that satisfies the following 

equation. 

V'?+/,J/7=-e'7-CJC'7 (23) 

The time derivative of  V   along the trajectories of Eqs.(19)~ 
(22) can be expressed as 

.    T -i.   *Tfy   *TV 

i   0 + r,0/2 

Vi + f7 

T r 
(24) 

i   0 + ^/2 
T 

10%   _ 

4(1 + ^0 

* Q„t 

The condition   V<0   implies that   V,<ß,%,0,£ e L^   and that 

lim V(0(t),t(t)) = Vtß <«,. 
f->00 

Furthermore, from Eq.(24), we have 
-if r   T 

( 6 + n0/2 

T+ T 

( e + nQii 
T T+ 

dv 

$   QJ 
+ff—-—j^-dT + lo----dT  £   K(S(l)W(0))-CB 

4(1 + <T   i) 4 

(25) 
T 

1Q% 

Because ^mjn(Ö7)|^|   ^ (* Qv<ß   and   V(0(Q)J{O)) is finite for 

any finte  initial  condition,  Eq.(25)  implies that   -7O,0eZ.2 

and therefore   e e L2 . From the adaptive law, Eq.(17), we 

have 

W ¥ \M\Q (26) 
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Since e e L2 , \C\ e Lx, we have 0 e L2 n Lx . Now, Eq. 

(18) guarantees that e = f - f -+0 which implies that 

the estimated faults converge to the real faults. The 
results show that the robust fault detection and isolation 
with respect to uncertainties including disturbances and 
modeling errors is guaranteed. The proof of convergence 
of fault is summarized in Appendix. 

3. RECONFIGURATION 

In this section, fault reconfiguration control law is designed 
to accommodate the effects of fault. The system and adaptive 
observer considered in the previous section hold. The control 
law using the observer is given by 

u(t) = KTy + r (27) 

where K is the controller parameter and r is the 
reference input. This control law has the form of the 
observer-based controller. To design the control law, the 
error dynamics of adaptive diagnostic observer can be 
expressed as 

-i       r -l - -i 
e   =r(.v/-/L)    A(.vXK y + r) + (sI-Ac)    / + [/-(*/-/()    /> 
y / (28) 

= H\K y + W2f(l) + W^(t) + W^(l) 

Consequently, Eq. (28) gives the relationship between the 

observation error   e     the fault estimation errors   /, and 

T 
the   input   term    K  y .   It   can   be   shown   using   the 

augmented error technique of Narendra and Annaswamy, 
that 

-J-, .-J.. sy=0  £ + [Wx(s)K   y{t)-K   Wx(s)y{l)] 

+ [W2 (s)f(t)- f(t)W2 (s)u(t)] + W3w(t) + Wxr(t) + 8(t) (29) 

e = f,^wx(s)u(t) 

where 8(t) decays exponentially and is negligible. Since 

the second term of Eq. (29) is measurable, the augmented 
error dynamics for the system can be defined as 

c(i) = ey -[Wx(s)Kly(t)-K1 W\(s)y{i)}-[ W2(.s)f(l)-f(tW2{s)u{t)}{'iQ) 

Thus, it can be shown that 
T 

e(i) = 0 <; + % (31) 

where rjQ = W2(s)w(t) + Wx(s)r(t) and the deadzone value of 

rjQ   is bounded as 

nn    < max \\W-, (jw)\\ 8, + max \\WX (jw)\\ 8, = l~ 
11 u"      w>0"   A '     "   '     M'>0"   '        "   J        l 

(32) 

After determining the constant value of X2, it can be 

used to construct a dead zone for an adaptive law. The 
adaptive update law can therefore be applied to adjust   6 
as follows to estimate the fault and control law. 

f 

e 
-r- 

l + C7 ('K(t) 
0 

INI >h (33) 

Theorem: The control law and adaptive law, Eqs.(27) and 
(33), guarantee that all signals in the closed-loop system 

are bounded and the observation error e   converges to zero. 

Proof) the proof of the theorem can be found in Ref [5]. 

The above theorem represents the design procedure of the 
estimated fault and controller to follow the fault and to 
degrade the effect of estimated fault. 

4. NUMERICAL SIMULATION 

In this section, the performance of fault detection, isolation, and 
reconfiguration for the system with the unstructured uncertainties 
and modeling errors is demonstrated via the numerical simulation of 
VTOL aircraft. The linearized dynamics of VTOL aircraft in the 
vertical plane is adopted from Narendra and Tripathi.[3] To verify 
the robustness of the proposed scheme, the airspeed is assumed to 
vary randomly around the operating point (135kt). As the airspeed 
changes, the dynamic characteristics of aircraft also change. It is 
assumed that only the selected significant parameters may change 
from their nominal values, and all other parameters remain constant. 
The bias fault of collective control occurs at 10 sec. with the 
magnitude of 0.8 and another negative bias fault of magnitude of 0.6 
acts on the longitudinal pitch control after t=15 sec. The results of 
the fault detection, isolation, and reconfiguration are shown in Fig. 
1-3. Figures show that the satisfied results for the fault detection, 
isolation, and reconfiguration processes are obtained. 

5. CONCLUDING REMARKS 

In this paper, fault tolerant control scheme possessing the FDI 
capability as well as the fault tolerance property is proposed. The 
algorithm is based on the adaptive scheme, and is designed to make 
the failed system follow the outputs of the model that is updated by 
the adaptive rule to minimize the effects of faults. The robustness of 
the proposed control system is analyzed via Lyapunov approach. 
Numerical simulation shows that the proposed algorithm is 
applicable to the fault tolerant flight control system. 
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APPENDIX 

(The proof of 0 = /-/->O): 

The error equation (36) can be written as 

0 = A(t)0 

y0 = C(t)6 

T                      J 

where   A(i) = -r ~—, C(') = j- , ro = 

Consider the Lyapunov function. 

eTr~ie   /v 
v = + —•- 

(A.l) 

(A.2) 

-if 
«(0-I7o 

I - -    Fault (fl) 
—   Fault Estimated 

(A.3) 

Let r    = Pg , then the following equation can be obtained 
<Fig. 1> FDI (Case of Fault 1) 

6 \peAg + A   Pg)6     *   (PnA    *A   P)t 
V =    +    

ITT T 
9   CC   B-i    (Qy+CqCqWSO 

(A.4) 

The first part of above equation implies that 

P + PaA + ATPa +2CCT < 0 (A.5) 

where P = 0 . According to Theorem A, 0 = /-/-> 0 

exponentially as   *-><». 

Theorem A: 
A    necessary    and    sufficient    condition    for    the 

asymptotically stability of the equilibrium of 9e is that 

there exists a symmetric matrix P(i) and N(t,t + v) 

such that 

YXI < P(t) < y2i, yvr2 
>0 (A.6) 

P(t) + P(t)A(t)+AT(t)P(t) + vC(t)C   (OSO      (A.7) 

/?,/ < N(tQ,t0 +v) Zß2I, ">0 (A.8) 

where N(i0, t0 + o) D J£ O (r,<0)C(r)C (r>D(r,/0)rfr is 

the observability grammian and 0((, r) is the state 

transition matrix associated with A(t), and v.y^y^ are 

constant. 

-    Fault (12) 
—   Fault Estimated 

15 
time 

<Fig. 2> FDI (Case of Fault 2) 

j - -    Normal 
I — Reconfiguration 

10 15 20 25 
time 

Proof) the proof of the theorem can be found in Ref [5]. < Fig. 3 > Fault reconfiguration 
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ABSTRACT 
In this paper, a new estimation algorithm with multiple 

model is suggested. Though the derivation of the proposed 

algorithm is different from the existing IMM, both algorithms 

are exactly the same if the dynamic system is linear. However, 

for nonlinear systems, it appears that the proposed algorithm is 

different from the IMM algorithm. The proposed algorithm is 

tested by a series of simulation runs for performance 

verification. 

1. INTRODUCTION 
For several decades, filtering algorithms with multiple model 

have been popular in the field of the estimation and 

identification [l]-[6]. Multiple model filtering algorithms 

become explicit and feasible by using the homogeneous 

Markov chain on the transition between models. Some useful 

multiple model estimation algorithms are reviewed here briefly. 

Assuming that the system obeys one of a finite N models, the 

GPB1 utilizes the scheme that single lumped state and 

covariance at t = k-\ evolve into N states and covariances 

in the prediction step and then the JV estimates (states and 

covariances) are updated at k . After that, N estimates are 

merged into a single estimate. The GPB2 shows that N 

estimates at t = k -1 evolve into JV estimates and become 

N updates estimates at / = k . At the end of each cycle, N 

update estimates arc merged into N estimates. Both the IMM 

and the MMAE maintain N estimates throughout the 

prediction and update steps. However, the IMM has an 

important interacting step for reinitialization of each filter, and 

it is known that computational effectiveness with superior 

performance of the IMM over the existing multiple model 

estimation algorithms results from this procedure. 

In this paper, a new multiple model estimation algorithm 

similar to the IMM is introduced. The proposed algorithm 

calculates A'2 predicted estimates, and mixes the JV
2 

predicted estimates into A' predicted estimates. It can be 

shown that if the system dynamics are linear, the proposed 

algorithm becomes the existing IMM. In other words, the 

proposed algorithm has same performance as the IMM in linear 

systems, however it has similar performance to the GPB2 

rather than the IMM for estimation of nonlinear systems.  

* Graduate student 

** Professor 

In addition, the computational burden of the proposed 

algorithm, the extended interacting multiple model(EIMM), is 

much less than the GPB2. In order to verify the performance of 

the EIMM, nonlinear target motion dynamics are used in the 

simulation, and the performance is compared with those of the 

existing algorithms. Analytic comparison of computational 

complexities between the EIMM and the GPB2 will also be 

carried out in this paper. 

2. FILTER ALGORITHM 
2.1 System Dynamics 

Consider the filtering problem for a linear system with a 

Markov chain taking values in { Hk = H'k,i = 1, 2, •••, N }. 

**+. = *(Hk+i )xk + B{Hk,x )wk . (1) 

In the above equation, the state transition matrix <P(//t) is 

independent of the «-dimensional state xk , and wk is a 

zero-mean white gaussian process noise vector with 

covariance of Qk . Generally, if the state transition matrix 

can not be decoupled with the state, we have a nonlinear 

system equation as follows: 

■**+. = /(# *+i > ** ) + B(Hk+, )wk . (2) 

where / is a known function. Also note that the form of 

(2) is somewhat restrictive in that wk is assumed to be a 

separate additive term and is not included in the /. 

However, to do otherwise complicates the problem 

cosiderablely, and thus we will stay with this restrictive 

form in this paper. The associated measurement relationship 

is assumed to be linear for both cases of (1) and (2). 

z*+i =Cxk+i + vk+l (3) 

where vk is a zero-mean white gaussian noise vector with 

covariance of  Rk . 

2.2 IMM AND EIMM 

Fig. l-(a) shows a cycle of recursions for the conditional 

probability density function of the f'th mode states in the 

is a measurement set until time 

. Note that compared to the 

EIMM, the IMM algorithm separates the prediction step of 

Fig. l-(a) into the two steps, 'mixing' or 'interacting' step 

and 'evolution' step as shown in Fig. 1-(b). 

EIMM. In Fig. l-(a),   Zk 

t = k,    Zk={zuz2,---zk[ 

'01     gg39[I]tfiHT* •>tfvt7A )B*M^Ef:1ä'^# 
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/U//;,z,),Pr<tf;|z») 

prediction 

yKl«;.,.z*j.i,'W.,zi) 

update 

/U.,|w;4,,z1..,),Pr(ff;„|zl.,) 

/(^tfi.zJprWlZi) 

mixing 

/U|«;.,.zJ. PKWi„|Z4) 

evolution 1' 
/(**., |tf,L,.Z») 

update 

/(«t»,|w;.,.Z,„),Pr(//;i,|z,„) 

(a) (b) 
Fig. 1 Timing flow ((a) EIMM   (b) IMM ) 

The j'th predicted mode probability is obtained by using 
the mode probability transition matrix n= {nt}} and the 
previous updated mode probabilities, 

Pr(//i+1|^)=i^Pr(///|zJ. (4) 
7=1 

Note that /r;/ is the transition probability from the mode H1 

at t = k to the mode  H' at  t = (k + \). 
The updated steps of the  i th mode for both the IMM and 

the EIMM are the same as 

PL =U-K'k+]C)PLO-K'k+]C)r+K'k+lRk+lK'J ,(6) 

^+1 = ^+,c
/'(cp;+,c

7'+/?t+1)-1. (7) 

x'k+] and Pk\t are the updated states and the updated 

covariance, respectively. Notice that the EIMM procedure to 

obtain the i'th predicted state x'k+] and covariance Pk+i is 

different from the IMM. According to the reference [6], the 

;'th predicted estimates denoted as the subscript TMM' are 

^uw=«>(w;tl)?;, (8) 

PUMM =®(HL)n®r(HL) + B{H'^)QkB
1\Hll) (9) 

where 

Pl = 

X^PK/z/lz,) 
V -ill  
*  —'       N 

7=1 

7=J  

X^Pr(///|ZJ 
7=1 

(10) 

(11) 

In the nonlinear situation of (2) and (3), a method often 
used to obtain a practical estimation algorithm is to expand 
f{Hk^,xk)     in    a   Taylor    series    about   the    current 

conditional mean x'k, and then an approximate dynamic 
equation is used in the IMM by dropping all but the first 
two terms of the expansion f(Hk+l,xk). We can express 
the  i th predicted estimates of the IMM as follows: 

*J+i.a«=/WLi.**). 02) 

~PLwM =A'k+iPlAi+]
T
+B(Hi+i)Qk+lB

r(H'k+])    (13) 

where   Al 
df(Hk+l,x) 

k+) 8x 
(14) 

*-**>^**]-^fc+i 

In  the  prediction   step  of Fig.   l-(a),   EIMM  uses  the 
conditional probability density function(CPDF) as 

£ /(^+1|///,//i+1,Zt)^Pr(///|Zt) 
.7=1   

f(xk+\Wk+] ' Zk)-~ 
£^Pr(//{|Zt) 

(15) 
which is different from the CPDF of the IMM. From the 
appendix at the end of this paper, the conditional mean and 
covariance of (15) are expressed as 

iX,,r,Pr(/Y/|Zt) 
J±-t  (16) **+! 

5>tfPr(tf{|Zt) 

EC/ +&i -x'^x'i -x'kY)*,! Pr(///|Z*) 
P'   -Ü- (17) 

5>„Pr(tfI|Z*) 

xk+l is 'evolution-state mean' which is a conditional mean 
under the condition based on the hypothesis Hj at time 
/ = k and on the hypothesis H' at time t = k +1 . If the 
system dynamics are linear, the evolution-state mean and 
covariance are 

xl,=®{H[^x{ (18) 

PL =^(HL)Pl^\H'M) + B(H^)QkB
T(H[+,).    (19) 

After inserting above two equations into (16) and (17), the 
following two equations are obtained. 

**♦■ =*("*+.)**  . (2°) 

PL=®(HL)Pi®r(HL) + B(ffL)QkBr(H'k+l)    (21) 

which are the same filter equations (8)-(l 1) of the IMM. If the 
system dynamics are nonlinear, the nonlinear dynamic 
function is applied to a Taylor series as mentioned early. 
We can obtain the evolution-state mean and covariance as 

pU    _ A<     pJ A' 
T 

(22) 

+ B(H'k+l)QkB'(H'k+]),       (23) 
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df(Mk+],X) 
dx 

(24) 

x=i't,Hk,^Hl 

These equations can not be transformed into (12) and (13), 

so the EIMM becomes different from the IMM for 

nonlinear systems. The EIMM algorithm compared to the 

IMM is somewhat complex and it is linked to the 

computational burden. However, as shown in the next 

section, the performance of the EIMM is better than the 

IMM and similar to the GPB2 which has more 

computational burden than the EIMM. In a cycle of 

recursions, the EIMM and the GPB2 procedures are the 

same up to the point of obtaining 1^, and Pk
u

+l . Notice that 

J^,, and Pk
f[t of the GPB2 are directly updated so that A'2 

Kaiman update equations for the updated states must be 

calculated while those of the EIMM are merged into A' 

predicted values so that N Kaiman update equations are 

needed similar to the IMM. Table 1, where the results are 

referred to [7] to illustrate the number of computaions, shows 

the number of multiplications, summations and exponentials 

required for the remaining stages of the EIMM and the GPB2. 

The remaining steps for the EIMM are the merging step of the 

predicted estimates, the measurement update step and mode 

probability update step, while the remaining steps for the GPB2 

arc the measurement update step and mode probability update 

step. According to the table 1, for n = A and A7 =3, the 

number of computations of the GPB2 is over two times as 

many as that of the EIMM, and over three times if N = 6 . The 

difference of the number of computations increases for larger 

n . 
Table 1 The number of computations 

(measurement dimension^) 

Multiplication (n2 +2n + 2)N2 +'- (n3 + 9n2 + 22n + 26)N 

Summation (n2 + 3« +1)N2 +J («' + 7n2 +1On + 4)N - 1 

Exponential A' 

(a) EIMM 

Multiplication -(«' + lln2 + 26n + 28)A'2 +N 

Summation L(«'+10«2 + 19n + 6)N2 -'-(n2 +in)N-\ 

Exponential N2 

i                               VT = 350m/sec 

Ar  *          2W 
4000 m                          \    /     \ 

// 

fr\> X 
 k. 

7000m 
Fig. 3 Engagement geometry 

unknown so that ^}=-10gand Ar =\0g are used as 

the modes in this study. Note that the ' g ' is the gravity 

acceleration. The system dynamic model is represented as 

Yr 

VTcos(0-yr) 

■Vrsm{6-rr)lr 
0 

Ar 

= f{Ar,x) + Bw 

0 

(25) 

where the process noise wv and wy are zero-mean white 

gaussian noises with standard deviations of 1/w/sec2 and 

O.Xmrad I sec , respectively. The measurements from the radar 

at t = k composed of the noise-corrupted radar-target range 

and the LOS angle can be expressed as 

zk =(/2, o2)xk+(vr,v0y (26) 

where I2 is a 2x2 identity matrix and 02 is a 2x2 

zero matrix, and vr and v0 are zero-mean white gaussian 

noises with standard deviations of 12m and 3mrad, 

respectively. The initial values of the target used in this planar 

engagement study are depicted in Fig. 3. The sampling 

frequency is 20Hz and the mode probability transition matrix 

used in this study is 

n = 0.98    0.02 

0.02    0.98 
(27) 

The target lateral acceleration history is set to be 

AT(t) = 7g-u(t)-\4g-u(t-20) where ' «(0 ' is a unit step 

function. The estimated target lateral acceleration is obtained 

by using the total probability theorem as 

(b) GPB2 Ar(k) = ^Ar'PTiH'k\Zk). (28) 

3. SIMULATION RESULTS 
The EIMM is applied to a planar engagement tracking 

problem to verify the performance through a series of 

simulation runs. In this study, filter states are composed of 

radar-target range, LOS(linc of sight) angle, target velocity and 

target flight path angle as depicted in Fig. 3. It is assumed that 

the target does not make any accelerating motion in the 

direction of longitudinal axis and the lateral acceleration is 

Figs. 4-5 show the results of 20 runs of Monte Carlo simulation 

carried out to evaluate the performance of the EIMM. In these 

figures, after the abrupt target maneuver varying from 7 g to 

-lg at 20 sec , the EIMM and GPB2 have fast responses for 

the reduction of the RMSE(root mean square errors) of the 

estimation. It can be seen that the EIMM algorithm gives 

superior estimation performance at the transition of the target 

motion over the GPB1 and the IMM 
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19 00 20 00 21.00 22 00 
time(sec) 

Fig. 4 RMSE of the target lateral acceleration Fig. 5 RMSE of the target  x-axis velocity 

4. CONCLUSIONS 
The EIMM algorithm is proposed here as a useful multiple 

model estimation algorithm for nonlinear systems. The EIMM 
algorithm has the same filtering procedure and thus to have the 
same estimation performance as the IMM in linear systems, 
however it results in a different form in nonlinear systems. In 
addition, the EIMM has similar performance to the GPB2 
rather than the IMM for estimation performance of nonlinear 
systems. The EIMM algorithm is tested by a series of Monte 
Carlo simulation runs along with the IMM, GPB2, and GPB1 
to evaluate the estimation performance. The results indicate 
that the EIMM algorithm gives superior estimation 
performance over the other filter algorithms in the respects of 
computational efficiency and RMSE of the estimation. 
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APPENDIX 

Given     f(xk |//J ,Zk),   i = 1,2, ■ • •, N ,   f(xk+i \H'M , Zk) is 

expressed from the Bayes' formula as 

X/(^+l|tf/,//;+1,ZJ,r,;Pr(///|Zt) 

f(xk+l Wk+\ ' Zk ) = 7;  , 

/t+l  - £p*+l Wk+\ > Zk J 

2>,/Pr(tf*|Zt) 

I K,/(**+ik . #;+1, Zt)dxk+lXlJ ?r(H{ \Zk) 
. ■/=> (29) 

E*//Pr("f|Zt) 
;=i 

Let   x%+l = lxk+1f(xk+l\H{, H'M, Zk)dxk+]    and   set   the 

difference between   x'k\t and  x'k+l to be   A3c^+1 as follows: 

**+i    ■** x'L - A?» (30) 

Pk+\ -E$.xk+\      xk+\)(xk+\ ~xk+i)    |^i+l > Zk\ 

N I       ■ ■ 
= Z_i \(xk+] ~xk+0(xk+] ~xk+\)   f(xk+l\H'k ' Hk+\ ' Zk)dxk + I^ij 

7=1 
N r i 

+ Z \(xk+t ~XL\)^'L f(xkJHi < H'k+\ . Zk)dxk+]^iil 
7=1 

N , I      . . 
+ Z J^tfl (^A+l -X'LJ f(xM \Hk ' H'k+\ i Zk)dxk+\Mii 

7=1 

+ f JA^, .A3F^,7(^+1|^ , H'k+] , Zk)dxk+lMiJ (31) 

x,jPr(Hi\Zk) 

7=1 

where 
PU =-N 

T,*uWk\zk) 
(32) 

i=\ 

In the right hand side of the above equation (31), the 
second and the third terms become zero, so that we can 
obtain (17). 
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ABSTRACT 

This paper suggests the activation-only VSIMM estimator, 
applied mainly to target tracking problems. This algorithm is 
much simpler and easier to implement than the ordinary 
VSIMM algorithm. Also the activation-only VSIMM algorithm 
provides a substantial reduction in computation while having 
identical performance with the ordinary VSIMM estimator and 
the FSIMM estimator. More importantly, the drawbacks related 
to the improper termination and activation inherent to the 
VSIMM algorithm are eliminated in this algorithm. 

The performance of this estimator will be shown through a 
Monte Carlo simulation for target tracking. 

1. Introduction 

Multiple-Model (MM) estimation has received a great deal 
of attention in recent years due to its powerful performances in 
handling problems for estimating structural and parametric 
uncertainties inherent to system identification such as target 
tracking and fault detection. This MM estimation was 
initiated in [1]. After that, the various MM algorithms such as 
the generalized-pseudo Bayesian of first order and second order 
(GPB1 and GPB2) estimators in [2] and interacting multiple 
model (IMM) in [3] were released and used in many fields. 
Especially the IMM algorithm was popular due to its better 
performance and more cost-effective aspect than other MM 
algorithms. 

But these MM estimators, including the IMM estimator, are 
a fixed structure MM (FSMM) in the sense that they use a fixed 
set of models at all times. These estimators usually perform 
reasonably well for problems that can be handled with a small 
set of good models. However, in many practical situations, 
especially with high-dimensional systems, FSMM estimators 
need many models to cover the real system variation. At that 
time, the use of many models in FSMM will increase the 
computational burden considerably. More importantly, the 
performance could be deteriorated if too many models are used 

* Graduate student 
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due to the excessive unlikely models. Briefly the use of too 
many models to cover the real situations is inadequate in aspect 
to the computational burden and to the performances. 

The variable structure MM (VSMM) was needed to 
overcome the FSMM estimator's fundamental limitations. The 
VSMM was initiated in [5] and continued in [6], [7] and [8] to 
lay down a theoretical foundation to overcome the limitation of 
the FSMM. Also [9] presents a VSIMM estimator, equipped 
with the model-group switching (MGS) algorithm, which is 
generally applicable to many hybrid estimation problems. 
Additionally the VSIMM is easy to implement and has the 
cost-effectiveness in contrast to the FSIMM estimators. The 
VSIMM algorithm can be decomposed into two separate tasks, 
activation and termination. 

Reference [10] indicates that the VSIMM algorithm is 
substantially more cost-effective than the FSIMM estimator, 
especially when the total model-set is large. But one of the 
drawbacks of the VSIMM is that a computational burden 
increases abruptly when a new group is activated and continues 
until one of two groups is terminated. Moreover improper 
setting of the filter parameters such as group probability ratio 
threshold and sequential group likelihood ratio threshold in the 
termination logic makes the performance worse because 
inadequate thresholds cannot terminate an unnecessary model 
group of two groups appropriately. 

So this paper suggests the activation-only VSIMM method 
that is composed with activation only to reduce the 
computational load of the VSIMM and to respond to the change 
of the system adaptively and quickly. 

2. Variable Structure IMM(VSIMM) 

The Variable Structure Interacting Multiple Model (VSIMM) 
estimator is different from the FSIMM because the total model- 
set is not needed at all times. In this estimator, the model-set in 
effect is made adaptively by activating and terminating a model 
group among a number of predetermined model groups, each 
representing closely related system behaviors. As such, one or 
two model groups has to be run at any time, and thus 
substantially computational reduction is achieved if it is 
compared with a FSIMM estimator based on the total model-set. 

■oi  m3mm'nfflt->>tfvoA ©e^Es^re^ 
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The key features of the VSIMM algorithm include the 
following aspects. 

First, the switching between model groups is done in two 
stages : activation and termination. The model-group that is 
deemed likely to be a good candidate at a time is activated first 
without forcing the termination of the model-group currently in 
effect. And then, the VSIMM runs the union sets recursively 
until sufficient information is gathered to terminate one of them. 

Second, the initialization of the newly activated model-group 
is needed to run the IMM algorithm with the union model 
groups because the filter status of the newly activated model- 
group has not been determined yet. The initial filter status of 
the newly activated model-group can be calculated from the 
previous estimates through the predetermined mode probability 
transition matrix. 

Third, the decision concerning model group termination is 
made based on a combination of the model-group probability 
ratio test and the sequential model-group likelihood ratio test. 

Reference [9] and [10] explain the VSIMM algorithm in 
detail. 

A flowchart of the VSIMM algorithm is presented in Fig. 1. 

Initialization 

increase k 

IMM[A/„ 

""Activate a 
^   group? ^ 

M=M. V| 

Output 

M. = the newly activated group 

Mk =M,UM, »M. 

Model probability reassignment 
and filter initialization 

IMM[MJ 

Output 

'Terminate '" 
^Qroup M„ ?^ -*! M„ = M„ 

3. Activation-only VSIMM 

This method does not contain the termination logic that may 
cause some problems like an inability of termination due to the 
unsuitable thresholds. In the following section the algorithm of 
the activation-only VSIMM will be explained and the design 
for a simulation will be presented. 

The decision for model-group activation consists of a model 
probability and its likelihood function among several model 
sets in a current activated model-group. It is apparent that the 
higher thresholds in the activation logic will lead to have a 
delay in activating the correct model-group while the too lower 
thresholds will result in a high false activation rate. Therefore 
suitable thresholds need to reduce the false activation rate, to 
improve the accuracy and to follow the system variation 
quickly and correctly. Based on the above considerations, we 
use the following simple activation rules in the simulation. 

1) Activate group  Mj while Mk = M,   where / *j, if both of 

the following two conditions are satisfied. 

Likelihood condition: L[ = maxm eM l!k 

Probability condition:   /// > ((/ 

Namely, if the model group  Mj   is deemed true as the 

above two criteria, then  Mj   is activated. 

2) There is direct switching in only adjacent model groups. 
This   indicates   that   the   current   mode-group   and   the 

candidate model-group should have the common models. 

After selecting a candidate model-group for activating, the 
initialization task of the newly activated filters is needed. 
Above all, it is necessary to assign the probabilities, at one time 
cycle before, to the newly activated models that do not include 
the common models of the candidate model-group and the 
current model-group. For example, if m£ is a newly activated 
model at time k , then its probability of being true at k -1 is 
zero, i.e., 

fil, =ProbHMA/*-\Z*-,} = 0,   Vm"k<=M"k. (1) 

The expected probability of  m"k   being true at time   k 
without information in the observation at  k (i.e., the predicted 
mode  probability)   is   calculated   through   the   given   mode 
probability transition matrix. 

//;„_,=    Prob{  m"k\Mk~],Zk~]} 

XProbK|m/_,}Prob{m/_ \M" 

Fig. 1 Flowchart of the VSIMM 
m,e£„ 

(2) 
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where    njn = Prob{mk \ m[A}   and  E„ is the set of models 

in Mk.! that are allowed to switch to   mk : 

E„={m[_x : mi_, e M^,   x,„*0}- (3) 

The initial probabilities of common models in the activated 

model group should be unchanged. That is, the process of 

initialization probabilities is needed only in the newly activated 

models. Also the estimates of the newly activated filters in the 

interacting step for 1MM algorithm should be calculated as 

follows, 

■■E[xk_,\m"k,M
k-\Zk-]] xk-\ '■ 

£3-.^, 
'»11*11 

//^=ProbK.1K,A/*-1} 
ninHk-\ 

(4) 

(5) 

The associated covariances can be calculated accordingly. 

=  l[^'-l+wi-,-3f;-,)ui-l-5:;-,),]//f.1.(6) 
'»l-l£A'i-i 

In other words, if model m"k can only be switched from 

model m[., in Mk.,, then i[„, and Pk_f should be used 

for the initial estimate and covariance of the filter based on 

m'l at time k . A flowchart of the activation-only VSIMM 

algorithm is presented in Fig. 2. 

Initialization 

w              increase k    w 

*          -- - -                                  • 
IMM[MJ                                               : 

* 
Activate a   • ..    N   i    ,,      ., 

group?   .'      i   i      °       " j 

Y                 Output                    ,  
-         -   ■    ♦                             \M0-. 

  
--M 

M= the newly activated group   '                         ^ 

Model probability reassignment 
and filter initialization         ;       Output ••  

i 

'               Obtain state estimates    i 
*l    for all j« E M, ■ and      ' 

normalize mode prob 

Fig. 2 Flowchart of the activation-only VSIMM 

4. Simulation Results 

In  this  paper,  the  activation-only  VSIMM  algorithm  is 

compared   with   the   ordinary   VSIMM   and   the   FSIMM 

simultaneously  over   100  Monte  Carlo  runs.   The  system 

dynamic equitation is presented in (7). 

**+) 

zk 

0 0 
2 

0 

0 

1 

0 
r2 xk + T 

0 

0 
T2 

2 2 
0 1 0 T 

10   0   0 

0   0   10 

\\    0] 
xk + 1°    [\ (7) 

where wk is the process noise with Q = ]0 I2 and vk is 

the measurement noise with R = 202I2- The initial position 

and velocity are 20km and 340m/sec for each axis. Also the 

sampling interval T is 1 sec. The mode probability transition 

matrix {TTJ: } , for total model-set is the same in reference [4] as 

illustrated in Appendix . 

Fig. 3 represents the total model-set for the simulation, and 

each model is characterized by the expected acceleration vector 

a in (8), 

Fig. 3 Graph-representation of the total model-set 

:a = |0    20J 

:a = [0   -20]' 

:a = f-20   20T 

:a = [20   Oj 

:a = [-20   0] 

:a = [20   20? 

raQ : a = 20 -20 
:a= -20 -20 (8) 

[0   40J 

f0   -40| 

[40   0J 

-40   0l 

And the model groups are set in (9) for model-group 

switching, 

Mi={m!, m2, m3, m4, m5} 

M2={m2, m10, m6, mb m9} 

M3={m3, m,,, m7, m,, m6} 

M4={m4, m]2, m8, m,, m7} 

M5={m5, m13, m9, m,, m8}. (9) 

The threshold of probability, t„ to activate a candidate group 

is set to 0.4 for the VSIMM and the activation-only VSIMM. 

Also model-group probability ratio thresholds and model-group 
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likelihood ratio thresholds to terminate an activated group or a 
current group in VSIMM are used by (10). 

tf =0.85,      //■ =0.9 
^=0.93,      t'i =1.0 (10) 

The system mode sequence for scenario no.l, characterized 
by the sequence of acceleration ak, is specified by (11). 

Table 1 Average CPU time over 100 Monte Carlo runs. 
Estimator Total clock Percent (%) 

FSIMM 25229 100 

VSIMM 10632 42.14 

Activation-only VSIMM 9504 37.67 

SI 

[0 0]' 1<A:<30 

[18 3]' 31<*<45 

[38 -2]' 46<*<55 

[0 0]' 56<*<80 

[1 22]' 81</t<98 

[3 -1]' 99</t<119 

[-35 1]' 120<yt<139 

[-20 0]' 140<*<150 

[3 2]' 151</t<200 

(11) 

of the VSIMM increases abruptly when a candidate model- 
group is activated and continues until one of two model groups 
is terminated. More seriously, if a different sequence scenario 
of ak is simulated with the same conditions and thresholds of 
the parameters mentioned in the above, the estimation 
performance of the VSIMM becomes worse because of the 
unmatched thresholds in termination and activation logics. The 
scenario no.2 is presented in (12). 

Fig. 4 and Fig. 5 • show the RMSE for estimating the 
sequence of acceleration for the given SI through Monte Carlo 
runs. 

FSIMM 

VSIMM 
Activation only VSIMM 

Fig. 4 RMSE for acceleration in SI (X axis) 

u 

Fig. 5 RMSE for acceleration in SI (Y axis) 
The performances of three estimators used in this scenario 

are almost same except the computational burden. 
Table 1 lists the computational complexity in terms of 

relative CPU time. Table 1 indicates that the activation-only 
VSIMM has the least computational burden compared to the 
ordinary VSIMM and the FSIMM. The computational burden 

S2 

[0 0]' 1<*<30 

[35 -3]' 31<*<45 

[-2 15]' 46<A<55 

[0 31]' 56 < k < 80 

[3 -11]' 81<A:<98 

[0 0]' 99</t<119 

[-35 4]' 120</t <139 

[2 0]' 140</t<150 

[2  - 18]' 151<£<200 

(12) 

lU. L-Tu L_JU 

Fig. 6 RMSE for acceleration in S2 (X axis) 

80 00 120 00 
Time (sec) 

Fig. 7 RMSE for acceleration in S2 (Y axis) 
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The above Fig. 6 and Fig. 7 indicate that the VSIMM has the 

worst performance in the S2. For example, the true target 

switches from M2 to M, at k=46 and then goes to M3 at £=56, 

but the VSIMM can't terminate M2 of the union-set(i.e., M, and 

M;) due to the unmatched thresholds while the target stayes in 

M,. Finally when the target switches to Mh the VSIMM can not 

activate M3 since the union-set is running still. It is found that 

performance of the VSIMM estimator becomes so sensitive to 

thresholds of the termination logic. If the thresholds are not 

chosen adaptively for each sceanrio, the VSIMM may not 

terminate the unlikely model-group correctly which results in 

delayed activation of a new candidate model-group suitable for 

the true system variation. Also it is hard to find a general rule 

for the corresponding threshold values to apply to diverse 

scenarios. Therefore, the thresholds should be tuned in each 

different scenario to have a good performance. This indicates 

that the VSIMM method may not be suitable for target tracking 

problem where the target maneuvers arbitrarily. 

The activation-only VSIMM algorithm avoids this drawback 

since the termination logic is not included in the algorithm. 

4. Conclusions 

In this paper, the activation-only VSIMM algorithm which is 

applied mainly to target tracking has been presented and the 

simulation results in terms of RMSE for acceleration and CPU 

time have been shown when it is compared with the ordinary 

VSIMM and the FSIMM for the maneuvering target tracking 

problem. 
The simulation results indicate that the activation-only 

VSIMM provides a substantial reduction in the computational 

burden while having identical performance to the FSIMM 

estimator. Additionally, this estimator is the most cost- 

effectiveness compared to the VSIMM algorithm and the 

FSIMM. More importantly, the drawbacks related to the 

improper termination and activation inherent to the VSIMM 

algorithm are eliminated in the activation-only VSIMM 

algorithm, so that the algorithm can be used securely for 

abruptly maneuvering target tracking problems. 

10. 
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Appendix 
116/120 1/120 1/120 1/120 1/120 0 0 0 0 0 0 0 0 

0.02 0.95 0 0 0 0.01 0 0 0.01 0.01 0 0 0 

0.02 0 0.95 0 0 0.01 0.01 0 0 0 0.01 0 0 

0.02 0 0 0.95 0 0 0.01 0.01 0 0 0 0.01 0 

0.02 0 0 0 0.95 0 0 0.01 0.01 0 0 0 0.01 

0 1/30 1/30 0 0 28/30 0 0 0 0 0 0 0 

0 0 1/30 1/30 0 0 28/30 0 0 0 0 0 0 

0 0 0 1/30 1/30 0 0 28/30 0 0 0 00 0 

0 1/30 0 0 1/30 0 0 0 28/30 0 0 0 0 

0 0.1 0 0 0 0 0 0 0 0.9 0 0 0 

0 0 0.1 0 0 0 0 0 0 0 0.9 0 0 

0 0 0 0.1 0 0 0 0 0 0 0 0.9 0 

0 0 0 0 0.1 0 0 0 0 0 0 0 0.9 
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ABSTRACT 
A preliminary study on the guidance and flight 

control system for a test model of the stratospheric 
airship is conducted, and the result is briefly explained. 
The test model is intended to stay at the altitude of 
4000m, within 1km distance from the indicated point. 
As the energy source is limited, the airship is usually 
supposed to be flying with a very low speed. The 
longitudinal and lateral flight control systems are 
designed, and the performance is verified by 
simulations, which generally show good performances. 
The design method of the control systems is briefly 
explained, and some of simulation results are shown. 

1.INTRODUCTION 
The stratospheric platform airship is currently under 

development, and the 1/4 scale test model is scheduled 
to fly in 2004 in order to get basic data for the full 
scale airship. The model is designed to fly at the 
altitude of 4000m and to stay within 1km radius of the 
indicated point. As there was no discussion about the 
flight control system of the airship at the last aircraft 
symposium, this paper shows some preliminary study 
results about it. 

SYMBOLS 
CLa , CLg '■ Aerodynamic force coefficients 

Cma ,C,„s >Cma ;C,„q: Aerodynamic 
moment coefficients 

Q: Dynamic pressure 

S : Reference area 

C: Reference length 

m,: Mass 

ly : Pitch moment of inertia 

Zy, ,Mq: Apparent mass effects 

K : Recovery moment by buoyance 

V : Total velocity 

2.RATE AND ACCELERATION LOOPS 
In this study, the flight control system is designed 

by the classical pole allocation method. The transfer 
functions between the elevator angle, pitch rate, and 

flight path angle rate are approximately given by the 
following equations. 

9(s) =   Ci(l + Tes)    fp(s) = Cl(l+b]s + b2s
2) 

Se(s)    l + ais + a2s
2   8e(s)        \ + als + a2s

2 

where 

C = 

a, = 

fams - fsma ms-fsma 

ma+famq fams-fsma 

m& + mq - /„ 1 
ct2 - 

ma +famg ma +famq 

fs(mA +mQ) 
b               f> D2 — 

fams-fsma fams -fsma 

where 

fa 

in„ 

QSCL 

(m,-Z*)V 

QScCma +K 

I,-Mi 

fs=- 
QSC LS 

ms = 

(m,-Z*)V 

QScC„,5 

I,-M4 

m« =■ 
QSc2Cma 

2V{Iy-Mq) 

QSc7Cmq 

2V(ly-Mq) 

„•, P In Fig.l, the control loops between //  to jp and 
a/ to ap  are called as the "rate loop" and the 
"acceleration   loop",   respectively.   The   rate   loop 
transfer function is given as follows. 

Fig. 1 Rate and acceleration loops 

'01 %ymwfTWL\s >■&*■> ^ i± )B*ffi;^!f]'S r/d ld~> rjn ^ ^N. 
■^TS 
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f/(s) ■ tP(s) 

kl
pk2

pCl(l + bls+b2s
i) 

s(l + ais + a2s
7) + k2

pQ (1 + rös)(s + hP) 

(1) 
[l + fe. Ia>r)s + s2 loo,1} 

By   allocating   the   three   poles   of   the   Eq.(l) 
appropriately, we can determine the values of k\ 
and k2  . The acceleration loop transfer function is 
given as follows. 

a"(s) _ fr'{s) f/(s): (2) 
a/(s)    l/(k/V) + f/(s) 

The denominator of Eq.(2) also has three poles, and 
we can determine the value of k3 so that these 
poles are allocated appropriately. 

3.NORMAL VELOCITY AND ALTITUDE 
LOOPS 

Figure 2 shows the pitch normal velocity and 
altitude loops. Once the acceleration loop /„ (s) is 
designed, we can easily determine tire values of kvh 

and kh so that each loop has proper characteristics. 
The yaw (lateral) loop is designed in the same way, 
except that there is no recovery moment by the 
buoyance. Figures 3 and 4 show the resultant pitch and 
yaw control loops, where the thrust moment 
cancellation loop is added in the pitch loop. All of 
these gain parameters are determined as functions of 
the total velocity V , that is, for the pitch loop, 
(J7=9m/s . 30m/s) and the yaw loop, (F=lm/s - 
30m/s). The pitch control loop is employed only for 
the velocity of greater than lOm/s, as the elevator 
becomes invalid because of the recovery moment by 
buoyance when V is less than 8m/s. 

4.FORWARD VELOCITY CONTROL LOOP 
Figure 5 shows the forward velocity control loop, 

which is a bang bang type controller with histereses. 

5.BUOYANCY CONTROL 
In order to sustain the airship structure, the pressure 

difference between inside and outside the airship must 
be maintained between 20mmAq - lOOmmAq. Within 
this limitation, the airship buoyance can be controlled 
by taking in or exhausting the air. As the operation is 
closely related to the thermal environment, and we 
can't process it only from the altitude control 
viewpoint, in this paper, only two cases are considered, 
that is, 
(a) There is no operation about die air control in the 

airship. 

(b) The air in the airship is controlled so that the 
buoyance is balanced with the gravity force. 
Nominally, the buoyance is balanced with the 
gravity force at the altitude of 4000m, therefore in 
case (a), as the buoyance decreases with an 
increased altitude, therefore the buoyance acts as the 
recovery force to maintain the airship at the nominal 
altitude. 

6.SIMULATION RESULTS 
Figures 6-8 show step responses for the pitch 

acceleration loop, velocity loop, and position (altitude) 
loop, respectively. In order to show the loop 
characteristics clearly, the buoyance is controlled 
following to (b) case in the preceding section. Because 
of the recovery moment by the buoyance, the step 
acceleration command produces a steady rate of climb, 
and other two loops show good performances. Figures 
9-11 show step responses for the yaw acceleration 
loop, velocity loop, and position loop, respectively. All 
of these responses show good performances. Figures 
12-17 show simulation examples for the position 
keeping mode. The airship is cruising with the velocity 
of 5m/s around the origin of the graph with the radius 
of 200m. In Fig. 12, the guidance is conducted only by 

^-^rB^r-S F; 
ffto 

Fig.2 Normal velocity and altitude loops 

MlM^r 

Fig. 3 Pitch control loop 

VyC dye 

+ 1 + 

ra-KHZft-74r&^. 

Fig.4 Yaw control loop 

Uc 

y-+tk 
<B> 

Fig. 5 Velocity control loop 
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the acceleration command without any feedback, 
while in Fig. 13, the guidance is conducted by the 
acceleration command with the position and velocity 
feedback loop. Figures 14 and 15 show the cases 
corresponding to Figs 12 and 13, where there is a wind 
of 2m/s which is blowing to positive x direction. These 
results show good performance of the designed control 
loops. Figures 16 and 17 show the velocity and the 
altitude histories corresponding to the case of Fig. 15. 

7.CONCLUSIONS 
The summary of the study is as follows. 

1. Because of the buoyance recovery moment, the 

longitudinal control system by the elevator is 
employed only at the high velocity of more than 
10m/s. Therefore, the altitude should be controlled 
with the combination of buoyancy control system. 

2. The lateral control can be successfully implemented 
by the rudder throughout the velocity range of lm/s 
- 30m/s. 

3. The step responses for acceleration, velocity, and 
position commands showed good performances for 
both pitch and yaw control loops. 

4. Position keeping simulations are conducted, which 
show good performances. 

100 
time [s] 

Fig.6 Pitch acceleration loop Fig. 7 Pitch velocity loop 

E 

o.i 

o 

■0.1 
100 

time [s] 

Fig. 8 Pitch position (altitude) loop Fig. 9 Yaw acceleration loop 

Fig. 10 Yaw velocity loop Fig. 11 Yaw position loop 
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Fig. 12 Position keeping without feedback Fig. 13 Position keeping with feedback 

> xi X[m] 

Fig. 14 Position keeping without feedback 
(with a wind) 

Fig. 15 Position keeping with feedback 
(with a wind) 
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Fig. 16 Velocity history in Fig. 15 Fig. 17 Altitude history in Fig. 15 
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ABSTRACT 
The laser tracking system"'2' (LT) is a ground equipment for 

the flight path measurement of aircraft. The positioning 

accuracy of the LT was evaluated by a high-precise GPS 

navigation system31 in flight experiments. The standard 

deviation and bias of the measured value by LT are 

approximately 0.6 to 5 meters and 0.7 to 4 meters, respectively. 

However, they depend on the slant range and meteorological 

condition. The availability of the LT is inferior to GPS 

navigation system because the tracking is sometimes impossible 

by the obstruction. 

1. INTRODUCTION 
In National Aerospace Laboratory of Japan, a laser tracking 

system (LT) as a ground tracking system for the flight path 

measurement of aircraft was developed in 1995. The LT is an 

equipment to measure Slant Range (SR), Azimuth (AZ) and 

Elevation (EL) to a target using laser while performing 

automatic tracking, and it is perfectly separate with onboard 

navigation and measurement system as a ground equipment. It 

had already been utilized in flight experiments such as the 

ALFLEX4' and the standard flight path for evaluating 

positioning accuracy of the other system was derived. However, 

it was not possible to carry out the sufficient inspection as far as 

the positioning accuracy except for measuring stationary points 

in spite of fixing the positioning accuracy in the specification in 

those days. Recently, positioning accuracy of the LT was 

evaluated by the flight experiment since high-precise navigation 

and measurement system using the GPS had been developed. 

The evaluation of the positioning accuracy was carried out 

using three kinds of flight patterns in 2000. The each 

measurement error has been confirmed experimentally. The 

evaluated results are described. 

2. LASER TRACKING SYSTEM 
The appearance of the LT is shown in Fig. 1. It suitable for 

tracking a small flying object or the case in which the 

independence from the onboard equipment is required, because 

any power supply is not required in the target. The installation 

only a small retro-reflector on the target is required. The basic 

specifications of the LT are shown in Table 1. 

Fig. 1 Laser Tracking System (LT) 

Table 1 Specifications of the LT 

Measuring Range 300 m ~ 40 km 

Accuracy 

AZ,EL 20s(l CT)=0.1 mrad 

SR 0.3 m (Iff) 

Time 1/xs 

Data Sampling 60 Hz 

Laser 

Type Nd-YAG 

Wave length 0.532 n m 

Power 20 mJ/pulse 

* Senior Researcher, Flight Systems Research Center 

** Researcher, Flight Systems Research Center 

^SUTIVV^^O^ ©B^ms^ffi^ 
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The measurement principle of the LT is explained as shown 

in Fig.2. A retro-reflector has been installed on the nose 

underside of the experimental aircraft. The SR can be obtained 

at the time when the laser beam shuttles between on the target 

and the LT. The AZ and EL angle are measured by the image 

processing of the received laser light, and simultaneously, the 

automatic tracking is executed. 

^ 5 

I. 
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-- GPS data 
LT data 

-40 -30 -20 -10 
X[km] 

10 

Fig.4FlightCasel(SR) 

Fig. 2 Positioning Principle 

The LT is installed on the position beforehand surveyed, 

before it is used. The star calibration is conducted after the 

installation and the calibration of angle measurement is carried 

out. Next, the range offset is measured using the fixed targets. 

After the tracking work, compensation of laser delay by 

atmosphere is carried out on the basis of the meteorological 

observation, and the more accurate positioning data is obtained. 

The change of the level is monitored by two levels every 

tracking work. 

3. FLIGHT TESTING 
The flight testing for evaluation of the LT was carried out at 

the Taiki Multipurpose Aviation Park in Hokkaido. The 

arrangement of the experiment facilities and definition of the 

coordinates are shown in Fig. 3. The LT was stationed in the 

side of the runway and three fixed targets for the collimation 

were installed. The woods have blindfolded some directions 

from the LT. 

1100 

Flight controll center j L JUT Tue kins S\ viom mf''0§rkU 
-T- *    '    ' 

.'i£*.-i*i»VW.vi^.l 

1000 ' 

X  900 

800 
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GPS data 
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Fig. 3 Arrangement 
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Fig.5 Flight Case 2 (AZ) 
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The data by the GPS navigation system with an INS can be 

utilized as a standard of the positioning and that it measures the 

position at the accuracy of several centimeters. Following three 

experimental flight cases were conducted for the evaluation of 

the LT. The H in the figures is altitude of the target and LT is 

the installation position of the LT. 

1) Flight case 1: Straight approach (see Fig. 4) 

The influence of the SR was examined by the change of the 

SR. 
2) Flight case 2: Orbital flight (see Fig. 5) 

The influence of the AZ was examined by the change of the 

AZ. 

3) Flight case 3: Cylindrical flight (see Fig. 6) 

The influence of the EL was examined by the change of the 

EL. 

6000 

„ 4000 
6 
X 

2000 
•GPS data 
LTdata 

-15 -10 -5 
X[km] 

Fig.6 Flight Case 3 (EL) 

The parts of the only broken line are the region which the 

target could not be tracked by the LT. The positioning data of 

LT and GPS agrees with each other in the other parts. As shown 

in Fig. 4, the measuring range satisfies the specification. As 

shown in Fig. 5, the tracking is not possible for the region 

obstructed in the woods. As shown in Fig. 6, the SR decreases, 

as the EL increases in case of this flight pattern. 

4. POSITIONING ACCURACY 
The influence of the SR on positioning accuracy is shown in 

Fig. 7. The dispersion of the measured value increases, as the 

SR increases, because the influence of the atmosphere as a long 

distance is easy to be suffered. There is the abnormality in the 

characteristic of the AZ error since it changes periodically. The 

deviation of the SR increases, as the SR increases. Temperature, 

humidity and atmospheric pressure at a great distance are 

different from those in the vicinity of the LT, and the laser 

velocity changes in proportion to the meteorological condition. 

Thus, it is considered that the deviation increases. 

S  10° 

I    o 
td 

-100 

S loo 

52 
-too 

'rT 4 

l-l 7 
ti 
if 0 

& 
t/3 -2 10      15 20      25      30 

SR [km] 
35 40      45 

Fig. 7 Positioning Accuracy (SR) 

The influence of the AZ on positioning accuracy is shown in 

Fig. 8. If the base of the LT tilts, the error of the EL is sure to 

become a sine curve. However, clarified sine curve is not 

observed in this figure. There is a stepped change in the 

characteristic of the EL error in spite of a sine curve. It is 

considered that the characteristic of the AZ encoder is abnormal 

since the AZ error fluctuates periodically concerning the AZ. 

The abnormality of the AZ error in case 1 seems to be same 

problem by the slight change of the AZ. 

The influence of the EL on positioning accuracy is shown in 

Fig. 9. The dispersion of the measured value increases by the 

atmosphere of the low altitude, as the EL decreases. It is not so 

extreme change. The deviation of the SR decreases, as the EL 

increases. It is considered that the influence of the SR increases, 

as the EL decreases in case of this flight pattern. There is the 

abnormality in the characteristic of the EL encoder since the EL 

error fluctuates periodically concerning 
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the EL. The abnormality of the EL error in case 2 seems to be 

same problem by the slight change of the EL. 

150       200 
AZ [deg] 

Fig. 8 Positioning Accuracy (AZ) 

10 20 30 40 

EL [deg] 
50 60 

Fig.9 Positioning Accuracy (EL) 

The standard deviation (SD) and bias of measured error by 

the LT in each case are shown in Table. 2. It appears that the 

practice accuracy in the flight experiment is inferior to the 

specifications. It is already established that calibration accuracy 

of the star calibration of the LT is approximately 12 arc seconds. 

The calibration error becomes a cause of the angle measurement 

bias. 

Table 2 Positioning Accuracy 

Case SR[m] AZ[s] EL[s] 

SD bias SD bias SD bias 

KSR) 0.66 0.82 16.0 21.4 14.2 -14.5 

2(AZ) 0.33 0.91 16.6 13.7 16.6 -11.2 

3 (EL) 0.71 0.46 23.7 10.9 22.1 -1.7 

Average 0.57 0.73 18.8 15.3 17.6 -9.1 

According to the above, it is possible to show positioning 

accuracy of the LT by angle measurement accuracy and ranging 

accuracy. However, the positioning accuracy is defined in 

following equations since the distance accuracy is important in 

actual use. The results are shown in Table 3. Judging from the 

results of the experiment, the standard deviation of the 

measured value is approximately 0.6 to 5 meters and the bias of 

the measured value is approximately 0.7 to 4 meters. However, 

they depend on the SR and meteorological condition. 

AccracySD = {SRSD
2 + (AZSD X SR)2 + (ELSD X SR)2 }"2. 

Accuracybias = {SRbias
2 + (AZ^X SR)2 + (EL^X SR)2}"2. 

Table 3 Positioning Accuracy 

SR (km) 1 3 10 40 

Accuracy 

(m) 

SD 0.58 0.68 1.37 5.02 

bias 0.74 0.77 1.13 3.53 

5. CONCLUSIONS 
The     following     conclusions     have     been     confirmed 

experimentally. 

1) The standard deviation and bias of the measured value by LT 

are approximately 0.6 to 5 meters and 0.7 to 4 meters, 

respectively. However, they depend on the SR, meteorological 

condition and calibration accuracy. 

2) The angle measurement accuracy and ranging accuracy of the 

LT are inferior to the specifications. However, they depend on 

SR, meteorological condition and calibration accuracy. 

3) The availability of the LT is inferior to GPS navigation 

system because sometimes tracking of the target is impossible 

according to the position. 

4) The deviation of the positioning error increases, as the SR 

increases. It depends on meteorological condition. 

5) There is no extreme degradation of accuracy even in the low 

EL angle. 

6) There is the abnormality in the characteristic of the angle 

measurement encoders. 
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ISL1 Development of KTX-1 and its Spin Characteristics 

Taehwan Cho 

Professor, Gyeongsang National University, Jinju, Korea 

Abstract 

Development of KTX-1 is reviewed and introduced. 

Technical approach to solve spin problem of KTX-1 is 

presented. It was shown that UMRC method, vertical wind 

tunnel test and model airplane simulation can give quite 

reliable spin prediction. Real flight test shows good spin 

characteristics predicted by analysis 

1. Introduction 

With a few exceptions, developing countries which tried to 

build up their own aerospace industries seem to have a model 

of a developing stages(Ref. 1). They usually started with a 

depot maintenance of their airplanes which is imported from 

other countries. License production usually followed with 

additional cost. And as their industrial skills level up, they 

started part production and localization. Participating 

international co-development program or independent 

development program can be the next step. Korea followed 

these procedure(Fig. 1). After Korean War, starting with a depot 

maintenance of L-19 reconnaissance airplane in 1955, Korean 

aerospace industry continued only on maintenance of military 

aircraft such as C-46, C-54 transport airplanes until the early 

part of 1970s. But due to the intense national defense 

environment, it was necessary to increase the number of the 

military aircraft and to establish national aerospace industry 

utilizing this demand, Korea started license production of small 

helicopter, MD-500, with Hughs in the middle of 1970s, and 

start license production of tighter, F-5, with Northrop in early 

1980s. In 1980s, with the assembly and license production of 

helicopter and fighter, jet engines for that airplanes were 

assembled and license produced and by contract some airframe 

parts were fabricated and exported. 

The efforts of design and developing Korean ingenious 

airplane was attempted several times during this period. But 

was not successful enough for full production. The first true 

Korean ingenious airplane development was attempted by ADD 

and Air Force and Daewoo Heavy Industry and that is KTX-1 

program, the basic trainer aircraft developmental program for 

Korean Air Force. Later, the KTX-2 program, an advanced jet 

trainer developmental program was created in collaboration 

with Lockheed Aircraft company of the U.S.A. and became a 

key developmental program for Korean Aerospace Industry. 

Korean Aerospace Industry had a big organizational 

restructuring during this period. Initially there were four 

aerospace companies competing each other, which is Korean 

Air, Samsung Aerospace Incorporation, Daewoo Heavy 

Industry and Hyundai Aerospace Incorporation. Out of these 

four, three companies excluding Korean Air formed a new one 

big aerospace company which is Korean Aerospace 

Incorporation. 

Part Production, 
Localization 

F-5, MD-500 License 
 Production  

Depot maintenance of 
Military Aircraft 

KTX-1, KTX-2 

60 70 80 90 00 Year 

Fig. 1 Korean Aerospace Industry Status 

2. Development Schedule of KTX-1 

In 1988, The KTX-1 program was granted from the 

Ministry of National Defense. 4 years was required to build two 

airplanes designated as KTX-1 No. 1 and No. 2. And they made 

a successful first flight in Dec. 1991. The airplane was 

equipped with turboprop engine, 550 hp, manufactured by Pratt 

& Whittney Canada. Although the development and the flight 

'01    Wi3mffi'n1&->>XVOA   ©B^fK^rS^ 
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looked quite successful at that time, there was a big arguments 

about the engine power and the flight speed. There was an 

opinion in the MND which is responsible for funding this 

program that this airplane should be equipped with stronger 

engine, say 900 to 1000 hp, that it can be used to train student 

pilots for next 20 to 30 years. The decision was made after 

many lengthy discussions and a new development program was 

issued according to that requirements. This program has 6 years 

span from 1993 to 1998 consists of 4 years for Advanced 

Development(for Demonstration and Validation) and 2 years 

for Full Scale Development(Fig. 2). 

'93 '94   | '95    | '96 '97    | '98 '99   | '00 '01    | '02   | 
A.D. F.S.D Production 

Forward Air Controller 
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Fig. 2    Overview of KTX-1 Development Schedule 

The    Air    Force    issued    new    updated    R.O.C.(Required 

Operational Capability). The quantitative R.O.C.s are shown in 

(Fig. 3) along with the final flight test results. 

Performance Requirements Test Results 
Max. Level Speed (kts) 250 or over 256 

Stall Speed 
(kts) 

72 or less 70 

Climb                   Rate 
(fpm) 

3,000 or over 3,400 

Service Ceiling      (ft) 30,000 or over 38,000 
TO/LD Distance    (ft) 1,500/1,500 or less 1,150/ 1,170 
Endurance 
(hr) 

2.5 or over 3.0 

Fig. 3 Required Operational Capabilities 

The design team were able to find a suitable engine which has 

950 hp, manufactured by same company, and started to 

redesign the airplane based on the No. 1 airplane design and 

flight test data. The nose section was enlarged to adopt the 

large engine and to counter the lateral and directional 

destabilizing effects due to the stronger propeller downstream 

and the elongated front fuselage, aileron was enlarged and the 

rear fuselage shape was changed after painful analysis and 

discussions. The KTX-1 No. 3 airplane, which is the first 

airplane equipped with 950 hp engine, made a first flight on 

Aug. 10th 1995. The result was not a successful one. The test 

pilots onboard were not satisfied with the flying qualities of the 

airplane at all. It was pointed out that the lateral-directional 

stability was not satisfactory so that this airplane was not 

suitable for training inexperienced student pilots. The analysis 

from the scratch revealed that the aircraft needed to be 

redesigned several places. For stability, wing dihedral angle 

and forward fuselage should be changed. For better spin 

characteristics and flying performances the wing and the 

horizontal tail should be changed. It was decided to change 

airplane No. 3 only on wing dihedral angle and horizontal tail 

to show an intermediate output in a short time and designate it 

to be airplane No. 3A and let airplane No. 4 to be changed 

completely as intended and designated No. 4A(Ref. 2). That 

decision was a success. The first flight of the airplane No. 3A 

was made in November 1995 and it shows a good flying 

qualities as predicted. Airplane No. 4A was prepared as 

scheduled and made a successful first flight in May 1996. With 

this result the Advanced development phase could be 

terminated successfully and the Full Scale Development began 

from 1997. During these 2 years one more airplane, airplane 

No. 5 was assembled and made a successful first flight in 

March 1998. No. 5 airplane had the same configuration with 

No. 4A airplane except the enlarged rear fuselage cross section 

to make it structurally stronger(Fig. 4). After finishing all the 

requirements, the KTX-1 is renamed as KT-1, a true basic 

trainer for Korean Air Force and now is in production. 

A/CNo. F.F Major Configuration Change 

#01/#02 "91.12.12 Basic Configuration                  ?&£ 
(550 hp Engine)                        "*r^* 

#03 '95.8.11 950 hp Engine                          -<^*v. 

#03A '95.11.22 Increase Wing Dihedral Angle   -fc*1^. 

#04A '96. 5. 9 
Increase Wing Area 
Reduce Forward Fuse. Length   ^<tC 
Move H/T backward 

#05 '98.3.16 Increase Rear Fuselage               "V^ 
Cross Section Area                   >4r^^ 
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Fig.4 Configuration Changes of KTX-1 during Development 

3. Dimensions and Performances 

Fig. 5     Dimensions of KTX-1 Aircraft 

Max. Cruise Speed 255 kts 
Engine Power 950 hp 
Max. Altitude 36,400 ft 
Empty Weight 4,210 lbs 

Max. Take-off Weight 5,600 lbs 
G Limit +7.0 - -3.5 

Take-off/Landing Distance 840 ft/1,340 ft 
Design Spec. MILSpec. 

Operation Temperature -25°C ~ +45°C 

Fig. 6    Performance of KTX-1 

Fig. 5 and Fig. 6    shows dimensions and performances of 

KTX-1 (Ref.   3).    KTX-1    airframe   is   designed   as   semi 

monocoque structure. Fuselage is consisted of 3 parts, forward 

fuselage,   center  fuselage,   rear   fuselage,   forward   fuselage 

contains engine, nose landing gear, fire wall, and battery, center 

fuselage contains cockpit, electronic equipment and wing 

attachment. Rear fuselage includes horizontal/vertical stabilizer, 

elevator and rudder. Engine of the KTX-1 is PT6A-62 

turboprop engine, 950 hp, made by Pratt & Whittney Canada. 

Engine is attached to fuselage using EMS(Engine Mounting 

System). Landing Gear System is consisted of main landing 

gear, nose landing gear, steering system, wheel, tire and rear 

door. Landing gear is operated by a hydraulic system, and 

steering angle is ± 22°. Control system is consisted of a main 

mechanical control system which controls aileron, rudder and 

elevator and auxiliary control system which controls trim tabs 

of aileron, rudder and elevator. Fuel system consists of fuel 

tank, fuel transport system, fuel indicating system. Equipped 

with acrobatic tank, KTX-1 can maintain 30 sec. inverted flight. 

Electric system consists of a power supply system and power 

distribution system. Main power system supplies 9kw, 300A 

electricity and supplies to each system through generator 

control unit. Ejection system consists of a front ejection seat 

(MK MR 16C F-3) and rear ejection seat (MK KL 16CF-4). 

4. Technical approach for KTX-1 Spin problem 

Stall of an airfoil at high angle of attack is a well known 

aerodynamic phenomena. Flow around an airfoil usually 

remains attached when it is in low angle of attack. As angle of 

attack is increased to get more lift, the flow in the trailing 

portion of upper surface of the airfoil starts to separate and 

gradually progress forward with angle of attack due to pressure 

distribution(Ref. 4). As the angle of attack is increased further, 

say 13 to 16 degrees, then the gradual progressing of the 

separated area suddenly jumps to whole upper surface 

separation(Fig. 7). This angle of attack is called a stall angle of 

attack and is characterized by a sharp drop of lift and drastic 

increase of drag. Moreover downstream of the separation point 

usually consists of a turbulent wake like flow which is very 

similar to the downstream flow of a bluff body. One can not 

maintain normal flight with this situation very long with a 
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conventional airplane, because at this situation the aerodynamic 

force produced by control surfaces does not respond as 

designed that a pilot can not control his airplane to his intention. 

eventually be developed into a full spinning motion along a 

vertical direction(Ref. 5). 

a = 0° a = 8° 
a = 16° 

Fig. 7    Flow Pattern at Different Angle of Attack 

So many airplanes are equipped with a stall warning device 

which tells pilots that his airplane is approaching stall angle of 

attack well before the airplane gets into a dangerous flight 

envelop. 

a = 13° a = 14° 
Fig. 8 Asymmetric Flow Separation 

The flow separation phenomena on the wing surface is very 

sensitive that any small external disturbances can cause a large 

differences in the shape of separated flow. In fact at a high 

angle of attack very close to stall, a small differences like 

propeller wakes or asymmetry of aircraft configuration, or a 

gust can cause a considerable flow difference between right and 

left wing surfaces of the airplane(Fig. 8). That means, for 

example, the right wing still can have considerable attached 

flow on the wing surface while left wing can completely be 

stalled. If that happens the lift of the left wing drops sharply 

and drag increases drastically while right wing still maintain 

high lift and low drag. The aircraft will respond accordingly. As 

the left wing lift decreases it will move downward and as drag 

increases it will be pulled back. This results in a coupled 

motion  of rolling  and  yawing of an  airplane  which  will 

(Developed Spin) 

(Recovery Spin)  _,,, 

Fig. 9 Spin Motion Sequence 

The stages of spin is usually divided into three stages which is 

incipient spin, developed spin and recovery spin(Fig.9)(Ref. 6). 

Incipient spin stage is initial stage of spinning motion, which 

usually takes 4-6 seconds and about 2 rotations. Developed 

spin stage is a stage when a stable spinning motion is 

maintained and there exists a equilibrium force relations 

between aerodynamic moment and moment due to inertia! 

forces. In this stage, the airplane maintains relatively constant 

angle of attack and revolutionary motion. Recovery stage is a 

stage when a spinning motion is interrupted by breaking 

equilibrated force relation between aerodynamic moment and 

moment of inertia through aerodynamic control input or other 

methods. The Korean Air Force wanted the KTX-1 to have 

smooth spin characteristics and simple control input to get in 

and out of spinning motion. For the training of student the spin 

characteristics is closely related to the mass distribution, 

control surface location and wing aerodynamics. The original 

KTX-1 wing adopted modified NACA 632-215 airfoil for 

higher maximum lift coefficient which has 1.77 at angle of 

attack 17° compared to the original NACA 632-215 airfoil 

maximum lift coefficient 1.48 at angle of attack 14°(Ref. 7). 
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The inilial Spin Test result showed good entry and recovery 
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ensure unshielded area of the rudder and to increase tail volume. 

It was predicted that new configuration had better recovery 

characteristics than the KTX-1 NO.I airplane. 

Method Analysis and Result 

URMOUnbalanced 
Rolling Moment Power 

Factor Method) 

- Predict Good Recovery Characteristics 
- Good Agreement with Flight Test Remit 

showing Good Recovery with Control 
Free Condition 

ADD 

Vertical wind 
Tunnel test 

- Static Test, Rotary Balance Test, Forced 
Oscillation Test, etc 

• UuikJ Aerodynamic Data Base for 
Predicting Aircraft Flving Performances 

TsAGI 
Russia 

Spin Mode 
Analysis 

- Predict Spin Mode including Angle of 
Attack and Rotation rale, utilizing 
Vertical Wind Tunnel Test Data 
- Good Agreement with Flight Test Data 

ADD 
TsAGI 

Scaled Model 
airplane 

Flight test 

- Model Flight Test to Confirm Safety and 
Recovery Characteristics prior to Real 
Flight Test 

- Analysis of Control Surface Effectiveness 
for Starling and Recovering from Spin 

ADD 
INHA 

University 

Fig. Technical Approach for KTX-1 Spin Study 

Fig. 10 NACA632-215 Configuration & Characteristics 

from spin but the measurement and pilot comment revealed it 

had hesitant, vibrational spin mode. The main contribution of 

this rough spin mode is thought to be the main wing stall 

characteristics. During spin, if one wing stalls completely and 

the other wing does not, the airplane is supposed to have a 

smooth spinning motion. If the stalled wing's flow separation 

pattern changes lot during spin, the airplane is going to have a 

rough spinning motion. It was speculated that the modified 

airfoil which had higher stall angle of attack is more 

susceptible to have flow separation pattern changes than the 

original airfoil. So it was decided to change the airfoil to the 

original NACA 632-215 airfoil along with the wing size and the 

tail configuration. 

Prediction of spin recovery characteristics was not an easy 

task and there was no reliable simple method to use. Four 

different methods and steps were used to ensure good spin 

recovery characteristics for the KTX-1.(Fig. 1 l)(Ref. 8). The 

first one is semi-empirical prediction method which is called 

URMQunbalanced rolling moment coefficient)method. This 

method deals with three(wing, body, rudder)rolling moment 

and determine whether the sum of this three satisfies the spin 

recovery criteria(Fig. 12). According to the analysis the wing 

area was increased and horizontal tail moved backward to 
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Fig. 12     Unbalanced Rolling Moment Coefficient Method 

The second one is vertical wind tunnel test to get aerodynamic 

data for spin mode analysis(Fig. 13). Wind tunnel of TSAGI in 

Russia was used and static test., rotary balance test and forced 

oscillation test gave an ample aerodynamic date base. This data 

was an essential basis for predicting spin mode including angle 

of attack, rotation rate and etc. 

The third one is scaled model flight test. A team of Inha 

university was involved and made scaled model. Dynamic 

similarity and power similarity were carefully studied and 

made a considerable number of flight test. 

The final real airplane flight test shows spin characteristics of 

relaxed motion and with very little oscillations for both left and 
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right spin. Rotation stop instantly after applying recovery 

Test condition 
Test articles 

Test Condition Test No 

Static Test 
a   =  - 90    ~   + 90 

ß   =   - 20    -   + 20 

V   =   25   m/sec 

R  N   =   0.272       x 10  * 

58 

Rotary 
Balance Test 

O   =   -90    -   + 90 

ß   =   - 20    -   + 20 

V   =   25   m/sec 

R  K   =   0.272       x 10  s 

215 

Forced 
Oscillation Test 

Small Amp. Pitch/roll/yaw 
Large Amp. Pitch/yaw 

72 

Total 345 

Fig. 13 Vertical Wind Tunnel Test 

control action. And automatic recovery characteristics were 

shown when hands off from control for both left and right spin. 

All these motions were shown to have repeatability and agreed 

well with spin mode analysis. Loss of altitude during spin is 

5000ft for left spin, and 5500ft for right spin. Average loss of 

altitude per rotation is 500ft for both. For left spin roll rate, P = 

80±20 deg/sec, pitch rate, Q = 10±15 deg/sec, yaw rate, R = 90 

deg/sec(Fig. 14), and for right spin P = 115±10 deg/sec, Q = 

20±5 deg/sec, R = 90 deg/sec(Fig. 15). Right spin looked 

steeper and showed stronger rolling moment than the left spin. 

This difference is thought to be due to propeller downs stream, 

gyroscopic effect of engine and asymmetric configuration of 

the airplane(Fig. 16). 

In summary, through KTX-1 program an airplane which 

has very good spin characteristics is developed. Its operation is 

so easy that unexperienced student pilot can handle without 

much difficulty. At the same time an analysis method was 

confirmed to give good results with and vertical wind tunnel 

and model flight test was shown to be a very good method to 

accumulate data base for spin. 

5. Conclusion 

KTX-I was successfully developed and now is in 

production. Around 80 airplanes will be delivered to the 

Korean Air Force as a basic trainer KT-1. Follow on program is 

already issued as XKO-I. which is to modify KTX-1 into 

Forward Air Controller aircraft. This modification includes 

external store for armament and avionics systems. T-50 
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Fig. 14    Flight Test Data(l) 

Right Normal Spin (6 Revolution) 
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Fig. 15    Flight Test Data(2) 

•      Comparison of Normal Spin Results 
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Fig. 16     Flight Test Data(3) 

program, which was KTX-2, jet trainer is actively progressing 
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with the help of Lockheed Martin, U.S.A. 

Through KTX-1 development program, Korea was able to get 

various experiences about airplane for the first time in history. 

During this period they were able to build various testing 

facilities such as structural test facility, wind tunnel, ground test 

facility and flight test facility. Though Korean industry is new 

in aerospace field, they can get further experiences through 

follow on programs such as T-50. Korea is now trying to 

absorb advanced aerospace technologies from abroad but I 

hope someday she can contribute to the world in this field. 
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ABSTRACT 
Three-dimensional viscous flowfields around a helicopter 

rolor in hover are calculated by using an unstructured 
mesh methodology. The flow solver utilizes a cell-centered 
finite-volume scheme that is based on the Roe's flux- 
dilforonce splitting and an implicit Jaeobi/Causs-Seidel 
time integration. The effect of turbulence is estimated 
by the Spalarf-Allniaras one-equation model coupled with 
a wall function boundary condition. A solution-adaptive 
mesh refinement technique is adopted to capture the tip 
vortex. Calculations are performed for non-lifting and lift- 
ing rotor cases. Comparison of the inviscid and viscous 
results indicates that inclusion of viscosity significantly 
affects the surface pressure and the blade airloads for a 
lifting rotor at. transonic tip speed. Good agreement is ob- 
tained between the numerical result and the experiment 
for both the blade loading and the tip vortex behavior. 

1. INTRODUCTION 
Accurate numerical simulation of the flowfield of heli- 

copter rotors is one of the most complicated and challeng- 
ing problems in the field of aerodynamics. In order to 
predict the performance of helicopter rotors, the numerical 
method must have a capability of accurately capturing the 
flow not only on the blade but also in the vortical wake 
generated from the blade tip, which significantly affects 
the overall rotor performance, vibration, and noise. Even 
though many researches have been successfully performed 
for hoveling rotors using inviscid methods, the capability 
of handling viscosity is still a very desirable feature to have 
for the simulation of realistic flow mechanism such as tip 
vortex formation. It is particularly true to accurately sim- 
ulate viseous-inviscid interactions involving shock-induced 
separation at transonic tip Mach numbers with relatively- 
high collective pitch setting. 

Numerical methods contain inherent numerical dissipa- 
tion which depends on the local grid size and the order 
of spatial accuracy of the scheme. Accurate capturing of 
rotor wake requires several grid points inside the vortex 
core to prevent the tip vortex diffusion and to maintain its 
strength. An additional difficulty arises from the fact that 
the trajectory of the tip vortex is usually not known in 
advance. Within the structured grid topology, high-order 
spatially-accurate schemes, moving overset grids, and grid 
redistribution techniques have been adopted to remedy the 
difficulties.1"3 In contrast, unstructured mesh method- 
ology has a great flexibility of adding and deleting grid 
points at the local flow region of interest such as along 
the tip vortex trajectory. The grid density at far fields 
away from the blade can still be kept low to minimize the 
computer resource requirement.    The first unstructured 

"Associate Professor, Division of Aerospace Engineering 
1 Doctoral candidate, Division of Aerospace Engineering 

mesh methodology applied to rotor flow computations was 
carried out by Strawn and Barth4 using an explicit time 
integration and a finite-volume scheme. The unstructured 
mesh was obtained by dividing a regular structured grid 
into tetrahedra. The mesh was refined along the trace of 
the tip vortex which was experimentally pre-determined. 
The tip vortex structure was successfully captured up to 
270 degrees of vortex age using more than 1.4 million 
tetrahedra at the finest adaptation level. Duque et al.° 
used overset structured/unstructured grids with two sep- 
arate thin-layer Navier-Stokes and Euler flow solvers for 
each grid topology. Various adaptation indicators were 
implemented to properly distribute the grid points for the 
solution-adaptive mesh refinement. Dindar et al.6 used an 
FEM method on unstructured meshes to locate the vor- 
tex core trajectory by introducing a critical theory based 
on the eigenvalues of the velocity-gradient tensor for mesh 
refinement. Kang and Kwon' showed that the tip vor- 
tex trajectory and its strength can be accurately captured 
through multi-level wake adaptations. The effect of wake 
adaptation on the tip vortex behavior and the overall ro- 
tor performance were well demonstrated with a modest 
number of cells on unstructured parallel flow solver. 

Even though these unstructured mesh calculations were 
very successful in accurately predicting the aerodynamic 
performance and the tip vortex trajectory, calculations 
were mostly confined within inviscid flows so that viscous 
phenomena such as flow separation and shock-boundary 
layer interaction were not properly accounted for. In the 
present study, an attempt is made to numerically predict 
the performance of a hovering rotor using an unstructured 
mesh Navier-Stokes flow solver. The tip vortex trajec- 
tory is traced through a series of spatial mesh adaptation 
starting from a very coarse initial mesh. Formation of 
the concentrated tip vortex and the shock-induced flow 
separation on the blade surface are investigated. For 
the present purpose, a three-dimensional viscous unstruc- 
tured mesh parallel flow solver is developed based on a 
cell-centered finite-volume scheme with the Roe's flux- 
difference splitting. The Spalart-Allmaras one-equation 
turbulence model is used to simulate the effect of turbu- 
lence coupled with a wall function boundary condition. An 
implicit Jacobi/Gauss-Seidel method is used for the time 
integration. Calculations are validated by comparing the 
results with Caradonna and Tung's experimental data.8 

2. NUMERICAL METHOD 
2.1 Governing Equations 

The equations governing three-dimensional, viscous, 
unsteady, compressible flows are the Reynolds-averaged 
Navier-Stokes equations, which can be recast by using ab- 
solute flow variables on a rotational frame of reference in 
an integral form for a bounded domain V with a boundary 
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S(Q) dV 
dV 

(1) 

where Q = [p, pu, pv, piu,e0} is the solution vector of con- 
servative variables for the mass, momentum and energy 
equations. The inviscid flux F(Q) is computed by us- 
ing the Roc's flux-difference splitting scheme.9 To achieve 
higher-order spatial accuracy, estimation of the state at 
each cell face is calculated by interpolating the solution 
with a Taylor series expansion in the neighborhood of 
each cell centroid. The first derivatives of the viscous flux, 
G(Q), arc evaluated by a linear reconstruction method,10 

which was originally suggested by Mitchell.11 The source 
term, S(Q) = [0,Qpv,—Qpu,0,0], is to account for the 
centrifugal acceleration of the rotating blade about the z- 
axis. The linear system of equations is advanced in time by 
using the implicit Jacobi/Gauss-Seidel method. Details of 
the flux calculation and the time integration can be found 
in Ref. 7. 

The Spalart-Allmaras one-equation turbulence model12 

is used to estimate the eddy viscosity. In the present 
implementation, the turbulence model equation is solved 
separately from the mean flow equations by using the same 
time integration scheme, which results in a loosely coupled 
system. 

2.2 Boundary Condition 
In Older to predict turbulent boundary layer flows cor- 

rectly through the laminar, semi-laminar and fully tur- 
bulent regions, many grid points are required inside the 
viscous sublayer with the near wall value of y+ ~ 1. To 
reduce the memory requirement and the computational 
cost, a semi-empirical wall function boundary condition is 
imposed on the surface of the blade for the present tur- 
bulent flow calculations. This also accelerates the overall 
convergence of the solution by removing highly-stretched 
small cells. 

At the far-field boundary, the flux is computed using 
flow quantities from the adjacent cells and the freestream 
value determined as suggested by Srinivasan et al.13 In 
this method, 1-D momentum theory is used to approxi- 
mate the inflow/outflow boundary conditions by introduc- 
ing a 3-D point sink concept to satisfy the conservation 
of mass. This boundary condition is a function of rotor 
thrust, which is updated at every iteration as the calcula- 
tion proceeds. 

Due to the periodic nature of the flow for hovering ro- 
tors, calculations are performed for a single blade of the 
rotor and the periodic boundary condition is applied be- 
tween the blades. Grid periodicity is enforced in the grid 
generation process, and the cells adjacent to this bound- 
ary are treated as interior cells so that interpolation of the 
flow is not required. 

At the far-field boundary, the value of working variable, 
ü, for the Spalart-Allmaras turbulence equation is extrap- 
olated from the interior for outflow and is specified to be 
a freestream value for inflow. The freestream value of tur- 
bulence is taken to be 10% of the laminar viscosity for the 
present study. 

The initial condition may be set equal to the freestream 
state everywhere. 

2.3 Parallel Implementation 
The numerical method previously described is paral- 

lelized by partitioning the computational domain into sev- 
eral subdomains.    Communication of the data between 

each processors is achieved by using the MPI(Message 
Passing Interface) library. For the present cell-centered 
scheme, the data communication involves flow variables at 
the nodes, at the face centroids, and at the adjacent cell 
centroids of the subdomain boundary. The partitioning is 
performed using the MeTiS library by considering the 
number of cells assigned to each processor to achieve load 
balancing. 

2.4 Solution-Adaptive Mesh Refinement 

Solution-adaptive mesh refinement is applied to better 
resolve the shock wave on the blade and the tip vortex 
in the wake. On a coarse initial mesh, tip vortex shows 
very rapid numerical diffusion and the definite structure 
of the vortex core can be identified only in the near wake 
region from the tip of the blade. In order to capture the 
tip vortex extensively in the far wake and to preserve its 
strength, local mesh refinement is performed through sev- 
eral adaptation levels along the tip vortex core location. 

At first, local maximum of vorticity15 is searched to 
determine the vortex core location at every 5 degrees of 
vortex age starting from the trailing-edge of the blade 
tip on two-dimensional cutting planes. The search con- 
tinues until identification of the vortex core fails due to 
the numerical diffusion for given mesh resolution. Next, 
the discrete vortex core locations are connected to form a 
smooth curve using a 3-D parabolic blending. Then, cells 
on and near the captured tip vortex core trajectory located 
within six times of the local cell characteristic length are 
targeted for subdivision. A 1:8 division is made for the 
targeted cells by inserting new grid points at the centroid 
of six line elements of each tetrahedron. Buffer cells are 
required between the targeted cells and the surrounding 
cells to confirm a valid cell connectivity. These buffer cells 
are divided as either 1:4 or 1:2. On the solid surface, the 
coordinates of inserted grid points are determined by using 
a general 3-D surface curve fitting based on the Hermite 
polynomial interpolation to guarantee the smoothness. 

The refined mesh is re-partitioned for load balancing 
and the calculation is resumed. This procedure is repeated 
until a satisfactory result is obtained for the blade loading 
and the tip vortex. 

3. RESULTS AND DISCUSSION 
Calculations are made for the experimental hovering ro- 

tor of Caradonna and Tung.8 The experimental model has 
a two-bladed, untwisted, rigid rotor. The blades are made 
of a NACA 0012 airfoil section with a rectangular planform 
of an aspect ratio equal to 6. Two hovering flight condi- 
tions are chosen from the experimental data in the present 
calculations: 1) non-lifting rotor case with tip Mach num- 
ber Mtip = 0.52, collective pitch angle 6C = 0°, and the 
Reynolds number based on the blade tip speed and the 
chord length Re = 2.22 x 106; 2) lifting rotor case with 
Mtip = 0.877, ec = 8°, and Re = 3.93 x 106. 

Unstructured tetrahedral meshes used for the present 
calculations are generated by using an advancing-layers 
technique16 for the viscous-dominant flow region around 
the blade surface and in the near wake and by an 
advancing-front technique17 for the rest of the computa- 
tional domain. The far-field boundary is located at two 
radii downstream of the rotor, one and half radii upstream 
of the rotor, and two radii away from the center of rotation 
in the radial direction. Figure 1 shows the blade sur- 
face triangulation and subdomain boundaries partitioned 
by using the MeTiS library for parallel computing for the 
non-lifting rotor case. 

The viscous mesh is generated not only on the blade 
surface but also in the near wake vortex sheet region to 
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Fig. 1     Blade surface triangulation and parallel parti- 
tioning. 

Fig. 2 Sectional view of the computational mesh at 
96% span for the lifting rotor. 

properly take into account the wake shear layer effect. This 
viscous wake mesh is extended up to two and half chord 
lengths and 30 degrees of vortex age from the blade quar- 
ter chord line following the prescribed wake geometry.18 

The grid spacing and the stretching factor for the wake 
mesh are same to those for the blade surface. A typical 
sectional view of the mesh at y/R = 0.96 is presented in 
figure 2 showing a transition from the stretched viscous 
layers to the inviscid mesh around the blade and in the 
near wake. The normal distance of the first cell center 
from the blade surface is 0.0003c, which is approximately 
equivalent to y+ x 30. In the case of the non-lifting rotor, 
the three-dimensional mesh consists of 393,624 tetrahedra 
and 69,671 nodes, and the surface triangulation on the 
blade contains 12,124 triangles and 6,817 nodes. 

Figure 3 shows the surface pressure distributions at sev- 
eral radial locations of the blade for the non-lifting rotor 
case. Both inviscid and viscous results show good agree- 
ments with the experimental data except at the blade trail- 
ing edge where viscous flow simulation represents slightly 
lower pressure distribution. Due to the symmetry of the 
airfoil section, both upper and lower surfaces of the blade 
show the same pressure distribution producing zero net 
thrust. 

Figure 4 represents the pressure and the Mach number 
contours at 96% span of the blade showing inviscid and vis- 

Fig. 3 
on the 

Experiment 
Inviscid flow result 
Viscous flow result 

Comparison of pressure coefficient distributions 
blade for the non-lifting rotor. 

a) Inviscid, Pressure b) Inviscid, Mach number 

c) Viscous, Pressure d) Viscous, Mach number 

Fig. 4 Pressure and Mach number contours at 96% 
span for the non-lifting rotor. 

cous results of the non-lifting rotor case. As expected from 
figure 3, almost identical pressure contours are obtained 
between inviscid and viscous flows showing symmetric dis- 
tribution on the upper and the lower surfaces of the blade. 
However, the effect of viscosity is well represented on the 
Mach number contours showing high velocity gradients on 
the blade surface and in the near wake. 

In order to capture the tip vortex accurately, six levels of 
mesh adaptation are made in the wake region for the lift- 
ing rotor case. The cells located along the tip vortex core 
are divided until the characteristic length scale of each cell 
becomes less than 5% of the blade chord length, which is 
equivalent to the size of the finest wake grid used by Ah- 
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Fig. 5     Adapted cells in the wake of the blade. 

mad and Strawn3 for their viscous flow calculations. At 
each adaptation level, additional 20 degrees of vortex age 
are also adapted at the downstream of the last-detected tip 
vortex core location along the extension of the predicted 
tip vortex trajectory to enhance the vorticity transporta- 
tion mechanism. Figure 5 shows cells adapted in the wake 
of the blade at a typical adaptation level. The initial mesh 
consists of 558,881 tetrahedra and 98,411 nodes. After six 
levels of wake adaptation, the final mesh contains 820,610 
tetrahedra and 143,636 nodes. 

The predicted tip vortex geometry after wake adapta- 
tion is compared with the experimental data and previous 
inviscid predictions4,7 in figure 6 for the lifting rotor case. 
The tip vortex is captured up to 420 degrees of vortex age. 
Almost identical results are obtained between the present 
viscous simulation and the inviscid simulation based on the 
same numerical method7 showing that viscosity may not 
significantly affect the tip vortex transport mechanism. A 
similar trend is also found for the numerical result4 based 
on an unstructured inviscid simulation even though slight 
difference is observed depending on the grid resolution and 
the numerical method. All three predictions show fair 
agreement of the tip vortex descent with the experiment 
but much faster contraction. 

The predicted surface pressure coefficients are compared 
with the experiment and the previous inviscid simulation7 

in figure 7 for a transonic tip Mach number of 0.877 at 
the collective pitch angle of 8° after the wake adaptation 
is completed. The result shows good agreement with the 
experiment at all radial stations of the blade. The location 
and the strength of the shock wave are captured better in 
the present viscous simulation due to the shock-boundary 
layer interaction. The growth of the boundary layer tends 
to weaken the shock strength and moves its position to- 
ward the leading-edge of the blade. 

Figure 8 shows the sectional thrust distribution along 
the blade span. Comparison of the present viscous result 
with the experiment and the inviscid calculation is pre- 
sented. The predicted value is slightly higher than the 
experiment especially toward the tip of the blade, which 
is consistent with the results obtained by previous re- 
searchers.''''1 Tin1 viscous simulation predicts slightly less 
blade loading than the inviscid calculation at the outboard 
of the blade clue to the loss involved with the shock and 
the locally separated flow. 

Formation of the tip vortex is investigated by exam- 
ining the surface streamtraces and the vorticity field at 
the tip.   Figure 9(a) shows the surface streamtraces for 

Experiment 
Strawn[4] - inviscid flow 
Kang[7] - Inviscid flow 
Present calculation 

0.75 - 

180 270 360 

Vortex age (deg) 

a) Tip vortex contraction 

Experiment 
Slrawn[4] - inviscid flow 
Kang[7] - Inviscid flow 
Present calculation 

180 270 360 

Vortex age (deg) 

b) Tip vortex descent 

Fig. 6     Comparison of predicted tip vortex geometry 
at Mtip = 0.877, 6C = 8°, and Re = 3.93 x 106. 

Mtip = 0.877 and 6C = 8°. Detail of the flow around 
the square tip is well represented by the flow separation 
line along the top edge of the blade and the dividing 
streamlines in the middle of the tip near the leading-edge. 
The figure also shows the shock-induced boundary layer 
separation and a pair of counter-rotating vortical flows 
originating from the inside of the separated flow region. 
Sectional vorticity contours at several chordwise locations 
of the blade are shown in figure 9(b). Three distinct vor- 
tices, P, Vi, and V-2, are observed in this figure. The 
primary vortex, P, begins to develop before x/c = 0.35 
along the top edge of the blade. Two secondary vortices 
are formed due to the flow separation across the sharp 
corners and are located on the upper and lower parts of 
the tip separated by the dividing streamlines as shown in 
figure 9(a). The secondary vortex, V2, begins to develop 
from the leading-edge along the bottom edge of the tip 
due to the lower surface boundary-layer separation, which 
merges into the primary vortex forming a strong tip vortex 
at further downstream near the trailing edge, fn addition, 
a small counter-rotating vortex, Vi, located on the upper 
part of the tip quickly merges into the upper surface vor- 
tex. 
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Fig. 7    Comparison of pressure coefficient distributions 
on the blade at Mtip = 0.877, 0C = 8°, and Re = 3.93 x 106. 
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Fig. 8      Spanwise sectional thrust coefficient distribu- 
tions at Mao = 0.877, 0C = 8°, and Re = 3.93 x 106. 

Filially, the convergence history of rotor thrust for 
Mt;,, = 0.877 and 0C. — 8° is shown in figure 10. The 
result is shown for 20,000 iterations where 4th level wake 
grid adaptation is applied. The result of an inviscid cal- 
culation' is also compared in the figure. Even though the 
present calculation is performed for obtaining a steady- 
state solution, a repeated pattern of oscillatory thrust 
coefficient is observed after 13,000 iterations with the mag- 
nitude- variation of 2-3%. This unsteadiness is due to the 
time-varying flows involving the shock-induced flow sepa- 
ration and the tip vortex formation. The present viscous 
(low simulation predicts slightly lower thrust than the in- 
viscid flow prediction. 

Shock-induced 
separation 

Flow separation forming the tip vortex 

a) Streamtraces on the blade surface 

x/c=0.95 

x/c=0.65 

x/c=0.35 
x/c=0.05 

b) Streamwise vorticity contours 

Fig. 9 Surface streamtraces on the blade surface and 
vorticity contours at Mtip = 0.877, 6C = 8°, and Re = 

3.93 x 106. 

4. CONCLUSIONS 
A three-dimensional viscous flow solver is developed 

for predicting the flowfields of a hovering helicopter rotor 
using a solution-adaptive unstructured mesh refinement 
technique. Calculations are performed for two experi- 
mental rotor operating conditions. The viscous mesh is 
generated both on the blade surface and in the near wake 
region to properly take into account the viscous shear 
layer. Accurate prediction of the blade loading and the tip 
vortex trajectory is achieved through a series of wake mesh 
adaptation using less than 830,000 cells. Comparisons of 
the inviscid and viscous results indicate that inclusion of 
viscosity significantly affects the surface pressures and the 
blade airloads for transonic tip Mach number case showing 
shock-induced separation. The effect of viscosity is not as 
significant for the tip vortex trajectory. The process of tip 
vortex formation is qualitatively investigated around the 
blade tip showing a primary and secondary vortices merg- 
ing into a single tip vortex coupled with the vortex sheet 
roll-up. It is demonstrated that the present unstructured 
mesh methodology is a strong alternative to the previous 
structured grid methods for the prediction of viscous flow 
around hovering helicopter rotors at higher numerical effi- 
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Fig. 10     Convergence history of the rotor thrust coef- 
ficient at Mlip - 0.877, 0C = 8°, and Re = 3.93 x 106. 

ciency. 
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ABSTRACT 
This article explains about the concept of 

aerodynamic analysis of the High Speed Flight 
Demonstration Phase II (HSFD Phase II). It is still 
difficult to acquire the exact aerodynamic 
characteristics of a re-entry vehicle with a large base 
plate in ground testing, especially in transonic flight 

regimes, because there are difficulties both in CFD and 
wind tunnel testing to predict base flow of such a 
vehicle. HSFD Phase II is a flight experiment project, 
which is planned to examine such difficulties. The 
method hired in this project is highly unique: the 
experiment vehicle is to be lifted to high altitude by a 
stratospheric balloon, from which it will be released 
and accelerate in free fall. Because of the gravity force, 
it can reach the transonic speed and the measurement 
of the aerodynamic characteristics will be performed 
during the quasi-static pitching flight maintaining the 
Mach number. For comparison, CFD analysis and 
wind tunnel tests for the same flow conditions will be 
performed. The first flight is scheduled in August 
2002. 

1.   THE OUTLINE OF THE PROJECT 
High Speed Flight Demonstration (HSFD) program 

is planned as part of NAL/NASDA joint research for the 
HOPE-X unmanned re-entry vehicle project1' 2' . The 

program consists of two phases. Phase I is planned to 

verify landing system for the terminal phase of the 
return flight from orbit using a jet engine-powered 

HOPE-X sub-scale vehicle. And, the objective of 
Phase II is to acquire the aerodynamic characteristics 
and the base pressure. Additionally, as the 
experiment vehicles of both phases will fly 
autonomously, the program will also promote the 
development of automatic flight control technology. 

From the point of view of aerodynamics research, the 
HSFD Phase II program is planned as an "open-air 
wind tunnel testing". Both CFD and wind tunnel 
testing have defects inherently. For CFD analysis, the 
prediction of separated flow is difficult. Therefore the 
computation of the flow around a re-entry vehicle with 

large base plate such as the HOPE-X re-entry vehicle 
can have large uncertainties. On the other hand, in a 
wind tunnel test, the experiment model has to be 
supported by a sting or a strut. Because it will make 
interference with the flow around the wind tunnel 
model, the prediction of the net force exerted on the 

vehicle in the real flight condition is difficult. 
The method hired in the HSFD Phase II is highly 

unique and the force measurement of the vehicle 

without any interference stated above will be realized. 

It is planned that the scaled mock-up vehicle will be 

pulled up to high altitude by a stratospheric balloon, 

from which it will be released and accelerate in free fall 
(Fig. l). After the acceleration, it can reach to the 
transonic speed. The Mach number of the flying 
experiment vehicle will be maintained at aimed one 
within small deviations, and measurement will be done 
changing the attack angles of the vehicle 
quasi-statically. In this program, because the 
interests are confined only to the longitudinal 
characteristics, the yaw angles of the vehicle will be 
fixed to zero during the measurement. The 
experiment will be conducted at the Esrange test site 
near Kiruna in Sweden, which is operated by the 
Swedish Space Corporation (SSC). The flight Mach 
numbers are set to be M=0.8, 1.05 and 1.2 (Fig. 2). 

Because before and after passing the sonic speed the 
aerodynamic characteristics change remarkably, and 

the flow phenomena around the vehicle are non-linear 
in transonic speed, the flight Mach numbers are chosen 

as stated above. 
The experiment vehicle is a 25% scaled model of the 

11 HOPE configuration of the HOPE-X re-entry vehicle 
project although it has some deviations from the base 
shape, which are the ADS probe to acquire free stream 
conditions and antennas for communications (Fig. 3, 
Fig. 4). The influences of those deviations are 
confirmed to have negligible effect to aerodynamic 
characteristics by CFD analysis. In addition, the 
spread angle of split rudder speed breaks is set at 40 
degree and the body flap is set to 10 degrees up for 
trimming. 

The HSFD Phase II flight experiment will be 
conducted by NAL, NASDA and the Centre National 

'01     fg39[H]tKHT«v>tfvOA 

73 



d'Etudes Spatiales (CNES) of France in collaboration. 

2.   CFD ANALYSIS 
To compare with the results of the flight tests, the 

computation of the aerodynamic characteristics of the 

vehicle using multi-block grids made from 3D-CAD 
data will be performed. Although CFD is becoming a 

powerful tool for estimating aerodynamic 
characteristics, the computation of the base flow in 
CFD with reliable precision is still difficult. 

Examples of computations of the base flow of the 

11 HOPE configuration obtained so far are shown in Fig. 
6 and Fig. 7. Though there is no guarantee that the 

streamlines shown in these figures are fully reliable, 

the fact that the general flow patterns are similar to 

those for the real flow is highly suggestive. Both 
under and over the sonic speed condition, the base flow 

is dominated by one large vortex, which is larger than 
the size of the base plate. It means that the base flow 
may have a large effect to the pressure distribution on 
the base plate. And, a straight sting, which is inserted 

to the base plate to support the model in wind tunnel 
testing can destroy the flow structure behind the large 
base plate. 

To estimate the reliability of the computational 
results, a parametric study will be held in cooperation 
with CNES in France and the results will be compared 
with the results of the wind tunnel tests and the flight 
tests. 

3.   WIND TUNNEL TEST 
Wind tunnel tests are planned before and after the 

flight experiment. The tests will be held at the NAL 
2m X 2m transonic wind tunnel (NAL-TWTl) and 
ONERA S2MA which has a test section of 1.770m X 

1.750m. Because S2MA can maintain highly 
pressurized stagnation pressure, it has an ability to 
achieve the Reynolds number from 106, at least, to 107. 

Therefore, Reynolds number effect can be estimated 
with using it. 

The wind tunnel test model was fabricated as an 18% 
scaled model of the experiment vehicle of the HSFD 
Phase II, namely, 4.5% of 11HOPE. It was designed to 
be able to measure six components of forces and 

pressure distribution. There are pressure ports on the 
surface of the model as shown in Fig. 9. In Fig. 9, 
numbered ports are equipped on the model surface, and 
ports indicated by the small colored circles, are the 

ports equipped on the experiment vehicle. All 
pressure ports are drilled at the right half (inclusive of 
ones on the center line) of the model body, although, in 
Fig. 9, ports on the lower surface of the right wing are 
marked on the left wing just for the sake of convenience. 

Because one of the main objectives of this flight 
experiment is to acquire the pressure distribution on 
the base plate, there are many pressure ports on the 
base plate of both wind tunnel model and experiment 
vehicle. 

In the pre-flight test, the test employing conventional 

method will be performed to validate the aerodynamic 
model used in the design of the control system3' . The 

model was designed such that it can be supported with 

either a straight sting or a dorsal sting. 

The basic characteristics of the model will be 
acquired with the straight sting (Fig. 8(a)). After that, 

the test of the model supported with the dorsal sting 
will be performed to acquire the base pressure 
distribution (Fig. 8(b)). Additionally, the dorsal sting 
with dummy straight sting will be employed (Fig. 8(c)). 

It is considered that the measured force data of (c) 
subtracted from the sum of (a) and (b) will leave the 

aerodynamic force data without any support. 

After the flight experiments, the post-flight wind 

tunnel test will be held reflecting the real flight 

conditions acquired in the flight tests because the 

conditions of elevon angles or Mach numbers can be 
changed depending on the real-flight regimes. 

4.   FLIGHT TEST 
The outline of the project is stated in Section 1. In 

this section, the experimental aspect of the project will 
be explained. 
The measurement items concerning aerodynamic 

characteristics are as follows. The information about 
the free stream such as total pressure, static pressure, 
and the flow directions, i.e., angle of attack a and yaw 
angle ß will be measured by ADS (Air Data Sensor) 
system attached at the nose of the experiment vehicle 
(Fig. 4). Three forces are measured by the IMU 
(Inertial Measurement Unit). Deflection angles of the 

rudders and the elevons are measured by 
potentiometers and hinge moments are measured by 
strain gages. The base pressure distribution is 
measured by electro scanning pressure sensors. 
Additionally, pressures at some points on the body 
surface will be measured in accordance with the 

request from CNES by using flash mounted sensors. 
The main interests are concentrated on the 

longitudinal aerodynamic characteristics and the base 
pressure distribution in the measurement phase. The 
reason is that we have not got any good references for 
base pressure distribution of a re-entry vehicle 
although the base flow has significant effect on the 
aerodynamic characteristics of such a kind of vehicles. 
Additionally, the base flow can have an effect on the 

trimming of the vehicle. 

5.   COMPARISON OF DATA 
The data acquired in CFD, the wind tunnel tests and 

the flight tests will be compared with each other. The 

data acquired in the flight test will be the reference 
among these three kinds of tests. Generally, the 
results of the flight tests are considered to have 
relatively large errors when compared with those of the 
ground tests. However, the results of the flight tests 
are not contaminated by any sources, and additionally, 
the objectives of the ground tests, or the CFD and the 
wind tunnel tests are to predict the characteristics of 
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the flight vehicle. This is the reason why we believe 
that the flight test results must be the reference of this 

series of tests. 

6.   DEVELOPMENT PLAN 
The development plan of the program including 

Phase I is shown in Fig. 10. In August 2001, a 

preliminary test for the Phase II experiment will be 
conducted at Esrange, during which training for the 

launch operation will be carried out using a mock-up of 
the vehicle and actual balloons. Flight test campaigns 

are planned for August 2002 and May 2003, and six 
flights in total are planned for these two campaigns. 

7. CONCLUSIONS 
In this project, comparison among the results of three 

kinds of analysis, namely, CFD and EFD (wind tunnel 

tests and flight tests) will be performed. It will make 

it possible to acquire the data of aerodynamic 

characteristics and an insight into the base flow of the 

re-entry vehicle in transonic flight regimes. 
It is important to build up a closer connection among 

the results of those three analysis methods, because we 
cannot know the true characteristics by only one kind 
of estimation in reality. This project is composed of 
these three kinds of analysis and this type of project 
will become to play an important role in the 

aerodynamics field. 
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ABSTRACT 

A canard type aircraft, which has good wing stall and 
stall/spin-proof characteristics, is being developed. 
The first prototype has been built, and the maiden 
flight in the fall of 2001 will be followed by a series of 
test flights. 

A 1/4-scale model was tested in the wind tunnel to 
confirm the aerodynamic and stability characteristics. 
Structural tests and analysis were preformed to 
substantiate the results. Digital mockup dramatically 
increased the aircraft detail design and 
manufacturing efficiency, and then the control system 
design was verified using an iron-bird. Propulsion, 
fuel and ignition systems operation were checked 
using an engine test bed. In addition, composite 
material curing technology was enhanced through 
manufacturing and assembling parts of the prototype. 

1. INTRODUCTION 

A canard is a horizontal stabilizer located at the front 
of the main wing. Some modern fighters have a 
canard to improve a low speed performance, while 
civil aircraft have canards to improve the safety and 
the flight performance. Among civil aircraft, 
experimental aircraft have begun to adopt the canard 
first. When the angle of attack (AOA) of the aircraft is 
getting higher, a canard which is at front of the center 
of gravity (CG) stalls before the wing stalls, which 
generate a nose-down pitching moment. This wing- 
never-stall characteristic is a very important issue for 
safety concern. This and a good flying performance 
are the reasons why a canard type small aircraft is on 
high demand and is being considered as a next 
generation's general aviation. 

Korea Aerospace Research Institute has conducted 
research on the core technology for a canard type 
small aircraft. Computation fluid dynamics, wind 
tunnel tests, scale model tests, structural analysis, 
structural static tests and propulsion system tests 
have been performed. For designing, an infra- 
structure for digital mockup has been setup. For 
manufacturing, the process for composite materials 
has been researched including coupon tests. 

The aircraft under development (named Firefly) 
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has four seats and an engine at the tail of the 
fuselage (pusher type). The landing gear is a fixed 
type and there is no flap on the main wing, which is 
usual as a canard type. Vertical tails are mounted on 
two booms which is attached to the wing. The CG is 
0.52 MAC aft from the leading edge. The canard is not 
swept and has modified a Roncz 1145MS airfoil. In 
order to have a higher lift curve slope, the aspect ratio 
of 10.2 is selected. The airfoil of the main wing is 
modified a Eppler 1230 with a leading edge droop at 
the wing tip to improve stall characteristics. The 
strake is swept back 45 deg. and the main wing is 
swept 18 deg. The ISO view of the aircraft and its 
specification are shown (Fig. 1 and Table 1). 

Table 1. Performance and specifications of the Firefly 

Gross 
weight 

1225 kg Canard area 1.67 m2 

Length 6.64 m Vert, tail area 1.60 m2 

Height 2.38 m Cruise speed 340 km/h 

Wing span 10.2 m 
Max. climb 

rate 
6.1 m/s 

Wing area 11.15 m2 Take off dist. 430 m 

Canard span 4.81m Cruise dist. 1850 km 

Fig. 1. Canard aircraft developed by KARI 

2. THE WIND TUNNEL TESTS 

A 1/4 scale model was tested in a wind tunnel which 
is equipped with 4 m wide test section and a 6 axis 
external balance (Fig. 2). Most tests were carried out 
under 50m/sec winds, which is equivalent to Reynold 
number 1.2x10°. The model was supported at 3 points 
with the variation of the angle of attack from -4 deg. 
to 20 deg. For accurate data, weight tare, strut 
interference and wall effect were compensated. 
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Fig. 2.   Model installed in the wind tunnel 

A total of 260 hours of testing test has been 
conducted. Effects of the vertical tail and landing gear 
have been examined. Incidence angle of the canard 
and deflection angle of control surfaces were varied 
and tested for the examination of the aerodynamic 
characteristics and the stability. Vortilons and vortex 
generators were examined for its effectiveness. Fig. 2 
shows a flow visualization test using tuft when 
vortilons are applied. 

Lift coefficient curve with elevator angle variation 
degrees is shown in Fig. 3. At the low AOA, the more 
the deflection of the elevator goes down, the higher 
the lift. But above 6 deg. of AOA, the higher deflection 
does not generate more lift because the canard stalls. 
And the more deflection of the elevator makes the lift 
coefficient lower. 

Most small aircraft with canard have an elevator at 
the canard. For these aircraft, when the elevator is 
lowered the pitching moment coefficient rises. The 
wind tunnel test result shows that the increasing 
ratio of pitching moment coefficient remains small or 
even decreases when the elevator is lowered more 
than 10 deg. (Fig. 4.) This proves that the aircraft 
does not stall even with an elevator fully lowered. It 
should be noted that the aircraft can be recovered 
from stall, if it ever stalls, by controlling the elevator 
up, since the elevator works effectively even at an 
angle higher than 15 deg. 

Angle of Attack (deg) 

Fig. 4. Pitching moment coefficients for various 
elevator deflection 

3. THE STRUCTURAL ANALYSIS AND 
TESTS 

Most structures of the Firefly are constructed with 
composite materials. Compared with aluminum, 
composite material may allow us to build a lighter 
and cheaper aircraft. In addition, complex shapes can 
be achieved accurately, which lets the laminar airflow 
remain on the wing skin as far as aft, which in turn 
gives higher performance of the aircraft. 

However, the uniformity of the product is hard to 
achieve, since the specification of composite material 
is not yet standardized, and even worse, the process 
and the workmanship of each builder can be different. 
This explains the difference of the Poisson's ratio of 
coupons made by different workers even with the 
same material. The structural tests including coupon 
tests should be followed by the structural analysis for 
conformity. 

Carbon fiber is applied on the center spar cap and 
the door frame. Glass fiber is used for the rest of the 
structure. Uni-directional and bi-directional fabric 
has been accumulated with resin using wet-layup 
process and cured at a room temperature. 

Fig. 5. The FEM model of the Firefly 

Fig. 3. Lift coefficients for various elevator 
deflections 
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The finite element model was obtained using 
NASTRAN (Fig. 5). With a 6G load applied, the wing 
tip is deflected 17" (Fig. 6). The strain distribution 
diagram of the wing (Fig. 7) shows areas where the 
strake and the wing met are under highest strain. 
Those areas have been reinforced with carbon fiber. 
The results of the analysis are followed with a series 
of structural tests (Fig. 8). 

The strains obtained with analysis and tests show 
the critical area matched (Table 2), where the 
analysis was done conservatively. The analysis shows 
the wing can sustain the ultimate load of 8G, which 
can be higher in the actual wing. 

Table 2. Strain comparison between analysis and tests 

Fig. 6. The deflacted wing under 6G load 

Fig. 7. The Von-Mises strain distribution of the wing 

Fig. 8. The structural test of the wing 

CH 
NASTRAN TEST 

EL ET EL ET 

1 688 -354 603 
2 1428 -347 1609 

3 1740 -920 1325 

4 1534 325 587 -54 

7 1351 444 1200 35 

10 -4 995 ? 1026 

11 -33 1547 823 1317 

13 -222 104 -771 408 

16 -96 43 -201 

18 1510 318 1005 12 
22 200 -33 17 67 
25 1829 -659 1317 

26 -1690 606 -982 

27 -353 -480 -198 

28 -406 228 -590 

29 -1455 764 -1204 

30 34 -642 ? -715 

31 -83 -1361 -1016 -982 

33 -1359 -273 -964 250 

36 -1314 -350 -972 82 

39 -1578 809 -964 

40 -1380 -280 -1210 440 

(@3G condition, unit: micro-strain) 

4. THE PROPULSION SYSTEM TEST 

For the accurate prediction of the aircraft 
performance it is inevitable to ensure the correct 
performance of the propulsion system. The 
manufacturers of the engine and the propeller may 
supply the data needed to calculate the performance 
when those are installed in an aircraft. However the 
characteristics when they are installed together 
should be confirmed for exactness. 

For the installed static performance test of the 
propulsion system, a ground test rig was built (Fig. 9). 
The engine is mounted on the firewall. The whole 
propulsion system can move freely on supporting 
beams which axes are parallel to the propeller's 
rotational axis. Load cells are located at the end of 
supporting beams to measure the static thrust. A 
rotational type torque meter is installed between the 
propeller and the engine to measure the torque. 
Pressure transducers, scanning valve and 
demodulator are installed for measuring the fuel flow 
rate and the backpressure of the engine (Fig. 10). 

The installed engine is Incoming's IO-540 (250HP) 
and the propeller is MT-Propeller's MTV-9-B (70" 
diameter, variable pitch type). The measured torque 
shows it is generally proportional to the engine 
rotational speed. The result also shows that there was 
not much difference between three cases (case I 
without an air filter and a muffler, case II with an air 
filter, case III with an air filter and a muffler). The 
maximum static torque obtained is about 500 lb-ft, 
which is quite close to 510 lb-ft calculated (Fig. 11). 

The engine static thrust obtained by the test is 
within 5% of the calculated values (Fig. 12), which are 
quite satisfactory. 
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Fig. 9. The engine test bed in operation 
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Fig. 10. The schematic diagram of the engine test bed 
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5. CONCLUSIONS 
A canard type small aircraft is being under 

development. Research has been conducted to 
investigate the characteristics and performance of the 
aircraft using analytical methods and actual tests. 

The aircraft has been proved to be safe and to have 
a good flying performance. Flight tests of a scaled 
remote controlled aircraft, ground tests and flight 
tests of the actual aircraft will give more thorough 
results. The test scheduled will follow soon. 
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ABSTRACT 

Experimental and computational studies on supersonic mixing 
by slotted injection have been conducted. In the experiment 
flat plate model is installed into supersonic free stream of Mach 
number of 4 and fully developed turbulent boundary' layer is 
established on it. The secondary jet is injected through slot in 
order to keep the flow in two-dimensional to simulate 
SCRAM-jet supersonic mixer. Surface pressure distributions 
and spatial pressure distributions are measured as well as flow 
visualization by the Schüren picture. The same flow field is 
simulated by solving Navier-Stokes equations and calculated 
results arc compared with experiments. Quite good 
agreements are obtained. The results show the newly 
developed numerical code is quite useful to analyze the 
supersonic mixing flow physics. 

1.INTRODUCTION 

SCRAM-jet engine is considered to be one of the useful 
propulsion system for a super/hypersonic transportation vehicle 
and various researches were made to develop the engine. 
However, there arc a lot of problems to be solved to develop it 
and one of them is the problem of the supersonic mixing. 
In the SCRAM-jet engine combustor. main air flow is 
supersonic and residence time of the air is very short (about 
lms). Hence rapid mixing of the air and fuel is necessary but 
suppression of the mixing shear layer occurs and that makes 
difficult to mix air and fuel1. Also total pressure loss occurs by 
the shock wave which is made by the interference of the air and 
fuel. Total pressure loss is not preferable because it leads to the 
thrust loss and thus development of the injection method where 
air and fuel is mixed effectively and on the other hand total 
pressure loss is suppressed is necessary. 
In order to understand the detailed flow physics of supersonic 
mixing both experimental and computational studies had better 
be conducted at the same time. Also in the practical 
application two-dimensional slotted injector configuration is 
one of the promising device to inject much fuel into main air 
flow.      Experimental and computational studies on supersonic 
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mixing by slotted injection have been conducted. In the 
experiment flat plate model is installed into supersonic free 
stream of Mach number of 4 and fully developed turbulent 
boundary layer is established on it. The secondary sonic jet of 
nitrogen is injected through slot in order to keep the flow in 
two-dimensional to simulate SCRAM-jet supersonic 
mixer.Surface pressure distributions and spacial distributions 
are measured as well as flow visualization by the Schüren 
picture. The same flow field is simulated by solving 
Navier-Stokes equations and calculated results are compared 
with experiments. Quite good agreements are obtained. The 
results show the newly developed numerical code is quite 
useful to analyze the supersonic mixing flow physics. 

2. EXPERIMENTAL STUDY ON SUPERSONIC 
MIXING BY SLOTTED INJECTION 

Experiments were conducted in a supersonic wind tunnel, 
whose nominal Mach number'is 4 and total pressure is 1.2 MPa. 
The total temperature is atmospheric temperature. Test section 
size is 150mm high and 150mm wide. Flat plate model was set 
in the test section. The schematic diagram of the flat plate 
model is shown in Fig. 1. Distance between the upper surface of 
the model and the upper wall of the wind tunnel is 75mm. 
Aerodynamic fences were set at both ends of the slit in order to 
eliminate 3-dimentionality of the flow and realize highly 
2-dimentional flow experimantally. 
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Sonic nitrogen was injected from the slit. Average experimental 
condition for various runs is shown in table. 1. 
In the experiments surface pressure distributions and spatial 
distributions are measured as well as flow visualization by the 
Schüren picture. Those results will be discussed with calculated 
results. 

Free Stream Gas 
Mach Number 
Total Pressure 
Total Temperature 

Air 
3.76 
1.12MPa 
284.7K 

Secondary Gas Gas 
Mach Number 
Total Pressure 
Total Temperature 

Nitrogen 
1.0 
0.20MPa 
284.7K 

respectively for the main flow above the flat plate and 20X53 
for the flow inside the nozzle of the slit. Grid employed in the 
calculation is shown in Fig.2. Calculation region is from 80mm 
upstream from the slit center to 120mm downstream from the 
slit center. Calculation grid height is 160mm and effect of the 
reflection shock from the upper wall of the wind tunnel is not 
considered in the calculation. As an inflow boundary for the 
main flow, values obtained from the rather simple calculation 
with grid number 168 X 100 solving merely the flow above the 
flat plate were imposed on i=\ and i=2 plane. As an inflow 
boundary for the inner flow of the slit, conditions below were 
imposed and total temperature and total pressure were set 
identical to that of the experiments assuming the isentropic 
flow at the inlet plane. 

Table. 1 Experimental conditions ■Uj-[.noz:lr  ~ Uj=->,no;;lc Vj = l.„o:zle  - Vj = 2,noz:U 

3.COMPUTATION AL STUDY ON SUPERSONIC 
MIXING BY SLOTTED INJECTION 

4 grids overlap at the exit of the slit in order to maintain the 
2-order accuracy. 

The same flow fields are simulated numerically by solving 
2-dimentional full Navier-Stokes equation using AUSM-DV 
scheme2 with MUSCL interpolation for convective terms and 
full implicit LU-ADI factorization method3 for time integration. 
Central difference is used for viscous terms and 
Baldwin-Lomax turbulence model4 is also employed. Equation 
solved in the code is shown below. 
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Fig.2 Calculation grid 

4.EXPERIMENTAL AND COMPUTATIONAL 
RESULTS AND DISCUSSIONS 
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2-dimentional flow field with sonic gaseous nitrogen injected 
from the slit was solved involving inner nozzle flow of the slit. 
Grid   number  is  238 X 100   in  x-direction  and  y-direction 

Experimental and computational Wall pressure distribution are 
shown in Fig.3. Both are normalized by static pressure of the 
main flow (p,vf). Experimental pressure distribution shows 
sharp increase due to flow separation before injection point at 
first and shows plateau pressure until injection point. After 
the injection point pressure shows minimum pressure followed 
by local maximum pressure due to flow recompression. The 
numerical simulation predicts separation point and pressure 
plateau precisely in front of the injection point. The calculated 
pressure distribution shows lower pressure recovery. This is 
due to underestimate of the recompression shock wave 
strength. 
Pitot total pressure distributions were also measured along 
x=0,5,10 and 20mm plane. Comparisons between experiment 
and calculation are shown in Fig.4, 5, 6 and 7. Pitot pressure is 
non-dimentionalized by the total pressure of the main stream 
(p„). In the calculation, pitot total pressure was calculated using 
Rayleigh pitot-tube formula(Eq.l). Although using this fomula 
in the calculation, computational result and experimental result 
show quite good agreement. 
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Mach contour obtained by the calculation is shown in Fig.8. 
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5.C0NCLUSI0NS 

Experimental and computational studies on supersonic mixing 
by slotted injection have been conducted in order to understand 
the flow physics of supersonic mixing with two-dimensional 
configurations. Surface pressure distributions and spatial 
distributions are measured as well as flow visualization by the 
Schüren picture. The same flow field is simulated by solving 
Navier-Stokes equations and calculated results are compared 
with experiments. Quite good agreements are obtained. The 
results show the newly developed numerical code is quite 
useful to analyze the supersonic mixing flow physics. 
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ABSTRACT 

Thrust Vector control (TVC) is the only option for many 
situations in which aerodynamic control fails namely, STOL, 
post stall maneuverability, and maneuverability at transonic 
and supersonic speeds. The development of an efficient and 
practical TVC arrangement which can vertify the requirements 
of thrust vector and magnitude control of aircrafts in both 
cruise and transient flight is reported. The arrangement of 
interest utilizes two vanes installed on the nozzle sidewalk and 
deflected in and out the flow to provide thrust vectoring. 
Floating conical plug is mounted at axisymmetric convergent 
nozzle centerline and moved relative to its exit to control thrust 
magnitude. The purpose of the present work is to investigate 
the performance parameters of this combination when 
statically tested for various NPR, vane deflection angle and 
location of floating conical plug relative to nozzle exit. 

1. INTRODUCTION 

TVC allows supermaneuverability of aircrafts by deflecting 
nozzle exhaust jet away from axial direction1. Experimental 
work2"5 was conducted for the analysis of pitch and yaw thrust 
vectoring by utilizing externally mounted vanes post the nozzle 
. The performance when mounting a plug and moving it 
axially relative to axisymmetric convergent nozzle equipped 
with externally mounted vanes6 was invistigated. Dimensional 
analysis was utilized7 to prove that transient test results can be 
treated as as quasi-steady flow. Moreover, genealized force 
and moment coefficients were formulated and used to analyze 
thrust vectoring performance of axisymmetric convergent 
nozzle equipped with externally mounted post exit vanes. 
This paper represents one of the first efforts to successfully 
integrate floating conical plug into an efficient axisymmetric 
convergent nozzle/externally thrust vectoring vanes 
arrangement and to analyze its performance parameters. 

2. EXPERIMENTAL SETUP 

Pressurized clean dry air is allowed   to flow from a suitable 
tank volume to venturi-meter, to measure its mass flow rate 

Nozzle 

Pressurized 
clean dry air 

Fig. 1 Experimental setup 

; Fig. 1, and settles in plenum chamber where its stagnation 
temperature and pressure T0 _ P0 are measured. Test is 
conducted in transient mode as tank pressure decreases. 
Two vanes are mounted post the nozzle exit and deflected in 
and out the flow to control the engine thrust vector. Vane 
pivots about point p. Its internal flow passage is a segment of a 
cone of a half cone angle; 5 =2.9",and its length; / is 50.8 mm. 
The upper vane internal pressure is measured using sixteen 
pressure taps. 
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The tested plug nozzle; Fig. 2, is a baseline convergent nozzle 
which throat area is varied by moving the plug axially relative 
to the nozzle exit area, where plug location a (designated by 
Ca) refers to maximum throat area, while location c (designated 
by Cc) refers to minimum throat area, and location b 
(designated by Cb) refers to intermediate throat area. The 
nozzle exit diameter is 0.69/. 
Data Acquisition system is used to store measured data (line 
pressure, vane inner surface static pressures, venturi meter 
upstream and throat sections static pressures, plenum chamber 
stagnation pressure and temperature). 

3. EXPERIMENTAL DATA ANALYSIS 

Vane pressure distribution is obtained using fifth order 
polynomial function to fit the vane sixteen static pressure 
measured points. Three-dimensional plots are used to present 
the pressure coefficient distributions over the vane surface area 
as defined by, 

CP(x,s)=(P-Pa)/Pa (i) 
Where s is the circumferential distance measured from the vane 
highest point at the axial distance x. 
The pressure at a point on the vane surface (x,s), as evaluated 
by the interpolation scheme is used to calculate the incremental 
forces and moments. The incremental force components 
(5Fx,8Fy,8Fz) and moment components (8Mx,8My,8Mz) referred 
to vane fixed coordinates are evaluated. The incremental hinge 
moment is then estimated. Integrating, the resultant 
components of force and moment are obtained for both the 
inside and outside vanes. The resultant force is resolved into 
axial (Fa) and side force (Fs) components. 
The aerodynamic performance of the vane is rationalized7, the 
side force, axial force, and hinge moment coefficients were 
defined as: 

Fs = <lref n Avp CFs 'Fa = <lref « Avp CFa 

A^gvnA/c mh 

(2) 

(3) 

Where n is the number of vanes and  qref is a reference 

dynamic head7, given by 

(4) 

(5) 

(6) 

^=PoO-0/^^)(r",Vy)/(y) 

Where, /(y) = T"1^ {^T 
(7-1) 7 + 1 

, nozzle pressure ratio (NPR) is defined as 

A^=P0/Patm 
These force and moment coefficients help in systemizing the 
experimental work and generalizing its results. The coefficients 
depend on the non-dimensional vane/nozzle geometry: length 
to radius ratio (l/d&), vane width to length ratio (w//) , plug 
non-dimensional axial location (Xp//), and radial gap ratio 
(g/dth), besides the vane angle. 
An effective vane angle representing the vane resultant force 
direction is defined as 

EVA= tan-'(Fs/Fa) 

Nozzle discharge coefficient is given by 

Cd =ma/mi 

(7) 

(8) 

4. RESULTS AND DISCUSSION 

Fig. 3 presents samples of the inward moving vane pressure 
distribution, at NPR equal 6.0, for convergent nozzle with plug 
at locations a, b and c. The effect of varying NPR and vane 
deflection ange was previously desribed in reference 7, which 
also gave an insight view of effect of flow pattern downstream 
the nozzle exit. 

c) Cb, 30° 

<>><>>' 

d) Cc, 30° 

Fig. 3 Vane pressure distribution for upper vane 
(convergent nozzle with floating concal plug, NPR = 6.0) 

Comparing Figs. 3-a and 3-b, It could be remarked that upper 
vane has bigger pressure distribution and more forward point of 
maximum pressure for 30 degrees delection angle compared to 
that for 10 degrees deflection angle, this is as the waves 
emanating from the nozzle throat impinges the vane surface at 
a point which is closer to the vane leading edge. Figs. 3-a, 3-c 
and 3-d show that pressure distribution in the case of location a 
is bigger than that of location b which in turn is bigger than that 
of location c due to higher jet momentum. 
The performance of convergent nozzle with plug at locations 
a,b and c for different nozzle pressure ratios and vane 
deflection angles is illustrated in Figs. 4 to 8. 
Nozzle internal performance is represented by nozzle discharge 
coefficient (Cd) and and axial force coefficient (CFa). 
Fig. 4 shows nozzle discharge coefficient variation, it could be 
remarked that location a has bigger discharge coefficient 
compared to location b which in turn is bigger than that of 
location c. It could be remarked also that discharge coefficient 
decreases with the increase of vane deflection angle for both 
locations a and c for all measured deflection angle range. 
However, for location b, it decreases with the increase of vane 
deflection angle for vane deflection angles less than 20°, and is 
constant for vane deflection angles bigger than 20°. This may 
be due to for plug nozzle (locations a and c) and the whole 
measured vane deflection angle range and plug nozzle location 
b and deflection angles less than 20° , plug nozzle forms 
convergent flow passage, while it forms convergent divergent 
flow passage for plug nozzle location b and deflection angles 
greater than 20°. 
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Fig. 4 Nozzle discharge coefficient 

While axial force increases with NPR increase, it decreases 
with inceasing vane deflection angle ; Fig. 5, due to 
deflecting thrust vector away from axial direction. Axial force 
for location a is greater than that of location b which in turn is 
greater than that of location c due to incease of vane pressure 
distribution. 
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Fig. 6 Side force for floating conical plug 

NPR as the increase of dynamic head due to NPR increase is 
bigger than the corresponding increase in force and moment. 

0.20 

0 10 20 30 
Vane angle (deg) 

Fig. 7 Hinge moment coefficient variation 

Fig. 5 Axial force for floating conical plug 

As pressure distribution for the inflow and outflow vanes are 
identical in the case of zero vane deflection angle, hence the 
plug rotates such that its centerline coincides with that of the 
nozzle, and the net side force is zero as shown in Fig. 6. 
However, in the case of vane deflection, the inflow vane 
pressure is remarkably bigger than that of the out of flow vane 
as out of flow vane rarely catches the flow as discussed in Ref. 
6, and the plug rotates to vertify an equilibrium position; as 
shown in Fig. 2. Thus, side force increases with the increase of 
NPR and vane deflection angle. 
Hinge moment increases with the increase of NPR due to 
higher jet momentum and with vane deflection angle due to 
bigger side force; Fig. 7. However, as it could be remarked in 
equations (2) and (3), the force and moment coefficients can 
represent variations in the corresponding forces and moments. 
However, although force (axial or side) and moment increase 
with the increase of NPR; as mentioned in Ref. 6, force and 
moment cofficients; Figs. 5-7, decrease with the increase of 

10 20 
Vane angle (deg) 

Fig. 8 Effective vane angle for floating conical 
plug-location b 
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Fig. 8 reveales that the difference between effective vane angle 
and geometric vane angle increases with the increase of vane 
deflection angle, this may be due to flow separation at high 
vane deflection angles. It could be concluded that EVA is not 
greatly senstive to NPR variation. 

5. CONCLUSIONS 

A static test for evaluating the performance of thrust control 
arrangement has been discussed. Data for an axisymmetric 
convergent nozzle in which two vanes are mounted post the 
nozzle exit and a central floating plug of conical profile have 
been presented. Results have been obtained for different nozzle 
pressure ratios, vane deflection angles, and plug location 
relative to the nozzle exit. Results indicate that performance is 
in general sensitive to the above mentioned testing variables. 
However, some parameters are not greatly affected by NPR 
variation. Axial force, side force, and hinge moment are 
rationalized. Although axial force, side force, and hinge 
moment increase with NPR increase, the corresponding force 
and moment coefficients decrease for NPR increase. For plug 
locations close to the nozzle exit, the nozzle plug combination 
forms a convergent divergent flow passage. 
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ABSTRACT 

A two-dimensional axial-type turbine blade is optimized. 
Shape parameters are used to design a blade profile, and these 
shape parameters are employed as design variables for 
optimization. These consist of polynomial function for suction 
and pressure side, ellipse for leading edge and circle for trailing 
edge. As an objective function, the pitchwise averaged total 
pressure is selected at the 30% downstream of axial chord length 
from the trailing edge, which is the inlet location of next stage 
turbine blade. Aerodynamic, mechanical and geometry constraints 
arc imposed to ensure that the optimized profile meets all 
engineering restrict conditions. Two-dimensional compressible 
flow analysis codes are applied and validated with the 
experimental results on the VKI turbine blade. A turbine blade 
profile for optimization is selected at the mean radius of turbine 
rotor using a heavy-duty gas turbine. 11 design variables are 
chosen for blade design. On the optimized turbine rotor, the total 
pressure reduction is 6%, which is same to the 0.6% total-to-total 
efficiency increase. 

NOMENCLATURE 

A blade sectional area 

a blade loading coefficient 

cP pressure coefficient 

Cx, Ct axial and tangential chord 

dte straight section of trailing edge 

h enthalpy 

0 throat 

P pressure 

Px, Py peak point of pressure surface 

ly total pressure 

Re Reynolds number 

He. 'tc leading and trailing edge radius 

Sx, 

V 

Sy peak point of suction surface 

absolute velocity 

w relative velocity 

Y total pressure loss coefficient 

ßin ßout inlet and exit blade angle 
Eup > eup inlet upper and lower wedge angle 

lux '1uy half of major and minor axis of upper ellipse 

nix niy half of major and minor axis of lower ellipse 

<p turning angle on pressure surface 

K,l leading and trailing edge turning angle 

P Density 

4 enthalpy loss coefficient 

£ unguided turning angle 

Subscripts 

0 initial value 

t stagnation 

oo value at reference location 

1,2,3 nozzle inlet, nozzle exit, rotor exit 

1. INTRODUCTION 

The turbine efficiency is the most important factor on the 
performance of heavy duty gas turbines for power plants, air 
turbines, or turbo expanders etc.,. Losses in the turbine consist of 
mechanical losses due to rotating parts or bearings, tip clearance 
losses due to the tip gap, secondary flow losses due to curved 
passages, and profile losses due to the blade shape. More than 
60% of total loss on one stage of turbine is generated by two latter 
loss mechanism. These losses could be reduced how to design a 
turbine blade profile. So, it needs to develop a new design 
technology for optimum turbine blade profile. 

Blade profiles have been designed according to the inlet and 
exit conditions with considering the aerodynamic characteristics 
such as incidence or deviation angle as well as the structural 
characteristics. Many methods to design a blade profile have been 
developed such as a method using multi-polynomial [1], method 
using shape parameters [2], and inverse method [3] etc... Even 
blades have been designed according to the design point by any 
one among several methods, it is not known the relationship 
between the blade profile and its efficiency. 

3-D turbine blade profile is usually designed by stacking 2-D 
blade profiles which are designed according to the flow conditions 
at several radial locations, therefore; the optimization of 2-D blade 
profile gives lots of effect to the efficiency of 3-D turbine blade. It 
was tried by using Bezier curves [4]. In this study, shape 
parameters, which can modify the blade profile directly, are 
applied to optimize a 2-D blade profile. This method has 
advantages such as it can be figured out the relationship between a 
blade profile and its efficiency directly because the blade profile is 
controlled by shape parameters. 

It is selected the pitchwise area averaged total pressure at 
30% axial chord downstream from the trailing edge as an 
objective function. It is maximized without losing blade loading 
and blade sectional area. This is same to minimize the total 
pressure loss in the passage. 

2. SELECTION OF DESIGN VARIABLES 

Assistant Professor, Department of Aerospace and Mechanical Engineering 
Principal Researcher, Department of Environmental and Thermal-Fluid Engineering 
Senior Researcher, Department of Environmental and Thermal-Fluid Engineering 

'01    ^39[HtKHTlt->>tfvOA    ©B*«^^* 



Shape parameters which are able to design general axial-type 
turbine blades are induced from a seriously twisted turbine blade. 
Fig. 1 show these parameters, which was good enough to design 
general axial type turbine blades [5]. 

Using many shape parameters could express the blade profile 
well and has a flexibility to control the profile locally, but it 
requires much computational time for optimization and makes the 
method of blade design complex. 11 shape parameters are chosen 
without reducing the accuracy of blade design basis on the shape 
parameters which have strong effect [6]. Shape functions for 
optimization do not need because the chosen design variables can 
change the shape of blade profile directly. 
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Fig. 1 Shape parameters for designing general axial-type turbine 
blades 

Table   1   Shape   parameters   and   design   variables   for   blade 
optimization 

Shape parameters Design variables 

c 02, 0\ 
£up &i, pt3 (X3, y3) 

eio 04, pt4 (X4, y4) 
£out 05,0] 

^uxi Tluy 63, pt3 (X3, y3) 
nix.'Hly 04, pt4 (X4, y4) 

0 
01, Pt2 (y2) 

ct Pt8 (y8) 

Fig. 2 Comparison of redesigned blade profiles using design 
variables 

To make a blade profile by using 11 design variables listed in 
table 1, ellipse from the leading edge(pt8) to pt3 on the suction 
surface, V& order polynomial from pt3 to the throat(pt2), and 
circle from the throat to the trailing edge(ptl) are employed. On 

the pressure surface, ellipse from the leading edge to pt4, 3r" 
order polynomial from pt4 to pt5, and circle at the trailing 
edge(pt5-ptl) are employed. 

Fig. 2 shows redesigned blade profiles using design variables 
by the solid line. It shows some deviations between the original 
and redesigned blade profile at the fore part of suction surface. 
Standard deviation^) between the original and redesigned blade 
profile is calculated, a is 0.45% on the suction surface and 0.17% 
on the pressure surface, so totally less than 0.33%. It is enough to 
start optimization because its shape is changed in the optimization 
process 

3. OPTIMIZATION AND FLOW ANALYSIS 
ALGORITHM 

3.1 Objective Function and Constraints 
We can choose the blade loading as an objective function on 

the turbine blade, but the increment of blade loading should 
accompany with the increment of blade area due to larger 
torsional stress. In this study, total pressure loss instead of blade 
loading is chosen as an objective function. Minimizing the total 
pressure loss is equivalent to maximize the pitchwise area 
averaged total pressure at 30% axial chord, which is 
approximately axial gap between blade to blade, downstream 
from the trailing edge. Constant total pressure is maintained at the 
inlet during optimization. 

Maximize 
A>A0 

CI>CIQ 

obj=^(X)atx=1.3Cx (1) 

Constraints are applied to the initial blade sectional area and 
blade loading, and these values should not decrease than initial 
values in the optimization process. Another constraint comes from 
geometry conditions. Ellipse is applied to the shape of leading 
edge, and its shape depends on the inlet wedge angle. To use an 
ellipse as a blade profile, maximum and minimum wedge angles 
should be restricted not to generate a wiggled profile. 

The initial blade sectional area and blade loading coefficient 
are 0.2133 and 1.467, respectively. The initial total pressure 
coefficient, which is the pitchwise area averaged at 30% axial 
chord downstream from the trailing edge and normalized by 
Poo^oo2, is 2.9037. 

3.2 Optimization Algorithm 
Optimization is a procedure to find design variables(X), 

which make the objective function to be optimized (maximization, 
minimization, or target), without violating given constraints. In 
this study, VisualDOC[7], which is developed as a commercial 
code by Vanderplaats, is used for blade optimization. 
MMFD(Modified Method of Feasible Direction) among many 
methods is applied with constraints. 

3.3 Flow Analysis Scheme 
Continuity equation, momentum equations, equation of state, 

and energy equation are used for compressible viscous flow 
analysis. For turbulent flow analysis, two-equation extended k-E 
turbulence model [8] is applied with standard wall function. The 
difference between the two-equation standard k-e turbulence 
model and extended k-e turbulence model occurs on the 
dissipation rate equation. The extended k-E turbulent model 
includes two time scales to allow the dissipation rate to respond to 
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the mean strain more effectively than that of the standard k-E 
turbulent model [9]. Computed results with the extended k-s 
turbulent model were better than those with the standard k-e 
turbulent model for complex turbulent flow problems [8,9]. 

The governing equations are transformed to the generalized 
coordinates and differentiated within the finite control volume. A 
2™ order central differencing scheme is applied to the convective 
terms with adaptive 2nt^ and 4tn order dissipation terms. The 
viscous and source terms of the governing equations are 
discrcti/cd by 2nd order central differencing scheme. A 2nc> order 
upwind scheme is employed for all scalar transport equations 
including turbulence modeling equations. A pressure based 
prcdictor/multi-corrcctor solution procedure is employed to 
ensure divergence free flowficld solutions at the end of each time 
marching step. A time centered Crank-Nicholson scheme is used 
for the temporal discretization. To solve the system of linear 
algebraic equations, an iterative ADI method is employed. 

In the computational region, exit is selected at the far 
downstream not to be affected by the disturbance of passage flow 
and velocities at the exit arc compensated to be constant mass 
flow rate. Computational blocks arc inserted to avoid grid 
skewness and distortion at the leading and trailing edge. Inserted 
computational blocks improve the smoothness and orthogonality 
of grids. Fig. 3 shows the grids developed with multi-blocks on 
the turbine blade. 

Fig. 3 Computational grids generated with multi-blocks within a 
turbine passage 

4. RESULTS AND DISCUSSIONS 

4.1 VKI Turbine Blade 
Flow structures on the VKI turbine blade [10] are calculated 

in order to validate the flow analysis code. Flow conditions set 
equally to the experimental conditions, and inlet Mach number is 
0.265. As a first case, the transonic flow is calculated. The exit 
Mach number is 0.97. Reynolds number and temperature at the 
inlet arc 8.6x10$ and 293K, respectively. 85x24 grids are 
employed. In a transonic flow condition, shock wave occurs at the 
throat and expansion wave occurs at the trailing edge. The 
computed results also show the shock and expansion wave as 
shown in experimental results from the density contours clearly. 

Fig. 4 shows the surface Mach number, which is obtained 
from the relationship between the surface static pressure and total 
pressure. In the figures, computed results show that employing 
multi-blocks gives more stable and accurate computed results due 
to improve the orthogonality and smoothness of grids. Fig. 4(b) 
shows the surface Mach number compared with those tested in 
pure subsonic flow conditions. Reynolds number and exit Mach 
number arc 7.8x10$ and 0.78, which arc same to the experiment 
conditions. The computed results agree well with the experimental 

results. As shown in Fig. 4(a), the results computed with multi- 
blocks are better than those with single computational block. 
From these results, the multi-blocks are employed in the 
computational region for the following turbine blade optimization. 
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(a) Transonic flow, Maex=0.97 and Re=8.6x 10$ 

S^o^^o 

BS 
GO I 

o     RG 
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0.2 0.4 0.6 0.8 1.0 
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(b) Subsonic flow, Maex=0.78 and Re=7.8xl()5 

Fig. 4 Comparison of surface Mach numbers computed with 
multi-block and single block grid on the VKI turbine 
blade with the transonic or subsonic flow condition 

4.2 Blade on a Heavy Duty Gas Turbine 
A turbine rotor using on a heavy-duty gas turbine is selected 

and 2-D blade profile at the mean radius of turbine rotor is chosen 
for optimization. In the optimization process, boundary conditions 
at the inlet and exit set to operating conditions on the design point 
[11] which is shown in Table 2. Inlet Mach number is 0.5462 and 
Reynolds number is 1.74x106. |n order to decide the number of 
grids without grid dependence, it is checked whether the surface 
pressure coefficient is converged or not according to the various 
grid number. The surface pressure coefficient is not changed even 
grids are increased more than 81x41. 101x51 grids arc employed 
for sufficient grid independence. It is necessary 3800 iterations to 
obtain to 0.5x10_5 residual which is selected as the convergence 
condition. In this condition, the variation of objective function is 
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less than 0.1x10*3 even reducing the residual by more iteration. 

Table 2 Operating and flow condition at the inlet and outlet to 
optimize 

Contents Inlet Outlet 
Pitch (Pitch/Cx) 0.75 0.75 
Velocity (m/sec) (/oo=393.66 
Static temperature (K.) roo=1392.01 T out=1366.33 
Static pressure (Pa) Poo=741918 P out=626509 
Flow angle (degree) An=61.28 ßout =61.84 
Density (kg/m^) Poo=1.86 
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Fig. 5 Comparison of initial blade profile with optimized blade 
profiles 

Axial chord of turbine blade is fixed in the optimization 
process. If the axial chord is not fixed, an objective function can 
not be decided as well as gas turbine has to modify seriously due 
to axial length change. So, it is allowed only the tangential chord 
length (Ct), which is shown in Fig. I. It needs 45 iterations to 
reach the minimized total pressure loss in the passage without 
violating the given constraints. The blade sectional area and blade 
loading has no gain. Total pressure loss as an objective function is 
decreased to 6%. 

Fig. 5 shows the difference between the initial blade and 
optimized blade. The difference in the rear part of blade is 
negligible, but the fore part moves downward circum-ferentially. 
From the optimization, the tangential chord length at the leading 
edge is decreased and the size of fore part on the blade is a little 
reduced. The reduced size of fore part on the blade prevents 
strong static pressure drop generated by fast turning flow around 
the leading edge, and makes the static pressure drop smoothly 
along the passage. 

Fig. 6(a) shows the surface pressure coefficient, and the 
phenomena mentioned previous paragraph are shown clearly. The 
small static pressure drop on the fore part of the blade makes the 
change of surface Mach number weak. Fig. 6(b) shows that the 
surface Mach number is reversely changed to the static pressure 
change shown in Fig. 6(a). However, the surface pressure and 
Mach number are related with the flow area change along the 
passage directly. 

Area of turbine passage is calculated by the size of circle 
between the pressure and suction surface. Fig. 7 shows the radius 
of circle within the optimized blade. This figure shows that the 
area within the passage is expanded to the maximum area, and 
then reduced to the throat after passing to the peak point of 
suction surface smoothly. The area on the rear part of the blade is 

not changed. However, the changing rate of area on the optimized 
blade is small. This causes the reduction of total pressure loss. 
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(a) Surface pressure coefficient 
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(b) Surface Mach number 

Fig. 6 Surface pressure coefficient and surface Mach number on 
the initial and optimized blade 
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Fig. 7 Radius of circles between the pressure and suction surface 
within a passage to compare with the blade passage area 

The reduction of total pressure loss at the exit is directly 
related with the efficiency increase. However, the efficiency is 
calculated from the enthalpy change. It needs the relationship 
between enthalpy loss coefficient and total pressure loss 
coefficient. In the incompressible flow, the total pressure loss 

coefficient could be simplified to Vf^^N- Tne relationship 
between K/- and £R is obtained by the same method as done on 

92 



the nozzle. Total-to-total efficiency is calculated using enthalpy 
loss coefficient from equation(2) defined by Horlock [12] as 
follows; 

';'-'~ 2 2 y-\        2 & 

Pt* is defined as P//(poo^oo2) » ar>d i' is related with Yft as 
follows; 

pt\-pt2 
1 n   n2 

2 

2(PÜ-Pl2) 
(3) 

In the computation, Yfj is simplified to %fj because Mach 
number is less than 1 even the flow is compressible. Before 

optimization, £yy is 0.346, but £/y is changed to 0.326 after 
optimization with constraints. That is 6% reduction of total 
pressure loss. In order to apply these values to the equation(2), the 
equation part of denominator assumes to the 0(0.1) with 
assumption of general turbine efficiency. 6% reduction of total 
pressure loss is same to the 0.6% total-to total efficiency increase 
with considering the enthalpy change due to the decrease of total 
pressure loss. This is obtained on only one stage of turbine. That 
effect is increased with the number of turbine stages. 

Fig. 8 shows the curvature of blade surface. The quick 
change of blade curvature causes the flow separation and pressure 
loss [13]. It is important to design blade profile smooth. Constant 
curvature is generated on the rear part of suction surface because 
the circle is applied to that area. The changing rate of curvature on 
the optimized blade is smooth. Even the changing rate of 
curvature on the optimized blade is increased on the suction 
surface compared with the initial one, it is not steep but smoothly 
changed in a whole region. 

0.4 0.6 

x/Cx 

Fig. 8 Curvatures on the pressure and suction surface of blades 

5. CONCLUSIONS 

Blade is designed using shape parameters, and optimized. 
The axial chord of blade is fixed, and 11 design variables are 
employed for optimization. It is selected as an objective function 
the pitchwise area averaged total pressure at the 30% axial chord 
downstream from trailing edge, which is the inlet location of next 
turbine blade. Without reducing initial blade sectional area and 
blade loading, 6% of total pressure loss in the passage is reduced. 
This is same to 0.6% increase of total-to-total efficiency on the 

one stage of turbine. The efficiency is increased with the number 
of turbine stage. 

The size of fore part on the optimized turbine blade is a little 
reduced and the circumferential length of the leading edge is 
decreased. The optimized blade shape is not changed from the 
initial one in the rear part of blade i.e., from the throat to the 
trailing edge. The changing rate of blade passage area on the 
optimized blade is small compared with that on the initial one. 
This causes the reduction of profile loss and total pressure loss. 

In the actual application, The optimization of 3-D blade is 
necessary. The method using shape parameters will expand to 3-D 
blade. 

ACKNOWLEDGMENTS 
The Author would like to thank the ReCAPT(Research 

Center of Aircraft Parts Technology) and BK21 for funding this 
project. 

REFERENCES 
1. Engeli, M., Zollinger, H. J. and Allemann, J. C. A Computer 

program for the design of Turbomachinery Blades. ASME 78- 
GT-36, 1978. 

2. Cho, S. Y., Oh, K. S. and Choi, B. S. A Study of Design 
Parameters for Designing an Axial Turbine Blade Geometry. In 
Proceedings of the 8tn International Symposium on Transport 
Phenomena and Dynamics of Rotating Machinery, Hawaii, Jan, 
pp. 222-228, 2000. 

3. Demeulenare, A. and Braembussche, R. Three-Dimensional 
Inverse Method for Turbomachinery Blading Design. J. of 
Turbomachinery, 120, 247-254, 1998. 

4. Goel, S., Cofer IV, J. I. and Singh, H. Turbine Airfoil Design 
Optimization. 96-GT-158, 1996. 

5. Cho, S. Y., Oh, K. S. and Choi, B. S. Study of Reverse Design 
for an Axial Turbine Blade Profile and Design Parameters for 
Design Blade Geometry. J. of Fluid Machinery, 3(2), 7-14, 
2000. 

6. Cho, S. Y., Oh, K. S„ Yoon, E. S. and Choi, B. S. Study on the 
Minimization of Shape Parameters for Reverse Designing Axial 
Turbine Blade Geometry. In The International Symposium on 
Energy, Environment, and Cold Region. Kitami, June No. 109, 
2000. 

7. VisualDOC Reference Manual Version 1.0. Vanderplaats R&D 
Inc. 1998. 

8. Chen, Y. S. Compressible and Incompressible Flow 
Computations with a Pressure Based Method. AIAA-89-0286, 
27™ Aerospace Science Meeting, 1989. 

9. Chen, Y. S. and Kim, S. W. Computation of Turbulence Flows 
using a Extended k-6 Turbulence Closure Model. NASA CR- 
179204, 1987. 

10. Kiock, R., Lehthaus, F., Baines, N. C. and Sieverding, C. H. 
The Transonic Flow Through a Plane Turbine Cascade as 
Measured in Four European Wind Tunnels. J. of Eng. for Gas 
Turbines and Power, 108,277-284, 1986. 

11. Oh, K. S., Kim, S. Y. and Cho, S. Y. Design of a Heavy Duty 
Gas Turbine Engine for Power Generation. UCN2000-613.M., 
1998. 

12. Horlock, J. H. Axial Flow Turbine, Robert Krieger Publishing 
Co., pp. 60-66, 1973. 

13. Korakianitis, T. Hierarchical Development of Three Direct- 
Design Methods for Two-Dimensional Axial- 
Turbomachinery. Cascades, J. of Turbomachinery, 115, pp. 
314-324, 1993. 

- 93 - 





2F6 Flow behavior around square section model due to a drag reduction 
using stepped front corners 

Anang Cakrawala* and Akira Umemura** 
Department of Aerospace Engineering, Nagoya University, Nagoya 464-8603, Japan 

E-Mail: anang@proD.nuae.nagova-u.ac.jp 

Key Words: Drag Reduction, Numerical Simulation, Rectangular, Stepping Notch 

Abstract 
For many decades, the flow around rectangular or 

square obstacle has been the subject of intense 
research. One of drag reduction treatments for these 
obstacles is cutting a small rectangular region at both 
front corners to form step. From numerical simulation 
conducted in the present study, it is found that the drag 
coefficient of the notched obstacle is mainly determined 
by the negative pressure coefficient on the back surface. 
The boundary layer flow developed on both sides of the 
obstacles changes in the presence of the stepping 
notches, which reduces drag and suppresses lift 
oscillation due to Karman vortex shedding. 

1. Introduction 
It is known that drag force arises from body placed 

against a stream of air. Square or rectangular shapes 
are often used in many areas, like transportation, 
building construction, etc. The drag forces are mainly 
determined by the negative pressure on the back 
surfaces. In this paper, we will describe drag reduction 
mechanism due to modification in forebody shape. 

Many researchers attempt to reduce the drag of 
square and rectangular obstacles. The following 
methods are available for drag reduction; (l) Rounding 
out of the forebody shape. In this method, the forebody 
shape is made streamlined. However, the negative 
pressure acting on the back surface remains at high 
value. (2) Notching a rectangular region out of either 
fore body corner. In this method, the flow becomes 
unstable in the notched region because inverse 
pressure gradient appears where the flow turns into 
the notched region. However, by virtue of vortex 
generation there, this method is effective to reduce 
drag. We are focusing on the second method. 

The objective of this study is to clarify the drag 
reduction mechanism relevant to the notched 
rectangular obstacle by means of numerical simulation. 

2. Theoretical Consideration 
In the present numerical calculation, the ratio of 

step height to the width of a square or rectangular 
obstacle is fixed and the ratio of step length to height, 
SR, is varied. Obviously, the variation of step height 
itself may affect the aerodynamic characteristics of 
stepping notches significantly. The following 
consideration would provide a hint for step geometry 
most effective to drag reduction. 

We consider a two-dimensional potential flow 
around a semiinfinitely long body placed parallel to a 
uniform stream of an unbounded fluid. 
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It can be proved that any semrinfinitely long body 
experiences no drag force so far as the fluid flows in the 
uniform flow direction along the two parallel 
boundaries of the body at infinity far downstream. This 
conclusion is important because it holds irrespective of 
the shape of forebody. Especially it holds even when the 
flow partially separates in the forebody part. Let us 
consider an angular forebody with stepping notches at 
both corners. The flow, which satisfies this downstream 
condition, is the case when the flow separates at either 
edge of the front surface and reattaches to the edges of 
the body sides tangentially to the side surface. In this 
case, the region enclosed by the step surface and the 
free streamline should be a dead flow region. The 
relevant, complex potential is derived as follows. 

f(w) = 0 + P¥ = A 
1111 
 + —— 

where 

A = -F 

™-q  _L_9   w+q  JL+, 
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I    <r) 
The coordinate z=x+iy and velocity w=u-iv are 
non-dimensionalized by using the body half-width and 
the uniform velocity, respectively. The length a and 
height b are expressed as functions of free stream speed 
q as 

a = 2Ei-l Eq.3 

b = A 
2[l + g2j, \-q2 hl-q 

\ + q 
Eq. 4 

_q[\-q'j q1 

Figure 1 shows the allowable step geometry in terms of 
step length and step ratio as function of step height. 
Correspondingly, the value of pressure in the dead 
space varies. The forces acting on the front surface and 
step walls cancel out. The force acting on the step walls 
can be calculated from 

■" D,step 1- 7; 
a 

\ + a 
Eq. 6 

The net force acting on the step walls takes small 
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value at small step height even though the pressure 
drop increases as the step height decrease to zero. On 
the other hand, as the length of front surface decreases 
to zero, the solution approaches the well-known plate 
solution in which the pressure of the dead flow region is 
equal to the uniform value. As a result, the 
dimensionless thrust force acting on the step walls 
takes the maximum value 0.533 at the step height 0.09 
or step ratio 1.52 as shown in Fig.l. This condition is 
consistent with the condition that the minimum drag 
coefficient was obtained in Watanabe's experiment 
conducted for a circular cylinder with stepping notch. 
Figure 2 is his experimental result and shows the 
variation of drag coefficient with step height. The total 
drag coefficient decreases with increasing step height. 
It should be noted that the reduction rate of drag 
coefficient is very large at small step height, implying 
the efficiency of small step. When the step height is 
increased to 0.1, the drag coefficient decreases from 
unity to 0.2. 

5 

Figure 1 Step length and step ratio as function of step 
height 

The detail of vortex flow is represented by the dead 
flow and the free streamline enclosing the vortices 
structure formed on the step is not taken into account 
in this dead flow theory. Instead, the vortices flow is 
represented by dead flow and the free streamline 
enclosing the vortex structure. This approximation will 
be valid when there is a main vortex on the step, but 
fail when there appear a number of vortices. This is the 
case at large step height, although the dead flow theory 
predicts small drag coefficient. In fact, it is easily 
imagined that, since the flow separated from the front 
surface edges reattaches the step flow by the 
appearance of turbulence, the attached flow impinges 
on the step wall to increase the drag coefficient beyond 
a certain value of step height. 
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Figure 2 Step model experimental result 

3.   Numerical Simulation 

Figure 3 Computational domain 
Figure 3 defines the shape of obstacle model and 
computational domain. In the present calculation, the 
height of step is fixed at a=0.1 and the length b is 
varied. The inflow boundary and side boundaries of the 
computational domain are located at a distance of five 
times the model width from the front and side surfaces 
of the model, respectively, while the distance from the 
model back surface to the outflow boundary is ten times 
the model width. 

Fractional step method with time splitting was 
used to solve 2-D incompressible Navier Stokes 
equations. The mesh employed in the calculations has 
non-uniform grid resolution. The grid becomes 
gradually finer close to the model surface. The total 
number of mesh is about 50 000 to 60 000, where the 
minimum size of mesh is 0.015, small enough to resolve 
the boundary layer structure. Reynolds number (Re) 
based on the uniform flow velocity U and the model 
width (d) is 10000. The time step was taken to be AT = 
5.0 x 10'4 . The pressure convergence criterion ranged 
from 1.0 x 10 6 to 1.0 x 10 7. 

4.   Result and Discussion 

Numerical simulation shows that the flow becomes 
quasi-steady after the elapse of dimensionless time of 
O(l0). The following flow characterization is made for 
such quasi-steady state. 

4.1 A square in an unbounded, uniform stream 
There are a number of literatures regarding the 

numerical calculation of uniform stream past a square 
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model. We conducted a similar calculation for reference 
and for validation of our numerical calculation scheme 
(Table 1.) The square placed in a uniform stream of 
unbounded fluid brings about the separation of flow at 
both edges of the front surface, yielding the 
time-averaged drag coefficient Cd = 2.16 and Strouhal 
number St = 0.15 in our calculation, consistent with 
other researchers' calculations. 

Table 1 Comparison of mean drag force coeff. 
Authors Reynolds 

number 
Mean 

Cd 
A. Cakrawala et al. SR = 2.0 1.0 x 10" 1.47 
A. Cakrawala et al. (Square) 1.0 x 10" 2.16 
Ian Taylor DVM [7] 2.0 x 104 2.38 
Naudascher (exp.) 1.06 x 105 2.00 
Koutmos et al. 1.4285 x 104 2.37 
N. Kondo et al. 1.0 x 104 2.5 
Tamura et al. 1.0 xlO4 2.4 
4.2 Step notch effect 

In this paper, the drag coefficient is determined 
from the integration of the pressure coefficient (Cp) on 
the vertical walls of the model. In figure 4, the drag 
coefficient is plotted against the step ratio. The drag 
coefficient of a rectangle obstacle with width h and 
length 1 is also drawn for reference. It is confirmed that 
the notching the front edges of rectangular obstacle 
reduces the drag coefficient. The drag coefficient of 
rectangular obstacle decreases as the length of the 
obstacle increases. However, the drag coefficient of step 
model slightly increases when the step ratio increases 
from 1.33 to 2.0. As a result, the degree of drag 
reduction due to notching the front edges of rectangular 
obstacle decreases for this change of step ratio. 
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Figure 4 Variation of drag coefficient with step ratio 
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Figure 5 Constitution of drag coefficient 
It is concluded that flow separation reattaches just at 

corner causes high velocity flow of the sidewall of the 
model. This result to high negative pressure on back 
surface of the model then makes the Von Karman 

Vortices of stepped model higher than square model. 
Figure 5 shows the constitution of the drag 

coefficient, from which we can know the contribution of 
front and back surfaces of the step model. In the case of 
rectangular obstacle, the contribution of front surface is 
almost independent of the obstacle length whereas the 
contribution of back surface decreases with increasing 
obstacle length. Thus, it is found that the drag 
coefficient of a longer rectangular obstacle becomes 
smaller because the pressure recovers downstream on 
the obstacle sides. The thrust force acting on the step 
walls is greater than the drag force acting on the front 
surface. Therefore, the step model experiences a net 
thrust force in the forebody part. This partially cancels 
the drag force acting on the back surface. It is 
interesting to note that the back surface of step model 
experiences greater drag force than that of rectangular 
obstacle and is almost invariant with step ratio. Since 
the length of main body of the step model is fixed in the 
present calculation, the boundary layer flow developed 
on the side surfaces does not change significantly with 
step ratio so far as the flow separated from the front 
surface edges reattaches at the leading edges of side 
surfaces. This implies that the step model that satisfies 
the above-mentioned flow condition approximately has 
the same negative pressure on the back surface. 
4.3 Pressure distribution on body surface 

040 0.60 0.80 
Non Dimensional Velocity 

Figure 6 Velocity distribution at model side wall 
The distribution of time-averaged pressure coefficient 
along the body surface is shown in Fig. 7 for the 
three-step ratio in comparison with the corresponding 
rectangular obstacle case. The values are plotted 
against distance measured along the body's perimeter 
from the center of the front surface and moving 
clockwise around the body. 

It should be noted that the magnitude of the 
negative pressure acting on the step walls is very large. 
This implies that the step notching at the front corners 
is very effective to reduce the drag force acting on the 
forebody. For comparison, let us consider the pressure 
distribution on the surface of a round nose. As the fluid 
flows along the round nose surface, the pressure 
decrease to the same value as the negative pressure on 
the step walls. However, the axial force component 
acting on the round nose surface reduces its magnitude 
near the part where the surface becomes parallel to the 
uniform stream direction. As result, the negative 
pressure due to flow acceleration cannot effectively 
contribute to create thrust force on the round nose. 
Therefore, it can be said that the step notching is an 
excellent device, which utilizes the pressure drop to 
produce thrust force. 
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There is a certain step size, which has a significant 
drag reduction effect, as demonstrated in Watanahe's 
experiments. Consider two limiting cases! First, when 
the step length is too short, the accelerating flow which 
separates at the leading edge of the step base attacks 
and pushes the step wall. Therefore, the net drag force 
acting on the body rather has a grater value than the 
square case. This includes the case when the step 
length is too long that the separated flow reattaches 
the base of step. Second, when the step height is too 
small, the step is totally immersed in the separated 
flow region so that the step has no significant effect on 
the drag reduction. 

In the calculation of step ratio 1.33, as seen in Fig. 
7, the pressure coefficient becomes minimum at 
midway point on each of the step bases and walls. This 
indicates that a strong vortex is trapped inside the step 
region and the flow reseparates at the leading edges of 
the side surfaces. In the case of SR = 2.0, the vortex is 
also trapped at the step location. However, the flow 
separated at the leading edges of the step bases 
reattaches at the leading edges of the side surfaces. 
Then, the fluid goes downstream without separation. In 
either case, there are no significant temporal changes 
in the pressure distribution on the forebody surface, 
while the instantaneous pressure, acting on the back 
surface strongly depends on the configuration of Von 

0.00 1.00 2.00 3.00 400 5.00 

open distance 

Figure 7 Time-averaged surface pressure coefficient 
distribution in comparison with rectangular model in 
case of step ratio 1.33 
Karman Vortices. 
4.4 Strouhal Number 

In order to determine the frequency of vortex 
shedding, a fast Furrier transform (fft) is performed of 
the pressure fluctuation at a point near the corner on 
the back surface of the model. The spectrum for the 
square in an unbounded uniform stream shows good 
agreement with other researches, identifying a 
predominant frequency, which corresponds to Strouhal 
number 0.12. It has multi-modal distribution over a 
rather wide frequency range because the flow separates 
from the front corners of the model and various scales 
of vortices are generated. For the step model, the width 
of the wake flow region becomes narrower so that 
Strouhal number of vortex shedding increases. At the 
same time, it is found that the spectrum is 
concentrated on a certain frequency. These changes 
indicate that the both step corners prohibits the flow 
from separating from the model except at the back 
corner  and  that  the  vortex  shedding  frequency  is 

determined by the neutrally stable arrangement of 
Karman vortices. In fact, equating the distance of 
separation between the counter-rotating vortex series 
to the obstacle width d, the stable condition leads to the 
value of Strouhal number St = 0.2. The step not only 
reduces the drag force acting on the forebody but also 
suppress the flow separation from the front surface 
edges. Interestingly, these effects are caused by the 
flow acceleration due to the fluid exclusion by presence 
of the body itself. The flow impinging on the body must 
turn around its edges. The step provides a mechanism 
that result in the pressure drop of the turning fluids, 
which become a suction force to the forebody. 

5.   Conclusion 
The flow impinging on the body must turn around 

its edges. The step notching provides a mechanism that 
utilizes the pressure drop of the turning fluid to gain a 
suction force to the forebody. The degree of drag 
reduction depends on the stepping ratio. It is found 
that the most significant drag reduction for stepping 
model is when the stepping ratio is equal to 1.33. 
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ABSTRACT 

A method to suppress drag and flow oscillations on 
bluff bodies at transonic speed has been considered. The 
method incorporates the use of small tabs inside the separated 
region that is dominated by reverse flow. The method is applied 
to a circular cylinder at M=0.6 and 0.73, and a square cylinder at 
M=0.56 and 0.71. In the circular cylinder case, drag reduction 
of 32% is achieved at M=0.6, whereas in the square cylinder case, 
an estimated 40% reduction is achieved at M=0.56. Pressure 
fluctuations around the cylinders were also greatly reduced. 
Tliis is probably due to favorable changes in the wake profile that 
are associated with drag reduction. 

1.   INTRODUCTION 

Reduction of aerodynamic drag on bluff bodies is 
important for many engineering applications. In many cases it 
is also of interest to reduce flow instabilities that are commonly 
developed around such bodies. Most researches in this subject 
have been oriented toward the low speed flow regime. This 
paper deals with the issue in the transonic flow regime, where 
drag is high and flow unsteadiness is severe. 

The investigation looks at the effectiveness of 
installing small tabs inside the otherwise fully separated regions 
to reduce drag and flow unsteadiness. This approach is based 
on the premise that the reverse flow inside the separated region 
plays a significant role in the flow separation mechanism, such 
that when reverse flow action is suppressed the severity of 
separation can be lessened. Therefore, the tabs are expected to 
suppress the reversed flow inside the separated region, hence 
reducing the severity of flow separation. Any reduction in drag 
will be accompanied by favorable changes in the wake profile of 
the bodies. Since from instability theory the wake profile is 
associated with instability growth inside the wake, it is expected 
that drag reduction on the bodies will be followed by reduction in 
flow unsteadiness around the bodies as well. 

2.   EXPERIMENT 

The bluff bodies considered in this investigation are 
circular and square cylinders. The circular cylinder has a 
diameter of 30mm and the square cylinder has a side length of 
25mm. The schematic of the models is shown in Fig. 1. The 
experiment was conducted in the Nagoya University Transonic 
Wind Tunnel, which has a slottcd-wall test section with 
dimensions of 0.3m x 0.4m. The test Mach numbers arc 0.6 and 
0.73 in the circular cylinder case, and 0.56 and 0.71 in the square 
cylinder case. The models were equipped with pressure taps, 
which were connected to pressure transducers for steady and 
unsteady pressure measurements. All tests were conducted with 
atmospheric stagnation conditions. 

T 
d= 25mm 

1 
Fig.l    Schematic of cylinder models. 

7 

a) Double-tab b) Quadruple-tab 

Fig.2 Schematic of tabbed circular cylinder 

a) Double-tab b) Quadruple-tab 

Fig. 3 Schematic of tabbed square cylinder 

In the tabbed circular cylinder are shown in Fig. 2. 
two different tab length ratios were used: lid = 0.1 and 0.2. 
These tabs were installed perpendicularly on the rear surface of 
the cylinder (115"< I 6p | <180"), where flow is already separated 
otherwise. A quadruple-tab configuration was also tested with 
the shorter tabs installed at 6p=±120" and the longer ones at 
6p=±140". 

Schematic of the tabbed square cylinder 
configurations is shown in Fig. 3. The tabs had an l/d=0A2 and 
were installed on the side surfaces where flow is also separated. 
In the double-tab case, where one tab is installed on each side 
surface, two tab locations were considered: x/d=0.2 and 0.8. 
These positions are also used in the quadruple-tab configuration, 
where two tabs are installed on each surface. 
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Fig. 4 Pressure distribution on circular cylinder; 
a) M=0.60, b) M=0.73 

The installation of the tabs also results in much 
steadier flows around the cylinder, as evidenced in Fig. 5. 
These figures show the frequency spectra of pressure fluctuations 
measured at 6=90". At M=0.60, the pressure peak that is 
associated with the Karman vortex shedding is greatly reduced. 
In addition, the Strouhal number that is associated with the vortex 
shedding frequency is increased from about 0.18 to about 0.21. 
At M=0.73, when tabs are installed, no fluctuation peaks could be 
detected at all measurement locations on the cylinder surface. 
Therefore, the change in Strouhal number at this Mach number is 
not known. It is presently understood that reduction in the wake 
deficit that is associated with drag reduction may be responsible 
for the reduced instability in the near wake and around the 
cylinder. 

3.   RESULTS 

In the circular cylinder case, the best results were 
achieved by the quadruple-tab configuration. In this case the 
shorter tabs were located at Gp=±120" and the longer tabs at 
9 =+140". The pressure distributions on the cylinder surface are 
shown in Fig. 4 for both Mach numbers. As depicted in the 
figures, a large increase in base pressure is obtained when the 
tabs are installed. In addition, pressure increases are created 
across the tabs, resulting in forces on the tabs whose axial 
components are directed upstream, hence against drag. As a 
result, drag is lower by as much as 32% at M=0.60 and 18% at 
M=0.73 

Schlieren pictures of Fig. 7 show the flows around 
the cylinder at M=0.60 with and without the quadruple tabs.    As 

clearly distinguished, the presence of the tabs increases the 
vortex formation length. In addition, the wake of the quadruple- 
tab cylinder is noticeably narrower than that of the plain cylinder. 
At M=0.73, the presence of the tabs lead to the formation of 
double shock waves that are aligned parallel to each other, as 
seen in Fig. 8. There has been no evidence thus far to link this 
phenomenon to flow three-dimensionality along the span of the 
cylinder. This phenomenon should be subject to further 
investigation. 
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Fig. 5 Frequency spectra of pressure fluctuation at 6p=90" on 
circular cylinder at M=0.6; a) plain, b) quadruple-tab 
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Fig. 6. Comparison between experimental and numerical pressure 

distributions at M=0.6. 

Schlieren pictures of Fig. 7 show the flows around 
the cylinder at M=0.60 with and without the quadruple tabs.    As 
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clearly distinguished, the presence of the tabs increases the 
vortex formation length. In addition, the wake of the quadruple- 
tab cylinder is noticeably narrower than that of the plain cylinder. 
At M=0.73, the presence of the tabs lead to the formation of 
double shock waves that are aligned parallel to each other, as 
seen in Fig. 8. There has been no evidence thus far to link this 
phenomenon to flow three-dimensionality along the span of the 
cylinder. This phenomenon should be subject to further 
investigation . 
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Fig. 10 Frequency spectra of pressure fluctuation at x/d=0.5 on 
square cylinder at M=0.56; a) plain, b) quadruple-tab 

In the square cylinder case, larger effects were obtained 
when the tabs were installed at x/d=0.& rather than 0.2. Even 
larger effects were achieved by the quadruple-tab configuration. 
The pressure distributions on the cylinder surface at M=0.56 are 
shown in Fig. 9. As in the circular cylinder case, higher 
pressures are achieved at the cylinder base, and pressure 
increases are also created across the tabs, both of which result in 
significant drag reduction. At M=0.56 the resulting drag 
reduction amounts to about 33% for the double-tab case and 40% 
for the quadruple-tab case. At M=0.71 drag reduction is 
somewhat smaller. 

Figure 10 shows the pressure fluctuations measured at 
x/d=0.5 on the cylinder surface where flow is at M=0.56.    As in 
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the case of the circular cylinder, the peak that corresponds to the 
Karman vortex shedding is also suppressed in this case. The 
vortex shedding frequency also shows a tendency to increase, 
although the increase is not very significant. 

4.   CONCLUSIONS 

A method to suppress drag and flow oscillations 
around bluff bodies at transonic speeds by using simple tabs 
inside the otherwise fully separated region has been investigated. 
The tabs supposedly suppress the reverse flow action, hence 
relaxing the severity of the separation. 

Implementation of this method on a circular and a 
square cylinder led to large pressure increases at the base of the 
cylinders. In addition, pressure was increased across the tabs, 
such that the axial components of the forces acting on the tabs are 
directed against drag. As a result, a drag reduction of as much 
as 32% was achieved for the circular cylinder at M=0.6, and 40% 
for the square cylinder at M=0.56. These were accompanied by 
increases in vortex formation length and reductions in the wake 
width. At higher Mach numbers the effects are somewhat 
smaller. 

The tabs have also been observed to suppress flow 
oscillations around the cylinders. It is understood that the 
favorable changes in the wake profile associated with drag 
reduction may be responsible for the reduced flow instability. 
In addition, Strouhal number shows an increasing tendency. 

These observations suggest that reverse flow plays a 
significant role in the mechanism of flow separation, such that its 
suppression may result in significant favorable changes in the 
flows around aerodynamic bodies. 
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ABSTRACT 

Experimental investigation has been carried out on edge 
tone generated by a sonic jet issuing from a square 
convergent nozzle and impinging on a wedge shaped edge. 
Acoustic measurements showed that there is a minimum 
breadth required for a tone to be generated. At a wedge 
distance beyond the minimum breadth, the narrow-band 
spectrum of near field pressure signals indicates the 
simultaneous existence of several discrete frequencies, and 
amplitude dominant frequencies show different stages. A 
semi-empirical frequency formula of the edge tone has been 
proposed for the present jet-wedge system. 

1. INTRODUCTION 

The edge tone is a tone of discrete sound produced when 
a jet of gas issuing from a nozzle impinges on a wedge- 
shaped edge placed at a short distance from the nozzle exit1. 
Powell2 has proposed the mechanism by which this tone is 
generated as a feedback-driven hydrodynamic jet instability. 
As described by Rockwell and Naudascherl highly organized 
oscillations of the impinging jet How are sustained through a 
series of interacting events: feedback, or upstream 
propagation, of disturbances from the impingement region to 
the sensitive area of the jet free shear layer; inducement of 
localized vortieity fluctuation in this region by the 
perturbation; amplification of these vortieity fluctuations in 
the shear layer up to impingement: production of organized 
disturbances at impingement. The first event, that is the 
disturbance feedback, is an essential feature of this sequence. 
It provides direct communication between processes near the 
impingement surface and the receptivity region, thereby 
ensuring that the shear-layer oscillation is a globally 
organized phenomenon. Therefore, a comprehensive theory 
of edge tone should include the stability characteristics of the 
jet. the details of the outside flow, and the details of the 
coupling between the outside flow and the oscillating jet. 

Generally the edge tone has been examined for 
rectangular jet with a relatively large width to height ratio. In 
the present paper, experimental investigation for square jet. 
has been carried out. The results have been compared with 
other researchers' results of a rectangular jet having a large 
width to height ratio. A semi-empirical frequency formula 
has been proposed for the present jet-wedge system. 

2. EXPERIMENTAL FACILITY 

The experiment was conducted in the open jet facility at 
the Department of Aerospace Engineering. Nagoya 
University. A square convergent (sonic) nozzle having a side 

length of 8.88 mm was used to produce the primary jet flow. 
The nozzle is attached to a cylindrical plenum chamber that 
has a diameter of 220 mm and a length of 400 mm. High- 
pressure air is supplied from a tank with a volume of 12 nr' 
stored at a pressure of 12 kgf/cnr which is connected to the 
plenum chamber. A high precision pressure regulator and a 
solenoid valve were used in order to control the pressure of 
the plenum chamber within a 0.25% accuracy. 

Two microphones have been employed for acoustic 
measurements. One is a RION UC-29 1/4" condenser 
microphone that has a maximum frequency of lOOkllz and a 
maximum SPL of 160 dB. This is used as a reference 
microphone. The other microphone is an ONO-SOKK.I LA- 
5110 that has a maximum frequency of lOOkllz and a 
maximum SPL of 130 dB. The sound spectra have been 
obtained and analyzed by using a two-channel ONO-SOKK1 
multi-purpose FFT analyzer CF-5210 that can analyze a 
maximum frequency of 100kHz. 

The outside surfaces of the plenum chamber and other 
bodies placed in the near field were covered with two layers 
of acoustically absorbent. 6 mm thick polyurethane foam to 
reduce strong reflections from the plenum chamber. In the 
present measurements, the background noise was 37.5 dB in 
A weighted SPL. 

Mit «2 Micil 
ILotatioii 11 |rtlcrcntc| 
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Note   All dimensions are in mm 
Not lo scale 

Fig. 1 Experimental setup 

The main parameters governing the problem are 1) Mach 
number M and Reynolds number Re of the jet near the exit. 
2) the flow state at the nozzle exit. 3) the geometry and 
disposition of the wedge with respect to the nozzle exit, and 
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4) the condition of the ambient medium into which the jet is 
issuing. 

In the present investigation the exit Mach number is 1.0, 
i.e., sonic jet, which corresponds to a Reynolds number of 1.5 
x 105. A 20-deg two-dimensional wedge has been selected. 
Figure 1 shows the experimental setup. 

3. RESULTS AND DISCUSSION 

One of the main features for edge tone is the "minimum 
breadth," which is the minimum distance h„ required for the 
tone to be first generated. Figure 2 shows the variation of h„ 
with two exit Mach numbers for the present square jet. as 
well as the results of Krothapalli et al.4 for a rectangular jet 
having a width to height ratio of 16.7. 

-Present Exp 

-Krolhapalli et a! 

Fig. 2 

0.8 0.9 1 1.1 

Mach number 

Variation of the minimum breadth with Mach 
number 

L in Fig. 2 represents the width of the rectangular nozzle 
or the minimum dimension of the nozzle. As seen from this 
figure, as Mach number increases, the minimum breadth 
increases. The rectangular jet or two-dimension jet has a 
higher minimum breadth than the square jet for a given Mach 
number and wedge geometry. 

Narrow band spectral analysis of the sound signals has 
been made. The spectral analysis showed that, for a given 
nozzle exit Mach number, the frequency of the edge tone 
decreases gradually as the edge distance is increased over the 
minimum breadth. This frequency continues to decrease until 
a certain edge distance is reached where the edge tone will 
suddenly jump to a new, higher frequency. This new mode of 
operation is known as stage 11, while the first mode is stage I. 
As the edge distance is further increased, the frequency of 
stage II again decreases with distance until another jump in 
frequency takes place, where the edge tone is said to operate 
in stage III. The appearance of the higher stages depends on 
experimental conditions. At large edge distances, the edge 
tone will be lost due to irregular or turbulent flow. Two 
consecutive stages could exist together, as shown in fig. 3. In 
this figure, sound spectra at two-wedge locations are shown. 
Stages II and III overlap at h/L = 4.73, while Stage II only 
exists at hIL = 4.62. 

Figure 4a shows the edge tone frequencies for the present 
jet-wedge system. Six stages exist in the present experiments 
for the edge distance of up to h/L = 7. The overlap between 
stages is clearly shown in this figure. The amplitude of the 
corresponding frequencies are shown in Fig. 4b. The 
amplitude distribution during each stage shows first a sharp 
rise, then a constant amplitude region, and finally a drop at 

the end of the stage. The peak amplitude during the third 
stage of operation is the highest as compared to other stages. 
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Fig.3 Sound spectra at two different wedge locations 
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Fig. 4   Frequency and amplitude variations with the 
edge distance. 
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The phase difference of the edge tone frequency was 
measured between a reference microphone. MIC #1. and the 
other microphone. MIC #2, at location 2. as shown in Fig. I. 
The results are shown in Fig. 5 at different edge distances. 
The two signals were out of phase by a constant value of 
about ± 78 deg. 

4. FREQUENCY FORMULA 

If, in the jet, a disturbance with frequency / and 
wavelength X is propagating with a uniform convection 
velocity uc. the frequency is given by: 

J     X 
(1) 

Once uc and X are determined in terms of the parameters 
of the problem, a formula for the frequency is obtained. For 
the sake of simplicity, in the present investigation the 
convection velocity is set constant and equal to the sound 
propagation velocity. The sound propagation velocity was 
obtained by applying the cross correlation technique to the 
signals of the two microphones (MIC #1 for reference, and 
MIC #2 at location 1) as shown in Fig. I. The results are 
shown in Fig. 6 for the edge location at h/L = 2.65. From this 
figure, the time delay between the two microphones for the 
same incident sound wave could be determined. Since the 
separation distance between the two microphones is known, 
the sound propagation velocity could be calculated easily. 
Figure 7 shows the sound propagation velocity at different 
edge distances. It is clear from this result that the sound 
propagation is constant and equal to 350 m/sec. 
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Fig. 6 Cross-Correlation function. 
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Fig. 7 Sound propagation velocity variation with 
the edge distance. 

From the frequency results shown in Fig.4a and Eqn. (1), 
the wavelength. X, can be calculated easily. Figure 8 shows 
the wavelength variation with edge distance. 
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Fig. 8 Wavelength variation with edge distance. 

The wavelength is linearly proportional to edge location. 
h, as shown in Fig. 8. This linear relation could be written as 
follow: 

where 

and 

X = C, +C7h 

C =0.0075 

f\ \ 
C2 =C,(/0 = 0.161n 

ynj 

+ 0.475 

(2) 

(3) 

(4) 

Where n is an integer denoting the stage of the edge tone 
operation. It is clearly shown that the wavelength is a 
function of edge distance h and operations mode n. This is 
agrees with the measurements by Brown-"' the wavelength in 
the disturbed two-dimensional jet of an edge-tone system. 
Brown measured the wavelength from smoke pictures of the 
disturbed jet and found that the edge distance is connected to 
the wavelength by the relation 

h — 
X - 7 -^ = C, h 

n + - 
(5) 

Figure 9 shows results of slope, C,. the present 
experiments Fqn. (2), the best fitting represented by Eqn.(4), 
and the Brown's measurements for two-dimensional jets by 
Eqn (5). 
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Fig. 9. Slope variation with stage number 
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This similarity in the slope variation with the stage 
number suggests that mechanism of edge tone generation for 
the present jet-wedge system is the same as the two- 
dimensional jet-wedge system2. Frequency formula for the 
present jet-wedge system could be obtained by substituting 
Eqn. (2) into Eqn. (1). Figure 10 shows a comparison 
between the present experimental data and predications based 
on Eqn. (1) as well as a two-dimensional jet-wedge model. 

OAD»*«| Present Exp. 
^^—        Present Model 
         Brown's formula 

Fig. 10 Edge tone Frequency predication 

5. EDGE - TONE SUPPRESSION 

During the course of the experimental investigation, it 
was found that the edge tone could be suppressed by placing 
two plates normal to the centerline of the undisturbed jet in 
the outside flow region, as shown in Fig. 11. Consequently, 
experiments were made to determine for any given location 
of the edge the plate location at which the edge tone is 
suppressed. Such measurements were made for stage III. 
where the peak amplitude of the edge tone exists, with a fixed 
edge distance h/L equal to 4.45. 

suggests that the plate makes the upstream propagation of 
disturbances weaker, consequently inducing of localized 
vorticity fluctuations. 
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Fig. 12 Sound spectra of edge tone suppression experiments 

6. CONCLUSION 

Experimental investigation has been carried out on edge 
tone generated by a sonic jet issuing from a square 
convergent nozzle and impinging on a body with a wedge 
shaped edge. Acoustic measurements showed that there is a 
minimum breadth required for a tone to be generated. The 
square jet has a lower minimum breadth than the rectangular 
jets having a high width to height ratio for a given Mach 
number and wedge geometry. A semi-empirical frequency 
formula has been proposed for the present jet-wedge system. 
Preliminarily results also showed that the edge tone could be 
suppressed by placing two plates normal to the centerline of 
the undisturbed jet in the outside flow region. 
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Fig. 11 the setup of Edge-tone suppression experiment. 

The sound spectra for both the baseline jet-wedge system 
and the system with plates are shown in Fig. 12. In this figure, 
the plate distance /;, was equal to 1.13, where the edge-tone 
has a minimum amplitude for the present configuration. It is 
clearly shown that the edge tone was suppressed by about 19 
dB. The high frequency spectra have also been reduced. This 
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ABSTRACT 

This paper treats numerical simulation of an 

experimentally-observed phenomenon that we 

have called "artificial ablation", where Helium 

gas jets are injected from the stagnation region of 

blunt body to exaggerate real ablation 

phenomena. The two-temperature model of Park 

and the Yos formula for transport coefficients are 

used. Since the flow is assumed laminar, the 

Navier-Stokes equations are used as fundamental 

ones. In addition, both freestream and injected 

gases are assumed to consist of only nitrogen, for 

simplicity, where the effects of radiation 

emission/absorption are neglected. A hybrid 

(structured and unstructured) mesh technique is 

used to take advantage of both mesh characters. 

A finite- volume method is used to solve the 

governing equations. As typical numerical results, 

the distributions of various physical properties 

are visualized, which clearly give the effects of 

gas injection. 

1.   INTRODUCTION 

The MUSES-C is a sample return mission to an 

asteroid, planned at ISAS, Japan. The launch of 

MUSES-C spacecraft is scheduled in July 2002 using 

an M-V rocket. The target asteroid will be (10302) 

1989ML. MUSES-C is scheduled to arrive at the 

asteroid October 2003, departing April 2003 and 

returning back to earth June 2006. There are various 

difficulties foreseen during all relevant stages. 

The   velocity   of   sample-return   capsule   during 
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reentry into Earth atmosphere is estimated as 

12km/sec, which is an experimentally un-reproducible 

hypersonic speed. Therefore, the capsule is exposed to 

a high-temperature gas behind a strong bow shock 

wave. In order to protect the capsule from such critical 

thermal conditions, the ablation of surface material is 

used in MUSES-C mission as the only effective 

technique for thermal protection. However, it is 

important to know the location of transition from 

laminar to turbulence, because the transition increases 

the convective heat transfer causing higher rates of 

ablation. In view of this, one important problem is 

whether the interaction between ablated gas and 

hypersonic incoming flow would trigger earlier 

transition to turbulence. 

Using a Stalker tube of our laboratory, the 

experimental studies of transition phenomenon, using 

an ablation model, have been conducted recently After 

initial attempts using real ablation models, we came to 

realize that the running time 150/isec of our Stalker 

tube was not enough; it needed several times longer 

time for the surface material to vaporize. Thus, we 

have decided to resort to "artificial" ablation. In this 

numerical study, a hypersonic blunt body injecting 

nitrogen gas jets from stagnation region is simulated. 

2.   NUMERICAL ANALYSIS 

In the present analysis, the convective heat 

transfer rate is calculated for the experimental models 

with and without gas injection. The freestream gas is 

nitrogen both in experiment and numerical analysis. 

Although the injected gas is Helium in experiment, 

nitrogen is used in the analysis, for simplicity. The 

effects of molecular/atomic radiation emission/ 

absorption are not taken into account. 

2.1 Chemical Model 

Since the freestream is hypersonic, the flow 
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induced by the extremely high temperatures 

behind bow shock wave is in both thermally and 

chemically non-equilibrium, necessitating, for 

example, the two-temperature model of Park[2] as 

a physical model; (l) the transnational-rotational 

and (2) the vibrational-electron-electronic- 

excitation temperatures. The Yos formula '3l are 

used for transport coefficients. A thermally and 

chemically non-equilibrium 5-species (N2, N, N2+, N+ 

and e") gas is considered. 

2.2 Governing Equations 
Since the flow is assumed laminar, the 

fundamental equations are Navier-Stokes ones. The 

two-dimensional axisymmetric cylindrical coordinate 

system is adopted in the present problem. The spatial 

distribution of chemical species number densities and 

temperatures can be visualized, by solving 

Navier-Stokes equations coupled with the vibrational- 

electron-electronic-excitation energy conservation 

equation, as given below: 

dU    dF    8G 
8t     dx     dy dx      dy y 

where x is the axial coordinate, y the radial coordinate, 

/ the time, U the vector of conserved variables, F and G 

the convective flux vectors, Fv and Gv the dissipation 

flux vectors, Sc the source term vector of chemical 

reactions, Sv the relaxation term vector of energy, and 

H the cylindrical coordinate transformation term vector. 

More detailed information on these vectors is given in 

Reference 5. 

2.3 Numerical Scheme and Grid System 

A finite-volume method is used to the governing 

equations converted into integral equations. Since a 

very strong stiffness occurs in the source terms 

representing chemical reactions and vibrational 

conservation, a semi-implicit method is used. 

A hybrid (structured and unstructured) mesh 

technique is introduced here to take advantage of 

both mesh characters. Advantages of structured 

mesh can be described as follows: 

(1) Fine grids can be formed near a body surface 

with minimum waste. 

(2) Nodal  points  along the  direction  of layer 

around a body surface can be arranged easily. 

On the other hand, advantages of unstructured 

mesh can be expressed as follows: 

(1) Flexibility of grid is high. 

(2) Grid can be formed in far-body space with 

minimal waste. 

2.4 Experimental System 

The specifications of Stalker Tube used in the 

present experiment are given as: 

Running time: 150 ß sec. 

Mach number at nozzle exit: 12.85. 

Pressure: 543Pa at nozzle exit. 

Temperature: 146K at nozzle exit. 

Density: 4.77 x 10"3kg/m3 at nozzle exit. 

These data are provided from the measured values and 

the numerical calculation that assumes the flow to be 

isentropic. Freestream properties are from these data. 

2.5 Artificial Ablation Model 

The experimental model for simulation is shown in 

Fig.l. Nitrogen gas jets are injected from the sintered 

metal at stagnation region to simulate ablation 

phenomena. More detailed information on this model 

is given in Reference 1. 

Sintered Metal 

Fig.l Artificial ablation model 

2.6 Wall Conditions 

The physico-chemical conditions on blunt body wall 

are assumed as non-slip, isothermal, non-catalytic and 

solid, where the wall temperature is set to 1200K 

which is probably higher than the one in actual case. 

The temperature value, however, is selected for 

computational convenience. Properties of injected gas 

are given as! the density 0.32771kg/m3, the velocity 
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150m/s and the temperature 1200K. 

2.7 Calculation Technique 
Calculation is carried out in the following manner: 

(1) Generate an initial grid system and give initial 

conditions. 

(2) Solve the flow using Navier-Stokes equations. 

(3) Adapt the grid and go back to Step (2). 

(4) Solution continues until convergence. 

The solution procedure starts from a coarse grid, 

which consists of a structured grid near body surface 

and an unstructured grid in the remaining region. 

After having acquired the grid data, including cell 

geometric properties, the flowfield is calculated up to a 

certain degree of convergence. This first-step result is 

used to improve the grid quality in the next step. 

In the first step, the number of grid points is 1,176 

and the number of structured layers is set to 1 in both 

cases (with/without jets). In the final step, the number 

of total grid points has become 4,693 for a no-jet case, 

while 4,997 for a with-jet case (Fig.2), where the 

number of structured layers is set to 20 in both cases. 

The minimum grid size normal to surface is set to 1 ß 

m which is enough to resolve boundary layer. 

Fig.2 Final grid for a with-jet case 

3.   COMPUTATIONAL RESULTS 

reversed and compressed again in the body shoulder 

part. The heat flux distribution along with-jet wall, 

shown in Fig.4, shows a rapid increase of heat flux over 

non-ablating location. However, the heat flux value is 

still much lower than the without-jet case (Fig.5). The 

effect of artificial ablation is shown conspicuously. 
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The pressure distribution for both cases is shown in 

Fig.3. In the upper, the gas jet increases the shock 

layer by pushing the bow shock ahead, as shown in the 

experimental results. The injected flow direction is 

Fig.4 Convective heating for a with-jet case 
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Fig. 6   Temperature distribution 

on stagnation streamline 

The temperature distribution on stagnation 

streamline is shown in Fig.6, where the subscripts T 

and V on temperatures signify the transnational- 

rotational and vibrational-electron-electronic 

excitations. Since the dissociation of N2 begins 

only at T>4,000K, the chemical components of 

flow behind bow shock wave would be nearly 

entirely N2 in both with-jet/without-jet cases. If 

the energy is proportional to the temperature, the 

vibrational temperature can be written as 

TV = T; 

where TY
E is the vibrational temperature at 

equilibrium, r v the vibrational energy relaxation time, 

which is a given value behind bow shock wave, and / 

the time. In a without-jet case, t is calculated as 

ISV=2.20 X 10'5 sec from the distance L between the 

bow   shock   position   and   the   position   where   the 

r t\\ 
1-exp 

\    xv)_ 

vibrational temperature becomes maximum and the 

flow velocity V. If T/ is equal to 4.416K, the 

translational temperature behind bow shock, the 

vibrational temperature Tv is evaluated as 3.807K, 

which is confirmed by the present numerical 

simulation. 

4.   CONCLUDING REMARKS 

A numerical code simulating our experiments has 

been developed. The distribution of various 

physical properties is visualized, clearly giving 

the effects of gas injection. It has turned out to be 

necessary, however, to utilize the injected gas 

conditions identical to experiments, because 

distinct differences are seen regarding the 

pressure distribution and aerodynamic heating. 
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fixes and grid ix■solutions, the reliability of the 

simulations for a delta wing is reconfirmed, and the influences 

to the flow fields for both types of wings are investigated. 

NUMERICAL SIMULATIONS OF LEADING-EDGE SEPARATION VORTICES 
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ABSTRACT '"   ,ms s'ucb''  vortical   flows over a  delta wing  and  a 

Vortical flows over delta wings and double-delta wings are double-delta wing are numerically simulated. By changing 

numerically simulated. The reliability of the simulations for entropy 

both tyix's of wings is investigated. The results obtained w ith 

different grid resolutions and different entropy fixes show ihat 

characteristics of the secondary vortex, which in turn 

influences the strength and the position of the primary vorlex, 

strongly depend on these parameters. Although the 

computed primary vortex on the delta wing disagrees with the 

(experimentson lx>th strength and location, these discrepancies 

compensate each other and the eom|x>nsation leads tog<x>d 

agreement with the experiments on the aerodynamic 

characteristics. < >n the other hand, the interact ions of the two 

primary vortices on the double-delta wings am influenced by 

the strength and the location of the vortices. More research is 

necessary for an accurate simulation of the leading-edge 

separation vortices especially over a double-delta wing. 

jjmi 

=0.08 (a)   .■ =0.02''A.',.       (b)   i 

Fig. 1    Total prossurocontourplotsovoradoublo-clelta wing. 

1.   INTRODUCTION 
Delta wings and doublo-della wings are often used as main ^ ^ ^ Kch(,m(,„, Hl„h-ord(,r sp;i(.0 

wings for supersonic transports (SST) and space planes, For 

these wings at moderate to large angle of attack in taking off 

and landing, the flow separates from the leading-edge and 

forms a pair of spiral-shaped vortices above the upper surface 
of the wing. These vortices Ix'come the predominant factors 

of the resulting aerodynamic characteristics of the wing 

Figure 1 shows the computed total pressure contour plots 

over a double-delta wing as an example. The total numlxTof 

grid points is alxmt 120.000 and the angle of attack is 12 

degrees. The result shown in Fig. 1 (a) indicates the existence 

of two vortices over the upper surface: one emanating from the 

strake leading-edge and the other from the main-wing 

leading-edge.     The two vortices merge  in  the  main-wing 

2.   NUMKIilCALMETHOD 
The governing equations are three-dimensional thin-layer 

Naviei-Stokes equations.   The convertivo terms are evaluated 
space accuracy is obtained 

using the Ml'SOL'01, the primitive variable interpolation. 
The viscous terms are evaluated by the central differencing 

and t he boundary layers an • assumed to be laminar. ()nly the 
steady-state solutions aiv consider«!, and the FF-SGS171 

factorization time integral ion algorithm is used. 

A coarse grid distribution which consists of about 1 10.000 

grid points and a fine grid distribution which consists of about 

810.01)0 are used for the investigation of grid resolution effect 

for Ixith typos of wings. The influences of entropy fixes are 

further investigated by changing the parameter i which 

determines the entropy fix (.' =0.02 and 0.08). 

The body geometries of delta wing and double-delta wing are 

the same as those used in l he experiments by Hummel181 and 
region duo to the mutual mtoraotion.    Figuiv 1 <b) shows the     [)y H|vnnonstunl an,l HummoP. res] actively.   The delta wing 
result obtained with the slightly increased entropy fix"'-1 

(numerical viscosity which only influences the region when' 

eigen value is zero). The contour plots change dramatically 

and the flow struct lire as shown in Fig. 1 (a) can not Ix- 

observed. 
Alarge numlx-r of numerical studies have Ix-on reported for 

delta wings, and they showed accurate simulation results'"A 

For double-delta wings, the flow fields are greatly influenced 
by small factors as mentioned nlx>vo. Then-fore flow 

simulations for the wings like double-delta wings must Ixs 

carried out more carefully compared to delta wings as most oi 

the practical wings used in the next generation are similar to 

double-delta wings. 

*' Graduate Student. Department of Mechanical lOnginoering 
*-Professor. Research Division for Space Transportation 
*:i Professor. Department of Mechanical Fnginoering 

■oi  m2mm'nffl.'>>x-/0A ©BMH^S^ 

has a leading-edge sweep angle of 76' , and the double-delta 

w ing has a leading-edge sweep angle of 80" at the strake and 

60 at the wing. The leading-edge geometries of both types 

of wings an- different: the i lelta wing has a sharp leading-edge 

and the double-delta wing has a rounded one. 

Table 1 shows the flow conditions used in the present 

computations. The angles of attack are the same as those 

used in the experiments'81 '■". The Mach number of 0.3 is used 

so that comparison can lx> made with the low-speed 

experiments'81 (9). 

Table 1     Flow conditions. 
—■ _____ Mach Re (root chord) a 

Delta wing 0.3 0.9 X106 20.5° 

Double-delta wing 03 1.3 X106 12° 
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3.   (X)MPUTED RESULTS 

3.1   Delta Wing 

Figure 2 shows an example of the computed total pressure 

contour plots over a delta wing. The result shows the existence 

of a separation vortex emanat ing from the leading edge. The 

secondary separation vortex can be also observed near the 

leading-edge due to the flow separation over the upper surface. 

Fig. 2   Total pressure contourplots(Fine grid,  f =0.02). 

Aerodynamic Oharacterist ics 

Figure 3 shows the computed Cv distributions in three 

chordwise sections on the upper surface of the wing. 'ITie 

results obtained with the fine grid and the coarse grid are 

shown together with the experimental data. The results for 

fine grid show one suction pressure peak near 00% spanwise 

location. This peak occurs due to the leading-edge separat ion 

vortex. The results also show the other suction pressure peak 

near 90% spanwise location. This peak occurs due to the 

secondary separation vortex. The computed result with the 

fine grid shows good agreement with the e\|x>riment at all the 

chordwise section. The computed result w ith the coarse grid 

shows that agreement with the experiment is still acceptable 

although the pressure peak due to the secondaiy separation 

vortex is weak and. as a result, the pressure peak due to the 

main leading-edge separation vortex is located slightly near 

the leading edge. 

The computations wen1 carried out for two sizes of entmpy 

fix ( i =0.02 and 0.08). Then' was almost no difference 

between the results for the two conditions, except that the 

suction pressure peak by the primary vortex is lwated slightly 

toward the leading-edge when the entropy fix is strengthened 

(t =0.08). The result is not presented here. 

Figure 4 shows the numerical and experimental results of 

lift coefficient as a function of angle of attack a . and Fig. 5 

shows those of pitching moment coefficient. Both computed 

coefficients are in gcxxl agreement with the experiments 

although the computations were carried out only lor one angle 

of attack. 
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Fig. 4   Lift coefficient versus angle of attack. 
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Fig. 3   Pressure coefficient distributions(: =0.02). 

Fig. 5   Pitching moment coefficient versus angle of attack. 

The computed aerodynamic characteristics for a delta wing 

show good agreement with the experiments regardless of grid 

resolutions and entropy lixes. However, in fact the flow 

structure is influenced by these numerical factors. The 

discussion is given below. 

Influences to Flow Fields 

The influences of grid resolutions to the flow fields are 

investigated in this section. Figure 6 shows the computed 

total pressure contour plots at 70% chordwise section. 

Figures 6 (a) and (b) show the results obtained with the fine 

grid and the coarse grid respectively. These figures show that 

the characteristics of the secondary' separation vortex strongly 

depend on the grid resolut ions. The secondary vortex for the 

fine grid simulation separates more intensively than that of 

coarse grid, and that in turn influence the strength and the 

position of the primary vortex. 

Figure 7 shows the static pressure of the vortex core in three 

chordwise sections, and Fig. 8 shows the height of the vortex 

core from the upper surface of the wing. The suction pressure 

of vortex core for the coarse grid simulation is weaker and the 

height is lower than that for the fine grid at all the chordwise 

section. 

liegardleas of such discrepancies of the strength and the 

position of the primary vortex, the computed pressure 

coefficient distributions for Ixrth fine and coarse grid show good 

agreement with the experiments as discussed in Fig. 3. The 

center of the vortex is stronger but farther when the fine grid 

w as used, and is weaker but closer to the wing surface when 

the coarse grid was used. As a result, the induced negative 

pressure peaks over the upper surface of the wing become 

similar.    This is the reason for the pressure distributions and 
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forces to agree with the experiments either with the fine grid 

or with the coarse grid. 

The similar phenomena were observed to entropy fixes (not 

shown here). A series of computations for a delta wing 

presented hen- indicates that good agreement with the 

experiments on aerodynamic characteristics does not 

necessarily indicate that the flow fields are accurately 

simulated. 

(a)   Kino grid (b)   Coarse grid 

Fig. 6  Total pressure contour plot s in 7( 1% chore Iwise sect ion. 
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Fig. 8   Height of the vortex core (,• =0.02). 

3.2   Doubled Vlt a Wing 

Figure 9 shows an example of the computed total pressure 

contour plots over a double-delta wing. 'l\vo vortices, one 

from the strake and the other from the wing leading-edge, an' 

clearly observed. Those two vortices interact each other in 

the main wing region and merge together at the downstream 

station. 

Aerodynamic Characteristics 

The computed Op distributions on the upper surface of the 

double-delta wing are shown in Fig. 10, together with the 

experimental data. The results shown in Figs. 10 (a) and (b) 

an^ obtained at 62.5% and 75% chordwise? sections, respectively. 

The experimental data in Ixith chordwise sections show the 

existence of two suction pressure peaks. One suction 

pressure peak observed near 50% spanwise location is induced 

by the vortex emanating I mm the strake leading edge. The 

other suction pressure peak observed near 80% spanwise 

lcx'ation is induced by the vortex emanating from the 

main-wing leading edge. 

The computed result for t he coarse grid (about 140,000 grid 

points) shows much weaker suction peaks at 62.5% chordwise 

section than those of the experiments (Fig. 10 (a)), and only 

one peak is observed at 75% chordwise section (Fig. 10 (b)). 

From Figs. 10 (a) and (b). results for fine grid (about, 810,000 

grid points) show two obvious pressure peaks at both 

chordwise sections. The peak of the strake vortex at 62.5% 

chordwise section especially shows good agreement with the 

experiments. However, t IK • peak of the wing vortex disagrees 

with the experiment at both chordwise sections. 

In any case, the solutions are obviously improved by 

increased number of grid point. Therefore, the computation 

using still finer grid (about 1.000.000 grid points) is carried out. 

The pressure peak of the "strake" vortex in Figs. 10 (a) and (b) 

show further improvement However, the peak of the "wing" 

vortex still disagrees with 1 he experiment at both chordwise 

sections. 
.\s mentioned above, the computed Cp distributions for a 

double-delta wing disagree with the experiment even when 

either the same or still finer grid distributions as those used in 

the computations for a dell a wing are used. 

Figures 11 and 12 show the lift and pitching moment 

c(x>ffioients. respectively. The computed lift coefficient shows 

gcxxl agreement with the o\| )oriment. (Jn the other hand, the 

computed pitching moment coefficient shows about 60% less 

value than that of the experiment. The main reason for this 

discrepancy comes from inaccurate pressure distributions in 

the main-wing region. 

Cenerally speaking, aerodynamic characteristics of a delta 

wing can be predicted accurately, but aerodynamic 

characteristics of a double-delta wing are difficult. 

1.5 
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i 
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Fig. 9   Total pressure eonlourplots(Finegrid.   f =0.02). 
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aerodynamic characterist ics of the double-delta wing. 
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Fig. 10   Pressure coefficient distributions! ; =(102). 
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Fig. 12   Pitching moment coefficient versus angle of attack. 

Influences to Flow Fields 

The contour plots shown in Fig. 9 show the existence of I he 

secondary separation vortices emanating near the leading 

edge in both strake and main-wing region. Grid resolutions 

and entropy fixes influence the characteristics of t he secondary 

vortices, which in turn change the strength and the position of 

the two primary vortices from the strake and the main-wing 

leading edge. 

The computed off-surface particle t races are shown in Fig. 13. 

The results shown in Figs. 13 (a) and (b) an- obtained with the 

coarse and the fine grid, respectively The computed results 

for two entropy fixes an' show n for each grid resolution. 'Hie 

location of the vortex merging tends to occur in the aft region of 

the wing when the fine grid is used. Different entropy fixes 

also change the location of the merging even when the same 

grid resolution is used. The main reason lor the discrepancy 

of the interaction and the merging of vortices comes from 

inaccurate predictions of the strength and the position of the 

primary vortices, which leads to difficulty in predicting the 

(a) Coarse grid 

(b) Fine grid 

Fig. 13   Off-surface particle trace. 

4.   CONCLUSIONS 
Computations of vortical flows over a delta wing and a 

double-delta wing have been carried out. The reliability of the 

simulations for both types of the wing was investigated. 

Aerodynamic lift force and moment as well as the pressure 

distributions showed good agreement with the experiments for 

the delta-wing simulation with either the coarse or fine grid. 

However, the details of analysis of the flow field showed that 

the kx'ation and the strength of the separation vortex showed 

dependency on the grid resolution. 

For the double-delta wing simulation, difficulty exists for the 

prediction of the pressure distributions, and as a result of the 

pitching moment even w hen the still finer grid is used. 

Accurate simulation of the llow field over a double-delta wing 

still requires more research effort. 
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Abstract 
In this paper a model inversion nonlinear control strategy 

for unknown nonlinear systems is presented. The whole 
strategy is to make a linear system from a nonlinear system by 
input-output feedback linearization and design a linear 
controller. The Neural Networks are applied to implement the 
unknown nonlinear systems. This control strategy is applied 
to the aircraft flight control for a specific flight profile. 
Numerical simulation for aircraft coordinated-turn control by 
the model inversion-based control technique using neural 
networks for unknown flight dynamics is performed, which 
demonstrate the practical potential of the theoretical results. 

I. Introduction 
Flight control design based upon classical control theory 

has been applied over a broad class of applications. Due to the 
recent upgrade in aircraft performance, new control system 
requirements such as robustness and nonlinearity have 
emerged as new challenging issues. Also diverse aircraft 
configurations such as tailless aircraft and tilted rotor type 
require high maneuverability and high angle of attack. 

As a nonlinear controller design technique, the feedback 
linearization is based upon exact dynamic modeling of a 
system. But modeling of generic flight dynamics, in particular, 
reliable aerodynamic modeling poses significant difficulty. 
There has been considerable effort in nonlinear control system 
design last decades, and the input-output feedback 
linearization has received noticeable attention. 

The principal idea of the feedback linearization is to derive 
input-output relationship over the plant to be controlled, and 
derive the control input signal satisfying the prescribed input- 
output relationship. This method is essentially inverse 
transform for the input-output, and called inversion control. In 
general the input and output are represented in the first-order 
form. If control input does not appear explicitly in the output 
equation, successive differentiation operation is taken until 
the control input appears in the expression. The control input 
is then obtained in terms of state variables in such a way that 
the output equation is satisfied. The underlying assumption 
for feedback linearization is that all state variables are 
available. Such assumption may be a constraint in practical 
applications. Many efficient algorithms to overcome the 
limitation are under study. 

Neural networks are employed in an effort to resolve the 
observability issue of state variables. In other words, the 
neural networks take advantage of approximating systems 
with unknown states and uncertainties. Stability of the system 
with  the  neural  networks  is  proved  by  using   Lyapunov 
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*** Assistant Professor, Dept. of Aerospace Engineering 

stability theory. 
The feedback stabilization in conjunction with neural 

networks mentioned above is applied to coordinated-turn 
maneuver of aircraft in this study. The coordinated-turn is a 
frequently used maneuver for guidance and navigation purpose. 
As the aircraft tends to perform coordinated-turn unwanted 
sideslip angle may be induced due to the typical roll/yaw 
coupling effect. 

The principal idea of this study is to maintain the 
coordinated-turn by minimizing induced sideslip angle. The 
control surface needed in such maneuver is rudder, and multi- 
input, multi-output control scheme is applied. 

This paper consists of the following steps. First, feedback 
linearization with input-out relationship is briefly introduced. 
Then the neural networks are combined to approximate aircraft 
dynamics under uncertainties. Stability analysis is followed for 
the neural networks. Finally controller design for coordinated- 
turn maneuver is presented. Simulation results are presented to 
verify the proposed method. 

II. Inversion Controller Design 
For a nonlinear system represented in the form 

x = f(x,u,t) 
(I) 

y = h(x,u,t) 

If the input-output relationship is defined as 
y(t) = h(x(t)) + g(x(t))u(t) 

then the control input becomes 

y(t)-h(x(t)) 
u(t) =  

i'U(O) 
If the output and input variables are not related in the above 

relationship, but   p th order derivates of the output satisfy the 

following equation 

y(t)(P) =h(x(t)) + n(x(())u(t) (4) 

Let us assume that  g{x(t)) * 0 and  y(typ   = v(t). Then the 
new control law is given in the form 

(2) 

(3) 

«(') = - 
yur -Hx(t))    v(t)-Hx(i)) (5) 

g(.v</)) A'(.v(0) 

If a reference trajectory r(t) is given, the feedback control 

law can be shown to render the output( y(l) ) follow the 
reference input. In this case the error equation satisfies 

elP)(t) + a(p_i)e
{P~i\t) + - + ale

m(t) + a0e (0 = 0   (6) 

where (1) 
y    (')- 

(I) and are y(i)-r(i),e      = y     (0 - r     {!)■■■    ana   a(/) 

appropriate design parameters.  The command input can be 
written as 

>•(') = JP) (t)-\a0eO) + Hp-\fP  '<')} 

'01 %2mWfrt -tfv^A      ©B^ffiL^EB'^ 
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which, upon substitution into Eq. (5), yields 
Let us define   E = Ae  as the filtered error signal. Also, it 
should be noted. 

8(0 

"(Oj TO.-/"0 

Input - output llneirlatlon 

Fig. 1 Block diagram for model inversion controller 

<P> 
»(0 = 

(i) - (O0P(/) + *(P-1P 
."-' (01 - lUxll)) (7) 

Yj =-r(P\t) + {a0e(t)+-- + a{     ])e
p~\l)\ 'd ~~'        »•;->-1"o,:»"T'--T"(p- 

As a model inversion controller, a PID type linear 
controller is introduced. Then the following error equation is 
obtained by the control law in Eq. (7). 

E = h(x(t)) +g(x(t))u(t)+ Yd + KVE (8) 

Now the exact control law by model inversion is 
represented in the form 

Yd - h(x(t)) 
"(t)e (9) 

i'(A(0) 
However, in general, exact modeling for such control 

command is not feasible, and the following modified control 
law is proposed. 

_1räzkmi {W) 
g(x(D) 

where  h(x(t))is an approximation of h(x(t)) . The closed- 

loop dynamics with the approximation is given by 

EBh(x(t))+g(x(t))uc(t) + Yj -KVE 

= h(x{l))-kx(t))-KvE = h(x(t))-KvE 

where   h(x(l)) = h(x(t)) - h(x(t)) 

(ID 

III. Neutral Networks for Approximation 
The control law designed so far needs fundamental 

assumption that exact system dynamics should be modeled. 
Stability as well as performance of the controlled system 
therefore depend on how accurate the system modeling is. In 
particular, for the nonlinear systems such as aircraft with high 
maneuverability, the accurate knowledge on system dynamics 
is not easy to acquire. In this study, neural networks are used 
to partially resolve such modeling issues. A multi-layer neural 
networks architecture is used for the specific application. 

bias 
Sigmoid function 

Fig. 2 Neural networks architecture 

Let  v   be weighting parameters between input and hidden 
layer. In addition,  W   denotes weighting parameters between 

hidden and output layers. The output of the network can be 
represented in terms of the input as 

y = Wa(Vx) 
where a{)  is a sigmoid function commonly adopted in neural 
networks.   The   function   h(x(t))    in   the   model   inversion 
controller may be replaced by the neural networks to avoid 
potential modeling errors. 

The output of neural networks with respect to the ideal 
weighting parameters can be written as 

h(x(t)) = Wa(Vx) +E (12) 

where the modeling error( e ) is within a bound 

\£\\<£N 
The new weighting parameters estimated by learning process 

are used to produce the corresponding output function 

h(x(l)) = Wa(Vx) 
By Taylor series expansion, the above expression may be 

approximated as 

h(x(t)) = W(6-6'Vx)+Wä'Vx+w (13) 

where   w denotes high order terms in series, and following 
notations are introduced. 

W=W-W,   V=V-V 

a=o-6 =a(Vx)-a(Vx), 

'do(z)' 
o'(z) = 

dz 

Therefore, one of the functions in the original inversion 
controller is replaced by the output of the neural networks. Thus 
substitution of Eq. (13) into Eq. (11) yields 

E = -KvE + h(x{t)) 
= -KVE + W{6 -dfx) +Wc'Vx + w 

Weighting parameters for the neural networks are updated as 

W = M{,6-6'VX)E-*\E\MW ... 

V = NExWo -K\E\NV 

where M, N are positive definite matrices, and   K is a positive 
learning rate. With the introduction of new function by neural 
networks, the stability of the whole system need to be examined. 
For stability proof, a Lyapunov function is introduced as 

(14) 

L = -E2+-tr{ivTM~iIV}+-tr{PTN lP) 

Time derivative of the Lyapunov function yields 

L = -KVE2 + E(W(6 - d'Vx) ^Wä'Vx + w) 

+ tr\WT M~Xiv) + tr\VT N~XV)) 

From the following relationships, 

W =W -W = -W ,V = V -V =-V 
stability of the system in the Lyapunov sense is proved. 

L = -KVE2 + E{W(6 -ö'm+Wöfx + w) 

+ tr{WTM~X (M(ö-Ö'VX)E-K\E\M\V)) 

+ tr\VTN~] (NExWd' - K\E\NV))} 

(16) 

(17) 

In other words, if KVE > w, Lyapunov stability is guaranteed. 

IV. Coordinated-Turn Control 
The feedback linearization or model inversion controller 

discussed in the previous sections is applied to the control of 
aircraft coordinated-turn maneuver. In general, when aircraft 
tries to make a turn by bank angle, unwanted sideslip may be 
created.   Sideslip   angle  thus  degrades  the   performance   of 
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coordinated-turn. Thus the control objective of here in is to 
maintain bank angle at a desired level while controlling 
sideslip angle to minimum. 

to rewrite Eq. (20) as 

yd = V = -RU - RU + PW + PW 

+ gn COS00COSÖ + gn sin<f>sin66+Fzlm 

Fig. 3 Coordinated-Turn flight 

The output variables are defined as   ,   = \y   ^]r 

where v is the sideslip velocity and ip is the bank angle. 
The output equation is used to design model inversion 
controller. First, the nonlinear governing equations of motion 
for aircraft are given by 

0 - RV - QW -g0 sin 0 + Fx I m 
V = -RU + PW + gQsin<pcos6 + FIm ,)8> 

W = QU - PV + i'0 cos 9 cos 0 + Fx I m 
P = (c]R + c2P)Q + ciL + c4N 

Q = c5PR-c6(P2-R2) + c7M 
R = (csP-c2R) + c4L + c<)N 

where each parameter is given as 

r = / /  -I2 Xc. =(/  -/ )/  -I2 
X Z       ZX       I X       z    z      xz 

re, =(/ -/ +/ )/  Xc, =/ 2        x      y     z   xz      3      z 

re. = /   ,c„ 4      xz   5 / 
y 

c6 = ' I 
y 

c, = l//   Xc 7         y' 8 = ',<', ~'y 
+ I1, 

XZ 
r<9 = / 

X 

i'0=i'/"' 
The   side   velocity 

controller 
equation is used to find inversion 

y<j = V 

and 

•^ = K =-AC + PW + £   sin 0 cos6+ Fx/m C9) 

From Eq. (19) we can see that the side force equation is in 
effect to build control input. The control input (Fx Im) is 
generated by a rudder, but the magnitude is relatively small to 
directly affect the side acceleration. The aerodynamic control 
surfaces are primarily engaged in developing control moment. 
Thus one more differentiation of Eq. (19) is taken to yield 

V = -RU -RU + PW + PW 
+ i'O cos 00 cos 0 + i'rj s'n 0 s'n öö+FA / m 

From Eq. (20) each angular acceleration term is produced 
by    aerodynamic    moments    such    as     L,M,N        The 
aerodynamic moment can be represented as 

L = LQ(X) + Lu5u 
M = M0(x)+ Nuöu 

(20) 

N = N0(x)+ Nuöu 

Fx=Fx0(x) + FXuSu 
Fy=Fyo(X)+FyuSu 

(21) 

Fz=FzQ{x) + FZu8u 

where x represents the aircraft state vector and the control 
input <5t/ consists of both aileron and rudder. Eq. (21) is used 

(22) 

(23) 

y<t =H(cSP-c2H)Q + c4L + c9N)U 
-R(RV-QW-g0smO + Fx/m) 
+ ((ciR + c2P)Q + ciL + c4N)W 
+ P(QU - PV + +gn cos0cos0 + Film) 
+ grj cos00cos0 + gosin0sin00+Fz/m 

The above equation is re-arranged into a function 
hlUit)) = -((csP-c2R)Q+c4L0(x)+c9N0(x))U 

-R(RV-QW-gQsme + Fx0(x)lm) 

+ ((C]R+C2P)Q+C2LQ(X)+C4N0(X)W 
+ P(QU-Py++gocos4>cos0 + Fz()(x)/m) 

+i'QCOs^cos0+i'QSin^isin00+F2Q(A-)/m 

and 

g[(x(l)) = Uc4Luöi, - RFxuSu / m + fV(c2LuSu 

+ c4Nu8u) + PFzuSu I m}¥Fzu8u(x)l m 

Next the inversion control for the bank angle equation is 
attempted. 

yd=<t> 
Thus time derivative of the bank angle yields 

yd =<j> = P + tat\9(Qsin<l> + Rcos<t>) (25) 

Furthermore 

y, =<j> = (ciR + c2P)Q + c-iL + c4N +sec  80(Qsin<p + Rcos<p) 

+ tar\8((c5PR-c6(P
2 - R2) + c-jM)sin<ti + Qsinip (26) 

+ ((c%P-c2R)Q + cAL + <r9AOcos0 - /?sin0) 

The above equations are re-arranged resulting in 
h2(x(l)) = UlR + c2P)Q + ciL0(x) + c4N0{x) 

+ sec   06(Qsin<p + Rcostl>) (27) 
2       2 + tan$((c5PR-c6(P   -R   ) + c1M0(x))sin<p-l-Qsm<t> 

+ ((c%P-c2R)Q+c4L0(x) + c9N0(x))cos<j>-Rsin<l)) 

(28) 

(30) 

g2(x(t)) = CTlLll8ti + c4Nu8u +c-j sin0tan0A/„& 
+ tar\6cos<j>(c4Lu8t4+cgNu8u) 

Next from the definition of y(l) P =VU), the following 
approximations are resulted. 

V~v\(t),      0=v2(/) (29) 

Equation (29) is used to build linear control laws as 

v\(t) = Vc+kuex+kx()e\ 

v2(O=0c+*||«2+*lOe2 
where  <?| = V -Vc  and<?2 =(j>-(j>c   are error signals for each 

variable. 

V. Simulation Study 
A control law by feedback linearization technique has been 

applied to a coordinated-turn maneuver of aircraft. First bank 
angle control by an open-loop command and inversion control 
command are presented. In the model inversion control case, the 
sideslip angle was set to equal to zero during maneuver. Control 
gains are set to 

v\(t) = Vc+5Ai\ +10.le| 

v2(t) = $c+l.\e2+%.2e2 

Simulation results are presented in Figs. 4 to 6 for bank angle, 
sideslip angle as well as yaw angle responses. 
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Fig. 4 Bank angle response by inversion control 

As it can be shown from the simulation results, some 
sideslip component is induced during pure bank angle control. 
This is rather general phenomenon for general banked turn 
maneuvers. Model inversion controller is shown to be 
handling such unwanted sideslip angles within satisfactory 
accuracy. 
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Fig. 5 Side velocity response 
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Fig. 6 Yaw angle responses 

Next modeling errors are accounted by incorporating neural 
networks into the control loop. Simulation results are 
presented in Figs. 7,8 and 9. 
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Fig. 8 Sideslip response by neural network control 

From the simulation results, the inversion controller 
obviously is subject to performance degradation under modeling 
errors. Neural networks can partially overcome such modeling 
errors. Thus, Neural network-based controller may be applied to 
the case where modeling error exist to a significant extent. 

tlme{s8C) 
Fig. 9 Yaw response by neural network control' 

VI. Concluding Remarks 
Feedback linearization controller is applied to the 

coordinated-turn maneuver of aircraft. The inherent roll/yaw 
coupling effect has been successfully handled with the proposed 
approach. The modeling errors existing in the original plant 
dynamics can be partially handled by neural networks which 
replace functions with uncertainties. The proposed approach 
may potentially applied to other nonlinear maneuvers of aircraft. 
Simulation results were used to verify the proposed control 
strategies. 
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Abstract 

Flight dynamics and control laboratory at Inha University 
(FDCLI) is developing a 3-axis rate table of medium size and 
moderate price. FDCLI has developed a single axis rate table 
successfully, and is expanding the work to a 3-axis system. 
The maximum speed will be 2 rev/sec for roll axis and 1 
rev/sec for yaw axis. The maximum angular accelerations 
will be 26 rad/secA2 for roll axis and 4.5 rad/secA2 for yaw axis. 
To achieve these dynamic performance specs, two DC motors 
of 0.25 N-m torque rating is used for the yaw axis and two 
motors of 0.017 N-m for the roll axis, all with proper gear 
reduction. The limits on the rotation angles are removed by 
using slip contact. The position accuracy is 30 arc minutes for 
the all three axis. The overall system is about 76 cm tall and 
48 cm wide. This paper presents the detailed performance 
specifications of the rate table along with descriptions of the 
components. 

1. Introduction 

For the current commercial aircraft, avionic system shares 
about 1/3 of the total cost, about equally with the propulsion 
and structural systems. However, different from the other two 
systems which show steady and slow improvement, the avionic 
systems develop dramatically to meet the ever increasing 
demand. In these days improving the flying quality is most 
directly achieved through the usage of sophisticated control 
systems. Pilot workload is also reduced with improved pilot 
aiding systems such as well-organized glass cockpit and 
autopilot systems. These remarkable improvements are made 
possible with rapid developments in computer engineering and 
electronic components such as micro controllers and sensors. 
The prices of these parts are dropping rapidly while the 
functionalities are improving. Along with the rapid 
development of micro controllers and sensors, demands on the 
avionic systems are also increasing, and as a result, the avionic 
systems become more complex. 

As the system becomes more complex, it is naturally more 
prone to malfunction due to component failure and design fault. 
Thus, to assure the reliability, it is crucial to test the avionic 
systems thoroughly before they are used. The simplest test of 
the avionic systems is to use simulations of software only, 
which can validate part of the logics and codes. As the 
functionality becomes more complex, checking all the logics in 
realistic situation using an off-line simulation is becoming 
tougher; using a pilot-in-the-loop-simulation (PILS) is a better 
choice, since the pilot can drive the simulation to realistic 
situationg and test all the implemented functionalities. To test 
the actual hardware system, the simulation is modified in such 
a way that the part of simulation program that simulates avionic 
equipments is replaced with actual hardware. In this way, the 
*Professor 
f Assistant Professor 
% Graduate Student 

simulation software simulates aircraft dynamics only, and 
interfaces with the actual hardware. Combining this 
hardware-in-the-loop-simulation (HILS) with the PILS, the 
avionic system can be thoroughly checked from the early stage 
of development process. This should reduce the development 
cost significantly while shortening the development time. 

One of the most basic usages of the HILS system is testing 
inertial sensors, especially gyroscopes. Inertial sensors such 
as rate gyroscopes are tested on top of rate tables which are 
driven to match the aircraft attitude as computed by the 
simulation program. For this kind of HILS test, the rate 
tables play the key role. Three-axis rate tables have complex 
mechanism, and making them to operate with high accuracy is 
a challenging problem. Due to this difficulty, high precision 
rate tables are usually expensive. And also, the three-axis rate 
tables are usually developed for full-scale aircraft or missile 
development, and thus are bulky. Because of the high price 
and bulky size, the availability of the rate tables has been 
limited to large research facilities or industries. On the other 
hand, compact and efficient inertial sensors such as MEMS 
accelerometers and vibrating gyros are newly developed with 
the aid of micro machining techniques. These components are 
mass-produced and the prices are significantly lower than those 
of conventional mechanical sensors. Even though the 
accuracies of these components still do not match with those of 
the more expensive high-end equipments, they are improving 
rapidly. Because of the low price and easy availability, their 
application fields are ever widening. 

Low cost UAV can directly benefit from these equipments. 
Dependency on the airborne electronics of UAV is bigger than 
manned aircraft, in a sense. Because of low purchasing price 
and operation cost, UAV are considered to be an efficient 
system that can replace manned aircraft for certain missions, 
which is not necessary true. Due to the lack of the flexibility 
and adaptability of experienced human pilots, the mission 
profiles of UAV are significantly limited compared to manned 
aircraft. Since UAV should perform the missions 
autonomously, it should be more flexible and reliable than the 
manned aircraft. The flexibility can be partially acquired by 
using sophisticated software that utilizes many different types 
of sensors, and the reliability can be improved by using the 
concept of redundancy. With the availability of the efficient 
(in terms of size and cost) sensors, UAV avionics are rapidly 
developing. Testing these equipments needs different 
paradigm than the full-scale aircraft; rate tables of low cost, 
small size are the keys. 

Flight dynamics and control laboratory at Inha University 
(FDCLI) is developing a medium size 3-axis rate table with the 
purpose of easy availability to university researchers with 
moderate budget. This paper describes the features and 
construction of rate table that Inha University is developing. 

2. Single Axis Rate Table 

'01 ?39 [Bl mftfä. •> > # '■> O A 
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As a pilot program, a single axis rate table is developed.! 1] 
The final assembled system is shown in Figure 1. This section 
describes the components of this system in detail, since some 
parts and concepts arc used in the three-axis system too. 

Fig. 1 Single Axis Rate Table 

A. Performance Specification 
The system is designed to operate with a payload of 3 kg. 

The maximum size of the payload is set to 100 x 50 x 50 mmA3. 
The clearance margins are set to 50 % in each direction. The 
maximum rate is set to 1 rev/sec, which is typical maximum 
rate for aircraft roll motion. As shown in the figure, the 
position can assume any value in the range of 360 degrees with 
the resolution of 1 degree without any mechanical limit. 

B. Motor and Driving Mechanism 
To produce the maximum torque required using small motors, 

multiple motors and gear reduction may be used. The number 
of motors and gear ratio must satisfy the following condition: 

(Gear ratio) x (Number of motor) > (Max Torque Req.)    (1) 

With the performance specs, the maximum torque required is 
computed as 0.7471 N-m. Considering the size of the overall 
system and the torque required, a DC motor of SM-3657 is 
selected. The rated torque of SM-3657 is 0.15 N-m. To 
achieve this requirement with margin, two SM-3657 motors 
and gear ratio of 7 is used. 

The motors are driven with PWM signal. They should run 
in both directions. An H-bridge circuit that use 24V input is 
used for this purpose. PC817 components are used between 
IO board and motor circuit to electrically insulate them while 
supplying the necessary power. 

C. Sensor 
The position is measured with a resolver. A resolver 

consists of a stator and a rotator which is fixed to the shaft. 
As the shaft rotates, the rotator rotates with respect to the stator, 
which induces current. By measuring this induced current, it 
is possible to measure the position of the shaft. Commercial 
chips are used to interpret the induced current, and compute the 
rotation angle. An AD2S90 resolver-to-digital-converter chip 
from Analog Devices is used here. [2] 

D. Interface 
Since the rotating part with payload rotates with respect to 

the fixed base without angular limit, wires cannot be used for 
data connection. A slip ring connection is used as the 
electrical connections between the rotating and the fixed parts. 
A slip ring of 30 is developed. (Fig. 3) 

Fig. 3 Slip Ring 

Fig. 2 Kearfott Two Piece Resolver (left: rotator, right: 
stator) 

Fig. 4 IO Interface Board 

For data traffic, a general purpose IO interface board is 
developed. (Fig. 4) The specifications of the interface IO board 
are as follows: 

- Digital Input: 16 bit, decoupled by using photo coupler 
- Digital Output: 8 bit 
- PWM Output: 4 channel, 8 bit 
- Analog Input: 8 channels (12 bit AD conversion) 
- Variable Frequency Pulse Output 
- Memory: IK bit flash ram(93c46) 
- Serial Input: 3 channels 

E. Control 
The system is tested for position command. A proportional 

feedback controller is used as an initial test.   For 30 and 50 
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degree step inputs, the system entered the 2% settling zone 
within 0.34 sec and 0.58 sec respectively. The same 
configuration is also tested for sinusoidal inputs. The slip ring 
followed the command input within the tolerance of 1 degree, 
but with non-uniform phase delay. Since this delay is 
inversely proportional to the amplitude, it is believed to be 
caused by the friction from slip ring. 

3. Three-Axis Rate Table 

With the successful completion of the single-axis system, a 
three-axis system is designed and being assembled. The 
overall design shape is shown in Fig. 5. As shown in the 
figure, the axes are arranged to rotate in accordance with the 
conventional Euler angle definition. Same as the single axis 
system, the gimbals can rotate in any direction without limits 
on the angular positions. 

Table 1    Physical Configurations 

Fig. 5 Three Axis Rate Table 

A. Performance Specification 
Performance of one of the typical full-scale rate tables is 

listed as follows (Cargo Electronics S-470): 
- Max. Roll Rate: 999 deg/sec 
- Max Yaw Rate: 350 deg/sec 
- Max. Roll Acceleration: 6.1 dcg/secA2 
-Height: 1.4 m 
- Weight: 2000 kg 

As shown here, typical full-scale rate tables are oversized 
and overpowered for small UAV equipments. With the 
purpose of UAV equipment testing, the size is determined as 
shown in Table 1. Maximum speed is set to 2 rev/sec for the 
roll axis and 1 rev/sec for the yaw axis. The target accuracy is 
0.1 degree. By comparing existing rate tables, maximum 
angular accelerations are set as shown in Table 2. These specs 
are used to compute the maximum torque required. 

Materials Duralumin/Steel 
Payload Capacity 5 kg 
Payload Base Dimension 210mm(W)xl70mm(D) 

xlOmm(H) 
Overall System Dimension 480mm(W)x472mm(D) 

x761mm(H) 
Weight 120 kg 
Controller Type PID controller 
Power Requirements 220 V AC 

B. Motor and Driving Mechanism 
Since all three gimbals move independently, the moments of 

inertial of the outer two axes vary continuously. To find the 
proper motor size, the moments of inertia are computed for 
various configurations. Among the various configuration data, 
the maximum numbers are shown in Table 2. 

Table 2    Axes Properties (Moment of inertia and Target 
Performance) 

Axis Moment 
of inertia 

Angular 
rate 

Angular 
acceleration 

Torque 

Roll 0.0036 12.25 rad/s 26 rad/sA 2 0.0936 

Pitch 0.1386 7.9 rad/s 6 rad/s" 2 0.8316 
Yaw 0.2994 6.28 rad/s 4.5 rad/s" 2 1.3473 

With this data, motors and gear reduction ratio are 
determined. As explained for the single axis system, these 
two parameters along with the rated torque of the motor 
determine the maximum torque level. Table 3 shows the 
designed gear ratio, motor type, and number of motors. 

Table 3 Driving Motors 

Axis Motor Model 
No. 

Motor Torque 
(Nm) 

Motor 
number 

Gear 
ratio 

Roll SM-3657 0.0167 2 10 

Pitch SM-3657 0.0167 5 10 
Yaw 9ISO-24AA 0.2543 2 6 

C. Sensor 

Fig. 6 Brushless Resolver (Harowe 21BRCX-610) 

Same as the single axis system, a resolver is used to measure 
the angular position of the shaft. For better resolution and 
cleaner configuration, a frameless brushless system, shown in 
Fig. 6, is used.    Compared with the one used for the single 
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axis system (Fig. 2), there is no lead wire attached to the rotator, 
which makes the system configuration simpler. The standard 
accuracy is 7 arc minutes. 

D. Interface 
The same type of interface boards as the one used for the 

single axis system are used. 

E. Control 

Korea, Feb. 2001, (in Korean) 

«H* 

Motor 
Dynamics 

Gear 

I 
Motion 

Table Equation 

Table attitude angle j 

Euler Angle 

Angular Rate 

Fig. 7 Control Schematics 

To test the control system, a nonlinear motion simulation is 
set up.[3] This simulation features fully couple 3-axis 
nonlinear equations of motion of the gimbals and gears, and 
motor dynamics. Fig. 7 shows the control and simulation 
schematics. A PD controller is tested with the simulation 
program to test the feasibility of position control. For step 
command, the PD controller satisfied prescribed accuracy 
requirement. However, as the command motion becomes 
more complicated, the system performance degraded. It is 
concluded that rate feedback is necessary. As the 
configuration changes, the system characteristics change. Due 
to this fact, the performance of the control system should be 
evaluated for the off-nominal conditions. Eventually, 
controller should be design with the concepts of robust stability 
and robust performance in mind. 

Conclusions 

Inha University developed a single axis rate table 
successfully, and is expanding the work to a three-axis system. 
The system is designed to be used effectively for small and 
moderate size equipments such as UAV systems. According 
to the design data, this system will provide great usability for 
the development process of low cost equipments, with the low 
system price and comparable dynamic range and accuracy. 
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Abstract 1.   Introduction 

Approaches to predict da/dN-4 K for environmental situations; 

including empirical interpolative equations, linear 

superposition of mechanical fatigue and time-based 

environmental cracking, and mechanism-based models; are 

presented. For several material-environment systems, these 

models were incorporated in fracture mechanics life prediction 

methods, and successes have been reported in evaluating the 

corrosion fatigue contribution. Considerable uncertainties are, 

however, associated with these models. The linear 

superposition analysis is emphasized; material-environment 

systems that arc severely environment-sensitive should be 

adequately described by this method. Direct and indirect 

methods exist to define time-based crack growth rates for use 

in linear superposition predictions of da/dN. 

The linear superposition approach is effective, but only for 

those cases where KIsrr is high relative to typical flawed 

component stress intensity levels. Empirical curve-fit models 

require an extensive environmental crack growth rate data base, 

which are costly to develop, and are effective for interpolations 

but not predictions of fatigue crack growth data. Mechanism- 

based models for broad predictions of cycle-time dependent 

da/dN versus A K, and other variables such as frequency or 

hold time, are in an infant state. 

Traditional fatigue life prediction methodologies arc 

typically based on smooth specimen yielding and fatigue data 

in moist air environment where the time-dependent chemical 

action of aggressive environments has been often ignored [1-3]. 

To implement the corrosion fatigue contribution into the 

existing damage tolerant life prediction is an immense 

challenge due to the extreme complexities associated with 

environment-affected fatigue behavior [4-7]. 

First challenge is invoked from the fact thai 

environmental damage generally increases with prolonged 

exposure time; that is, da/dN increases with decreasing loading 

frequency at fixed A K. The long term corrosion fatigue 

behavior of alloys in components is, therefore, difficult to 

predict based on short term laboratory data. For example, it is 

important to predict the 40 year life of marine structures. 

With the loading frequency of interest, 0.2 Hz, 300 days of 

loading are required to characterize the endurance limit at 5X 

10f' cycles for smooth specimens. While Paris regime crack 

growth rates are easily measured for loading frequencies as low 

as 10"4 Hz, a fracture mechanics characterization of near 

threshold response requires extremely long time for loading 

frequencies on the order of 1 Hz [8]. Total fatigue life is often 

dominated by low growth rate crack propagation. 
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Since fracture mechanics methods characterize the kinetics of 

fatigue crack propagation, models can in principle be 

developed to predict the effect of frequency, thus providing a 

means of relating short term laboratory data to long term 

component performance for a variety of pre-existing defects. 

As a second challenge, a wide range of variables can 

affect environmental fatigue crack propagation for metallic 

materials [4,5,7,9,10]. Interactions of these variables are 

widespread. Generally a given material will be sensitive to 

corrosion fatigue crack propagation for specific conditions of 

alloy composition, microstructure and chemical environment. 

Compared to moist air, identification of the pertinent 

environmental fatigue crack growth rate law for use in life 

prediction is greatly complicated. The need in this regard is to 

develop predictive models based on the fundamental 

embrittling mechanism, which is hydrogen embrittlement for 

many structural alloys in gases and electrolytes. 

There are several approaches to incorporate the environmental 

effects into fatigue life prediction [11-16]. The simplest 

approach for life prediction is to measure the crack growth rate 

for those materials, environment, loading and frequency 

conditions which are exactly selected to reproduce a specific 

application. The work of Vosikovsky and Cooke provides an 

example of this approach for environmental fatigue crack 

propagation in a welded carbon steel pipeline carrying H2S 

contaminated oil [17]. 

A second approach involves a detailed literature 

search to define the upper bound on environment sensitive 

crack propagation behavior for a specific material/environment 

system from a broad data base and for those chemical, 

frequency and material conditions which represent a worst case 

scenario. Hudak, Burnside and Chan employed this approach 

for welded carbon steel tubular components of oil and gas 

production platforms which operate in aggressive marine 

environments [15]. 

Ford, Wei, Nicholas and coworkers advocate the 

development of crack growth models which enable prediction 

of the effects of important variables, particularly A K, 

environment chemistry and frequency [5,12,18-22]. These 

models are based on: (1) empirical curve fitting, (2) linear 

superposition of mechanical fatigue and monotonic load 

environmental cracking data, or (3) mechanistic models of the 

plastic deformation-chemical reaction production of damage at 

the crack tip. Andresen et al. describe the application of this 

approach, particularly employing mechanism-based models, to 

monotonic load and fatigue crack propagation in ferritic and 

austenitic steels exposed to pure water environments at 

elevated temperatures, typical of commercial nuclear reactor 

systems [14,21]. Van Stone et al. applied this approach, 

specifically employing linear superposition, to elevated 

temperature crack growth in nickel based superalloy for jet 

engine turbine disks [22]. 

The state of the art in corrosion fatigue crack growth 

rate models is summarized and assessed in this paper. Here, 

three types of model are considered: (1) linear superposition 

model for time-dependent fatigue crack growth, (2) empirical 

curve fitting, and (3) mechanism based model of cycle-time- 

dependent crack growth. Factors complicating corrosion fatigue 

life prediction are also discussed. 

2. Linear superposition 

An early approach to predict corrosion fatigue crack 

growth rate versus stress intensity range relationships involving 

a linear superposition concept was first proposed by Wei, 

Landes, Gallagher and Bucci [12,13,23]. Linear superposition 

predicts environment enhanced crack growth rate, da/dNc by 

combining inert environment fatigue crack growth rate, da/dNm, 

with time-dependent, monotonic load environmental crack 

growth rate, da/dNscr: 

da I dNe = dal dNm + da/ dN.« (i) 

Da/dNsrc 's computed by integrating the sustained-load crack 

124- 



growth data and the applied time-dependent stress intensity 

factor in a single fatigue load cycle K(t). Mathematically, 

da/dNscc is given by: 

da IdNscc = ff [da I dt(K)][K(t)]dt (2) 

Fig. 1 schematically illustrates the concepts involved in the 

linear superposition approach, and the elements of Equation 1 

[12]. 
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Fig. 1. Schematic diagram illustrating a linear superposition 

hypothesis; (a) integrated effects on environment and 

AK on fatigue crack growth rate, (b) rate of crack 

growth under sustained load in an aggressive 

environment, (c) environmental contribution to crack 

growth in fatigue, and (d) stress intensity spectrum in 

fatigue [12]. 

K(t) for the fatigue cycle is stated as a function of time, 

employing the loading parameters A K and R (or Kmirl and 

KlrlM). An example of a sinusoidal load cycle, with frequency 

f, is: 

K(t) = K. min + 
AK 

2 - cos(2jrft) 
(3) 

The linear superposition model reasonably predicts 

environmental FCP rates as a function of A K, R, f and 

waveform; if two conditions are met. Kmax during the fatigue 

cycle must be above KISCC and the increment of crack advance 

for a single load cycle and from da/dt must be substantial 

compared to that from purely mechanical fatigue. da/dNm. 

Wei, Landes and Gallagher demonstrated the 

accuracy of linear superposition by predicting the frequency 

and stress ratio dependencies of corrosion fatigue crack growth 

in several high strength steels exposed to water vapor, H2 and 

NaCl [12,13]. A specific example is given in Fig. 2 for AISI 

4340 steel fatigued in distilled water [23]. 
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Fig. 2. Time-dependent corrosion fatigue above Klsr(- for high- 

strength type 4340 (UNS G43400) steel in water vapor, 

modeled by linear superposition; after Wei, et al. [12]. 

Apparently, this early superposition model ignores 

the cycle-time-dependent environmental contribution below 

K1SCC.      This   cyclic   dependent   term,   da/dNt,   was   later 
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introduced into the original formula by [24,25]: da I dNscc = (da I dtp) At (7) 

da I dNe = da/ dNm + dal dNc + dal dNscc   (4) 

As being recognized that plasticity-driven pure mechanical 

fatigue and corrosion fatigue can proceed by different 

micromechanisms and occur concurrently or in parallel, the 

superposition model was further modified by the following [26], 

where At is the time during fatigue loading where stress 

intensities are above KIS(r. If Klsrc is small compared to 

Kraax, or if the load cycle is a square wave, then At is 

approximately by (1/f) and: 

(da I dNe - da I dNm) = (da I dtP)(U f) (8) 

da I dNc = da I dNm(6) + da I dNc(<S>) (5) 

where 0 is the fraction of the crack surface formed by 

mechanical fatigue, and <!> is the fraction formed by "pure" 

corrosion fatigue. The stress corrosion cracking term which is 

considered as a sequential contribution is not included in this 

equation for simplicity. 8 and 0 are measured by 

fractographic analysis. For two parallel processes when 

6 = (1 — <&) , the equation may be rewritten into the 

following form: 

da I dNc - da I dNm = (da I dNc - da I dNm)(<&) 

= dal dNcf 
(6) 

This equation indicates that the phenomenological difference 

between inert and aggressive environment fatigue rates from 

the da/dN- AK relationship (da/dNd) is equivalent to the 

difference between the rates of chemical-mechanical 

(da/dNt) and mechanical (da/dNm) fatigue times the 

fractional occurrence of the former. The rigorous 

derivation of da/dNc is discussed in the ensuing section. 

Several specific cases of Eq. 2 are important. 

Materials that are sensitive to SCC (e. g., high strength steels or 

nickel based superalloys in H2, water vapor or electrolytes) are 

likely to exhibit crack growth above a sharply defined KISCT 

and at a constant or plateau velocity, da/dtp [27]. Eq. 2 is then 

reduced to: 

Eq. 8 describes purely time-dependent behavior; the logarithm 

of da/dNc linearly depends on the logarithm of f, with a slope 

of-1, as demonstrated by the data contained in Fig. 3. 
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Fig. 3. Effect of frequency on corrosion fatigue 

crackpropagation in the plateau regime on AK for 

API-2H steel in 3% NaCl with cathodic 

polarization; after Gangloff [74]. 

Eq. 8 indicates that, by measuring both da/dNm (frequency 

independent) and da/dNe as a function of frequency at one or 

more constant A K levels, da/dtp can be calculated for the 

corresponding Kmax level(s). The resulting da/dtp can be 

employed with Eqs. 7 and 8 to predict da/dNt for a wider range 

of frequency, hold time, stress ratio and load waveform 

conditions.For nickel-based superalloys in moist air at elevated 

temperatures, time-dependent crack growth rate depends on 

applied K according to: 
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da/dt = CKn (9) 

in IN718 exposed to moist air at elevated temperature 

and constant  A K; after Nicholas, et al. [30]. 

where C and n arc material constants.    This equation can then 

be combined with Eq. 2 to yield: 

da I dNc = da I dN„, + C(AK)" (10) 

where t,.,, equals 1/f for a square wave hold-time cycle and can 

be expressed as: 

^={(i-/?r /(«+i)}(i//) en) 

for  a  symmetric  and   linearly   increasing/decreasing  stress 

intensity versus time cycle. 

Data indicate that monotonic load environmental 

cracking may only contribute to da/dNc during the loading 

portion of the fatigue cycle, introducing the term (l/2f) in Eqs. 

10 and 11 [28,29]. (l/2f is only strictly applicable for a 

symmetric load cycle.) 

Eqs. 10 and 11 were employed to predict time 

dependent crack growth in high-strength nickel-based 

superalloys at elevated temperature, as illustrated in Fig. 4 

[30,31]. 
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Fig. 4. Effect of loading frequency on fatigue crack propagation 

Nicholas and coworkers demonstrated that this approach is 

reasonably successful in predicting sustained-load crack growth 

for Inconel 718 at 649"C at low stress ratios [30,31]. At high 

stress ratios and high frequencies, however, the linear 

superposition model was proven to have a limited predictive 

capability. 

Austen and Walker argued that corrosion and 

mechanical fatigue processes are competitive, rather than 

superposable [32]. They assume that environmental fatigue 

crack growth rates are controlled by the dominant of two 

processes, be it mechanical fatigue or cycle-time-dependent 

corrosion fatigue, and can be expressed as: 

daldNe = C(kK + d&K)n (12) 

where dAK is an adjustable parameter representative of the 

corrosion fatigue contribution, and C and n are materials 

constants that bear same significance as in Paris law description 

of FCP. This competition model is a spacial case of Eq. 6, in 

that <I> = 1 and da/dNm « da/dNc. This model is weak 

when environmental crack growth involves a significant 

amount of mechanical fatigue at relatively high rates. Studies 

indicate that this model overestimates environmental crack 

growth rates at K levels below K|Srr for high-strength 

aluminum alloys in electrolytes and for steel in gaseous 

hydrogen. 

Linear superposition is an effective approach for 

predicting the kinetics of environmental FCP, but only for those 

material-environment systems where the sustained load crack 

growth kinetics make substantial contribution to da/dNc. 

Additionally, da/dt must be known as a function of applied 

stress intensity. Apart from high strength steels in hydrogen 

producing   environments   and   nickel-based   superalloys   in 
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elevated temperature moist air, such data are neither commonly 

available nor easily determined. For many materials, KISCC: is 

high relative to typical flawed component stress intensity levels 

and environmental FCP is substantial below KISn> For these 

cases, more sophisticated models must be developed to predict 

da/dNc as a function of A K and the other pertinent variables. 

3. Summary 

The fatigue crack growth in corrosive environments 

are largely governed by the delicate, synergistic interaction of 

the plethora of variables, including stress ratio, frequency, 

environmental activity, loading waveform, yield strength and 

microstructure. The quantitative corrosion fatigue model 

must be able to predict the effects of these variables. In this 

paper, several quantitative models developed for evaluating 

corrosion fatigue contribution based on linear superposition, 

empirical curve fitting, and chemical damage mechanism-based 

through similitude concept have been reviewed. While there 

have been some successes reported for each model in specific 

alloy-environment systems, comprehensive corrosion fatigue 

crack growth models are lacking. The ability of fracture 

mechanics-based life prediction is more complicated by the 

presence of crack closure and small crack mechanics. The 

corrosion fatigue models need to compromise such extrinsic 

mechanistic factors. 
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ABSTRACT 

This study deals with the characteristic of refrigerant for 
heat-treatment deformation control of SM45C steel. The 
control of heat-treatment deformation must need the progress 
of production parts for a landing gear. Most of the deformation 
is occurred on inconsistent cooling. The inconsistent cooling is 
occurred by a property of quenching refrigeration. When a 
heated metal is deposited in the refrigeration, the cooling 
speed is so slow in early period of cooling because of 
occurring a steam-curtain. After more cooling, the 
steam-curtain is destroyed. In this progress, the cooling speed 
is very fast. 

The object of this study is to control the deformation of 
heat-treatment for landing gear by improving the conditions of 
quenching. The cooling curves and cooling rates of water, oil 
and polymer solution are obtained and illustrated. From the 
characteristics of the quenching refrigerant, the effects of 
heat-treatments on thermal deformation and fatigue strength 
arc also investigated. 

1. INTRODUCTION 

The landing gear for the aircraft is a highly valued 
product as well as one of the most important mechanical parts. 
Most crucial in the manufacture of landing gears are 
heat-treatment and surface treatment processes. Lisic[l] 
devised an apparatus that can systematically assess quenching 
solution, and Beck[2] drew the cooling curves of silver and 
steel test piece in order to examine cooling capacities of 
various hardening oils. Ueyma[3] & Kim[4] elucidated heat 
deformation based finite element method, but they failed in 
identifying the causes of deformation by heat-treatment. 

Presently, deformation due to heat-treatment accounts for 
faulty mechanical parts. In this regards, intensive studies 
should be made to suggest better ways of controlling heat 
deformation in mechanical part manufacturing industries. 

Aircraft landing gears are largely made of 4240 steel and 
300M stecl[5,6]. These are among the representative high 
tension steels, which gain high strength through the formation 
of martensite and tempering. Thus oil quenching is usually 
applied to the steel with far higher hardening capacity due to 
the addition of alloy elements. In the case of large parts such 
as aircraft landing gears, however, heat-treatment deformation 
tends to occur owing to their large sizes and inconsistent 
cooling. Because mechanical correction of heat-treatment 
deformation is not allowed in the manufacture of landing gears, 
the occurrence of heat deformation at the last process of 
heat-treatment process means faulty and useless products. 
Therefore exact control of heat-treatment deformation is 
indispensable in the manufacture of landing gears. 

Most of the heat deformation is attributed to inconsistent 
cooling of the mechanical parts. While some cases of 
inconsistent cooling may be due to the shapes of the parts, a 

more fundamental factor should be found in the characteristics 
of quenching cooling solution. At the early cooling stage, 
heated metals, which are drowned in quenching solution, cool 
down very slowly due to the steam-curtain formed on the 
surface. At later cooling stages, the steam-curtain is destroyed 
and cooling rate increases greatly as the metals are cooled 
down by evaporation heat of the cooling material. When water 
and oil are used together as a cooling solution the destruction 
of steam-curtain occurs locally, which results in inconsistent 
cooling rate and subsequent deformation. Therefore, in order 
to control heat-treatment deformation due to inconsistent 
cooling, it is essential to employ a cooling solution that can 
ensure uniform destruction of steam-curtain on the whole 
surfaces of the mechanical parts. Drowning the parts in 
polymer solution may be recommended as an alternative to 
make possible the uniform destruction of steam-curtain on the 
whole surfaces, thereby effectively controlling heat-treatment 
deformation due to inconsistent cooling. 

2. MANUFACTURE PRIOR TO THE EXPERIMENT 

2.1 Specifications of Experimental test pieces 
This study employed SM45C as experimental test pieces 

whose chemical composition is presented in Table 1. For the 
convenience of the experiment, standard test pieces(No.lO) 
were manufactured, because the complicated shape of the 
landing gear makes it cumbersome for the experiment. The 
shape of the standard test pieces is shown in Fig. 1. 

Table 1 Chemical composition ofSM45C 

SM45S C Si Mn p s Ni Cr Cu 

Range 
0.42 

0.48 

0.15 

0.35 

0.60 

0.90 

< 
0.03 

< 
0.035 

< 
0.25 

< 
0.25 0.20 

Measured 0.44 0.28 0.73 0.026 0.019 0.12 0.20 0.16 

c 
Fig. I Shape of standard test piece 

2.2 Processing Procedures and Heat-treatment Techniques 
for the test Pieces 

A SM45C cylinder (18 mm in diameter) was cut down 
into small pieces, and a center hole was made on each piece to 
process it into a test piece on a programmed CNC lathe. 
Cylindrical grinder to obtain zero circularity and straightness 
grounded each test piece. 
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PAG (polyalkylene glycols) was adopted as the cooling 
solution for the experiment, while employing water and oil as 
a comparative cooling solution. Quenchotest(manufactured 
IVF) was used to measure cooling rate; the diagram of cooling 
rate measurement apparatus is presented in Fig. 2. The 
principle of measuring cooling rate on this apparatus is that 
when the probe is quenched in the bath after being heated to 
845°C in the furnace, a thermocouple in the probe detects 
temperature and sends the signal to recorder, which transmit 
the data to a computer connected to it. 

To measure variations in cooling rates of the cooling 
solution, fixed agitation speed of 2.36 m/s was applied to the 
polymer solution while varying concentration to 15% and 20% 
and temperature to 20°C, 40°C, and 60°C. Since water has no 
variations in concentration, fixed agitation speed was 2.36 m/s 
employed to water, with temperature varied to 20°C, 40°C, and 
60°C. In the case of oil, temperature was varied to 20°C, 40°C, 
60°C and 80°C. 

The optimal heat-treatment conditions obtained in the 
above experiment was adopted in heat treating the SM45C 
steel test pieces in order to heat deformation in each test piece; 
after the heat-treatment, the test pieces were fastened and 
evolved on the cylindrical grinder to measure their circularity 
with a dial indicator, and the table of the grinder was conveyed 
to measure straightness. 

The heat-treatment process is presented in Fig. 3. The 
test pieces underwent one hour of austenizing, then quenching, 
and one hour of tempering treatment in 425°C. All the heating 
treatment procedures were carried out under ambient Argon 
gas to prevent oxidation. 

Recording 
equipment 

i 

Test probe 

Furnace Computer 

Fig. 2 Apparatus for measuring cooling rate 

Austenitizing 
845r 

Tcnpcr in^ 

Fig. 3 Schematic diagrams of heat-treatment 

2.3 Characteristics of the Cooling materials 
2.3.1 Water 
Fig. 4(a) and (b) present temperature-time cooling 

curve and differential cooling rate curve, obtained when the 
Ni base super alloy heated to 845°C was quenched in the 
cooling solution fixed at 2.36 m/s. Almost no steam-curtain 
was observed when the cooling solution was at 20°C, but 
with the temperature increasing from 40°C to 60°C, the 
steam-curtain increased. 

2.3.2 Polymer Solution 
Generally speaking, two major factors having the 

greatest effect on the heat-treatment deformation in 
manufacturing materials are temperature and concentration. 
The temperature of the polymer solution was varied to 
observe temperature effect. 

Fig. 5(a) and (b) show the temperature-time cooling 
curve and cooling rate curve respectively. Temperature 
increase from 20°C to 40°C showed a slight increase in 
steam coating stage, but significantly greater increase was 
observed at 60°C. It may be because heating polymer 
solution over 60°C may lead to its separation from water, 
resulting in lowered cooling capacity. Thus this study set the 
optimal temperature of the cooling materials as 20°C. The 
temperature of the cooling solution was fixed at 20°C and 
the concentration was varied so as to investigate its effect on 
cooling rate, which is shown in Fig. 6(a) and (b). Also 
included in the Figures were the curves obtained when water 
was selected as cooling solution. 

As shown in Fig. 6(a), steam-curtain stage showed 
significantly great increase when the concentration of polymer 
solution was at 20%. Fig. 6(b) indicates that at the 
concentration of 15% maximum cooling rate was greater than 
at 20% but lower than when water was used. Cooling rate was 
found to be lowered at 400°C, around the temperature at which 
Martensite transformation of steel materials starts to occur. In 
order to maximize hardening effect and to minimize 
heat-treatment deformation, steam-curtain stage should be 
shortened and cooling solution with slower cooling rate at air 
stage should be selected. 

In this regard, this study decided on 15%, 20°C polymer 
solution as the optimal concentration. 

10 20 30 40 50 60 

Time (seel 

(a) Temperature-time cooling curve 

Fig 

60       80       100      120      140 

CoolinR rate  ('C/j) 

(b) Differential cooling rate curve 
5 The quenching characteristics of polymer 
solution (Concentration = 15%) 
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(a) Temperature-time cooling curve 
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(b) Differential cooling rate curve 
Fig. 6 The quenching characteristics of polymer solution 

(Temp. = 20°C) 

Time  (sec) 

(a) Temperature-time cooling curve 

CooliriR rate  (t/s) 

(b) Differential cooling rate curve 
Fig. 7 The quenching characteristic of oil 

2.3.3 Oil 
Fig. 7(a) shows measurements of temperature changes in 

heat-treatment oil with time. The figure indicates that at the 
initial stage, oil showed similar cooling characteristics at all 
the temperatures, but 80°C oil led to a slightly better cooling 
performance. 

This may be because at this temperature the oil has better 
fluidity at temperatures higher than normal temperature and 
thus tends to enhance cooling rate. In particular, 80°C oil cools 
down more slowly than other cooling solution at temperatures 
less than 300°C. Fig. 7(b) suggests that 80°C oil may be the 
optimal condition because at this temperature oil shows the 
highest cooling rate. 

It was found that water showed the highest cooling rate, 
while that of oil was the lowest. Water and polymer solution 
cooling rates were the highest at 680°C and 590°C respectively. 
Polymer solution eliminated steam-curtain all at once and thus 
could remove the steam-curtain occurring in water-cooling, 
and it also took less time in reaching the maximum cooling 
rate than water cooling. 

 ■ 1 > T '          1          ' 
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—*■-- Wiler coolifiy         { 
—•— OilCOOl.nfl                j 
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Fig. 8 Circularity of standard test piece 

rv— Polymer jolulion     | 
—A—Wale'cooling 
—*—Oil cooling 
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Fig. 9 Straightness of standard test piece 

3. HEAT DEFORMATION AND SURFACE 
CHARACTER 

3.1 Measurements of Heat Deformation and Discussion 
Prior to heat-treatment, test pieces were ground so that 

their circularity and straightness[7] equaled zero. After heat- 
treatment, test pieces were fastened on the cylindrical 
grinder to measure circularity with the dial indicator; their 
straightness was measured by grinding the table. Test pieces 
were heat treated in 15%, 20°C polymer solution, 80°C oil, 
and 20°C water at agitation speed of 2.36 m/s before 
measuring circularity and straightness, which are shown in 
Fig. 8 and 9. When water was employed as cooling solution, 
it caused the greatest heat deformation because 
steam-curtain surrounding the test pieces broke away, which 
led to inconsistent cooling, and because cooling rate is high 
even at 400°C, around temperature of Martensite 
transformation. As shown in Fig. 8 and 9, circularity and 
straightness were great in the order of polymer solution, oil 
and water, and 15%, 20°C polymer solution produced the 
lowest circularity and straightness. 
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4. FATIGUE TEST 

4.1 Rotation Bending Fatigue Test Apparatus 
Fatigue Strength was obtained by the rotational bending 

fatigue tester(4 point bending fatigue of Ono's method). The 
bending moment M applied to the test piece is obtained by: 

M=(P/2)a (1) 

Where P refers to balancing weight and a refers to the 
distance between half side of knife edges, and when this 
bending moment is applied all over the test piece, bending 
stress o is obtained by: 

o= 32M/;td3 (2) 

Where d refers to the diameter of test part. Evolution 
speed can be in the range of 1, 500 to 6,000 per minute, but 
3,000 per minute is usually adopted. 

Ono's method rotational bending fatigue tester was 
employed to performed fatigue tests on test pieces with no 
heat-treatment and on test pieces heat treated in water, oil, and 
polymer solution, and the S-N curve based on the obtained 
results was presented in Fig. 10. 

The fatigue strength of each test piece was calculated by 
the formulation au=S0+Ad of staircase method. Where S0 

refers to stress level value at the starting point of the test, and 
d refers to the interval of stress level values. Coefficient A is 
calculated as the ratio of stress level value interval(d), fatigue 
strength, and standard deviation(o). 

The fatigue strength of each test piece was calculated as 
the mean value of five repeated tests. It was found that fatigue 
strengths were; 271 MPa for the test piece with no 
heat-treatment, 324 MPa for oil solution, 356 MPa for water, 
and 377 MPa for polymer solution. 

Heat-treatment effect obtained in the test was found to be 
between 26% and 39%, and polymer solution led to greater 
fatigue strength than any other cooling solution. 

-o— Non-heat 
-A—Water cooling 
-■—Polymer solution 
-©— Oil cooling 

10° 10" 

Number of cycles (N) 

Fig. 10 S-N curves of test pieces 

fatigue strength. 
The results of this study are as follows: 

1. The optimal quenching conditions of cooling solution 
were; 20°C for water, 15% concentration and 20°C for 
polymer solution, and 80°C for oil. 

2. Circularity and straightness was great in the order of 
polymer solution, oil and water, and 15%, 20°C 
polymer solution produced the lowest heat deformation 
in the test pieces. 

3. Hardness measurements indicated that test piece 
hardness was high in the order of oil, polymer solution, 
and water. 

4. Fatigue test result suggested that heat-treatment 
improved fatigue strength by 26-39%, with polymer 
solution producing 6-10% higher fatigue strength than 
other cooling solutions. 
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5. CONCLUSION 

The purpose of this study was to develop a better 
method of controlling heat-treatment deformation in aircraft 
landing gears by improving quenching conditions. The 
cooling curves, cooling rates, and quenching characteristics 
of the three cooling solutions (water, oil and polymer 
solution) were examined with tests in order to investigate the 
effect of these  heat-treatments  on  heat deformation  and 
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ABSTRACT 
A review is given of the three-pronged approach to sonic 

boom research in the recent NASA High Speed Research 
Program: acceptability studies, configuration design and 
operation, and atmospheric propagation studies. Progress made in 
design, prediction, propagation and acceptability is discussed. 
Challenges which remain are also discussed. 

INTRODUCTION 
Predicted growth in aircraft traffic in the Pacific rim has led 

to renewed interest in the development of a second generation, 
long range supersonic transport. Such a transport cruising at Mach 
2.4 could reduce the current 13 hours for a 6500 nautical mile trip 
to less than 6 hours. Because of the sonic boom, laws that prohibit 
overland commercial supersonic flight currently exist in many 
countries. The economic viability of a supersonic transport would 
be improved considerably if the accompanying sonic boom could 
be eliminated or reduced to a level that is acceptable for overland 
flight. 

Sonic-boom research during the NASA High Speed 
Research (HSR) Program that ended in 1999 was directed at 
answering three basic questions: "What is an acceptable level of 
the sonic boom? Can a practical airplane be designed to produce 
that level? What effect will atmospheric turbulence have on that 
'acceptable' waveform shape?" Other concerns directly related to 
these basic questions include the validity of prediction methods for 
both steady state and focused booms and minimization methods. 
This paper will review the sonic boom phenomena and progress 
that resulted from research during the HSR Program. 

The Sonic Boom Phenomenon 
What is the sonic boom? As an airplane moves through the air, it 
produces pressure disturbances that propagate spherically through 
the air at the speed of sound. Because the airplane itself is moving 
faster than the disturbances when it is flying supersonically, all of 
the disturbances are enclosed within a Mach cone which extends 
backwards from the aircraft's nose as shown in Fig. 1. Ambient, 
free stream pressures are ahead of the cone, and the higher 
pressures caused by the airplane are within the cone. As the Mach 
cone intersects the ground, the abrupt change in pressure as 
indicated by the signature on Fig. 1 is heard as the "boom" by the 
observer. At cruise conditions, all existing supersonic airplanes, 
including the Concorde, produce an "N-wave" signature at the 
ground. Due to the level of annoyance created by these signatures, 
restrictive laws have been mandated. 

A view of the sonic boom signature as it propagates to the 
ground is shown in Fig. 2. Note that near the airplane the 
signature is very complex with shocks, which are identifiable with 
various aircraft components such as the wing or engines. As the 
signature propagates through the atmosphere to the mid-field, the 
intermediate shocks coalesce, and there is less correspondence 
between the aircraft components and shocks. Generally, by the 
time the signature intersects the ground, only the bow shock and 
tail shock remain—thus the name "N-wave." 

Figure 1. The sonic boom pressure 

Most currently sonic boom predictions methods are based on 
theories developed by Whitham1 for supersonic projectiles and by 
Walkden,2 who extended the analysis to include lifting bodies. 
These theories combined with the supersonic area rule theory 
developed by Hayes3 led to the generally accepted prediction 
methods described in some detail in Ref. 4. Originally, it was felt 
that all sonic boom pressure signatures would have attained the 

♦ »i^it 4 ♦» 

Figure 2. Signature propagation. 
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Figure 3. Minimization concepts and parameters which may 
be varied. 

standard N-wave shape when they intersected the ground. Work 
by McLean5 indicated that this was not so for airplanes with 
extensive lifting surfaces. The "freezing" effects of the real 
atmosphere pointed out by Hayes6 reinforced the idea that the 
signature may still retain mid-field characteristics when it 
intersects the ground. A mid-field signature retains effects of the 
airplane shape and, thus, offers shaping as a possible avenue of 
minimizing annoyance associated with the sonic boom. 

Using as a basis the sonic boom prediction method, the idea 
of propagating the mid-field signature to the ground and work by 
Jones7 on the far-field minimum, Seebass and George developed a 
procedure8 which predicted a minimizing equivalent area 
distribution for given flight conditions. Extensions to this 
procedure for the real atmosphere and nose bluntness relaxation 
effects are given in Ref. 9. Working with a defined level or shape 
of sonic boom, an airplane can be developed to match that 
constrained area distribution. This process was used to design 
three flat-wing configurations which were experimentally tested 
for sonic boom levels.10 Conclusions from that study indicated 
that the approach is valid but that the boundary layer and wake 
effects should be considered in the design process. Two feasibility 
studies"'12 in which systems, passenger loads, safety, and airplane 
efficiency considerations were included, indicated that a low- 
boom aircraft was within the realm of possibility but that further 
in-depth, trade-offs studies were needed. Certain characteristic 
features of low-boom aircraft seem to evolve from the studies. 
These features included a large wing area, long wing chord, 
positive dihedral, and canards. 

Review of Minimum Boom Concepts 
The basic concepts of the Seebass and George minimization 

scheme are outlined in the upper portions of Fig. 3. Sonic boom 
minimization is based on an assumed form of the Whitham F 
function - a source distribution which at some distance from the 
aircraft gives the same disturbance as the aircraft. In traditional 
sonic boom prediction methods, the F function is defined 
mathematically from the equivalent area distribution of the 
aircraft. In minimization theories, one begins with the F function 
which relates directly to the resulting pressure signature. Through 
an inverted integral equation the F function also relates to the 
equivalent area distribution, Ae, of the aircraft. It has been shown8 

that the minimizing form of the F function has a Dirac Delta 
Function at the axial location of 0. Two types of pressure 
signatures result with this approach to minimization: a flat top, in 
which overpressure is minimized or a minimum shock, in which 
the initial shock is minimized. As a convenience, the slope of the 
F function behind the initial Delta Function shall be defined by r|, 
the ratio of the slope B behind the spike, to the slope S, the dashed 
line ahead of the spike. For the flat-top signature, B=0, thus r) = 0. 
For a minimum shock signature, the slope B ranges from 0 to 
slope S, and T) ranges from 0 to 1.0. The effect of varying this 
slope on the resulting pressure signature shape is shown in the 
lower right section of Fig. 3. Variation of r) also gives flexibility 
to the designer in the location of area growth associated with the 
wing. 

Depending on the design objective, each of these signatures 
offers advantages. Given identical conditions of Mach number, 
length, weight and altitude, the minimum overpressure signature 
results in a larger bow shock but lower total impulse, I (the 
integral of the positive portion of the pressure signature). As r) 
increases, slope B increases, the rise time of the segment with 
slope B decreases, the level of the bow shock decreases, and the 
impulse of the signature increases. The rise time of the segment 
with slope B is defined as the time it takes to go from minimum 
pressure to maximum pressure of that segment. In the limit, at an 
r\ of 1.0, theoretically, the bow shock becomes 0, but the rise time 
also becomes zero and in reality, an n-wave with a very large bow 
shock results. When designing with this option, generally a value 
of T) between 0.4 and 0.6 is used. The option on r\ is included in 
the minimization algorithm to allow flexibility in the design and to 
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provide information on a wide range of signatures since the sonic 
boom metric which should be minimized has not yet been defined. 

As noted previously, the minimizing form of the F function 
includes a Dirac Delta Function at the axial location of zero. This 
Delta Function corresponds to an infinite gradient at the nose of 
the equivalent area distribution. Aircraft designed to match these 
area distributions generally have extremely blunt nose shapes 
which result in increased drag. This result, though seemingly 
paradoxical, can be explained by the shock-attenuation pattern in 
which the shock strengths and, therefore, the drag are greatest near 
the aircraft. Because of shaping and area growth, secondary 
shocks from the other aircraft components do not overtake and 
enhance the bow shock during the propagation of the wave front. 
The net result of this process is weaker shocks at larger distances 
because of attenuation, but an overall increase in drag. To allow 
for some flexibility in nose bluntness, the minimization algorithm 
was modified to incorporate a spike with a finite-distance based 
called the nose length. 

A P.bow 
is/sq ft) 

50 
Altitude (1000 ft) 

Figure 4. Comparisons of overpressures predicted for 
an aerodynamic and a low boom configuration. Mach 2, 
weight 600,000 lbs. 

The effect of minimizing with nose lengths, yf, other than 0 
is seen in Fig. 3(b). The upper equivalent area distribution results 
when the Dirac Delta Function is used. For a ratio of nose length 
to overall length of 0.1, the middle area distribution results. Note 
that a cusped region is defined in the forward part of the area 
distribution and that the entire curve is affected. Generally, the 
larger nose lengths require a longer thin region at the nose of the 
aircraft. The bow shock resulting from the middle equivalent area 
distribution is somewhat higher than that resulting when the Delta 
Function is used, but the use of the nose length parameter does 
allow flexibility to trade between sonic boom levels and drag 
levels in design studies. 

When using this minimization approach to achieve a given 
level of bow shock, use of the minimum shock signature allows 

one to achieve the given level with a shorter length aircraft. 
Conversely, use of a minimum shock signature to achieve a given 
bow shock allows a heavier aircraft for a given length. Other 
factors such as sensitivity to atmosphere and human response must 
also be considered. 

Configuration Design Studies 
Using these minimization theories, two low boom concepts 

were designed'3: a Mach 2 concept designed to produce a flat-top 
signature with a bow shock level of 1.0 psf; and a Mach 3 concept 
designed to produce a minimum shock signature with a bow shock 
of 1.0 psf. Unlike the flat-wing concepts discussed in Ref. 10, 
these concepts featured a cambered and twisted wing, cambered 
fuselage, dihedral, fin and nacelles. The major emphasis in these 
designs was constrained-boom-theory validation for compete 
configurations with only secondary consideration given to 
aerodynamic performance. 

Shown in Fig. 4 is a comparison of bow shock overpressures 
from a baseline, Mach 2 configuration, and the low-boom Mach 2 
concept14. The baseline configuration has been designed for 
optimum aerodynamic performance with little consideration given 
to the sonic boom. These calculations were performed for 
configurations cruising at Mach 2 and weighing 600,000 lbs. The 
discontinuity in the overpressure curves on Fig. 4 occurs when the 
intermediate shocks in the mid-field signature coalesce into the 
bow shock to form an N-wave. Note that the low-boom 
configuration produces a lower bow shock for the entire altitude 
range shown, with the major benefit being at the altitudes of 
40,000 to 58,000 ft. where the low boom sonic boom signature 
maintains its mid-field features and the aerodynamic configuration 
has transitioned to an N-wave. Design cruise altitude is 55,000 ft. 
for the configurations. 

Test set-up is shown in Fig. 5 where the twelve-inch model 
of the Mach 3 low boom concept is mounted in the NASA 
Langley Unitary Tunnel in its test configuration. During tests the 
model is translated longitudinally and the pressures are read by 
probes mounted on the wall. A differential pressure gage 
measures the pressure differences between the two probes. 

Figure 5. Sonic-boom test set-up. 

A comparison of extrapolated Mach 2 wind tunnel test data, 
the predicted results, and the target signature are shown in Fig. 6. 
The   agreement  between   the  theory   and  the  extrapolated 
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experimental data, especially in the forward portions, essentially 
validates the minimization methodology at Mach 2 for this twisted 
and cambered configuration. During the test, difficulties arose 
with shocks from the nacelle region of the configuration and the 
results shown in Fig. 6 are for the configuration without nacelles. 

° Wind tunnel signature at 12" - extrapolated to ground 
-   o Ideal pressure signature 

o Signature predicted from geometry-linear theory 

1 - 

Delta-p, 
psf 

-2 

0- 

Mach 2 configuration 
Conditions 

Mach 2 
Aft. 55,000 ft 

Cruise weight 550,000 lb 
i        i 

-100 100    200    300    400    500    600    700 
x,ft 

Figure 6. Comparison of predicted and extrapolated pressure 
signatures. 

An analysis of the difficulties encountered with the nacelles 
is discussed in Ref. 15, and the addition of F-functions for this 
discontinuous surface was recommended. 

The use of high speed computers also began to be employed 
both in the analysis of sonic boom models and in the design of the 
models. Ref. 16 discusses the application of full potential 
methods, marching Euler methods, relaxation methods, and thin- 
layer Navier-Stokes methods for sonic-boom predictions. One 
difficulty encountered in the application of CFD methods for 
sonic-boom prediction, has been that of generating an accurate 
flow-field some distance from the body. At Mach 2.0, to generate 
the signature at one body-length away from the body, calculations 
must be made approximately two body-lengths downstream. This 
is almost impossible for many relaxation methods because of the 
grid density and time required. For marching methods, the fidelity 
of the shocks is lost because of the grid spreading which has 
occurred at this distance. A topology change was introduced into 
the grid for making sonic boom calculations. The grid is retained 
only between two Mach angles which capture the region of flow 
disturbance. Thus, the spreading of the grid is reduced, and flow 
fidelity is retained to a larger distance in a radial direction.. 

Shown in Fig. 7 is an example of one of the models 
designed using computational fluid dynamics (CFD) 
methodology17 to generate multi-shock signatures on the ground 
rather than flat-top or ramp signatures. Also shown is a signature 
measured in the NASA Ames 9- by 7-Foot Supersonic Wind 
Tunnel at a normal force coefficient of 0.068 amd at am j/1 of 
1.16. the figure inset at the lower right of Fig. 7 shows wind 
tunnel measurements which have been extrapolated to the ground. 
Measurements which were extrapolated were at CN's of 0.068, 
0.094, and 0.114. CN(Design), based on the projected weight of 
the model, was 0.08. 

From these results, one might conclude that at a CN - 0.08, 
a multi-shock signature would be successfully generated at ground 
level with this concept. There is discussion within the sonic-boom 
community that multi-shock signatures such as these may be more 
stable than the ramp-type when propagating through a real 
atmosphere. Calculated loudness of these signatures and their 
simulation within the NASA Langley Sonic-Boom Simulator 

demonstrate that these multi-shock signatures present a viable 
alternative to strictly shaped flat-top or ramp signatures. 
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Figure 7. CFD-Designed Model with experimental results. 

Nearfield pressure signatures shown from a second low- 
boom model designed using the equivalent area for a minimized 
shock signature are shown in Fig. 8. The design of the model 
generating these signatures also incorporated the new method for 
incorporating the nacelles. Analysis of the completed model also 
indicated that the fully defined mission could be met with less than 
a 5 percent weight penalty over the mission baseline. 

>-rA 
%F 

No NactilM Small Nacaltoa - A* Daaignad 

Larg* Nacallaa - For Parformanca Evaluation 

Figure 8. Pressure Signatures for LB16 design: M=1.6, h=20 
inches, CL = C,^,. 

Configuration Operation 
The sonic boom of a supersonic configuration must be 

within acceptable limits not only during the cruise portion of the 
flight but also during the supersonic climb-to-cruise. Shown in 
Fig. 9 is an analysis of ground sonic boom signatures during the 
entire supersonic mission of the Mach 2 low-boom concept". The 
inset signatures are all plotted to the same scale with the signature 
shown at the start of cruise having a 1.0 psf bow shock. These 
sonic boom levels were calculated based on steady-state 
calculations. Including the effects of converging rays and focused 
booms should typically result in even higher levels. In Fig. 9(a), 
where the optimum performance flight profile is shown, it is seen 
that all of the ground signatures generated during the supersonic 
climb-to-cruise exceed the arbitrarily imposed 1.0 psf cruise limit. 
Figure 9(b) shows that 
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in order to stay within the 1.0 psf limit with this configuration, 
supersonic speeds should not be reached until the configuration 
has achieved an altitude of approximately 43,000 ft. The penalty 
in range for flying the boom constrained flight profile would be 
approximately 9 percent. Also, proper account must be taken of 
converging, diverging and intersecting rays which occur during 
accelerating and turning flight. 
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(a)   Optimum performance path. 
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(start cruise) 
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ft        30 
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(b)   Boom-constrained path; delta P (max) = 1.0 psf. 

Figure 9. Ground signatures predicted for complete mission: 
Mach 2 configuration, take-off gross weight, 590,000 lbs. 

Higher Order Prediction Methods 
The design of low-boom configurations which produce mid- 

field signatures and which have acceptable performance has 
increased the need for accurate flow-field information within one 
to two body lengths so that proper component integration and 
design fine tuning can be achieved. Traditionally employed sonic 
boom prediction and minimization methods are based on 
linearized theory. Though these methods have proved invaluable 
to the level of understanding in sonic boom, they are only valid in 
those regions where nonlinear effects are second order. This is not 
the case less than one or two body lengths away from the 
configuration, and may not be true at high Mach numbers or 
following propagation through thousands of feet of atmosphere, 
where the accumulation of nonlinear terms may become first 
order. 

During recent years, improved capabilities in CFD has 
increased the feasibility of its application to sonic boom 
prediction. CFD methods can potentially become a very effective 
partner to wind tunnels in assessing particular features of an 
aircraft's design which may need tailoring so that the proper 

Figure 10. Pressure contours at one body length behind low 
boom concept. 

has the potential for sideline measurements and predictions out to 
several body lengths of very complex configurations. As low- 
boom models become larger to capture more configuration 
features, measurements at several body lengths in many 
supersonic tunnels becomes impossible because of tunnel size. 
Because CFD has traditionally been used to predict surface 
pressures, modifications may be necessary before they can reliably 
be applied to predict pressures at several body lengths away. 

Fig. 10 shows a CFD-generated pressure field results 
obtained using a Marching Euler Code16. The contour lines 
indicate that the strongest shocks of concern seem to be the shocks 
from the wing. This qualitative view of the flow-field is quite 
helpful to the designer and indicates that in sonic-boom 
minimization the non-zero azimuthal planes cannot be ignored. 

CI'UV    MDSOG 

SR-71 
tilth 1.2» -NNNVi— 

Figure 11. Measured and predicted sonic boom pressure field 
of an SR71. 

To validate the CFD prediction of a sonic boom signature, an F16 
was configured to measure the pressure field of an SR-71 flying at 
Mach 1.6. The SR71 in flight includes the exhaust which may not 
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be properly accounted for in wind tunnel or theoretical models. 
Shown in Fig. 11 is an enhanced photograph of the two aircraft 
along with the measured and predicted signatures of the SR71. 
Overall, the agreement between the measured and predicted 
signatures is excellent. 

Atmospheric Propagation Effects 
Another area of concern in the sonic boom research effort is 

the effect of the atmosphere on the signature as it propagates for 
thousands of feet. Current sonic boom prediction methods 
account for horizontal stratification of atmospheric temperatures, 
densities, and pressures and have some allowance for winds. 
However, real atmospheric effects of turbulence and vertical 
variations are beyond the level of current theoretical capabilities. 
Flight tests in the 1960's when all signatures were N-waves 
yielded the signature variation in overpressure shown in Fig. 12.4 

The predicted signature occurred the largest percentage of the 
time, but rounded (longer rise time) and peaked signatures also 
occurred in significant numbers. Theoretical research is now 
being done to model atmospheric molecular relaxation 
(absorption) and turbulence so that their effects on shaped 
signatures can be assessed. Shown by the solid line in Fig. 12 is a 
theoretical prediction for rise time as a function of shock 
overpressure based on the current absorption models21. Rise times 
from measured data are indicated by the cross-marks. 
Immediately obvious from this figure is the fact that rise time has 
an inverse relationship to overpressure. Thus, lower bow shocks 
of shaped signatures will also promote greater rise times. 
Assuming turbulence to be the only other atmospheric effect on 
the data, then Fig. 12 shows that turbulence must increase the rise 
time of the signature shock. 
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Figure 12. Sonic boom variability caused by the atmosphere. 
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Figure 13. Sonrc boom rise times based on absorption model. 

Sonic Boom Acceptability 
The determination of an acceptable level of sonic boom 

exposure requires, as a first step, a noise metric that is suitable for 
the assessment of individual sonic booms, regardless of their 
shape. This would enable the quantitative comparison of sonic 
boom signatures predicted for candidate High Speed Civil 
Transport (HSCT) aircraft. To 

Figure 14. Sonic Boom Simulator. 

address this need, a loudness prediction model22 was developed, 
the validity of which is being assessed by means of the sonic 
boom simulator shown in Fig. 14. The simulator consists of an 
array of loudspeakers mounted in the door of a concrete enclosure 
lined with sound-absorbing foam. Simulated sonic boom pressure 
signatures are computer-generated in order to attain precise 
control of the amplitude and phase of the signal and to overcome 
some of the inadequacies of the sound reproduction system. 
Results from a study conducted using the simulator are also shown 
in Fig. 15. Test subjects judged the loudness of sonic booms 
representing different combinations of duration,  rise time, 
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overpressure and shape.    The plot of the average subjective 
loudness response as a 

 .„,_„,„.. t>mj jtifflSkt&M 
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Figure 15. Subjective response studies at Langley Research 

Center. 

function of peak overpressure of the signatures indicated that this 
measure alone provides a poor indication of people's reaction to 
sonic booms. In the case of N-waves, the rise time is an additional 
important characteristic of the signature. For the shaped boom, 
the characteristics of the initial pressure jump (i.e., rise time and 
amplitude) have a strong influence on the subjective response. 
The predicted loudness 
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Figure 16. Signatures judged equally loud based on 
simulation booth studies. 

(Perceived Level, dB) utilizes the entire waveform of the 
sonic boom and, as shown in the figure, provides a reasonably 
precise prediction of the mean subjective response.   Thus, the 
loudness calculation procedure represents a valid method for the 
comparative assessment of HSCT sonic boom signatures. 

Based on the simulator studies, all of the signatures shown in Fig. 
16 were judged equally loud by the subjects. 

The determination of a level of sonic boom exposure that 
would be acceptable to the general population requires that 
subjective response be examined under real-life conditions. 
Another phase of the human acceptability studies consisted of 
surveys of persons who had routinely been subjected to sonic 
booms over a period of years because of their proximity to 
military operational areas. Initial results of the Nellis survey are 
reported in Ref. 23 and shown in Fig. 17. In this figure, loudness 
is plotted in DNL, a metric which incorporates the effects of 
repeated sonic booms and the effects of sonic booms occurring at 
times other than during the daylight hours. Included on the chart 
for reference are the percentages of persons predicted to be highly 
annoyed based on studies done by CHABA (Committee on 
Hearing and Bioacoustics of NRC) and airport noise studies. The 
Nellis survey studies (completed in two phases) indicate that 
people are much more annoyed by the sonic booms than was 
predicted by either of the other studies. These results coupled 
with performance penalties resulted in the entire sonic boom effort 
of the HSR Program being directed more toward corridor flight 
rather than unrestricted overland flight. 

CONCLUDING REMARKS 
A review of HSR sonic boom research in human 

acceptability, configuration design, and atmospheric propagation 
has been given. Based on this review, the following summarizing 
statements are given: 

1) Low-boom design theories have been validated for 
configurations without nacelles at Mach numbers up to 
2.0. 

2) Nonlinear effects such as high Mach number flight, 
discontinuous changes in shape as with nacelles or 
wing junctures or extrapolation over great distances 
may not be properly accounted for in the currently 
used linear methods. 

3) Rise times introduced by the atmosphere will increase 
as shock strengths become lower with current low 
boom concepts. 

4) For outdoor listening conditions, loudness in PLdB has 
been validated by experiment to be an appropriate 
measure of sonic boom disturbance. 

5) For an equivalent loudness in PLdB, shaped signatures 
with low bow shocks allow greater overpressure levels 
and thus larger aircraft weights than the traditional N- 
wave. 
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Figure 17. Percent of subjects highly annoyed by sonic booms 
at Nellis Air Force Base. 

Though much progress has been made in understanding the 
sonic boom pressure signature and its propagation characteristics, 
much work remains to be done in determining acceptable levels 
and in designing a low boom configuration that will be 
aerodynamically competitive. 
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ABSTRACT 
The Mars Global Surveyor (MGS) spacecraft entered an 
elliptical orbit at Mars on September 11, 1997. Until 
March 1999 it acquired scientific data from decreasing- 
size orbits as it alternated between aerobraking and 
nadir-pointing modes. This time period provided 
tremendous advances in our knowledge of the shape and 
topography, the gravity field, the magnetic field, and the 
atmospheric structure and dynamics of Mars. From 
April 1999 to January 2001 MGS carried out its planned 
two years of mapping in the nadir mode. In this mode 
the high-gain antenna tracks Earth so that the 
instruments can take data continuously and so that the 
camera system can return high-resolution data in real- 
time. IR spectral and temperature data, as well as high- 
resolution images are providing additional insight into 
the geologic evolution of Mars. All data is being 
archived at about six month centers so that it is 
available in electronic format to the international 
community. Currently MGS continues to acquire data 
and is preparing to support Odyssey aerobraking in 2001 
and the landing of the Mars Exploration Rovers in 2004. 

1. MARS GLOBAL SURVEYOR MISSION 
Mars Global Surveyor (MGS) is the initial mission in the 
NASA Mars Surveyor Program, an integrated series of 
missions to explore Mars. This Program was initiated 
after the loss of Mars Observer (MO), a mission that was 
to make systematic orbital observations for a Mars year, 
following up on the results of the Viking mission. Over 
the next decade the Program will launch orbiters or 
landers every 25 months, using advanced technology to 
develop a comprehensive portrait of Mars. The Program 
focuses on understanding present and past climatic 
conditions on Mars, determining whether Mars 
developed prebiotic compounds and life and identifying 
resources that might be of use during human expeditions 
to the surface. Determining the locations and states of 
water reservoirs now and in the past are key objectives. 

The objectives of Mars Global Surveyor, like that of MO, 
is to obtain a number of data sets that provide global 
coverage over a complete Mars year, studying the 
atmosphere, the surface and the interior. Studies prior 
to MO had shown that this could be done economically 
by a spacecraft in a nearly polar orbit, carrying a suite of 
complementary instruments that would operate 
concurrently and continuously. In order to reduce 
launch mass the mission plan for MGS replaced the 
propulsive maneuvers of MO by about four months of 
aerobraking. This process utilizes repeated dips into the 
upper atmosphere to slow the spacecraft down from its 
initial 45-hour elliptical orbit to the final two-hour near- 
circular mapping orbit.  Large solar array panels extend 

from each side of the spacecraft and provide the 
aerobraking drag. The planned mapping orbit is near 
circular, near polar, and sun-synchronous and has a 117- 
minute period with a 7-day near-repeat cycle. As a 
result the planet is repeatedly mapped in 26-day cycles 
with a constant sun angle (2 a.m., 2 p.m.), permitting 
differentiation between those characteristics that vary 
daily from those that are due to seasonal changes. No 
movable scan platform is provided as in most past 
missions. During the mapping configuration at Mars the 
spacecraft -and its instruments- is continuously nadir- 
pointed, rotating at the orbital rate, as the antenna 
tracks Earth and the solar arrays track the Sun. 
Measurements are made continuously from the mapping 
orbit over the 687-day Martian year, permitting 
repetitive observations of the surface and gravity field 
and seasonal variations of the atmosphere and magnetic 
field. 

2. MGS SPACECRAFT 
MGS used spare components and science instruments 
from MO in a configuration only about half the size of 
MO, and it was launched on a smaller launch vehicle. 
Consequently, the two heaviest instruments from MO 
had to be accomodated on later missions in the program. 
The experiments include: Mars Orbiter Camera (MOC), 
a system of three line-scan cameras; TES, a Thermal 
Emission Spectrometer; Mars Orbiter Laser Altimeter 
(MOLA), a laser altimeter; Radio Science (RS), using the 
spacecraft X-band radio system as controlled by an 
ultrastable oscillator; MAG-ER, dual MAGnetometers 
complemented with an Electron Reflectometer; and Mars 
Relay (MR), a radio communication system to relay data 
to Earth from landers on the surface of Mars. The 
spacecraft accelerometer and the horizon sensor were 
utilized as additional atmospheric sensors during the 
aerobraking period. 

Mass was saved by constructing the spacecraft from 
panels of composite surface sheets on Al honeycomb 
which are edge clamped without a frame. Using spare 
MO electronic assemblies, which in turn permitted the 
reuse of much of the flight software, saved costs. The 
area of the solar array "wings" was chosen to provide the 
necessary area for aerodynamic drag within the heating 
constraint, hence it was populated with a combination of 
GaAs and Si cells to provide the necessary power at the 
least cost. Solid state recorders replaced the MO tape 
recorders. A series of sun sensors, a celestial sensor, an 
inertial reference unit, a Mars horizon sensor, and four 
reaction wheels provide three-axis attitude control. A 
single 596 N bi-propellant engine provided the thrust for 
Mars orbit insertion and twelve 4.45 N monopropellant 

- 143 



thrusters provide for momentum unloading, thrust vector 
control, and all other maneuvers. Telecommunications 
are provided by a 25 watt X-band system with the high- 
gain antenna deployed on a short boom with two axis 
gimbals in order to view Earth during orbital operations. 

3. CRUISE AND AEROBRAKING PHASE 
The MGS spacecraft was launched on November 7, 1996. 
However, deployment of the solar panels in early cruise 
resulted in damage to one panel such that it would not 
properly latch for orbit insertion. Analyses suggested 

Ground tests and analysis of spacecraft data suggested 
that aerobraking could continue, but only at atmospheric 
pressures of about one-third that previously planned. 
Entry into the circular mapping orbit was delayed for an 
entire Martian year, requiring more than 900 lower- 
pressure aerobraking dips into the atmosphere. The 
delay, accomplished by a pause in aerobraking, put the 
spacecraft into the 2:00 a.m. (relative to the sun) 
position rather than in the originally planned 2:00 p.m. 
position; this timing made it possible to operate the 
spacecraft and its instruments in the geometric 
relationships for which they had been designed. 

High-Gain 
Antenna 

High-Gain 
Antenna Gimbals 

Magnetometer 

Attitude Control Thrutter 
(1 set on each corner of spacecraft) 

Magnetometer 

Celestial Sensor 
Assembly 

Thermal Emission 
Spectrometer 

that reversing that panel during entry, putting the cells 
into the flow, might force the panel into its latched 
position. After successful insertion into a 45-hour 
elliptical orbit at Mars on September 11, 1997 MGS 
entered a period of aerobraking, utilizing utilized 
repeated dips into the upper atmosphere to slow it so as 
to attain the low altitude (378 km) circular-mapping 
orbit. According to plan it would have reached this orbit 
early in spring of 1998. However, the weakening of the 
damaged solar panel became abruptly clear about a 
month into aerobraking. Immediately the orbit 
periapsis was raised higher in the atmosphere to lower 
the pressure on the panel. The science instruments were 
operated in their design nadir orientation in the near- 
periapsis portion of each 35.4-hour elliptical orbit for a 
month during assessment of the problem. In these 16 
orbits the periapsis altitude was only 174 km and the 
spacecraft passed in and out of the ionosphere on each 
orbit. Excellent, although unanticipated, science data 
was acquired during this period as alternative plans 
were considered (Science, special issue, 1998, 279:1671- 
97). 

Scientific observations were obtained during most of this 
delay. Low-altitude (high-resolution) data, especially 
important for the magnetometer and gravity 
investigations, were obtained over most of the planet. 
Such coverage was possible because during this period of 
time the periapsis position of the continuously- 
decreasing elliptical orbit migrated from 45 degrees 
north over the north pole and then down and over the 
south pole. Science data was collected from 372 elliptical 
orbits, 175 km by 17,850 km, from March 27, 1998 to 
September 23, 1998. During the periapsis portion of 
each 11.6-hour orbit the spacecraft was turned to the 
nadir-pointing position so that the instruments pointed 
to Mars for about 22 minutes. The altimeter, thermal 
emission spectrometer, and camera obtained data in 
near-normal mode during the nadir portion of these 
orbits and acquired lower-resolution global image and 
thermal data during the rollout from the nadir position 
to the earth-point position. The magnetometer-electron 
reflectometer obtained data throughout the entire orbit 
during most of this period, but radio tracking was 
limited. 
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Science data was also obtained during the aerobraking 
orbits. The atmospheric density of Mars at the 
aerobraking altitude demonstrated great variation over 
time as well as large orbit-to-orbit differences. So that 
the spacecraft could adjust its orbit, the density had to 
be predicted for each orbit to determine the appropriate 
and safe depth within the atmosphere for the 
aerobraking passage. Although science data acquisition 
during the aerobraking phase was not in the original 
mission plan, MOC, TES, the accelerometer, the electron 
reflectometer, and the horizon sensor all acquired data 
to support prediction of the atmospheric density. MGS 
returned 2140 MOC images, 11 million TES spectra, 206 
MOLA profiles with 2.6 million points, 465 radio- 
occultation profiles and 1000 MAG low altitude passes 
during this unexpected bonus prior to the primary 
mission. Moreover, atmospheric data were obtained over 
a range of daily times, other than the fixed 2:00 
p.m./a.m. position of the mapping mission. 

4. PRIMARY MAPPING PHASE 
After a period of orbit adjustment, instrument 
calibration, gravity measurements, and acquisition of a 
seven-day data set from all instruments the high-gain 
antenna (HGA) was deployed on its boom from the fixed 
position attached to the body of the spacecraft. This 
deployment permitted initiation of the planned mapping 
mission, which requires the HGA to track earth and 
return data simultaneously with data taking by the 
instruments. During mapping the spacecraft operates in 
a low-altitude, near-circular, near-polar, Sun- 
synchronous orbit with a short repeat cycle. Specific 
orbital parameters include a "frozen" orbit with a period 
of 117.65 minutes and an 88 revolution near-repeat cycle 
of about seven sols (Martian days). The index altitude of 
378 km is a measure of the difference between the semi- 
major axis length from the center of mass and the 
equatorial radius of Mars (3397.2 km). The height of the 
spacecraft above the actual surface of Mars ranges 
between 368 km and 438 km. This "frozen" orbit 
essentially balances the secular motion of periapsis due 
to J2 by the variation due to the J3 component of the 
gravity field, thereby providing more stable spacecraft 
operation over an extended period. The 88 revolution 
near-repeat pattern results in orbits spaced 242 km 
apart at the end of 7 days and four patterns produce a 
planned cycle of 60 km ground track spacing. Each 
successive cycle fills in this spacing further and, under 
ideal conditions, would result in 26 global cycles and a 
spacing of about 3 km at the equator at the end of the 
two-year mapping mission. 

The sun-synchronicity was chosen as 2 p.m./2 a.m., 
relative to the mean sun position, to balance the 
requirements of the various instruments. The MOC 
prefers late afternoon for long shadows whereas TES 
prefers an orbit closer to 1:00 PM where higher ground 
temperature would result in a higher signal to noise 
ratio. However, the true Sun position actually varies 
during the course of the mission from nearly an hour 

ahead to nearly an hour behind the mean Sun position. 
During mapping the spacecraft is continuously nadir- 
pointed, rotating at the orbital rate, as the antenna 
tracks Earth and the solar arrays track the sun. The 
instruments are mounted on the nadir platform, 
permitting the use of simple, fixed, line-scan 
instruments, each with its own computer. This 
configuration, along with adequate data storage, 
downlink rate, and power margins, make it possible for 
all instruments, including radio science, to be operated 
simultaneously and continuously with a single 10 hour 
pass per day on a 34 m Deep Space Station (DSN) 
ground station. The downlink process consists of a daily 
playback of the spacecraft solid state recorders plus a 
real-time data return about every third day. Three 
different data rates are used during the mission to 
accommodate the variation in Earth-Mars distance. The 
science data are placed in the project database in 
packets as formatted by the individual instruments. 
Averaged over the mission, the raw data rate is more 
than 120 Mbits/day. An unexpected limitation in the 
movement of the High Gain Antenna (HGA) gimbal has 
shortened the playback time during periods of certain 
orbit-earth-sun geometry. 

5. SCIENCE EXPERIMENTS 
MOC is currently photographing portions of Mars at 
unprecedented resolution looking at the surface effects of 
wind, water, ice, volcanic eruption, earthquake faulting, 
slope failures, and other geological processes. The 
narrow-angle camera can capture small areas at its 
highest resolution of 1.4 m per pixel, but because of the 
high data volume required only small "samples"— 
postage stamps- can be imaged at this resolution. 
Features as small as 3-4 m across, such as boulders, 
craters, and dunes, are recognizable and evidence of the 
action of surface processes are visible in every high 
resolution image. MOC also scans the entire planet 
daily with the red and blue wide-angle cameras in order 
to build up synoptic coverage of the surface and 
atmosphere, much like earth-orbiting weather satellites. 
These cameras also image targeted strips at a medium 
resolution and will produce color stereoimagery of the 
entire surface over the course of the mission. 

TES uses a Michelson interferometer that measures the 
emitted infrared spectrum, at high spectral resolution to 
determine the mineral composition and thermal 
properties of Martian rocks and soils and the 
composition of ices, atmospheric dust, and clouds. TES 
continuously measures temperature and pressure, 
providing 12 profiles per day of the atmosphere from 
pole to pole. These provide a basis for understanding the 
atmospheric dynamics and the energy balance between 
the Martian surface and atmosphere. In addition, as the 
radio transmission from the spacecraft passes through 
the Mars atmosphere it is diffracted by the atmospheric 
electrons and provides high vertical resolution profiles of 
the temperature and pressure in the atmosphere. 
Preliminary analyses of the TES spectra, after removal 
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of the atmospheric and dust components, are providing 
insight into the surface thermal properties (grain size) 
and the mineral composition of the surface materials 
(predominantly "basaltic"). 

MOLA uses the flight time of a laser pulse from the 
spacecraft to the surface and return in conjunction with 
knowledge of the spacecraft position to map the shape 
and topography of Mars with precision of about five 
meters. The laser fires ten pulses per second 
illuminating ~160-m circle on the surface. MOLA has 
now provided a precise map of the shape and topography 
of Mars, now known better than the Earth's continents 
in an overall sense. The most striking feature remains 
the -5 km difference in elevations and the difference in 
roughness between the smooth northern plains and the 
southern cratered highlands. On June 30, 2001 MOLA 
ceased to work due to a chip failure; its laser had fired 
671 million times in space. 

The RS team use data provided by the spacecraft's radio 
system and an onboard ultrastable oscillator to map 
spatial variation in the gravity field of Mars by 
measuring instantaneous velocity changes of the 
spacecraft in its orbit. Removal of the gravitational 
signal of the topography makes it possible to gain some 
understanding of the internal density anomalies that are 
associated with thermal or compositional differences in 
the interior of the planet. The rough, elevated southern 
hemisphere has a relatively smooth gravitational 
signature indicating a state of near-isostatic 
compensation, while the low, flat northern plains display 
a wider range of uncompensated gravity anomalies that 
indicates a thinner but stronger crust than in the south. 

The MAG investigation measures the magnetic field on 
Mars. The presence of a magnetic field provides direct 
evidence for the existence of active motions in a fluid 
core, either at the present or at some time in the past. 
The electron reflectometer measures electronic 
properties as the spacecraft passes through the upper 
atmosphere and can infer the presence of weak remnant 
crustal magnetization. Almost immediately upon arrival 
at Mars the magnetometer experiment showed that 
Mars lacks a global magnetic field at the present time. 
This resolved a long-standing controversy and places an 
important constraint on the present nature of the 
Martian core. More importantly, however, during the 
low portions of the elliptical orbit the magnetometer has 
mapped crustal magnetic anomalies of surprisingly high 
strength in the older rocks of the southern hemisphere 
and these anomalies are interpreted as evidence of a 
vigorously convecting dynamo in the early core. 

6. END OF PRIMARY MISSION 
At 4:18 p.m. (PST) of January 31, 2001 at the end of its 
8505th orbit the Mars Global Surveyor spacecraft 
completed its planned 687 day Mars year of mapping, 
meeting the last of its primary objectives. In addition, 
the   year  of aerobraking  and   science   phasing  orbit 

observations had contributed an unexpected data set 
from an additional 1855 elliptical orbits. Science 
measurement acquisition has continued since then in an 
extended mission with emphasis on the support of future 
missions. 

7. EXTENDED MISSION 
Landing site selection for the Mars Exploration Rovers 
(MER) in 2004 is being supported by normal nadir data 
collection as well as an off-nadir mode involving a 
spacecraft roll, that has been developed to provide 
additional landing site observations. The relay capability 
on MGS has been tested and will be used during the 
landing and operations of the MER landers. In addition 
MGS will provide continuous global coverage of Mars to 
monitor the presence of dust storms, that would lead to 
density increases that could risk the Odyssey mission 
due to thermal damage during aerobraking beginning in 
October 2001. Science measurements will continue 
during this long period, an extension made possible by 
putting MGS into a 16-degree pitch position that 
minimizes use of the reaction wheels and fuel. One 
reaction wheel has been lost and replaced by use of the 
skew wheel. 

8. CONCLUSION 
Currently data are still being returned at a very high 
rate and continue to be archived for electronic public 
access by the Planetary Data System( HYPERLINK 
http://www.pds.jpl.nasa.gov). Published collections of 
early results from Mars Global Surveyor are: Science 
1998 279:1597-1816, Geophys.Res.Ltrs. 1998 25:4393- 
4420, Science 1999 284:1495-1502, Nature 1999 397:584- 
594, Jour. Geophys. Res., Planets 2001, in press. 

HOME SITES FOR MGS AND THE INSTRUMENTS: 
MGS http://mars.ipl.nasa.gov/mgs/index.html 
MAG/ER http://mgs-mager.gsfc.nasa.gov/ 
MOC http://www.msss.com/ 
MOLA   http://ltpwww.gsfc.nasa.gov/tharsis/mola.html 
RS       http://nova.stanford.edu/proiects/mgs/dmwr.html 
TES http://emma.la.asu.edu/ 

To date, the MGS spacecraft has transmitted almost 
twice as many images as returned by the two spacecraft 
Viking Orbiter mission, and more data from Mars is now 
in hand from this Mission than all previous Mars 
missions combined. Following is a list of ten significant 
achievements of MGS during its first mapping year - 
ordered from the interior of the planet outward. 

TABLE 1. SOME  SIGNIFICANT ACHIEVEMENTS OF 
MGS AT MARS 

1)      MAGNETIC FIELD-SIGNIFICANT REMNANT 
MAGNETIZATION OF THE MARTIAN CRUST IS 
EVIDENCE OF AN EARLY MOLTEN INTERIOR 
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WITH A VIGOROUS CORE DYNAMO. 
CURRENT GLOBAL FIELD (MAG). 

NO 

2) GRAVITY AND FIGURE—THE ELLIPSOIDAL 
SHAPE OF MARS IS FLATTENED BY -20 KM 
DUE TO ROTATION AND THE CENTER OF 
FIGURE IS OFFSET BY NEARLY 3 KM, 
INDICATING THAT THE NORTH POLE IS 
ABOUT 6 KM LOWER THAN THE SOUTH 
POLE. RELIABLE GLOBAL MODELS OF THE 
STRUCTURE OF THE CRUST AND 
LITHOSPHERE SHOW NEAR ISOSTATIC 
COMPENSATION IN THE ROUGHER SOUTH 
AND A RANGE OF UNCOMPENSATED 
GRAVITY ANOMALIES IN THE SMOOTHER 
NORTH (RS & MOLA). 

3) TOPOGRAPHY--THE BEST GLOBAL 
TOPOGRAPHIC MODEL PRODUCED FOR ANY 
PLANET, INCLUDING EARTH, SHOWS A 30- 
KM RANGE OF TOPOGRAPHY, A POLE-TO- 
POLE SLOPE THAT CONTROLLED THE 
TRANSPORT OF WATER IN EARLY MARTIAN 
HISTORY, AND A FLAT NORTHERN 
DEPRESSION THAT MAY REPRESENT THE 
LOCATION OF A LARGE ANCIENT OCEAN. 
HIGH RESOLUTION TOPOGRAPHY PERMITS 
DETAILED TRACING OF CHANNEL 
NETWORKS AND EPHERMERAL LAKES THAT 
DRAIN INTO A CLOSED EQUIPOTENTIAL 
CONTOUR IN THE NORTHERN PLAINS 
(MOLA). 

4) VOLCANISM-THICK LAYERED SEQUENCES 
OF STRATA IN VALLES MARINERIS SUGGEST 
THE POSSIBILITY OF EXTENSIVE 
VOLCANISM DURING EARLY TO MID- 
MARTIAN HISTORY (MOC). 

7) AEOLIAN PROCESSES—CURRENT AEOLIAN 
PROCESSES ARE EVIDENCED BY DUST 
DEVILS, DUST STORMS, STREAKS, DUNES, 
AND SAND SHEETS. STRATIGRAPHIC 
EVIDENCE FOR A COMPLEX DEPOSITIONAL 
AND EROSIONAL HISTORY ELUCIDATES THE 
IMPORTANCE OF AEOLIAN TRANSPORT ON 
THE GLOBAL AND LOCAL SCALE (MOC). THE 
EVOLUTION OF A MAJOR DUST STORM HAS 
BEEN FOLLOWED IN DETAIL (MOC & TES). 

8) POLAR CAPS-A RELIABLE ESTIMATE OF 
WATER VOLUME IN THE PRESENT POLAR 
CAPS AND EVIDENCE FOR DISTINCTIVE 
EVOLUTION OF THE NORTH AND SOUTH 
POLAR CAPS (MOLA & MOC). 

9) CHANNELS AND SAPPING-CLEAR 
EVIDENCE OF A SAPPING ORIGIN OF MANY 
CHANNELS FROM PROBABLE MELTING OF 
GROUND ICE AND POSSIBLE EVIDENCE FOR 
RECENT LIQUID WATER IN NUMEROUS 
SPATIALLY-ISOLATED REGIONS (MOC). 

10) ATMOSPHERIC DYNAMICS.- 
SIGNIFICANTLY IMPROVED 
UNDERSTANDING OF ATMOSPHERIC 
DYNAMICS FROM CONTINUED MONITORING 
OF TEMPERATURE, PRESSURE, AND 
OPACITY, AND MEASUREMENT OF CLOUD 
HEIGHTS (TES, RS, MOLA, ACC, MOC). VALUE 
OF DATA IS GREATLY ENHANCED THROUGH 
COMPUTER SIMULATIONS USING GENERAL 
CIRCULATION MODELS (GCMs). 

5) BASALT AND WEATHERING-THERMAL 
EMISSION SPECTRA SHOW WIDE 
OCCURENCE OF BASALTIC ROCKS IN THE 
SOUTH AND ANDESITIC ROCKS IN THE 
NORTH. WIDESPREAD OCCURRENCE OF 
PLAGIOCLASE AND PYROXENE AND THE 
LACK OF WEATHERED HYDRATED MINERAL 
ATTEST TO THE ABSENCE OF PERVASIVE 
WEATHERING. HIGH-ALBEDO AREAS HAVE 
A NON-DIAGNOSTIC SPECTRUM, MUCH LIKE 
THE ATMOSPHERIC DUST (TES). 

6) HYDROTHERMAL DEPOSITS-DETECTION 
OF SEVERAL COARSE-GRAINED HEMATITE 
DEPOSITS, POSSIBLE INDICATIVE OF 
DEPOSITION IN A SURFACE 
HYDROTHERMAL ENVIRONMENT. NO AREAS 
OF CARBONATE, SULFATE, OR QUARTZ HAVE 
BEEN DETECTED (TES). 
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WITH LENGTH-TO-DEPTH RATIO IN CAVITY FLOW 
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ABSTRACT 

Compressible flows over cavities with a series value of 
length-to-depth ratio (L/D) were investigated 
experimentally and computationally, with the objective to 
elucidate the physics of the transition of types of cavity 
flows as their L/D increases or decreases. The freedom of 
backflow inside the cavity is found to be crucial in 
smoothing out adverse pressure gradient. The spreading 
of the shear layer and its gradual approaching towards the 
cavity floor as L/D increases tend to suppress the freedom 
of backflow, causing the cavity flow to change from the 
open-type to the transitional-type. In the transition from 
closed- to open-type cavity flow, the effect of the 
upstream separation wake on the downstream 
recompression wakes was found to be non-negligible 
basing on pressure coefficient distribution from 
experiment and friction coefficient distribution from 
numerical simulation. 

1. INTRODUCTION 

Compressible flows over cavity-like geometries occur 
widely in aerospace and aeronautical vehicles. Past 
researches have established that the defining parameter 
for such flows is their length-to-depth ratio (L/D). Closed 
flows occur for cavities with L/D greater than 13. Open 
flows occur for cavities with L/D less than 10. For L/D 
between 10-13, transitional cavity flow occurs. However, 
little effort has been directed towards the understanding of 
the changes of cavity flow with L/D. Understanding of 
such mechanism is not only of profound academic interest, 
but also helpful in suggesting new ideas for the control of 
cavity flows. To the author's limited knowledge, no 
theory or explanation for the closing of cavity is available 
in open literature. The mechanism for the opening of a 
closed cavity as the value of its L/D decreasing was 
proposed by Charwat et al1. They suggested that the 
cavity opens when the vertices of the upstream 
recompression wake and downstream separation wake 
merge and backflow occurs inside the cavity. However, 
Stalling and Wilcox2 found that Charwat's formula 
under-predicted the measured critical values throughout 
their test Mach number range. No explanation was given 
in Stalling and Wilcox's report. 

The present work set out to investigate the 
compressible cavity flows with a series value of L/D both 
experimentally and numerically, with the objective to 
elucidate the physics of the transition of cavity flow types 
as their L/D increases or decreases. 

2. WIND TUNNEL, MODEL, AND TEST 
CONDITIONS 

*Ph.D. student, Department of Aeronautics and Astronautics 
"Professor, Department of Aeronautics and Astronautics 
** »Technical Staff 
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The tests were conducted in the supersonic wind tunnel of 
Department of Aeronautics and Astronautics, University 
of Tokyo. The test section has a rectangular cross section 
of 80mm by 140 mm. A nozzle with Mach number 1.94 
was used in the current work. The boundary layer just 
upstream of the position where cavities are to be installed 
was measured and judged to be of turbulent, its thickness 
estimated to be about 8mm. Reynolds number per unit 
meter is 4.2xl07. Pressure coefficients at cavity walls are 
calculated as follows: 

Schlieren visualization was taken during all of the test run. 
Oil flow visualizations using oil (500CS) mixed with 
Ti02 were conducted for some of the test cases. The 
schematic for the pressure orifice locations is shown in 
figure 1. 

3. RESULTS AND DISCUSSIONS 
Effects of length-to-depth ratio and (LVOV, 
Surface flow pattern as shown in figure 2, drawn from 
videos of oilflow visualization, indicated relatively weak 
3D flows in open- and transitional-type cavities and much 
stronger one in the closed-type cavity. The video of a 
closed-type cavity flow shows a pair of big vortices 
behind the exiting shock wave beside the two side walls, 
with the vortex axis somewhat perpendicular to the cavity 
floor. It reveals that the boundary layers over the wind 
tunnel sidewalls first thicken, then separate under the 
severe adverse pressure gradient associated with the 
impinging and exiting shock waves over the cavity. The 
(L/D)cr for the present model configuration is judged to be 
14>4'. 

Mechanism for the opening of closed type cavity flow 
The author believes there are two fundamental 
weaknesses in Charwat's formula for the prediction of 
(I/D)cr. Firstly, the lengths of the separation wake for 
rearward-facing step flow and recompression wake for 
forward-facing step flow may not be rigorously defined. 
Secondly, even if some kind of lengths can be defined, it 
is not a constant in the cavity flow as L/D changes. The 
two wakes are not independent from each other and the 
interaction begins well before the possible meeting of the 
vertices of the two separate wakes, as the two wake 
vertices are covered by the compression fans at the foot of 
the impingement and exit shock waves. The strong 
interaction tends to extend the recompression wake 
upstream as L/D decreases from a large value. 
Plotting the pressure distributions with the same reference 
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length and different alignment clearly reveals the different 
response of the two wakes to the interaction. Figure 3 
compares the pressure coefficient distributions for 
closed-type cavity flows and the rearward-facing step 
flow, with the longitudinal distance aligned with the front 
face and normalized with the depth. It is readily visible 
that the front portion of all the curves of closed-type 
cavity flows collapse on that of rearward-facing step. It 
indicates that separation wake is essentially not 
influenced by the approaching of the cavity rear face. 
This is to be expected as the attached flow over the 
mid-region of the floor is essentially supersonic, and, in a 
supersonic flow, disturbances can not propagate upstream. 
In contrast, the recompression wake is clearly affected by 
the approaching of cavity front face, as shown in figure 4, 
where the curves are aligned with the rear face. As L/D 
decreases, the pressure in the region ahead of the rear face 
decreases, suggesting a decrease in the strength of the exit 
shock wave. The location at which the pressure starts to 
rise abruptly moves slightly forward. The above 
observations are supported by the results of Stallings and 
Wilcox, with more evident upstream extension of the 
recompression wake2. 
Basing on the pressure distribution, schlieren and oil flow 
visualizations obtained in the present test, the process of 
the opening of closed cavity flow can be described as 
follows (See figure 5): 
• When the L/D of a cavity is sufficiently large, the 

separation wake and the recompression wake are 
well separated apart, with a reattaching boundary 
layer and main flow in between. Impingement and 
exit shock waves are generated due to the deflection 
of the main flow. The gradual change of the 
direction of the shear layer produces compression 
fans at the foot of the two shock waves. The 
pressure distribution along the floor features a flat 
region between two regions of dramatic rise. 

• As the value of L/D decreases, especially when the 
innermost edges of the two compression fans 
approach each other, the interaction between the 
two wakes begins. When the attached boundary 
layer is fully covered by the two compression fans, 
it will thicken considerably for being subjected to 
much increased pressure gradient. The thickened 
boundary layer will further deflects the main flow, 
causing the compression fan at the foot of the exit 
shock waves to move upstream and the separation 
region behind it to extend. 

• At a critical value of L/D, the length of the 
reattached boundary layer reduces to zero; the shear 
layer impinges on the floor and separates again 
immediately. The impingement and exit shocks 
merge into a single shock. The flat region in the 
pressure distribution disappears accordingly, 
marking the change of flow from the closed to the 
transitional-closed type. 

A new model for the prediction of the critical 
length-to-depth ratio might be obtained by investigating 
the behavior of a shear layer under the influence of the 
wave system over the cavity in a closed-type cavity flow. 

Mechanism for the closing of open type cavity flow 
For open-type cavity flows, it was found that the pressure 
near the cavity front corner is directly linked with the 
backflow inside the cavity4. A plate was installed laterally 
near the mid-portion of the cavity floor. The cavity had a 

L/D equal to 5. Two tests were taken, with the height of 
the plate being 2mm and 4mm respectively. It was found 
that the more the backflow is blocked, the lower the 
pressure at the front part and the higher the pressure at the 
rear part of the cavity floor. The approaching of the 
developing shear layer over the cavity toward the cavity 
floor acts like a plate in hindering the backflow inside the 
cavity. 
Extensive schlieren and oil flow visualizations in the 
present investigation, supplemented with the flow fields 
generated from numerical simulation, helped to lead to 
the following understanding of the physics of the closing 
of cavity flows as L/D increases from a value 
corresponding to open cavity flows (See figure 6): 
• When the L/D of a cavity is small, the separating 

shear layer strikes at the trailing edge of the cavity, 
increasing the pressure near the rear wall. The 
backflow occurs freely inside the cavity, since the 
shear layer has yet to be sufficiently developed and 
the space between it and the floor is ample. A weak 
shock wave emanating from the leading edge is 
generated to adapt the freestream to the high 
pressure over the cavity. 

• At an increased value of L/D, the shear layer gets 
developed for a longer distance. The momentum 
with which it strikes the trailing edge increases, 
resulting in even higher pressure near the rear face 
of the cavity. As the shear layer grows thicker, it 
approaches the floor gradually. The presence of the 
floor hinders the free development of the lower part 
of the shear layer, and pushes it upwards. The main 
flow over the cavity gets deflected, producing a 
compression fan. On the other hand, the space 
between the shear layer and the floor diminishes, 
and the momentum of the fluid flowing downstream 
in the shear layer increases, making it more and 
more difficult for the high pressure fluid at the rear 
part of the cavity to travel upstream. In fact, the 
streamlines inside cavity, as predicted from 
numerical simulation, reveal that the backflow is 
squeezed at the mid-portion by the shear layer and 
the floor into a dumb-bell like shape. In the 
meantime, the air at the front part of the cavity is 
continuously scavenged by the shear layer above it, 
the balance of mass flow causing the pressure at 
there decreases. The shock wave at the leading edge 
weakens. The size of the recirculation near the front 
corner shrinks. 

• Further increasing the value of L/D, the shear layer 
approaches so close to the floor that the backflow is 
essentially separated into two parts. Two new 
recirculations, embedded in the backflow and linked 
with only a thin layer of fluid with upstream 
velocity just over the floor, are formed. Due to 
reduced air supplement, the pressure near the front 
corner decreases below that of the freestream. An 
expansion fan replaces the weak shock wave at the 
leading edge, and the external flow begins to deflect 
into the cavity, initiating the transitional-open type 
cavity flow. The compression fan over the cavity 
gets strengthened. 

• At a critical value of L/D, the shear layer suddenly 
impinges onto the floor, dividing the backflow into 
two separate recirculations. The deprivation of air 
supplement through backflow from the rear part of 
the cavity causes the pressure near the front part 
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drops to a minimum. A strong expansion fan is 
formed at the leading edge. The deflection of the 
main flow at the floor produces a single shock wave 
that marks the transitional-closed type cavity flow. 

Computational Results 
The governing equations are the 2D Favre-averaged 
Navier-Stokes equations with Spalart-Allmaras 
one-equation turbulence models. A new way, both 
efficient and adequately accurate, of systematically 
specifying the inflow profiles of all of the needed 
variables was proposed in the pricipal author's doctoral 
thesis4. 
The simulated effects of length-to-depth ratios on cavity 
centerline pressure distribution are shown in figure 7. The 
general trend as observed from experiment is reproduced. 
The friction coefficient distributions along floor of 
closed-type, with front wall and rear wall alignment 
respectively, are compared in figure 8. It confirms the 
experimental observations that the recompression wake 
extends upstream as L/D decreases for closed cavity 

flows. 

4. CONCLUSION 

Experimental     and    computational    investigation    of 
compressible flows over cavities with a series value of 

length-to-depth ratio (L/D) found that the freedom of 
backflow inside the cavity is crucial in smoothing out 
adverse pressure gradient. The spreading of the shear 
layer and its gradual approaching towards the cavity floor 
as L/D increases tend to suppress the freedom of backflow, 
causing the cavity flow to change from the open-type to 
the transitional-type. In the transition from closed- to 
open-type cavity flow, the effect of the upstream 
separation wake on the downstream recompression wakes 
was found to be non-negligible basing on pressure 
coefficient distribution from experiment and friction 
coefficient distribution from numerical simulation. 
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Fig. 2 Surface flow patterns for three-types of cavity flows 
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Fig. 3 Pressure distributions of closed cavity 
flows and step flow (front corner aligned) 

Fig. 4 Pressure distributions of closed 
cavity flows (rear corner aligned) 
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Fig. 5 Sketches of flow fields during the opening of the cavity flow 
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Fig. 6 Sketches of flow fields during the closing of the cavity flow 
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Fig. 7 Simulated effect of L/D on cavity 
centerline pressure coefficient distributions 

Fig. 8 Comparison of friction coefficient 
distributions along cavity floor 
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ABSTRACT 

The response of flow pattern and vortex shedding around a 
circular cylinder which is rotationally oscillating about its 
axis has been studied by numerical simulation. In this study, 
we can control the wake pattern by rotationally oscillating a 
cylinder around its axis. By doing this, the lift and drag of the 
cylinder is expected to be changed. The results show that 
over some range of frequency, the drag coefficient was 
reduced to 15 percent of the non-oscillatory case, and the 
amplitude of lift coefficient was also reduced to 15 percent. 
On the other hand, some other frequencies produced larger 
values of lift and drag coefficients than the stationary case. 
This oscillation is effective when the amplitude of oscillation 
is higher than a critical value. Furthermore, the relation 
between rotation angle and pressure distribution was 
analyzed by changing the frequency and amplitude of 
oscillation, and the frequency response between rotational 
oscillation and lift coefficient was obtained. It is found that 
there are phase lag and amplitude attenuation in low 
frequencies, while they vanish at high frequencies and very 
low frequencies. 

1. INTRODUCTION 

The flow around a circular cylinder has long been a basic 
subject for studying boundary layer separation and vortex 

coefficient changes with time. These patterns are expected to 
be controlled by oscillating the cylinder about its axis2. 

In the current study we focus on the relation between 
rotation angle, pressure distribution, and forces in unsteady 
condition. This relation helps us model actual forces exerted 
on the object by flow in oscillatory or unsteady condition. 
Quasi-steady model, where unsteady response of the flow 
around an object is neglected, has been widely used by 
researchers and designers. However, this model has to be 
examined to make clear its limitations, because in a steady 
flow this quasi-steady model is valid but when the model is 
oscillating or moving unsteadily it is not applicable anymore. 
It was shown by our previous study that there exists 
hysteresis in flow characteristics, and that both amplitude 
attenuation and phase lag occur in the relation between 
rotation angle and pressure distribution at high frequency 
oscillations'. 

2. GOVERNING EQUATIONS AND FLOW 
SOLVER 

In this study the two-dimensional incompressible Navier 
Stokes equations in non-dimensional form have been used. 
Furthermore, a generalized coordinate system has been 
employed to adapt the grid with the geometry. An O mesh 
with 130X81 grid points has been used around the cylinder 
with a diameter of 1 meter. The Reynolds number has been 

IL=1 m/s 

Fig. 1 Flow around a cicular cylinder with rotational oscillation 

shedding. In the flow around a blunt body such as circular 
cylinder, the static pressure does not remain constant in the 
whole field of flow, so that separation and reverse flow 
occurs1. In the upstream half of the cylinder pressure 
decreases, the flow particles and the velocity increase, wheras 
in the downstream half due to viscosity the kinamatic energy 
is not enough large to resist the pressure increase, leading to 
the flow separation along with reverse flow. This causes 
alternate, clockwise and counterclockwise, Karman vortex 
shedding in the wake. Due to these vortices, the alternating 
circulation   around   the   cylinder   happens   and   the   lift 
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set at 104 with a uniform flow velocity of 1.0 m/s. The SX-4 
NEC super computer of National Institute for Fusion Science 
(NIFS) was used, and it took one hour for each run. 

3. RESULTS AND DISCUSSION 

Calculation was performed under various conditions such 
as variations in frequency and amplitude of cylinder 
oscillation about its axis, as shown in Fig. 1. 

The frequency of the oscillation was changed over the 
range of    0<ft)<10  with  an  increment of 0.5,  and  the 
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Fig. 2 Hysteresis in relation between attack angle and pressure differences 

amplitude over the range of O a,,- TC/2 with an increment of 
71 The data of time histories of pressure and velocity 
distribution and also the lift and drag coefitients were saved 
for further analysis. Analysis was done in three different 
category as follows: 
• Effects of frequency and amplitude of oscillation on 
relation between rotation angle and pressure distribution. 
• Effects of frequency and amplitude of oscillation on vortex 
shedding. 
• Effects of frequency and amplitude of oscillation on exerted 
forces from fluid to circullar cylinder. 

The relation between rotation angle and pressure difference 
AP=P|-P2 (see Fig. 1) is shown in Fig. 2 for frequencies equal 
to one and four. P, and P2 are separated by 45 degrees from 
symmetric axis, so that when rotation angle is zero, P,-P2=0. 
In steady flow, this relation is linear but as one can observe, 
hysteresis appears in this relation in frequency of about 1 r/s 
where it disappears again in higher frequencies as seen in Fig. 
2. Hysteresis in this relation means that there is amplitude 
attenuation and phase lag. This is an important phenomenon 
which should be considered in the modeling of an unsteady 
flow. 

The time history of the lift coefficient highly depends on 
vortex generation because these vortices change the 
circulation around the cylinder and its lift. From the time 
history of the lift coefficient we can see vortex generation 
pattern. Figure 3 shows the time history of the lift coefficient 
for three different oscillation frequencies: (0=1, 4, and 8. 
Based on this figure and observation of the flow field, flow 
pattern can be classified into the following three flow 
regimes: 
• Flow pattern is similar to the case without oscillation 
(0=0-3) 
• Vortex generation frequency is equal to oscillation 
frequency (o=3~6) 
• Vortex generation is affected by both rotational oscillation 
and natural shedding (0=6-10) 

By looking at the pressure distribution for two different 
cases: a) 0=1 and b) 0=4. It is obvious that vortex shedding 
pattern is totally different mainly regarding generation 
frequency and size of the vortices. When o=l vortex 
shedding frequency is the same as its natural one when 0=0. 
However, when o=4 its generation frequency is the same as 
oscillation frequency of the cylinder. Tin's shows that at a 
certain frequency, vortex generation is totally different and it 
does not depend on its natural shedding frequency4. 

Figure 4 shows the relation between frequency and 
amplitude of the lift coefficient. It is shown that at 
frequencies of about 4 the amplitude of oscillation is very 
small and the circulation around cylinder becomes very slow. 
Figure 5 depicts the relation between frequency and drag 
coefficient. It is shown that this coefficient reduces to less 
than 15% of the non-oscillatory case at frequencies of about 4 
r/s. 

Figures 6a, 6b, and 6c show frequency responses of the 
cylinder lift coefficient to its rotational oscillation. In all 

cases amplitude of forced rotational oscillation is fixed to —. 

As shown by this results we can also observe above three 
different patterns in frequency responses: 
• Natural shedding is the same as the case without forced 
oscillation and its frequency is dominant for o=l and 2 (see 
Fig. 6a). 
• Frequency of forced oscillation is dominant and vortex 
shedding is under influence of the forced oscillation for 
©=3-6 (see Fig. 6b). 
• Flow around the cylinder is influenced by both natural 
shedding and forced oscillation foro=7~10 (see Fig. 6c). 
It is difficult to find a specific transfer function between 
rotational oscillation and lift coefficient, because it is under 
influence of both natural shedding and forced oscillation. 
This cause the response to be highly nonlinear and difficult to 
estimate and analyze. Further investigation and analysis is 
required to predict the exact response of the flow to the 
rotational oscillation. 

4. CONCLUSIONS 

It was shown that the flow around a circular cylinder could 
be controlled by oscillating it about its longitudinal axis. This 
oscillation affects the pressure distribution, the force exerted 
from the flow on the object, and the vortex shedding. The 
results show that at a certain frequency, the drag coefficient 
was reduced to 15 percent of the non-oscillatory case, and the 
amplitude of lift coefficient was also reduced to 10 percent. 
On the other hand, some other frequencies produced larger 
values of the lift and drag coefficients than the stationary case. 
The flow pattern obtained here were classified into three 
categories: natural oscillation, forced oscillation, and their 
combination which are obvious from frequency response of 
lift coefficient. Furthermore, there are phase lag and 
amplitude attenuation at low frequencies, which vanish at 
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high frequencies and very low frequencies in the relation 
between rotation angle and pressure distribution. 
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ABSTRACT 

A method to treat inviscid flow computation using 
Cartesian grid is being proposed in this study. The advantages of 
Cartesian grid methods include automatic and fast grid generation 
as well as the ability to treat realistic geometries. This means that 
for industrial applications. CFD-based analysis using Cartesian 
grid can be carried out in a time-efficient manner, without 
requiring the user to be an expert in grid generation. These merits 
are due to the non-body-fitted characteristic, that is. the grid 
intersects with solid surface. In comparison with Cartesian grid, 
more commonly used grids today are of body-fitted type, such as 
tetrahedral-based unstructured grid and block-structured grid. The 
present study is concerned with improving the Cartesian grid 
method and overcoming its weakness. One of the problems is the 
case with thin and sharp geometry, and the cell containing such 
geometry is split into two in this research. A solution-based grid 
adaptation using anisotropic Cartesian grid has also been 
developed in this study. The grid cells are either merged or 
refined in a certain direction such that their aspect ratios match 
local flow gradient. Thus a flow feature can be resolved using 
significantly fewer cells compared with the isotropic approach. 
Furthermore, a method to treat moving body using Cartesian grid 
is being developed. 

1. INTRODUCTION 

Today CFD has progressed into a versatile tool in analysis 
and design of any objects that make use of fluid dynamics. 
Significant contribution in making CFD a practical tool comes 
from the exponential progress in affordable computation power 
and advancement in computational algorithms. However, in many 
industrial applications, it becomes apparent that CFD needs much 
work to improve, especially in the field of grid generation. In 
many practices, not only grid generation is time consuming, but 
also it requires intensive manual labor. As in other manual 
operations, results will depend on the expertise of operator and 
the operation will tend to be costly. Moreover, the results may 
vary from one operator to the other, and in some cases, errors will 
be introduced. It is therefore highly desirable to have the method 
of automatic grid generation that can handle realistic geometry. 

In recent years, the level of automation in grid generation 
has improved significantly, most notably in the cases of 
tetrahedral-based unstructured grid and Cartesian grid. The latter 
was chosen as the subject of the present research, because it is 
relatively unexplored. 

Cartesian grid method is a non-body-fitted approach, that 
is, the grid intersects solid body surface. As a result, a grid cell 
that intersects the body surface has an irregular shape. Such cell 
is referred to as cut cell. A grid cell that does not intersect body 
surface has a regular rectangular shape. It is referred to as fluid 
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cell if it contains fluid, and solid cell if it is inside body. This 
property allows for fully automatic treatment of complicated 
geometry. Furthermore, from the point of view of flow solver, the 
alignment of grid cells with Cartesian coordinate system leads to 
simplified and accurate flow computation. 

This paper discusses three issues related to the effort to 
improve the Cartesian grid generation process within the 
framework of inviscid, compressible flow simulation. The first 
one is concerned with how to handle a type of geometry that may 
pose a problem in Cartesian grid generation, that is, thin and 
sharp geometry. It is important for the grid generation to be able 
to handle all types of geometry in order to be fully automatic. A 
cell-splitting method is thus proposed here to handle the problem 
efficiently. 

The second part discusses grid adaptation in Cartesian 
grid, which is a method to improve grid and solution quality by 
regenerating the grid for a given initial solution. This is an 
important way to reduce human factor. The method proposed here 
is unique, because it combines some concepts of unstructured 
grid with Cartesian grid. 

The third part is an attempt to automate grid for the 
treatment of moving body, that is. when there is a relative 
movement between solid body and grid. 

2. THIN AND SHARP GEOMETRY 

Thin geometry poses a problem in Cartesian grid, because 
there is a possibility that a grid cell contains more than two flow 
regions inside it. If not treated properly, this will result in 
erroneous solution. Although less severe, a sharp geometry may 
also pose a problem of reduced solution accuracy. As a method, 
we can continue to refine the problematic cell until the problems 
disappear, but it will produce a large number of cells. 

In this research, cell-splitting approach was adopted 
instead, because of the small number of cells required. In the 
method developed here, the portion of body surface inside a cut 
cell is approximated as a flat panel to reduce data storage. 
However, this has a side effect: that is. a sharp edge will be 
effectively truncated. In order to restore the geometrical feature, 
the cell that contains such edge hsa to be split as well. The split 
cells are illustrated in Fig. 1. Using this method, it has been found 
that the problem can be solved effectively and efficiently [1]. 

flow region (I) flow region (I) 

Splitting 
panel  ~""T» 

V. 
flow region (2) 

(a) 
Fig. I 

How region (2) 

(b) 
splitting for (a) thin geometry and 
(b) sharp geometry. 
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A new grid refinement method has also been incorporated 
in order to increase the grid resolution around curved solid 
surface, leading to enhanced solution accuracy there. 

An SST model is used to demonstrate the effect of 
treatment, because of its thin supersonic wing. Two computations 
were carried out. The first one does not perform any treatment, 
and the second one use both the cell-splitting method and grid 
refinement. The grid around the body is shown in Fig. 2. 

adaptation   consists   of   three   processes:   grid   coarsening, 
refinement, and smoothing [2]. 

A modified second finite difference is used to compute 
adaptation parameter G, as in Eq. 1, where only x direction is 
shown for simplicity. 

(Gi)x=(Axi)
L|(Q;j ■(Qij Ax; (I) 

■■■>■ ■■■ >ii'<r.       

Fig. 2    Grid around an SST model. 
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Fig. 3    Pressure distribution around SST model, (a) baseline, and 

(b) cell splitting and geometry-based grid refinement. 

The solutions for flight conditions with M=2.4 and 
a=1.5° are shown in Fig. 3, where it is apparent that the cell- 
splitting method performs much better. Furthermore, geometry- 
based grid refinement around the leading edge has reduced the 
number of cells from 262,056 in the baseline grid to 175.810. 

3. ANISOTROPIC CARTESIAN GRID 
ADAPTATION 

Grid adaptation can be regarded as a method to use grid 
cells efficiently. This can be done by first carrying out 
computation on an initial grid, and then improving the grid based 
on the How solution. As a result, even if an operator made an 
initially low quality grid, high-quality solution will be obtained 
eventually. 

Grid adaptation is an especially simple task in Cartesian 
grid, because it allows local grid refinement and coarsening. 
However, the number of produced cells can be quite large when a 
cell is refined isotropically, while many flow features such as 
shock are anisotropic. Such refinement is unavoidable when the 
data structure employed is octree, which is quite common in 
Cartesian grid method due to its simplicity and compactness. 

In this research, anisotropic grid adaptation is employed 
instead; that is. the grid can be refined and coarsened in any 
Cartesian direction, and without any limit on the cell's aspect 
ratio. To attain such flexibility, an unstructured approach has been 
taken here. 

The procedure usually starts with a rather rough grid, 
which is generated isotropically. Flow computation is carried out 
up to a certain degree of convergence, the results of which are 
used to improve the grid quality at the next cycle. The grid 

where Q-   is first difference of flow solution between cell i and 

its neighbor cell j sharing the common cell interface. Ax is the 
cell size, and L is a length scale to determine the balance of 
refinement between small and large cells. 

Equation 1 is a modified version of the equation to 
compute second derivative. One of the modifications is the use of 
length scale L in order to control whether more refinement should 
be carried out for small cells or large cells. A larger value of L 
will result in more refinement of large cells, and tend to produce 
more cells. On the other hand, a smaller value of L will result in 
more refinement of small cells, which will tend to exhibit larger 
spatial variation in cell size. The other modification is the use of 
maximum difference instead of the difference between the right 
and left interfaces of a cell in a certain direction. Such 
modification is considered because a Cartesian grid cell in this 
study may have several neighbors on one face, which in general 
will have arbitrary locations and sizes. The use of maximum 
difference tends to enforce refinement on cells with many 
neighbors, which is a highly desirable property. 

Having computed adaptation parameter G for all cells in 
all three directions, the threshold values for grid coarsening and 
refinement,   T|ovv   and   j.. . , respectively, are computed by 

using Eqs. 2 and 3. 

T|0W = MAX[0,(mean(G)-R|ow -sdev(G))] (2) 

Thlgh=mean(G) + R1„gl,-sdev(G) (3) 

where  R. and   R       are user-defined parameters regarding 

thresholds of coarsening and refinement. The mean and sdev in 
those equations are the mean value and standard deviation of G, 
respectively. 

Grid coarsening is performed by removing the interface 
between cell i and its neighbor cell j if the values of parameter G 
for both cells are less than the lower threshold, as expressed in 
the following. 

(G 1 <T,    and  fc ) \     i /k low V     j /j k low 
(4) 

where subscript k is the component in the direction normal to the 
interface. 

Grid refinement is performed by dividing a cell into two 
equal parts in any direction of x. y. and z coordinates, when the 
value of adaptation parameter G is higher than the upper 
threshold value.  T, u ■ Thus, it is possible to refine a cell in more 

high r 

than one direction, as shown in Fig. 4. For practical reasons, 
limitations are imposed on the minimum cell size and the 
maximum number of cells in the present method. 

After a grid is coarsened and refined, grid-smoothing 
operation is applied to avoid degradation in grid quality. Here the 
criterion for grid smoothness is that there exist at most two 
neighboring cells along any of x, y, and z directions on a cell face. 
If this condition is violated, the cell is divided into two cells in 
the direction with too many neighbors. The division is carried out 
such that the resulting cells match their neighbor's boundaries. 
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A standard ONERA M6 test case is computed here. The 
flow condition is M=0.84 and ct=3.06°. Two adaptations are 
carried out. and the initial and adapted grids are shown in Fig. 5 
and the corresponding pressure distributions in Fig. 6, along with 
experimental data. 

r 

<l{ 
Original cell 

-s 

■ — 

-s. 
refined cells 

Fig. 4    Cell refinement. 

It is evident from the results that the grid adaptation 
method successfully captures the flow features, including leading 
edge suction and the two shocks on the upper surface of the wing, 
as well as smoothly varying pressure distribution. The 
discrepancies in shock location and sharpness are acceptable, 
since the flow model used here is inviscid. 

A measure of the method's efficiency is shown in Fig. 7. 
where the number of cells resulted from this method is compared 
to that of isotropic grid adaptation. Here it is shown that if the 
computation is carried out using isotropic grid adaptation, the 
cells needed would be 2.5 times as many. 

In terms of computational storage, since the anisotropic 
adaptation method employs unstructured approach, it requires 
400 bytes of memory per cell, whereas the isotropic adaptation 
344 bytes. However, the total memory required by the anistropic 
adaptation method is still 2.2 times less than the isotropic one. 

1.5 

1 

0.5 

-CP    0 

-0.5 

-1 

-1.5 

o   Exp 
 Initial 
 Adap 1 

t                '■   °  c~J°i^\ 
 Adap 2 

i                 1 
1                      : 

f            '             ' 

'       j        !        ; 

!         i 1                      1 

(d) 
Fig. 6    Comparison of pressure distribution around ONERA M6 
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and (d) 80%. 

E3 anisotropic 

-- 
□ isotropic 

 -----   ■--  

WW&&- 

BW imp 
ppl ,',, ... 

r....   . 

Fig. 5    Grid around ONERA M6 wing at 44% wing span: 
(a) initial, (b) 1st adaptation cycle, (c) 2nd. 
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3. TREATMENT OF MOVING BODY 

In Cartesian grid method the grid remains stationary as a 
solid body moves across the grid. In contrast, for the case of 
body-fitted type of grid, such as tetrahedral-based unstructured 
grid and overlapped structured grid, body movement requires 
movement of grid cells in a region surrounding the body. Thus, 
for a given time step. Cartesian grid requires less amount of 
computation in order to update the geometrical data of grid cells, 
since only cells on the body surface are modified, while the rest 
of the grid cells are left unaltered. 

In this research, we are attempting to extend the grid 
generation method for stationary body to handle moving body. At 
present, efficient computation on true 3D computation of moving 
body has not been carried out on Cartesian grid. 

The problems Cartesian grid method has are unique when 
compared to those of body-fitted approach. The most obvious one 
is the problem of "appearing'" or "disappearing" cell. The first 
case occurs when a solid cell becomes a cell that contains fluid at 
the next time step, and the second case is the reverse of the first 
one. This does not satisfy conservation of fluid mass, momentum 
and energy. In order to eliminate this problem, Bayyuk et al. has 
introduced a cell merging method [3]. In this method, potentially 
problematic cells are merged with their appropriate neighbor cells 
during a time step, such that the merged cells remain to be cut 
cells. After the time step is completed, the merged cells can be 
restored into their constituent cells. This approach is illustrated in 
Fig. 8. 

B fluid B 

A 
>=) t 3 solid 

d> \ 
A 

merge move body    unmerge 

B i B 
>=> c} c) 

A A 
Fig. 8    Cell merging method to treat the problem of "appearing" 

and "disappearing'" cells. 

The problem now is how to find appropriate candidates 
for cell merging. Bayyuk et al. has implemented an approach in 
2D. In this research, we are currently developing such 
implementation in 3D [4]. 

Shown in Fig. 9 is the density distribution for a 2D test 
case for two capsules moving in the opposite direction at M=2 in 
a tunnel. Although the test case is 2D. the flow computation itself 
is 3D. The computational domain is divided uniformly into 
384x112x1 cells. 

The flow solution shows that the flow features can be 
reasonably captured. However, the overall computational 
efficiency is still low. This is because the time step is limited by 
the size of cut cells, since the body is not allowed to move 
beyond merged cut cells. Further investigation is being underway 
to overcome this weakness. 

4. CONCLUSIONS 

Methods to improve inviscid. compressible flow- 
computation on Cartesian grid have been proposed in this paper. 
Three issues have been discussed. 

The first is a cell-splitting method, which is proposed to 
handle  thin   and   sharp  geometry.   Together  with   local   grid 

refinement, the method is shown to be effective and efficient in 
handling such problem. 

The second is anisotropic Cartesian grid adaptation, 
which is shown to be significantly more efficient than isotropic 
Cartesian grid refinement, both in terms of the number of cells 
and the total memory required. 

The last issue is concerned with moving body. Although 
the flow solution is quite reasonable, computational efficiency 
needs to be improved, particularly by reducing computation time. 

(a) 

(b) 

(c) III 

Fig. 9    Density distribution for the case of moving 2D capsules 
in a tunnel, (a) 1.1 time units, (b) 2.0. and (c) 3.7. 
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Abstract 
The numerical simulation is carried out for the 

investigation of flame holding when the projectile 
moves with Mach number 4.6 in the ram accelerator. 
Finite difference method is used to get the solution 
of Navier-Stokes equations. The solution adaptive 
multilevel grid refinement method is used in present 
calculation and the highest-level grids (37jdm) are 
employed in the flame and the boundary layer area. 
The results of boundary layer, flame and shock 
waves are obtained. As the simulation shown, the 
separation of boundary layer on the front part of the 
projectile is observed to originate at the place where 
the reflected shock impinges on the surface. The 
flame propagates toward incoming flow along the 
boundary layer, depending on the choking at the 
back of the projectile. Then the flame front is stable 
at the place located 8mm distant from the shoulder. 
In the meantime the strong shock waves are formed 
near the wall where the fluid is expanded, but the 
pressure isn't so high near the projectile base to 
produce thrust 

1. Introduction 

A ram accelerator with a rectangular bore has 
been operated under low pressure (P<1.0MPa) in 
Hiroshima University named as HURAMAC, 
where the rail guides the projectile on the sidewall 
without fins, allowing two-dimensional flow over a 
projectile. This makes to simplify the computation 
model based on the condition of HURAMAC. 

Generally a projectile moves faster than Mach 
3 before it enters the combustible gas mixture in 
the ram acceleration tube. The thermally choking 
makes the pressure increase high when combustion 

from the results of many experiments (l2:,-4,5>
) the 

range of the start shot is very narrow, so the 
selection of the mixture composition is crucial. 
Obviously the location of flame front and the 
amount of heat release are the important factors to 
the ram acceleration performance. As our research 
before <6 7'8), we observed that the flame can be 
attached on the projectile surface and spreads 
widely, results in a thermal choke behind it. 

According to the ram acceleration concept(9), 
the flame is expected to hold near the projectile 
base. Obtained from our simulation result(7) we 
found that the boundary layer on the projectile 
surface works as flame holding in the high-speed 
stream. If the flame front locates behind the 
shoulder of projectile, the ram accelerator is 
considered to run effectively. However it is also 
possible that the flame propagates to the front part 
along the boundary layer. In this situation the 
leading shock will be enhanced, so that leads to the 
reduction of thrust or even the ram acceleration 
unstart. The present simulation is carried to 
investigate the flame propagation, shock wave 
movement and the interference with the boundary 
layer. The flame stabilization is analyzed for the 
operation of ram accelerator in choking mode 

2. Numerical model 

The flow and geometric parameters are 
chosen to reproduce the experimental results of 
Hiroshima University ram accelerator, shown in 
Fig.l. The description of a two-dimensional flow 
field of HU ram accelerator is done corresponding 
to the distinguishing feature of the rectangular bore 
ram  acceleration  tube  (15 X 20mm)  and  quasi 

wall        centerline    projectile   calculation domain      obturator 

\ \ \ \ 

V—7 \ 

Fig. 1    The present calculation domain 

takes place following the projectile. As it is known two-dimensional projectile. The domain on only 
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one side of the projectile of symmetry has been 
computed. The no-slip condition is employed at the 
interface between the fluid and the solid objects. 

The initial condition is given considering a 
projectile flying (V=1400 m/s) in the ram 
acceleration tube. The projectile has 4 gram, 
22.3 ° , 33 mm long wedge, 53 mm long body. 
The composition of gas mixture is methane and 
oxygen diluted by C02 (CH4+2O2+5.0CO2). The 
pressure and temperature of gas mixture filled in 
the ram acceleration tube are 3 atm and 293 K, 
respectively. A high temperature (2000K) region is 
assumed being formed near the projectile base at 
the beginning of simulation (t=0). A small 
obturator (height=8 mm) is employed in present 
simulation to perform the choking effect. 

3. Governing equations 

For the calculation of the combustion flow field 
around a projectile in the ram accelerator, the 
Navier-Stokes equations and species conservation 
equations are employed to supersonic flow with 
combustion. The conservation equations can be 
written in vector form as equations (l)-(4). 
1) The conservation of mass 

dp_ 
di 

+ W(pv) = 0 

2) The conservation of momentum 

iL + y.W=- — (V-   P   ) 
dt p 

3) The conservation of energy 

p—+ pvVe = -Vq- P. (Vv) 
dt 

4) The conservation of chemical species 

<?r.- 
a L + vVY: ■■ •[v(py,v,)] 

(1) 

(2) 

(3) 

(4) 

Where e , P , p and v denote the specific total 
energy, the pressure tensor, the density and the 
velocity vector, respectively. Y,, V, and w, are the 
mass fraction, the diffusion velocity vector and the 
production velocity of species i, respectively. 
The diffusion equation of species is 

Ax, vx. 

The pressure tensor is 

(5) 

P = P+-HV-V U-/xtvv) + (Vv)7']      (6) 

where, p is the coefficient of viscosity and U is the 
unit tensor. 
The heat flux is calculated by 

f=-Avr + p£*l-y,v1. (7) 

The thermally perfect gas is assumed, then the 
state equation is written as 

_ N 

p = pR"T IM = pfCT^ Yj/M, (8) 

But the specific heat, the enthalpy and the entropy 
are approximated by polynomials of the 
temperature as follows: 

cpi =ai\+ ",1T + "/.l7"2 + "M7"3 + Ö/57"4 

-4_. 
RT 

i- 
R 

''2 3 4 5 T 

(9) 

(10) 

ai]lnT + ai2T + ^-T2
+^-T' + ^-TA

+an   (II) 

The reaction kinetic model employed in present 
paper is the one proposed by Seshadri and Peters 

, which consist of thirty-five chain reaction steps 
and sixteen chemical species. The burning velocity 
of CH4-O2-CO2 mixture is examined through the 
computation of the planar flame propagation (6) 

using this model. The accuracy is validated by 
comparison with experimental data. 

4. Numerical methods and grid generation 

Finite difference methods are used to get the 
solution of Navier-Stokes equations in the 
computational region. Time split method is used to 
integrate the terms in the conservation equations. 
The hyperbolic term is solved by the explicit 
MacCormack method, while the implicit 
Lomax-Baily method is employed to solve stiff 
chemical reaction equations. The viscosity term is 
integrated by the two-step method. 

Square grids are employed on all computation 
regions. Because the combustion process is of very 
fast chemical reactions, the parameters vary greatly 
with time and space. Very fine mesh is 
approached to have a high order spatial accuracy. 
In present simulation, the solution adaptive 
multilevel grid refinement method is used; the 
elementary mesh size is 1 mm. The fine mesh 
(0.11 mm) is used to capture the shock wave and 
the highest-level grids (37flm) are concentrated 
on the flame and boundary layer area. The array of 
the high-level grids is reformed every time after 
finishing the calculation of the next low-level grids, 
corresponding to the change of pressure, 
temperature and chemical species distribution in 
the computation region. 

5. Results and analysis 

The numerical simulation is performed for the 
flight velocity of 1400 m/s (Ma=4.6). The 
flame/boundary layer and shock/boundary  layer 
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interactions are observed until the stable solution is 
achieved. The results are shown from 70// s to 140 
H s after the fluid begins to flow in. 

1400 (m/s) 
1050 
700 
350 
0, 

M 

against the wall and concentrate into one single 
shock. Behind the shoulder the strong shock is 
produced by the heat release. But high pressure is 

HM    9.00 (MPa) —-    6J5 

0 10 20 30 40 50 60 70 

Fig.2 Distribution of velocity in sequence of time. Fig.3 Distribution of pressure in sequence of time. 

The calculation result of velocity distribution is 
shown in Fig.2. The boundary layer near the 
projectile is formed when compressible gas passes 
over it. The separation of boundary layer on the 
front part of the projectile is observed to originate 
at the place where the reflected shock impinges on 
the surface. Although this may happen at the inlet 
of ram acceleration tube in the experiment, this 
problem is met in present simulation when the 
supersonic stream begins to flow in the diffuser. 
We also observed that the boundary layer would be 
reattached on the plane when the reflected shock 
moves farther downstream. 

Because of the existence of the boundary layer 
separation on the projectile surface, two oblique 
shocks are induced: the first shock from the 
projectile head and the second one at the 
reattachment location of the boundary layer 
separation, as Fig.3 shown. These two shocks hit 

only formed near the wall and it isn't utilized as 
thrust acting on the projectile. 

The combustion field is shown by the 
distribution of the mass fraction of species OH in 
Fig.4. It is clearly seen that the flame is not only 
kept at the back of projectile but also attached on 
the projectile surface. The boundary layer becomes 
thick and the flow is disturbed in the burning state, 
as Fig.5 of flow line shown. With the advance of 
flame front toward incoming flow, the flame 
surface area increases, results in more heat release. 
Finally the shape of the flame front is stable at the 
place located 8 mm distant from the shoulder. It is 
also found that the vortices are produced in the 
boundary layer and the tail stream. The turbulent 
combustion takes place where the eddy stream is 
formed. 
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Fig.4 Distribution of mass fraction of radical OH in 
sequence of time. 

6. Conclusion 

The simulation of flame holding in the ram 
accelerator is carried to study the interference 
among the flame, the shock waves and the 
boundary layer. The separation of boundary layer 
on the front part of the projectile is observed at the 
initial time when the supersonic fluid begins to 
flow in. Oblique shock is formed at the 
reattachment location of the boundary layer 
separation. It is found that the flame front is stable 

in the rear part of the projectile when it flies in the 
velocity of 1400 m/s. The strong shock waves are 
formed near the wall where the fluid is expanded. 
The turbulent combustion is observed as many 
vortices are formed in the boundary layer. 
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Abstract 

This paper presents a design method for 

improving the performance of flapping wings. A 

Vortex Lattice Method is employed to model a 

finite-span flapping wing. The flapping wing model 

investigated in this paper is a rigid rectangular-planform 

plate with two degrees of freedom, i.e. pitching and 

heaving. An optimization is performed to find out an 

optimum combination of flapping frequency, flapping 

amplitudes, and coupling between pitching and heaving 

for maximum efficiency for a given thrust. Genetic 

Algorithms and Sequential Quadratic Programming 

codes were employed in the optimization. A function 

approximation using Neural Network is made to improve 

computational speed. 

Nomenclature 

Aij, Btj = influence coefficient to the control point 

V«, = influence coefficient to the quarter chord 

AR = aspect ratio 

c = wing chord 

ea = elastic axis (center of pitch) location 

h = panel vertical distance 

L = lift as in wind tunnel coordinate 

D = drag as in wind tunnel coordinate 

t = time 

U = free-stream velocity 

»Graduate     Student,     Department     of    Aeronautics 

Astronautics 

**Professor, Department of Aeronautics and Astronautics 

and 

q =pitch rate 

5 = wing area 

V = velocity vector 

x, y, z = wing coordinates with y along elastic axis 

X; = x-coordinate of control point 

T = vortex or circulation 

T h = bound vortex 

T w = wake vortex 

6 = pitch angle 

p = air density 

f = potential function 

Introduction 

Recently, flapping wing flight has attracted 

considerable attention partly due to the increase in interest 

towards Micro Air Vehicles (MAVs). In the past years, there 

has been a fairly good number of research concerning the 

mechanics and aerodynamics of flapping wings. However, 

few literatures have addressed the problem of designing an 

optimal flapping wing. Computational tools for designing a 

flapping wing with desired performance are needed. This 

paper will present advances towards such objectives. Here, 

Vortex Lattice Method was employed to model the 

aerodynamic force exerted to a rigid flapping wing. The 

coupling of heaving and pitching motion were optimized using 

a Genetic Algorithms code developed by Houck et al. Inertial 

forces due to the mass and geometry of the wing are not 

considered in this paper. 

Vortex Lattice Method 

The VLM represents the wing as a planar surface 

on which a grid of vortex lattices is superimposed. The 

velocities induced by each vortex lattice at a specified control 

'oi  m2mmft$t'>>tfi>0A ©a*^^^; 
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point are calculated using the law of Biot-Savart. A 

summation is performed for all control points on the wing to 

produce a set of linear algebraic equations for the vortex 

strengths that satisfy the condition of no flow through the wing, 

i.e. the tangential condition (at the control points). A few 

governing equations are in order. For an irrotational flow, the 

velocity may be expressed in terms of potential function 

V = V0 (l) 

In incompressible flow, the continuity equation is 

V-V = 0 (2) 

Thus, 

V2</>=0 (3) 

Another condition that has to be satisfied by the solution is 

Kevin's theorem, namely, that there is no net change in the 

circulation in the field at any time step, or 

dt 
=o (4) 

In this research, the model, which satisfies these four equations, 

consists of panels having a constant bound vortex in each 

quarter chord of a rectangular cell. A control point is located 

in each cell at the three-quarter point of centerline. As stated 

previously, if the incident air velocity to the control points are 

known, a linear algebraic system of equation can be set up to 

solve for the unknown bound vortex strengths at every time 

step. The vortex strengths Ts determined from the past time 

steps are shed behind the wing to form the wake. In the 

present model, one panel is used chordwise to represent the 

bound vortices and the wake is planar, and constrained in the 

same plane as that of the wing as shown in Fig. I. The wing 

is a rigid rectangular-planform plate with two degrees of 

freedom, i.e. pitching with respect to y-axis and heaving along 

z-axis. The simplicity of the model works in favor of the 

optimization process discussed in the next section. The bound 

vortex strengths V b s are determined from the following 

equation. 

Fig. 1 

dhi 
- U sin 6 - ax. H Lcos0 = 

dt 

V 'V 
w +[*(,•] 

JV I» 

(5) 

Once T s are determined, the pressure difference can be 

determined using unsteady Bernoulli equation as derived by 

Katz. Then, lift and induced drag can be calculated from the 

following equations. 

f  - \ 

L = pu^rbkAy+cj; ±rbk ^ 
*=l 

D = Ltan0+- 

where 

*=1 

(6) 

lwkTb 
k=\ 

Ay 

COSÖ 
(7) 

'< 

=LA] 

V 

+fe] 

X," 

.w„. r*... .r-.. 

(8) 

+ Us\n6 + qx, ——Lcosö 
dt 

When D is negative, it means the flapping is producing thrust. 

Power is computed from the following equation 

P = Lh + Mp6 

where Mr is pitching moment about ea. 

(9) 
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Optimization procedure 

Floating Point Genetic Algorithm was employed to 

find maximum efficiency (i.e. CT/CP) with respect to design 

variables such as flapping frequency, phase angle between 

heaving and pitching, and elastic axis location. By floating 

point, it is meant that the genes are not expressed in terms of 

binary codes but as decimal base real valued variables. 

In order to save computational time, Radial Basis 

Function (which is a form of Artificial Neural Network) was 

employed to model the mapping between the design variables 

and the flapping efficiency. Instead of computing 

aerodynamic forces for every change in the design variables, 

RBF is trained with a set of data obtained by calculating the 

aerodynamic forces with respect to the design variables. Once 

the RBF was trained, it was used in the optimization procedure 

to obtain solution. This way one can reduce quite 

substantially the number of aerodynamic forces calculated and 

the saving in time. 

Results 

Numerical computation of thrust and efficiency was 

performed based on the simple model described previously. 

The following values were used in the calculation unless 

specified otherwise. 

ea       = 0.25 

h        = chord length 

S        = 0.075 m2 

AR     = 3 

U       = 1 m/s 

p = 1 kg/m5 

Fig. 2 to Fig.5 show the average thrust and average efficiency 

with respect to two design variables. Fig. 2 shows the thrust 

at various flapping frequencies and phase differences (here, 

denoted as phil). Fig. 3 shows the flapping efficiency with 

respect to the flapping frequency and phase difference between 

heaving and pitching. Likewise, Fig. 4, and 5 show thrust and 

efficiency with respect to phase difference between heave and 

pitch and elastic axis location. Efficiency is defined as the 

ratio between thrust coefficient and power coefficient, i.e. 

CT/CP. Fig. 6 is a carpet plot version of Fig. 3 and Fig7 is the 

RBF reconstruction of Fig. 6. Five uniformly spaced data was 

taken along each axis.    Therefore total of 25 combinations of 

phase difference and flapping frequency were used to train the 

RBF. Using this RBF model, GA was employed to find the 

peak, i.e. the maximum of efficiency. Table 1 compares two 

methods of optimization. One is the method just described 

and the other is the benchmark where aerodynamic forces are 

calculated every time the fitness function (efficiency in this 

case) is called. For simplicity only one wing fixed panel was 

used in this comparison. As can be seen, there is a substantial 

reduction in computational time. 
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Contour Plot of Efficiency (CT/CP) 

Fig. 3 

Contour Plot of Thru« (N) 

02 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

Fig. 4 

167 - 



Contour Pbt of Efficiency (CT/CP) 
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Fig. 5 

Fig. 6 

Phete difference. Heave & pitch (red) 

Fig. 7 

optimization using RBF 
elapsed time = 36 sec. 
solution:              freq.= 10Hz, 
phase=-0.111  
flapping efficiency^ 0.685 

direct optimization 
elapsed time = 377 sec. 
solution:             freq.= IOHz, 
phase= -0.0644  
flapping efficiency=0.686 

Table 1 

Conclusions 

Optimization of flapping motion was conducted 

using Floating Point GA. A Neural Network was employed to 

model the mapping between the design variables and the 

flapping efficiency. It is observed that substantial reduction in 

computational time can be achieved using the Neural Network 

modeling of fitness function in the optimization procedure. In 

this paper, only the coupling of heaving and pitching were 

considered. Convergent optimal solutions were obtained with 

respect to flapping frequencies, phase differences and elastic- 

axis location. A more sophisticated model can be developed 

to optimize not only the flapping motion but also the planform 

shape, inertia and elastic properties. 
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ABSTRACT 

This examination improves the two-degrees-of- 
freedom, finite dimensional, nonlinear math model, 
which has been modeled and developed by the authors 
to explain qualitatively every feature of the transonic 
flutter data of the wind tunnel tests conducted at Na- 
tional Aerospace Laboratory in Japan for a high aspect 
ratio wing. It enables to explain the subcritical Hopf 
bifurcation of a limit cycle oscillation (LCO) of transonic 
flutter, saddle node bifurcation, and an unstable limit 
cycle. By making use of the continuation method for 
analyzing the bifurcation nature of the math model, 
quantitative matching is obtained for the LCO ampli- 
tude between the math model and the test results. 

1. INTRODUCTION 

In transonic regions flutter often takes the form of 
a limit cycle oscillation (LCO) caused by the nonlinearity 
of the transonic aerodynamics due to a shock wave 
moving on the wing surface coupled with the flow sepa- 
ration1'3. Recent tests in the transonic wind tunnel at 
National Aerospace Laboratory in Japan for a high as- 
pect ratio wing have revealed a lot of bifurcation phe- 
nomena. Every flutter occurred suddenly as a subcritical 
Hopf bifurcation, jumping up to large amplitude LCO, 
while decreasing a dynamic pressure kept LCO contin- 
ued until a saddle node bifurcation point where the wing 
stopped to oscillate. In such a way transonic flutter has 
a hysteresis in LCO occurrence. In between this range, 
stability boundary was identified which separates the 
regions into two groups: one going up to LCO and the 
other going down to equilibrium4'6. 

The authors have developed, by the nonlinear 
dynamics approach, a two-degrees-of-freedom nonlinear 
mathematical model, which has fourth order nonlinear 
terms in the diagonal components of the aerodynamics 
damping7. The nonlinear terms have two sets of free 
parameters to be determined to fit the test data. 

With parameters chosen so far, the model can ex- 
plain qualitatively the fundamental bifurcation phe- 
nomena listed above. Quantitative matching is not yet 
attained between the math model and the test results, 
however; mathematically predicted amplitude of LCO is 
rather smaller than the amplitude analyzed by the test 
data. Further examination to what extent this model 
can be improved by optimizing the parameters in the 

*    Professor, Department of Mechanical Engineering 
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model, therefore, is necessary. In the following chapters, 
the authors investigate this problem by conducting 
parametric study of changing the parameters in the 
math model making use of a continuation method for 
analysis of the bifurcation diagram. 

2. EXPERIMENTAL OBSERVATION OF BI- 
FURCATON IN TRANSONIC FLUTTER AND ITS 

NONLINEAR MATH MODEL 
2.1 Experimental Observation 

Figure 1 shows a wind tunnel model of a high as- 
pect ratio wing. It has a leading edge and a trailing edge 
control surfaces. They are used for active flutter control 
research10. Basically the wing has a supercritical section 

.   Wing profile 

'01 !39[e]Ü^T*S->>/-tfv'5A   ©BMn.^'S- 

Fig. 1 High aspect ratio wing model 

except at an inflated middle part where the wing section 
is symmetrical and two sets of electric motors are in- 
stalled. For LCO investigation in the wind tunnel tests, 
a leading edge control surface is used as a source of ex- 
citation and wing response is measured by four accel- 
erometers and seven sets of torsion and bending strain 
gages, which are fixed at an aluminum spar of the wing. 

In the series of wind tunnel experiments at the 
transonic wind tunnel of the National Aerospace Labo- 
ratory in Japan, it was turned out that this wing be- 
haves a typical transonic flutter. The wing has transonic 
dip phenomena and every flutter has the form of LCO. 
In each flutter, when the tunnel pressure is increased, 
the wing jumps up to LCO at a specified (nominal) dy- 
namic pressure as shown at the top chart in Fig. 2. Suc- 
cessive investigation cleared that, even at lower dy- 
namic pressure than the nominal pressure stated above, 
the wing can be brought into LCO state if it's excited 
above a certain energy level. Once LCO state is attained, 
it is kept continuing even after removing the excitation. 
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Fig. 3 Quasi-steady decrease of the dynamic 
pressure at the saddle node bifurcation 

The LCO thus attained is stabilized again if the tunnel 
pressure is further decreased as shown in Fig. 3. 

Figure 4 summarizes these phenomena found in 
the tests as a bifurcation diagram where the LCO am- 
plitude is depicted against the dynamic pressure. In this 
figure the stability boundary, or unstable limit cycle 
expressed by the crosses, has a significant deviation and 
the stable region under the boundary is rather narrow. 
Disturbances around the wing such as turbulence in the 
wind tunnel flow, the flow separation occurred at the 
wing surface, etc., may decrease the stable region in the 
experimentally obtained diagram. This point will be 
discussed again in Chapter 3. 

2.2 Nonlinear Mathematical Model 
The first author et al. have developed a nonlinear 

math model in the form of a two-degrees-of-freedom, 
finite state nonlinear differential equation7. Introducing 
the fourth order nonlinearity in q.t i = 1,2 to the gen- 

eralized aerodynamic damping terms, they have ob- 
tained the following sixth order nonlinear differential 
equation, 

25.5      26       26.5      27       27.5 

Dynamc Pressure kPaJ 

Fig. 5 Bifurcation diagram of 2-DOF 
nonlinear equation (l) 

x = Ax;   x = [q, q, z J G R6 (1) 

where q is the generalized coordinates and z is the 
augmented variable expressing the unsteady aerody- 
namic delay. The system matrix comprises, 

0 7 0 

■w- e/^6 (2) 

Ba 0 -A 

Here, the diagonal components of the aerodynamic 
damping part (M -A0)'

1Al have fourth order nonlinear 

terms such as (, + ^ + y^ ^ and (, + ^ + y^ )a^. _ 

where fl33a and fl44„ are the aerodynamic damping coef- 
ficients for torsion and bending deflection, respectively. 
The parameters ßs and y's are free parameters to be 
determined to fit the wind tunnel test data. When the 
parameters ßs and /s are set to be zero, the equation (l) 
is reduced to a normal linear flutter equation. 

In order to make comparison with the test results, 
an output equation that relates the state variables in Eq. 
(l) with the output variables measured in the wind 
tunnel tests is necessary. Since two sets of measured 
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and derived variables, acceleration a x,a2 , velocity 

v];v2and deflectiondl,d2 at two accelerometer positions 

on the wing are enough for comparison, the output equa- 
tion will take the form 

y =Cx;y =[a1,a2,vvv2,di,d2J G7?6 (3) 

The set of equations (l) and (3) comprises the nonlinear 
2DOF math model for transonic flutter. 

Nonlinear simulation of solving the equations (l) 
and (3) was conducted by making use of MATLAB 
/Simulink software. The coefficients in the math model 
was set as ß = ß2 = -0.5, y, = y, - 0.2 since this set of 
values is reference one for a typical 1DOF nonlinear 
differential equation, which gives an LCO solution of a 
subcritical Hopf bifurcation. For each dynamic pressure 
the simulation was conducted by changing equal initial 
conditions forX] (= q{) andx2 (= q?) with the other states 
equal to zero. In Fig. 5 the simulation results in term of 
the deflection at the accelerometer #lare displayed with 
circles (O) and crosses (x). With this method of simula- 
tion it was difficult to get the smooth picture at the sad- 
dle node bifurcation as shown in the figure. 

The Danish authors have applied the continua- 
tion method to the math model (l) modifying a computer 
program package of the method8. The package features a 
fourth order Runge-Kutta integrator with fixed size 
which is capable of making continuation of limit cycles 
using Poincare sections. The continuation method can 
trace continuously the Poincare section, even through 
the unstable limit cycle branch, once at the initial stage 
LCO amplitude has been captured. They could obtain 

ß = -0.25 

the smooth curve in the bifurcation diagram as shown as 
a solid line in Fig. 5. Both results are almost identical 
except with a small difference at the unstable limit cycle 
branch and the saddle node bifurcation area. The former 
difference will be discussed in the next chapter. Figure 5 
has a good correspondence with the test results in Fig. 4 
at least qualitatively in that it explains every feature of 
nonlinear phenomena such as the subcritical Hopf bi- 
furcation, a saddle node bifurcation, and an unstable 
limit cycle. However figure 5 still has a large difference 
from Fig. 4 in amplitude of LCO. The math model has 
one-order small amplitude than the experimental re- 
sults. 

3. PARAMETER OPTIMIZATION 
BY CONTINUATION METHOD 

Christiansen and Lehn-Schieler studied the effect 
of the parameters ^s and y's on the bifurcation diagram. 
Particularly they got the amplitude and the velocity 
map at the saddle-node bifurcation for each bending 
parameters (/3i, yi) with torsion parameters neglected8. 
Decreasing ß\ gives larger amplitude near the saddle 
node and also moves it to a higher velocity. y\ can be 
used to adjust the amplitude. 

Based on this study, parametric study has been 
executed to explore the proper values for the parameters 
in order that the analytical bifurcation diagram comes 
closer to the experimental one. The constraint of ex- 
ploring is the condition that the bifurcation diagram 
should keep the distance of 10 % between the subcritical 
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point and a saddle node point, which corresponds to the 
experimental results. We started to search the optimal 
direction of the set of parameters ßs and y's to change in 
order to increase the LCO amplitude. Applying the con- 
tinuation method to Eq. (l) with the two parameters 
doubled and halved, we can get the sensitivity chart as 
shown in Figure 6. The figure shows that as yis reduced, 
the amplitude of LCO increases but the saddle node bi- 
furcation point greatly decreases, and as ß is reduced in 
its absolute value, the saddle node point increases a 
little keeping the amplitude of LCO almost unchanged. 
Consequently the right direction we have to take may be 
upper left direction. 

Making a lots of efforts to search an optimum com- 
bination of parameters, we have reached the values of ß 
- -6.5e-3 and y= 2.5e-5. Resulting bifurcation diagram 
is shown as a solid line in Fig. 7. In the figure 
experimental data are also plotted. The correspondence 
of the LCO between the math model and the experiment 
is quite good; the amplitude of LCO is almost coincident 
and the position of the saddle node bifurcation is exactly 
the same. There is a difference in unstable limit cycle»' 
the mathematical model has a wide stable area under 
the unstable limit cycle, while the experimental data 
shows a limited region of stability. As stated earlier, the 
main reason of this discrepancy may exist in the noise 
effects. In real situation, even at the stable region dis- 
turbance may energize the wing to jump up to unstable 
region and push the wing to LCO state. 

4. CONCLUSIONS 
This investigation optimizes the free parameters in 

the two-degrees-of-freedom, finite dimensional, nonlin- 
ear math model. The model has been modeled and de- 
veloped by the authors to explain qualitatively nonlin- 
ear features of the wind tunnel test data of the transonic 
flutter accumulated at National Aerospace Laboratory 
in Japan for a high aspect ratio wing. By making use of 
the continuation method of continuously tracking the 
bifurcation diagram of the math model, parameter opti- 
mization is tried and quantitative matching is obtained 
for the LCO amplitude between the math model and the 
test results. Resulting model enables to explain quanti- 
tatively the subcritical Hopf bifurcation of a limit cycle 
oscillation (LCO) of transonic flutter, saddle node bifur- 
cation though there still has discrepancy for the unsta- 
ble limit cycle with the wind tunnel tests. 
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Abstract 

The vibration and flutter characteristics of composite panels 

with embedded shape memory alloy (SMA) fibers are 

investigated. The stress-strain relations for composite laminas 

with embedded SMA fibers are introduced for the first order 

shear deformation theory (FSDT) in this study, it is investigated 

the influence of the SMA fibers on the variations of the natural 

frequencies and flutter boundaries of the SMA fiber reinforced 

composite panels. 

1.   Introduction 

The external skin panels of future high-speed civil transport 

(HSCT) and military aircraft may be experienced the significant 

aerodynamic and thermal loads. Such load conditions may be 

important since they change the characters of the static and 

dynamic behaviors of structures in supersonic regimes. On the 

other hand, shape memory alloy (SMA) of the recent smart 

materials is widely developed to be used with the shape memory 

effect (SME). The SME can be described as follows: an object in 

*    Research Assistant, School of Mechanical and 

Aerospace Engineering 

** Associate Professor, School of Mechanical and 

Aerospace Engineering 

*** Post Doctor,    School of Mechanical and Aerospace 

Engineering 

the low-temperature martensitic condition, when plastically 

deformed and the external stresses removed, will regain its 

original shape when heated. The class of material such as the 

SMA fiber-reinforced composites are simply a composite 

material that contains SMA fibers in such a way that the material 

can be stiffened or its behavior controlled by the heating. 

Generally, the SMA fibers are heated by applying an electrical 

current with some control device. In this study, the heat source is 

assumed to be due to the aerodynamic heating. Mechanical 

properties of shape memory alloys strongly depend on 

temperature and initial strain (Fig.l, Fig.2). 

There have been many works of buckling analysis of SMA 

fiber-reinforced composites. Turner, et al. [1] analyze the thermal 

buckling problems and random response of SMA fiber reinforced 

composite plates. It is indicated that SMA increases the critical 

buckling temperature and reduce the thermal postbuckling 

deflection. Ostachowicz, et al. [2] show that SMA have influence 

on natural frequency and critical buckling temperature. Literature 

surveys show a limited number of papers on the vibration and 

flutter analysis of SMA fiber-reinforced composite panels. In the 

present work, the constitutive relations for a composite plate with 

embedded SMA fibers are introduced. The numerical results for 

the changes of natural frequencies and of flutter boundaries 

are studied by using the finite element method. The first-order 

shear deformation plate theory (FSDT) is used in the modeling of 

the SMA fiber reinforced composite panels. 

2. Governing Equations 
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The composite matrix has the principal material directions 1 

and 2 the SMA fiber is embedded in the only 1  direction. 

Material properties of SMA fiber reinforced composites can be 

expressed as in Ref. [1]. 

For  T > Ts  (Ts   is the austenite start temperature), 

a., c' 
G GnA_^  ^  G'=Gmvm+G\os 

Vi2=
V\2n,Un,+Vs> 

a' = \E\ma\m»m + KasUs)    ^    a 2=«2OT^+«A 

(1) 

where subscripts m, s are represented composite matrix, SMA 

fiber, respectively. In addition,  vs, um  are the volume fraction 

of SMA fiber and composite matrix, respectively. 

The strain-displacement relations for FSDT are given as 

\em\+\K) = < + zs r>-> 

Ux + w,x 

(2) 

where u , u and w are the displacements in the 

x ,y and z directions, respectively; ^.and^. are the rotation in 

the  xz - and  yz -planes, respectively. 

For a k-th layer with an orientation angle 6, the stress-strain 

relations are given as in Ref.fl] 

r +1 

a Ar 

Ö44      ß« 

e« 05*5 

{T > Ts) 

{T > Ts) (3) 

where and a are the transformed reduced stiffness 

matrices of the composite lamina and the composite matrix, 

respectively. In addition, ax , ay and r^. are recovery 

stresses for xy -plane. 

For the anisotropic plate under the temperature change 

AT(x,y,z) , the constitutive relations can be obtained by 

integrating the stress-strain relation through the thickness of 

plates as: 

{:y A' 

B" 

B'' 

D' m 
»-&} = 'A 

A 
44 As 
45 ^iS_ 

M 

AT 
(T>T,) 

(4) 

where the laminate stiffness are all temperature dependent, and 

the recovery in-plane and moment vectors are dependent on 

temperature and initial strain. In this study, the shear correction 

factors for FSDT are taken to be 5/6. 

The equations of motion are derived using the principle of 

virtual work: 

8W = 5Wm-8Wcxt =0 (5) 

The equation of motion for SMA fiber-reinforced composite 

plates is 

[Affdl + (K,]+[KV [KAT]\d} = {/}+ K) (6) 

where {d}= y>x,<fi ,u,v,wj is the displacement vectors, \M\ is 

the   mass   matrix,    [K,]    is   the   linear   stiffness   matrix, 

|£*jand[.Kar] are the geometric stiffness matrices due to the 

recovery stress and thermal in-plane force vector, respectively. In 

addition, {/} and {p^} are the aerodynamic and thermal load 

vector. 

The aerodynamic load is described by the first order piston 

theory. Virtual work done by the aerodynamic load  p is 

\pSwdA= \\- ßw,x-gw,,)öwdA (7) 

where  ß is the aerodynamic pressure parameter, and  g is the 

aerodynamic damping parameter. 

P      rr-^   >g    v  Mi_x vi^r (8) 
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with pu , Va and M is the air density and the air flow speed, the 

Mach number, respectively. 

By the finite element method, one can derive the following 

equations of motion for SMA fiber-reinforced composite plates 

subject to aerodynamic and thermal loads . 

[Mp\ + g[Abid\ + {*,] + [<]- [KAT] + ß[AF)}{d} = {P&r} 

(9) 

where  [AF], [/(DJare the aerodynamic influence matrix and the 

aerodynamic damping matrix, respectively. 

3.Numerical Results and Discussions 

In this study, the isoparamctic 9-node elements are used, and 

the reduced integration technique is chosen for the calculation of 

shear strain energy to prevent from shear locking. For the 

reduction of the number of degrees of freedom of system, the 

Guyan reduction is employed in the vibration and flutter analysis. 

In addition, the uniform temperature changes are considered in 

the present work. 

The vibration and flutter of all edges are simply supported 

[0/45/-45/90]( quasi-isotropic square plates is analyzed. The 

thickness ratio (a/h) is chosen to be 150, and the plate is 

modeled with a  7x7 mesh. 

The Material properties of Graphite/Epoxy composite matrix and 

SMA (Nitinol) are chosen as follows. 

(1) Vibration Analysis 

The vibration equation at elevated temperatures is obtained by 

neglecting the aerodynamic influence matrix, aerodynamic 

damping matrix and thermal load vector of Eq. (9) 

[M]|^} + fc]+[<]-K7.]){4={0} (10) 

When the natural vibration of the system is concerned, the 

corresponding eigenvalue equation of the system is 

K,+ Kr KAT\\-O
2
\M «D = 0 (11) 

where   [K,\,  K*  , [^47j, [A/Jare reduced matrices by the Guyan 

reduction. 

(2) Flutter Analysis 

For the flutter analysis, the Eq. (9) is reduced by the Guyan 

reduction with respect to in-plane and rotational DOFs as: 

M w +*Mw + k+ < -M+/wN={°' 

(12) 

By substituting  {w} = {<t>c}e""   into Eq. (12), and formulating for 

state-variable equation, one obtains the following equations as : 

K\   g[AD\\ 
(13) 

where   |K|=KJ+  Kr   - [K&, 1+ ß[AF 

SMA-Nitinol Graphite/Epoxy 

T,   100°F £,     22.5 Msi 

Tj   145°F £2     1.17 Msi 

E'   Fig.2 G,2  0.66 Msi 

G*  3.604 Msi  (T < T.) G23   0.47 Msi 

3.712 Msi   (r> T.) v,2   0.22 

v   0.3 p    0.1458xl0~3 

p    0.6067 xlO"3 

{lb-s2/inA) a, =-0.04xl0"6 

a    5.7xlO"6  /°F a, =16.7xl0"6 

In   addition,   the   following   non-dimensional   parameters   are 

introduced. 

/?* = #%   ,  m' = co.^a'ph/D (14) 

where ß' and a are non-dimensional dynamic pressure and 

frequency, in addition, a and h are side length and thickness of 

plates; D is rigidity of the plate ( D = E2h
3 for anisotropic 

material). In this study, all the natural frequencies and flutter 

boundaries are calculated until the critical buckling temperature 

T 

Fig.3 and Fig.4 show the natural frequencies and the flutter 
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boundaries of SMA fiber reinforced composite plates with 

temperature changes. The natural frequencies and flutter 

boundaries can be increased with the increase of temperature due 

to the aerodynamic heating, initial strain and the volume fraction 

of SMA fibers. 
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Abstract 
Based on the fatigue property experiment of the 

aircraft structural materials pre-corroded in atmospheric 
environment, an approach is presented for predicting the 
calendar fatigue life of structures. The approach has the 
following features or advantages: (/) using the calendar 
fatigue loading spectrum which considers the real service 
calendar time as well as the flight time of the aircraft 
structures; (/;') adopting the modified Miner's Rule; (///') 
providing a safe life for structure elements. An application 
example indicates that the approach is reasonable and 
practical. 

1. Introduction 
Calendar life is the necessary life criteria of 

structures (especially for aircraft structure) in service 
in atmospheric corrosion environment. Because of 
the complexity of the service environment of 
aircraft, there has not yet a practical approach to 
assess the calendar life. But some indirect 
approaches are used for considering the effect of the 
corrosion environment on the aircraft structures. 

1.1 About corrosion maintenance 

The U.S.Air Force(USAF) adopts a method of 
environmental corrosion severity classification 
system[\-3] to determine the calendar inspection 
periods. In Boeing's structural maintenance plan [4], 
the environment damage rating(EDR) system aims to 
insure the durability and integrity of airplane 
structure through inspection and maintenance. All 
these measures are through effective management to 
extend the service calendar life of aircraft structure. 

1.2 Environment spectrum 

* Science & Technology Agency Fellow 

Considering the effect of corrosion environment 
on the service life of the aircraft structure, MIL-A- 
008866B(1975) and MIL-A-87221(1985) specify the 
requirement on aircraft's chemistry/heat/environment 
spectrum. The Air Force Advisory Group for 
Aeronautical Research and Development(AGARD) 
of NATO and the US Naval Air Development 
Center(NADC) establish the accelerated pre- 
corrosion simulative test method and the 
environment/loading spectrum [5-7]. Here two 
methods are worth being introduced. 
(1) Crack propagation allowance value method 

By transforming the complex working 
environment into a single crack propagation 
allowance value, the corrosion fatigue crack 
propagation life can be easily calculated. Boeing 
adopts a weighing environment method. The 
airplane's working environments are divided into 
four types which contain seven types of laboratory 
environments, and the latter's weighing percentages 
are specified for the former. 

M = XMr-'"/' M
T, = MBmemfmr \ NF = 104[——f 

(1) 
where MTl is the crack propagation parameter in 

fth laboratory environment; mi is weighing factor of 

the flight environment; MB is the crack propagation 
rating value in standard laboratory environment; 

m ,mf and mr are modified coefficients for no- 

standard laboratory environment, loading frequency 
and stress ratio respectively. Nr is the crack 

propagation life; p , G and S are the crack 

propagation parameter, the geometry factor and 
rating stress respectively. 
(2) T-RH-a Curved surface [8,9] 

'01 !39[B]!RifJ«->>#v'5A   ©B*K? 
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Temperature-Relative humidity-Conversion 
factor (T-RH-a )curved surface(Fig.l), that is an 
equivalent relationships between certain 
atmospheric    corrosion    environment    and    the 

RH(%) 

Fig.l The equivalent conversion curve T — RH — a 

accelerated environment spectrum. By the 
conversion factor (a) of the equivalent corrosion 
time, the atmospheric corrosion environment 
spectrum of certain region can be converted to an 
accelerated environment spectrum. At present, this 
curved surface is only available for aluminum alloy 
and contains only two environment variables^ and 
RH). 

With the T-RH-a curved surface, an accelerated 
corrosion spectrum can be obtained for the actual 
annual average environment        spectrum 
T,-RHj-hv ( i = l,2,-A„j = l,2,-A2) • For an 
aircraft serves in a region and exposed to a 
environment with kl levels temperature, k2 levels 

relative humidity and exposure time A„ , then the 

equivalent time h of the equivalent laboratory 
corrosion spectrum (here the equivalent temperature 
is T0 and the humidity is RH0): 

A=£d>A>        (2) 
/=i   ;=i 

where a   is the converting factor corresponding to 

T and RH,.. 

13 Corrosion fatigue model 

The corrosion fatigue and corrosion fatigue 
crack propagation models are based on the 
accelerated laboratory corrosion fatigue test. Here 
three types of model are listed 

(1) The stress-controlled corrosion fatigue crack 
initiation model, such as the local corrosion model 
and Kim model[10,l 1]; 
(2) The strain-controlled corrosion fatigue crack 
initiation model based on Manson-Coffin formula, 

sQ=^-(2Nff+sf(2NfY ,   such   as   the   dual- 
E 

strain(DS) model, strain range (SR)model, strain 
range frequency(SRF) model [12]; 
(3) The models based on local stress-strain method, 
that is suitable for typical mechanically-fastened 
joints [13]. Since these models combine the 
environment converting factor (ECF) with the 
fatigue life in dry air, they are practical in 
engineering. 

1.4 Corrosion damage calendar life model 

Zhang Fuze presents a calendar life model for 
corrosion damage of metal in multi-medium 
environment [14]. The basic hypothesis is: in the 
same corrosion medium and for the same corrosion 

H —n,  
Fig.2 The supposed T - H curve for 

critical corrosion damage D 

n 

hi      h2 K H 

Fig.3 The supposed temperature(7)-time(//) spectrum 

critical damage, the higher the temperature, the less 
the corrosion time. Within certain range of 
temperature,     the     relationship     between     the 
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temperature of corrosion medium(r) and the 
corrosion time(W) is supposed similar to that of 
fatigue stress-life curve(Fig.2). So the corrosion 
damage can be accumulated in a similar way as the 
Miner's Rule. This is a single corrosion damage 
model, so it can not be used in fatigue life 
prediction of the aircraft structures subjected to 
loading spectrum. 

For a structure element subjected to the corrosion 
medium(T-H spectrum as Fig.3), the corrosion 
damage corresponding to the Tr &h, is: 

D=^(i = \2,-k) (3) 

where Ht is critical corrosion time. For m kinds 
of medium: 

m       k    KU 
(4) 

where X is the total number of blocks when the 
accumulated corrosion damage reaches to the critical 
damage. 

Because of the lack of the necessary testing 
data as well as a practical quantitative methodology 
for assessing the calendar life of the airframe 
structure in the aircraft design standards and the 
design handbooks, the designers and users have to 
adopt some rough approaches such as the qualitative 
analysis, semi-quantitative analysis, the leading 
flight experience or the repairing experience at 
present. So, this paper tries to present a quantitative 
approach for predicting the calendar fatigue life for 
aircraft structures. 

2. A simplified approach—real time 
fatigue characteristics 

Based on the fatigue experiment of the aircraft 
structural materials pre-corroded in atmospheric 
environment, the modified Miner's rule and the 
dynamic probabilistic fatigue model, a new 
approach —- real time fatigue damage model is 
presented to predict the calendar fatigue life of 
aircraft structural elements. The approach has the 
following features. 

2.1 Calendar fatigue loading spectrum[15] 

Upon the statistics the military aircraft in service 
its most percentage of service time are staying on 
ground, only a very small portion are flying in air. So 
we count the aging effect of the structure only when 
the aircraft parks on ground and the flying situation is 
omitted. Then we avoid many complex problems, 
such as how to simulate the air environment at 
various height, in different seasons and areas. 

Therth stress level (S . n., y ) 

D,       £>2 " ' Dp  Calendar time 

Fig.4 Calendar loading spectrum of aircraft 

Consider a flight training period with number of 
flights m, flight hours T and calendar time Y(for 
example one year). At the Mi flight, the /th loading 
state contains three parameters(Fig.4): St,n,,yj > 

that are stress level, the corresponding number of 
cycles and calendar time respectively, and y   is as 

follow: 

yJ = Yl + Y2+-+Yt.l (5) 
where Yk., equals the (k-l)th flight time plus the 
ground parking time. Usually, an aircraft serves in 
several different regions (with different atmospheric 
corrosion environments), then the equivalent 
calendar time should be given: 

y,=y,>l+ylh+--+y'I>f,+ynp 
(6) 

where v*   >   v*   >  ■■• y*   aie tne equivalent service 

calendar time in different environment regions. 
For high strength aluminium alloys, for four 

typical environment regions(A,B,C,D), from the 
empirical equivalent relationships between the 
atmospheric pre-exposure corrosion calendar 
time(year) and the laboratory accelerated corrosion 
environment[15], the equivalent calendar time 
relationships between these regions can be easily 
obtained (take region A as the reference): 

^=10['^+10,1"4'-10 (7) 

^c=101«'"+,0)1,"-10 (8) 

.yD = 10[l^+10,1'"7-10 (9) 
By these formulas the equivalent calendar time in 
Equation (6) can be easily determined. 

2.2  y-S-N   a"d R-y curves [15-18] 

To investigate the decreasing of fatigue 
strength, a parameter 'life ratio' R is introduced. 
The ratio R means: at the same testing condition, the 
fatigue life of a treated material compares with the 
fatigue life of the original material at 0 year. 

fatigue life of treated material at present 
R = 

fatigue life of original material at 0 year 
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Fig.5  R-y curve for LC4CS specimen 

1000 10000 100000 
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1000000 

Fig.6   S-N curve for LC4CS plain specimen 

Some typical curves of Ä against calendar year are 
shown in Fig.5(CH: central hole specimen; ECH: 
cold worked central hole specimen) 

Within the range of middle fatigue life, the S-Nf 

curve can be fitted to: 
N,-Sm=C (10) 

Fig.6 shows the fitting s-Nf curves at 0,1,2 

and 4 year, from these curves the R-y curves for 
LC4CS at all stress levels can be fitted to one curve: 

Ä = 1.0028e-°,694J (11) 
So, y-S -Nj curve for LC4CS can be in the 

following form: 
R = \.002Se^l6'H-y-Nf(0)-S'"=C       (12) 

where m and Care parameters at 0 year, N^(0) 

is the fatigue life at 0 year at stress level S . 

23    The    calendar    fatigue    life    predicting 

approach[17] 

When a structure of an aircraft subjects to a 
block of loading spectrum of k stress levels (T 
flight hours ), according to the Miner's ruler, its 
predicted fatigue life is : 

T I Y —'    (flight hours) (13) 

where  ni  and  Nf,  are  loading cycles  and the 

fatigue life at the / th stress level St . When an 

aircraft serves in a corrosion environment, and it 

can accomplish a loading spectrum of T flight 

hours training within an elapse of calendar time Y, 

then : 

Z(Z :h =1 (14) 
^Tt? NfiUY-Y + y,) 

where yi is the corresponding calendar time at S;, 

N - (JY - Y + yi) is the fatigue life of material for 

the / th stress level at the calendar 

time (jY-Y + y:) , and L is the number of 

loading blocks. So, the calendar fatigue life of the 
structure is L • Y. 

Usually, an aircraft structure serves in several 
different    regions    (with    different    atmospheric 

corrosion environment) such as D{, D2 , '"Dp 

(Fig.6), and the elapse of service calendar time in 

these regions are F,, Y2, -"Yp respectively. The 

structure is subjected to k,, k2, ...kp stress levels of 

loading spectrum in the corresponding region. yu, 

y2j, ■■•y . are the calendar time at /stress level 

during the service time in each region. Then the 
modified Miner rule is: 

I — .. x+ £ —J—+- + 
tl N Ayu)      M Nfi(y2i) 

1 1 (15) 

Suppose all the environment regions can be divided 
into four typical regions, then according to formula 
6-9, formula (15) can be simplified as: 

y—A=—=i      06) 
tl A(yu)Nf,(0) 

where yu are the equivalent calendar time in a new 

re-arranged sequence, Nfl(0) is the fatigue life at 

/ stress level at 0 year. 

3. Example of Predicting Calendar 

Fatigue Life 

The LC4CS ear-shaped joint of an aircraft 

wing beam, with a stress concentration factor 

Kt=3.17,   is   subjected   to   the   nominal   stress 
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spectrum of a loading 'block' (200 flight hours) in 

Table 1. 

Table 1. Nominal stress spectrum (200 flight hours) 
Loading 

sequence 1 2 3 4 5 6 7 8 

Sm„(MPa) 92.1 196.0 33.4 423.7 383.5 274.6 191.2 161. 

S„in(MPa) 41.2 49.0 41.2 41.2 41.2 41.2 47.8 41. 

Cycles 145 146 59 1 13 234 137 40 

0 12 3 4      y(year) 

Fig.7   Approximately segmenting of the R — y curve 

Because the R-y curve drop down very slowly, 
it can be approximately replaced with straight line 
segment,and also the calculation can follow a very 
simple process: 
Step 1: Calculate the fatigue damage under the no- 
corrosion environment; 
Step II: Consider the corrosion damage modifying . 

1 
A. 

RD(y = i-U) 
-A, (17) 

according to Miner's Rule,let :    ^ A*, = 1 

The predicted life result is 39.3 blocks. If the 

ordinary fatigue property of the material is used, 

the predicted life is 59 blocks (the test life is 65 

blocks). Usually a training aircraft could 

accomplish 'a block'(200 flight hours) of training 

within a calendar year. The smallest life scatter 

factor for the aircraft structure is 4, so the safe 

service life is only 39.3/4»10 years.( In fact, the 

corrosion fatigue life scatter factor could be larger 

than that without corrosion.) 

4. Conclusion 

On basis of above research, some conclusions 

can be made as following: 

(1) It is practicable to apply the modified Miner rule 
as well as introducing calendar time for predicting 
the calendar fatigue life of aircraft structure. 
(2) It is not correct to use the ordinary material 
fatigue strength (here is the '0-year' strength) 
without any deduction to predict fatigue life over a 
certain calendar time. Usually the predicted (by 
testing or by calculating) fatigue life should be 
divided by a safety coefficient 3-4 to obtain a much 
smaller service life. Such a coefficient could only be 
an empirical value, but as for considering the effect 
of corrosion and aging on aircraft structures it has 
no sound basis. 
(3) The approach can be adopted in the preliminary 
design step of the aircraft structures and applied to 
assess the calendar fatigue life of the aging aircraft 
structures. 
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