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ABSTRACT 

This dissertation describes the development, calibration, and testing of the adap- 

tive optics system for the 6.5 m Multiple Mirror Telescope. By employing a deform- 

able secondary mirror, the MMT adaptive optics system uniquely solves several 

problems typical of astronomical adaptive optics systems. Extra components are 

eliminated, improving throughput and reducing emissivity. Since the adaptive sec- 

ondary is integral to the telescope, a corrected beam is presented to any instrument 

mounted at Cassegrain focus. 

The testing of an adaptive mirror, which is large and convex, poses a new and 

difficult problem. I present a test apparatus that allows complete calibration and 

operation, in closed-loop, of the entire adaptive optics system in the laboratory. The 

test apparatus replicates the optical path of the telescope with a wavefront error 

of less than 500 nm RMS. To simulate atmospheric turbulence, machined acrylic 

plates are included. A phase-shifting interferometer allows calibration of the Shack- 

Hartmann wavefront sensor and reconstruction algorithms; comparisons agree to 

one-third of the root-mean-square wavefront. First, techniques were developed to 

align the apparatus and measure residual aberration. Then, the wavefront sensor 

was calibrated by measuring its response to introduced tilt. Lastly, a Fourier wave- 

optics approach was used to produce a modal wavefront reconstructor. 

The adaptive secondary mirror uses electro-magnetic force actuators. Capaci- 

tive position sensors are placed at each actuator to permit control of the mirror 

shape without measuring the reflected wavefront. These sensors have nanometer 

resolution, but require calibration. To calibrate the sensors, I developed a small 

optical instrument which measures the thickness of transparent films to an absolute 

accuracy of 5 nm with a precision of 2 nm. The device has applications far beyond 
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the scope of this research. Twenty-four of these optical gap sensors have been built 

to calibrate the 336 capacitive sensors on the adaptive secondary mirror. Mirror 

displacements measured using gap sensors and a phase-shifting interferometer agree 

to 2 percent of the displacement. The gap sensors allow for quick and accurate cali- 

bration of the capacitive sensors without the difficulty of installing an interferometer 

on the telescope. 
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CHAPTER 1 

INTRODUCTION 

Seeing into darkness is clarity. 
Knowing how to bend is strength. 
Use your own light and return to the source of the light. 
This is called practicing eternity. 

Lao-tzu, Tao Te Ching 

1.1    The Role of Adaptive Optics in Astronomy 

Nearly 400 years ago, Galileo pointed a small refracting telescope towards Jupiter 

and discovered four satellites orbiting the planet. Galileo later used his telescope 

to observe the varying phase and changing apparent size of Venus. With these two 

simple observations, the geocentric model of the universe was invalidated. Since 

then, astronomers have used telescopes to observe the heavens and make discoveries 

that change our understanding of the universe. 

The past decade has seen the development of several large optical astronomi- 

cal telescopes greater than 5 m in diameter. Astronomers build larger telescopes 

to collect more light and to improve angular resolution. Increasing the aperture 

diameter increases the light intensity and, ideally, increases the detail in images. 

Unfortunately, the angular resolution of these large telescopes is limited not by the 



16 

(a) (b) 

Figure 1.1 Simulated images of stars for a 6.5 m diameter telescope at 1.62 fxm 
wavelength, (a) Image for a perfect telescope with no atmospheric turbulence. 
The angular diameter is about 0.13 arcsec for this diffraction limited image, 
(b) Short exposure image of a star degraded by a laboratory simulation of 
atmospheric turbulence. The coherence length, r0, is about 11 cm at 0.5 /zm 
wavelength or 44 cm at 1.62 fim wavelength. This image was created using a 
measurement of a real wavefront which was generated with artificial turbulence 
in the laboratory. 

diameter of their primary mirrors, but by turbulence in earth's atmosphere. Solar 

heating and winds cause variations in the temperature and hence the density of the 

air. This, combined with turbulence, causes random fluctuations in the refractive 

index; thus, the phase of light waves from celestial objects is disturbed. [1] The image 

formed in the focal plane of the telescope can be many times larger than the image 

size imposed by diffraction alone. This effect is illustrated in Figure 1.1, where sim- 

ulated star images for a 6.5 m telescope are shown. The image on the left simulates 

a perfect telescope in the absence of optical aberrations and atmospheric turbulence. 

The image on the right is degraded by simulated atmospheric turbulence. 

One solution to this problem is to put the telescope above the distorting effects 
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of earth's atmosphere. Indeed, it has been a common practice for over a century 

to place telescopes on mountain tops in hopes of improving the seeing. This is 

only a partial solution, for even at the best sites the angular resolution of a large 

telescope at visible wavelengths is typically 0.5 arc-seconds. This is equivalent to 

the diffraction-limited resolution of a 20 cm optical telescope. A complete solution 

can be had by positioning the telescope totally above the atmosphere, in space. 

Obviously, placing a telescope in space increases greatly the cost and complexity 

over ground-based telescopes. Furthermore, current launch technology limits the 

size, thus, the angular resolution, of space-based telescopes. 

Several post-detection processing techniques exist for improving the resolution 

of images degraded by atmospheric turbulence. [2] These methods involve estimat- 

ing, through various means, the point-spread function of the combined atmosphere 

and telescope. An estimate of the original object is then reconstructed through 

deconvolution. A problem common to these methods is they use short-exposure 

images with low signal-to-noise ratios; therefore, only relatively bright objects can 

be reconstructed. [3] 

The most effective technique for overcoming the problems introduced by atmo- 

spheric turbulence employs adaptive optics. In an adaptive optics system, wavefront 

distortions are measured using light from a reference source, either a natural star 

or a laser beacon. These wavefront distortions are corrected, in real time, by ei- 

ther a flexible or movable mirror, or a refractive optical element whose index can 

be changed quickly. If the distortions are measured accurately and corrected with 

sufficient temporal and spatial resolution, the diffraction-limited resolution of the 

telescope can be nearly restored. 

Adaptive optics* is more practical and less costly than space telescopes for solv- 

^The distinction between adaptive optics and active optics should be made. The purpose of 
active optics is to correct slowly-varying distortions caused by mechanical and optical imperfections 
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ing the atmospheric turbulence problem. Large ground-based telescopes equipped 

with adaptive optics can be built for a tiny fraction of the two-billion dollar cost for 

the Hubble Space Telescope. Ground-based telescopes are easier to maintain and 

operate; their instruments are readily upgraded as technology improves. Ground- 

based telescopes can also be quickly reconfigured and adapted for specialized ob- 

servations. At wavelengths in the near infrared, ground-based telescopes equipped 

with adaptive optics can achieve higher resolution while collecting more light than 

current space-based telescopes. In the shorter wavelength bands adaptive optics 

offers comparable or better performance at a much reduced cost when compared 

to space-based telescopes. Adaptive optics can even be used in space telescopes to 

correct deformation and vibration of optical surfaces, especially the thin, lightweight 

mirrors planned for future telescopes. 

Adaptive optics also has some distinct advantages over post-detection image pro- 

cessing techniques. Post-detection techniques use a large series of short-exposure 

noisy images to reconstruct the object. In contrast, adaptive optics works in real- 

time by concentrating light from an unresolved star into a nearly diffraction-limited 

spot. This improves the ability to discriminate faint objects from the sky back- 

ground. Furthermore, the utility of adaptive optics is not limited only to imaging. 

In spectroscopy, the spatial and spectral resolution can be improved because the 

peak intensity and angular resolution of the image formed at the input of the spec- 

trometer are restored. In multiple-aperture optical interferometry, adaptive optics 

allows astronomers to obtain high angular resolution and enables the use of nulling 

interferometry to investigate circum-stellar environments. [4,5] 

in the telescope itself. Active optics systems typically operate at bandwidths of less than 1 Hz; 
adaptive optics systems must operate at bandwidths of 10 Hz to 1 kHz to correct rapidly-changing 
atmospheric distortions. 
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1.2    Fundamentals of Adaptive Optics 

The concept of improving astronomical images by correcting distortions caused by 

atmospheric turbulence was first suggested by Horace Babcock in 1953.[6] His initial 

concept included the main components of an adaptive optics system: a wavefront 

sensor, a wavefront corrector, and a control system that links the two. These basic 

components are illustrated in Figure 1.2. The wavefront sensor measures wavefront 

distortions using light from either the object under study or a reference source. This 

source can be a nearby bright star, called a natural guide star, or it can be generated 

by a laser searchlight, referred to as a laser beacon. The output of the wavefront 

sensor is passed to a control computer, where the wavefront is reconstructed.* The 

control computer commands the wavefront corrector to apply the complement of the 

measured wavefront. The compensated beam is passed to the science instrument. 

The wavefront corrector is typically a deformable mirror whose surface can be me- 

chanically changed. Because of limited dynamic range in the deformable mirror, 

many adaptive optics systems use a separate mirror to correct global tilt. Other im- 

portant components include diagnostic and analysis capabilities and user-interface 

software. 

The wavefront measurement and correction cycle must operate fast enough to 

track changes in the atmosphere. The atmosphere changes quickly at small spatial 

scales and slowly at large spatial scales. The spatial scale at which corrections 

must be applied depends on the strength of the turbulence and the wavelength of 

the light. Fried introduced a parameter called coherence length, denoted r0, as 

a measure of turbulence strength. [7] For turbulence described by the Kolmogorov 

model, coherence length is the aperture diameter over which the mean-square phase 

^Because the reference source produces incoherent light, wavefront sensors do not actually 
measure optical phase. They measure wavefront gradients, which are used to compute variations 
in optical path length through the atmosphere. 
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camera control 
computer 

Figure 1.2 Basic components of an adaptive optics system. Light from a 
distant object is distorted by the atmosphere. The distorted wavefront reflects 
off a deformable mirror that restores the wavefront shape. It then reflects off 
a tilt mirror that corrects for overall image motion. The beam is then split 
with some of the light going to the wavefront sensor and the rest focused onto 
an imaging camera. A control computer uses the wavefront sensor output to 
control the deformable mirror and tilt mirror. 
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error is 1 rad2. It varies with wavelength A to the 6/5 power. Typical values of r0 

at 0.5 /xm wavelength vary from 5 cm for strong turbulence during the day to 20 cm 

for good sites at night. An r0 of 15 cm at 0.5 /xm is typical for Mount Hopkins, 

the site of the 6.5 m Multiple Mirror Telescope (MMT).[8] For the case where the 

telescope diameter D is greater than r0, the angular image size is approximately 

A/r0 instead of the diffraction limit \/D. Greenwood introduced a parameter fG 

that characterizes the frequency at which atmospheric turbulence varies. [9] For the 

simple case of a single layer of turbulence moving at velocity v, the Greenwood 

frequency is given by 

fG = 0A27v/r0. (1-1) 

For a wind speed of 10 m/s and a coherence length of 10 cm, fG « 40 Hz. This gives 

a rough idea of the closed-loop bandwidth required of the adaptive optics system. 

Wavefront sensors for adaptive optics differ from the familiar laser interferome- 

ters used in testing optical components in the optical fabrication shop or the lab- 

oratory. In these instruments, temporally coherent light from a test wavefront is 

usually combined with a reference wavefront. This converts the test wavefront into 

an intensity map, called an interferogram, which is a direct measurement of the 

wavefront displacement. In contrast, wavefront sensors for adaptive optics must 

measure the wavefront by using light from a single reference source, either a guide 

star or laser beacon. They do this by measuring the average wavefront gradient 

or curvature over small areas covering the telescope pupil. These small areas are 

called subapertures. The gradients must then be integrated to reconstruct the op- 

tical path variations over the entire pupil. Because wavefront measurements must 

be made quickly and reference sources usually have low brightness, the detectors 

used in wavefront sensors must have high quantum efficiency and low noise. Three 

basic types of wavefront sensor have found practical use in adaptive optics: Shack- 
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Hartmann, shearing interferometer, and curvature sensor. [3] In the most common, 

the Shack-Hartmann, an array of small lenslets is placed at an image of the telescope 

pupil. [10] Each lenslet forms an image of the reference source. The position of the 

image depends on the average wavefront gradient over the lenslet. A detector array 

in the focal plane of the lenslets measures image positions, which are passed to the 

processor that reconstructs the wavefront. The lenslets are usually sized to match 

r0 on the sky at the desired wavelength of correction. 

All wavefront sensors require a reference source to measure optical path varia- 

tions. There are two requirements for a suitable reference source: high brightness 

and small angular extent. Bright reference sources provide enough photons to mea- 

sure wavefront gradients with relatively low noise. Additionally, the reference source 

should be smaller than the isoplanatic angle, 90, the angle over which the change 

in wavefront error over a large aperture has a variance of 1 rad2. Also called the 

isoplanatic patch, 90 defines the angular field over which good adaptive correction 

can be obtained with a single reference star. This limitation is called angular ani- 

soplanatism. For a single turbulent layer, 80 can be related to r0 through the mean 

height h and the zenith angle C, 

0o = 0.314 (cos C)r0/h. (1.2) 

The first adaptive optics systems used the objects themselves, solar illuminated 

satellites, as the reference source. In astronomy, however, the objects of interest are 

often faint extended sources. Usually, there is no natural star within an isoplanatic 

patch to act as a reference source. One solution to this problem is to use a laser 

beacon. 

There are two types of laser beacons: Rayleigh scattering from molecules in 

the air and resonant scattering from sodium atoms in the mesosphere. Rayleigh 

scattering efficiency decreases with the fourth power of wavelength, A-4, and is 
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proportional to air density; thus, lasers with A < 0.6/xm are used low in the atmo- 

sphere, typically between 8 and 15 km above the ground. Sodium beacons are much 

higher in the atmosphere, since the density of mesospheric sodium atoms is greatest 

around 92 km altitude. The scattering mechanism is resonant fluorescence, which 

is more efficient than Rayleigh scattering at higher altitudes. Unfortunately, lasers 

that can excite the 589 nm sodium D2 transition are not commercially available, 

are expensive, and are difficult to operate and maintain. Laser beacons solve only 

part of the reference source problem. The position of the laser beacon changes be- 

cause turbulence introduces tilt to the outgoing laser beam. Thus, a natural guide 

star is required to correct global tilt; it must be relatively close, in angle, to the 

science object. Another difficulty with laser beacons is they produce a cone-shaped 

beam that does not sample all of the turbulent atmosphere above the telescope. 

The light scattered from the beacon traverses a slightly different path than light 

from the science object. This cone effect, called focus anisoplanatism, is worse with 

low-altitude Rayleigh beacons than with high-altitude sodium beacons. Using an 

array of multiple laser beacons may overcome this problem. [11] 

Once atmospheric path distortions have been measured, they must be corrected. 

Since much of the wavefront correction is tilt over the entire pupil, a dedicated 

tilt mirror is often used. A separate optical element, with smaller dynamic range, 

is used to apply higher-order corrections. Two types have been used: deformable 

mirrors and liquid crystal correctors. By varying an applied electric field, liquid 

crystals can change the optical path length. Liquid crystal correctors have no moving 

parts and can have high spatial resolution; however, they have a slow response time 

and exhibit spectral dispersion. Deformable mirrors can be either segmented or 

continuous. Segmented mirrors consist of an array small plates, each controlled 

separately. The space between the segments cause diffraction and light loss; thus, 
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continuous faceplate mirrors are usually preferred. They consist of a thin glass 

sheet with push-pull actuators mounted on a rigid baseplate. Other designs include 

actuators, called bimorph actuators, that apply a bending moment. Actuators can 

be placed into two groups: displacement actuators apply a displacement that is 

independent of reaction forces; force actuators apply a force that is independent 

of displacement. Piezoelectric actuators are an example of displacement actuators; 

electromagnetic voice-coil actuators are an example of force actuators. 

The demands placed upon an astronomical adaptive optics system by the quickly- 

changing atmosphere require sophisticated electro-optical and mechanical devices be 

developed. High-speed computers are required to control these devices. Fortunately, 

many of the required components and control systems have been the subject of mil- 

itary research efforts over many years. [12,13] Many of the requirements of adaptive 

optics systems that could be used for military surveillance and laser beam control 

coincide with the requirements of astronomical applications. The significant in- 

vestment made by the defense community has been used to benefit astronomy and 

augment the limited budgets available to develop astronomical instruments. 

1.3    Adaptive Secondary Mirror for the 6.5 m MMT 

The adaptive optics system being developed for the 6.5 m MMT is unique because 

it employs a deformable secondary mirror of high dynamic range, as is shown in 

Figure 1.3. This solves several problems common to typical astronomical adaptive 

optics systems. First, by using an existing optical element, the extra components 

usually required to implement an adaptive optics system are eliminated. The only 

modification to the imaging path is a dichroic coating on the window to the camera 

dewar. Having fewer optical elements improves light throughput and reduces ther- 

mal emissivity for infrared observations; this improves the imaging of faint objects. 
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control 
computer 

camera 

Figure 1.3 Basic components of the 6.5 m MMT adaptive optics system. The 
secondary mirror is the wavefront corrector. The infrared imaging camera is 
mounted at the Cassegrain focus. Its dewar window has a dichroic coating that 
reflects visible light to the wavefront sensor; infrared light is transmitted to the 
imaging camera. The global tilt sensor shares the infrared camera dewar. 

Since the adaptive secondary mirror is an integral part of the telescope, a largely 

corrected beam is presented to any instrument mounted at the Cassegrain focus. 

Adaptive secondary mirrors, however, pose some unique challenges. Secondary 

mirrors are large and curved, while standard deformable mirrors are small and flat, 

making the former more difficult to fabricate. The Steward Observatory Mirror Lab- 

oratory has developed techniques to accurately fabricate the thin curved aspheric 

faceplates required for adaptive secondary mirrors. [14,15] Adaptive secondary mir- 
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rors could insert considerable heat in the optical path. This heat must be removed to 

avoid introducing additional turbulence. Furthermore, for infrared astronomy, all of 

the additional components of an adaptive secondary must lie behind the secondary 

or its support structure, to avoid thermal emission within the telescope pupil. 

The MMT adaptive secondary mirror uses electro-magnetic force actuators. Ca- 

pacitive position sensors have been placed at each force actuator, to allow local 

control of the actuator position. Actuator position is referenced to a precisely- 

polished glass surface. The position sensors allow the shape of the mirror to be 

controlled without measuring the reflected wavefront; thus, the secondary can be 

set to a fixed, known shape and used for observations without requiring operation 

of the entire adaptive optics system. 

The testing of convex secondary mirrors presents a difficult challenge. To over- 

come this, I use a test system which replicates the optical path of the 6.5 m MMT. It 

consists of a full-size doublet lens mounted directly in front of the secondary mirror 

to refract light rays normal to the mirror surface in a Littrow-like test setting. An 

computer generated hologram is used to compensate the spherical aberration from 

the doublet and the hyperbolic secondary. An //15 focus is formed to mimic that 

of the telescope. This test apparatus allows calibration and operation of the entire 

adaptive optics system, except for the laser beacon, in the laboratory. 

The 6.5 m MMT adaptive optics system uses a Shack-Hartmann wavefront sensor 

in visible light, while infrared light is available for imaging. This is possible because 

the spectral dispersion of air is very small between the visible and near infrared; 

therefore, optical path length variations in the atmosphere are practically indepen- 

dent of wavelength. Imaging in the infrared has several advantages. As wavelength 

increases, a given variation in optical path length corresponds to a smaller change in 

phase. This means atmospheric turbulence degrades infrared images less; adaptive 
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optics systems can be more effective. 

The MMT adaptive optics system senses global tilt using infrared light from 

a natural guide star. In infrared light, the corrected image of the guide star is 

sharper than in visible light. The smaller infrared image improves the accuracy of 

the centroid measurement, thus the error in the global tilt measurement is decreased. 

The smaller infrared image means fainter stars can be used for tilt measurement. 

Furthermore, since the isoplanatic angle increases as A6/5, the guide star can be 

farther away from the science object, opening more of the sky to adaptive correction. 

1.4    Calibrating and Testing the 6.5 m MMT Adaptive Op- 

tics System 

This dissertation describes my work at the Steward Observatory in the developing, 

calibrating, and testing parts of the adaptive optics system for the 6.5 m MMT. 

Clearly, developing a new adaptive optics system of this complexity takes the efforts 

of many people, who face numerous unique challenges. I endeavor here to present 

my solutions to several tasks which others may encounter in pursuing similar work. 

I first describe my efforts in designing, building, and aligning optical compon- 

ents associated with the wavefront sensor in Chapter 2. As an introduction to my 

work calibrating and developing diagnostic tools for the wavefront sensor, Chapter 3 

discusses alignment and analysis of the apparatus used to test the adaptive optics 

system in the laboratory. This test system replicates the optical path of the 6.5 m 

MMT with a root-mean-square wavefront error of less than 450 nm. In Chapter 4,1 

discuss test procedures and results which compare wavefront sensor measurements 

to independent measurements made with a phase-shifting interferometer. These 

measurements will allow the calibration and testing of the wavefront sensor hard- 

ware and the wavefront reconstructor in the presence of simulated turbulence in the 
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laboratory. Comparison of the wavefronts measured by the two methods agree to 

about one-third of the root-mean-square wavefront error in the system. 

In Chapter 5, I present my work in developing a small optical instrument, called 

a gap sensor, that allows in situ calibration of the capacitive position sensors used 

in the adaptive secondary mirror. The gap sensor measures the absolute distance 

between the thin mirror faceplate and the thick glass reference surface with an 

accuracy of a few nm and a repeatability of less than 1 nm. These gap sensors may 

prove useful in any application that requires an accurate measurement of a thin 

transparent film. 

Chapter 6 discusses the manufacture of the 24 gap sensors and associated com- 

ponents which will be used with the adaptive secondary. Chapter 6 also describes 

the steps taken to fine-tune the gap sensor analysis algorithms and procedures. I 

also present tests to calibrate the capacitive sensors on a prototype of the adaptive 

secondary mirror. Small displacements of the mirror surface were measured using 

the gap sensors and a phase-shifting interferometer. The measurements agree to 

better than 2 percent of the displacement. 
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CHAPTER 2 

THE 6.5 M MMT ADAPTIVE OPTICS 

SYSTEM 

2.1    Introduction 

This chapter presents an overview of the 6.5 m MMT adaptive optics system. Par- 

ticular attention is given to those components used in measuring wavefronts: the 

pupil relay optics and the wavefront sensor. Alignment and testing of the laboratory 

adaptive optics test system, the shimulator, are discussed in Chapter 3. The 6.5 m 

MMT adaptive optics system is unique in that it employs an adaptive secondary 

mirror. By using an existing optical element as the deformable surface, many of 

the extra components usually required to implement an adaptive optics system are 

eliminated. Having fewer optical elements improves light throughput and reduces 

the total thermal emissivity of the optical path. This improves performance, es- 

pecially for infrared observations; integration times are much shorter and fainter 

objects can be imaged. [16] The adaptive optics system has been an integral part of 

the 6.5 m MMT, rather than a separate system to be added later, since its early 

design. Since the adaptive secondary is an integral part of the telescope, a largely 
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corrected beam is presented to any instrument mounted at the Cassegrain focus 

without reconfiguring the adaptive optics system. 

This chapter describes the design, assembly, and alignment of the components 

that compose the wavefront sensing portion of the adaptive optics system. Since 

much of the preliminary design work had been completed, my task was to verify 

and refine the optical design of the wavefront sensing components. I then assem- 

bled, aligned, and evaluated the optical parts of the system. The following sections 

describe that work. First, mechanical structures and their assembly are explored in 

Section 2.2. Next, Section 2.3 describes the procedures I followed in refining and 

implementing the optical design. The design and assembly of some parts of the 

Shack-Hartmann wavefront sensor are briefly presented in Section 2.5. Finally, the 

system imaging performance is evaluated in Section 2.6. 

2.2    Top-Box Mechanical Components 

A 1.8 m diameter structure called the top-box contains the wavefront sensor and 

visible-light detector arrays. To maintain the orientation of instruments to the sky as 

the telescope follows the stars, an instrument derotator is provided at the Cassegrain 

focus of the telescope. The top-box is attached to this instrument derotator flange 

as illustrated in Figure 2.1. To maintain the relationship between the wavefront 

sensor and the deformable secondary mirror, the wavefront sensor is mounted in a 

rotational stage which counters the motion of the instrument derotator. Infrared 

detectors and science instruments mount to the underside of the top-box. The 

top-box itself consists of a octagonal optics bed at the bottom and a ring-shaped 

flange at the top. The upper surface of the optics bed, to which the top-box optical 

elements attach, lies 381 mm (15 inches) below the mounting flange of the instrument 

derotator.  Eight upright posts attach the optics bed to the flange at the corners 
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Figure 2.1 Drawing of the top-box mounted to the instrument derotator. Fig- 
ure (a) is a side view showing the optical path for visible light. The wavefront 
sensor and visible-light detectors are contained in the top-box; infrared instru- 
ments mount to the underside of the top-box. Figure (b) is a view inside the 
top-box showing the optics bed, mirror mounts, and wavefront sensor. 
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of the octagon. Panels fill the spaces between the uprights. To give access to the 

top-box interior, large cutouts were made in the panels. All the components were 

machined from aluminum; they were attached to one another with steel bolts. 

The 100 mm thick optics bed is a single casting from aluminum. Integral support 

structures were manufactured into the bed to minimize flexure as the telescope 

rotates in elevation. After the optics bed was cast, the upper mounting surfaces and 

outer edges were machined. The pupil imaging optics consist of four mirrors held 

in commercial gimbal mounts. The gimbal mounts were attached to interface plates 

which were then bolted to the optics bed. The interface plates raise the mirrors 

to the same height above the optics bed and constrain their translational position. 

The gimbal mounts allow the mirrors to tip and tilt, but do not allow other motion. 

Except for the wavefront sensor, the translational positions of the top-box optics 

are determined solely by mechanical constraints. That is, no provision was made for 

adjusting the translational position of the mirrors after the top-box was assembled. 

Only the tip and tilt of the mirrors can be adjusted; thus, the mirror mounts had 

to be accurately attached to the optics bed. Since the top-box optical design was 

modified after the optics bed was manufactured, the bolt holes for the optical mounts 

were slightly misplaced in the optics bed. To compensate, interface plates were used 

to locate the optics within the tolerances of the optical design. These are the steps 

followed: 

1. coordinates of bolt holes in optics bed were measured, 

2. hole coordinates were merged with optical layout, 

3. interface plates were designed and fabricated, 

4. mirrors were installed in gimbal mounts, 

5. gimbal mounts were attached to interface plates, 

6. interface plates were positioned on optics bed using shoulder bolts. 



33 

component precision (mm) 

holes in optics bed 0.20 

interface plates 0.13 

mirror mounts 0.25 

shoulder bolts 0.05 

total 0.35 

Table 2.1  Accuracy of placement of top-box optical elements. The total accu- 
racy was estimated using the root-sum-square. 

First, the hole positions in the optics bed were carefully measured to an accuracy 

of about 200 /mi. [17] Using a computer-aided design program, the hole coordinates 

were then merged with the mirror coordinates from the optical design. The devel- 

opment of the optical design is described in Section 2.3. The interface plates were 

designed so the mirrors were positioned correctly, even though the bolt holes were 

misplaced. Next, each mirror was inserted in its gimbal mount so its optical axis in- 

tersected the gimbal axes at the mirror surface. This way, when the mirror is tilted, 

its optical axis is not translated relative to the axis of the incoming beam. Each 

gimbal mount was fastened to its interface plate. The mirror position was carefully 

measured and adjusted, relative to the interface plate bolt holes, to comply with the 

computer design. Finally, the interface plates were attached to the optics bed using 

shoulder bolts. The shoulder bolts and interface plate holes were manufactured to 

precise tolerances so the movement between the two is negligible. Table 2.1 lists the 

precision in each of the components which, in turn, contribute to the accuracy in 

positioning the top-box optics. I estimate the overall accuracy to be ±0.35 mm. 
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2.3    Top-Box Optical Layout 

In this section, I discuss the layout of the top-box optics. Although the design 

includes provisions for upgrades to the adaptive optics system and the addition of 

various science instruments, only the optics required for basic operations are pre- 

sented here. For a brief overview of these additional instruments, I encourage the 

interested reader to consult M. Lloyd-Hart's paper. [18] The original 13 x 13 subap- 

erture wavefront sensor design was modified to accommodate 12 x 12 subapertures.* 

This prompted changes to the original top-box optical design. In updating the top- 

box optical design, I followed the original design philosophy of J. C. Shelton, which 

is outlined below. [19] 

Figure 2.2 shows an overview of the top-box optical layout. Only the compon- 

ents required for basic operation of the wavefront sensor are shown. Drawings of 

the optical path are shown in Figure 2.3; the dotted lines illustrate rays from the 

reference source, either a natural star or a laser beacon. In describing the top-box 

optical path, I define a local coordinate system where the light propagates along the 

z-axis and the a;-axis is parallel to the plane of the optics bed. 

The //15 beam from the telescope enters the top-box from above.  Before the 

light comes to a focus, it encounters a dichroic beamsplitter which transmits infrared 

light and reflects visible light, that is, wavelengths less than 1 //m. The beamsplitter 

is the dewar window of the primary science instrument, the Arizona Infrared Imager 

and Echelle Spectrograph or ARIES. Inside the ARIES dewar, a portion of the infrared 

light is picked-off by a small mirror and re-imaged onto a global tilt sensor.  This 

tilt sensor is used only in the laser beacon mode. The pick-off mirror can be steered 

over a 1 arcmin radius field to select the natural star used for measuring global tilt. 

'In the 13 x 13 subaperture configuration, the central rows and columns of detector sub-arrays 
are divided between different amplifiers. The amplifiers have slightly different gains, causing large 
offsets in the centroid measurements from the central subapertures. 
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Figure 2.2 Basic top-box optical layout. Only the optical elements required 
for operation of the wavefront sensor are shown; the gimbal mounts have been 
omitted. Light from the telescope enters the top-box from above, reflects from 
the dichroic beamsplitter, and goes through the //15 focus. It is then folded 
into the plane of the optics bed, collimated by OAPl, reflected by the pupil- 
steering mirror, and focused by OAP2 into the wavefront sensor. 
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Figure 2.3 Basic top-box optical path. The rays depict light from a natural 
guide star. Figure (a) is a top view, looking down from the telescope; Figure (b) 
is a side view, looking through the sides of the top-box. The large arrow in one 
figure indicates the view angle for the other figure. 
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Visible light from the reference star is reflected upward from the dichroic beam- 

splitter at a 30 degree angle to the incoming beam. The light rays go through the 

//15 focus and reflect at a 60 degree angle, from a small fold mirror, into the plane 

of the optics bed. The light is then collimated by an off-axis paraboloid, called 

OAPl, and sent to a steering mirror. OAPI forms a real image of. the entrance 

pupil, the secondary mirror, on the steering mirror; hence, it is called the pupil- 

steering mirror, or PSM.* Since the PSM lies at an image of the entrance pupil, it 

can introduce pure tilt to the wavefront without causing the exit pupil to move. 

The pupil-steering mirror is used to center the natural guide star in the field of the 

wavefront sensor while the telescope is pointed at the science object. In laser beacon 

mode, the PSM is used to steer an image of the laser beacon onto a field stop in front 

of the wavefront sensor. The field stop is used to block laser light, scattered from 

lower in the atmosphere, from entering the wavefront sensor. The tip and tilt of the 

PSM is driven by precision linear actuators with relative position feedback. [20] 

Collimated light is reflected from the PSM and is focused by a second off-axis 

paraboloid, OAP2, to a point in front of the wavefront sensor. OAP2 relays the inter- 

mediate image of the pupil, formed by OAPl at the PSM, to infinity. A detailed view 

of the beam path near the wavefront sensor is shown in Figure 2.4. An achromatic 

doublet lens, mounted at the front of the wavefront sensor, collimates the light from 

the reference source. The collimating doublet forms an image of the pupil, which 

was relayed to infinity by OAP2, on the wavefront sensor lenslet array. The lenslet 

array forms an array of images of the reference source on the detector array. The 

lenslet array divides the pupil into subapertures. The wavefront slope over each 

subaperture is measured by observing the displacement of images of the reference 

• star on the detector array. A calcium fluoride window sits between the collimating 

*Since the pupil-steering mirror does not actually steer the pupil, this is a misnomer. 
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Figure 2.4 Wavefront sensor optical path. The rays depict light from the 
reference source diverging from the intermediate focus. The individual lenslets 
are omitted for clarity. 

lens and the lenslet array to maintain the vacuum inside the dewar. 

Note that the location of the intermediate focus in front of the wavefront sensor 

changes, along the z-axis, depending on the distance to the reference source. In 

sodium laser beacon mode, the focus is about 300 mm behind the focus for natural 

guide star mode. To compensate, the wavefront sensor translates along the z-axis 

so the doublet still collimates light from the laser beacon. Recall, the collimating 

doublet forms an image of the pupil on the wavefront sensor lenslet array. Since 

the pupil is imaged to infinity by OAP2, the collimating doublet images the pupil 

onto the lenslet array regardless of the wavefront sensor position along the z-axis. 

Thus, as the wavefront sensor is refocused, the pupil imaging onto the lenslet array 

remains correct. 
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2.4    Top-Box Optical Design 

2.4.1    Top-Box First-Order Optical Design 

Table 2.2 reviews the function of each top-box optical element in imaging the ref- 

erence source. The table also includes imaging of the telescope pupil, that is, the 

secondary mirror, through the top-box. Because the initial top-box optical design 

failed to image the telescope pupil onto the steering mirror, I modified the opti- 

cal design before assembling the top-box. Given the functions listed in Table 2.2 

and the prescription for the telescope, I completed a first-order or paraxial optical 

design. A first-order design considers only the power and vertex separation of the el- 

ements. This preliminary design was then refined by calculating the optimum angle 

of the off-axis paraboloids to minimize third-order aberrations. Fold mirrors were 

then inserted and the design was finalized using optical analysis software. The sign 

conventions used in the analysis to follow are those adopted by Smith.[21] Table 2.3 

lists the specifications of the 6.5 m MMT and the two off-axis paraboloids. The 

conic constant of the secondary is -1.409 and the separation between the primary 

and the secondary is 7307.5 mm. [22,23] 

The first-order design for the top-box started with the elements listed in Table 2.3 

and displayed in Figure 2.5. To simplify matters, the fold mirror and the dichroic 

beamsplitter were not considered. To make notation less cumbersome, I chose to 

label each mirror Mi, where i indicates its order in the beam path. Thus, i?i is the 

vertex radius of curvature of Ml and /i is its focal length. The distance between 

Ml and M2 is denoted zi2 and the index of refraction of the space between Ml 

and M2 is denoted ni2. The basic design used a natural guide star as a reference 

source; the wavefront sensor would be translated for laser beacon mode. The first 

step was locating OAPl (M3) relative to the secondary mirror, M2. We know that 

OAPl collimates light from the reference source; therefore, it lies one OAPl focal 
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element reference source 
imaging 

pupil 
imaging 

dichroic 
beamsplitter 

reflects visible 
light A < 1 //m 

- 

fold 
mirror 

folds beam into 
plane of optics bed 

- 

OAPl 
(M3) 

collimates 
//15 beam 

images pupil 
onto PSM 

PSM 

(M4) 
offset point to put 

reference on WFS 

- 

OAP2 

(M5) 
focuses beam 
at //23 

images pupil 
to infinity 

collimating lens 
(LI) 

collimates 
//23 beam 

images pupil 
onto lenslets 

lenslet array 
(L2) 

focuses reference 
onto detector array 

- 

Table 2.2 Summary of top-box optical element functions. The effects of the 
elements in imaging the reference source and pupil are listed. Images of the 
pupil are formed at the PSM and the lenslet array. OAP = off-axis paraboloid, 
PSM = pupil-steering mirror. 

element curvature (mm) diameter (mm) off- axis (mm) 

primary (Ml) 16256.0 6502.0 0 

secondary (M2) -1794.5 642.5 0 

OAPl (M3) 1656.8 88.9 101.1 

OAP2 (M5) 2538.8 85.0 151.2 

Table 2.3 Prescription of optical elements. [22,23] The curvature is the vertex 
radius of curvature (denoted Ri), off-axis is the distance from the vertex of 
the parent paraboloid to the center of the segment. The conic constant of the 
hyperboloid secondary is -1.409; the other elements are paraboloids with a 
conic constant of —1.0. The separation between the primary and the secondary 
is nominally 7307.5 mm. 
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M2 

Figure 2.5 Optical elements considered in the first-order design of the top-box. 
The dichroic beamsplitter and fold flat have been omitted for simplicity. See 
Tables 2.2 and 2.3 for a description of each element and its function. Ml is the 
primary mirror and M2 is the secondary. M3 images M2 onto the pupil-steering 
mirror, M4. M5 relays the pupil image to infinity; LI images the pupil onto 
the lenslet array in the wavefront sensor. 
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length (/3 = 828.4 mm) from the //15 focus. To find the distance from M2 to the 

//15 focus, I first calculated the effective focal length, /e, of the telescope. The fe 

is the reciprocal of the effective power, 0e, where 

^ = 01+01-0202^]. (2.1) 

Now, 0! = -2/Ri is the power of Ml, 02 = 2/R2 is the power of M2. By convention, 

the index after a reflection is negative; thus, m2 = -1 and z\2 = -7307.5 mm, so, 

fe = 94991 mm. The location of the rear principal plane was given by 

S'=^p-— = -85401 mm. (2.2) 
0e nl2 ' 

The distance from M2 to the //15 focus is fb = fe+5' = 9590 mm and the separation 

between M2 and OAPl is z23 = h + h = 10418 mm. 

The requirement that the PSM (M4) lie at an image of M2 determined the dis- 

tance from OAPl to the PSM, 234. The imaging equation gave this distance 

(I      n2Z\~x 

*4="MU+W (2-3) 

thus z34 = —900.0 mm. The diameter of the image of the pupil at the PSM was 

found by calculating the magnification of OAPl for an object distance of z2z 

mOApi = ^^i = _0.0864. (2.4) 
Wn23 

This gave the size of the image of the pupil at the PSM 

dpsM = dM2mOApi = -55.5 mm (2.5) 

where the negative sign indicates the image is inverted. The requirement that OAP2 

(M5) images the pupil to infinity determined the distance from the PSM to OAP2, 

245. Thus, OAP2 is positioned one OAP2 focal length (/5 = 1269.4 mm) from the 

PSM.   This also gave the distance between OAP2 and the intermediate focus just 
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before the wavefront sensor. The light reflected from the PSM is collimated; thus, 

the reference source is imaged at the rear focus of OAP2. 

To complete the first-order design, I determined the focal length of the wavefront 

sensor collimating lens, LI. The position of LI was determined by the requirement 

that it collimates light leaving the intermediate focus. Thus its distance from the 

intermediate focus is equal to its focal length. The focal length of LI determines 

the size of the image of the secondary on the lenslet array. The pitch of the lenslets 

is 144 //m and there are 12 lenslets across the diameter of the pupil; therefore, the 

pupil diameter on the lenslet array is 4msiet = (12) (144/mi) = 1.728 mm. The 

required magnification of the pupil by LI is 

mLi = dtajstet = 003n (26) 

*PSM d 

The magnification is determined by the ratio of the focal lengths of LI and OAP2. 

Thus, the focal length of LI is 

/Li=mLi/5 = 39.5mm. (2.7) 

The image of the secondary is formed at the rear focus of LI; thus, the lenslet 

array is placed /Li behind LI. The detector array lies at the rear focal plane, or 

/lenslet = 3.4 mm behind the lenslet array. 

Given the dimensions of the wavefront sensor detector array, the angular sam- 

pling of the wavefront sensor on the sky can be determined. The angular magnifica- 

tion of the telescope pupil at the lenslet array, raP, is given by the ratio of the pupil 

diameters 

mp = Jw- = 6'5m  ,     = 3761.6. (2.8) 
P        rfle„slet        1.728 Xl0"3m 

The angular field on the sky for each subaperture is found by reducing the angular 
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field of a subaperture by mp 

<4ubar> 0.144 mm 
«subap = T^— = „-„., -   - , = 11.26 /xrad = 2.32 arcsec. (2.9) 

mp ■ /lensiet      3761.6-3.4 mm ' 

Since each subaperture is 6 pixels on a side, the angular sampling on the sky at the 

wavefront sensor is about 0.4 arcsec. 

Having calculated the power and vertex separation of the optical elements, the 

first-order design was complete.   Since paraboloids are used in the top-box, axial 

imaging of the reference source is free from aberration. [21,24] However, the top-box 

is required to provide good imaging over a 30 arcsec radius field. In addition, the 

maximum distortion in the pupil images is limited to 2 mm at the secondary. [25,26] 

This first-order design did not consider the imaging performance as the field angle 

is increased. The preliminary design was refined by calculating the optimum angle 

of the off-axis paraboloids to minimize third-order aberrations. This refinement is 

discussed in the next section. 

2.4.2    Top-Box Third-Order Optical Design 

The next task in the design process was to determine the constraints in employing 

the off-axis paraboloids. The element separations calculated above applied to the 

vertex of the parent paraboloids. The distance to the vertex of the off-axis segment of 

the parent was required. Consider the geometry of a single parent paraboloid, with 

focal length /, as shown in Figure 2.6. The off-axis distance p is the perpendicular 

distance from the axis of the parent to the center of the off-axis segment. The 

off-axis angle a is the angle between the axis of the parent and the axis of the 

segment measured at the focus. The sagittal height of a paraboloid is s = p2/2R 

where R is the vertex radius of curvature, given by R = 2/. From the drawing, 

tana = p/(f — s). Substituting for the sagittal height yields 

tana=J^mr (210) 
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off-axis 
segment 

Figure 2.6 Geometry of a parent paraboloid and an off-axis segment. The focal 
length is /, the off-axis distance is p, and the off-axis angle is a. The sagittal 
height of a paraboloid is s = p2/2R where R is the vertex radius of curvature, 
given by R = 2/. 

Substituting the parameters listed in Table 2.3 gives the off-axis angles, which are 

listed in Table 2.4. 

As mentioned in Section 2.3, the pupil-steering mirror is used to center the 

natural guide star in the field of the wavefront sensor while the telescope is pointed 

at a nearby science object. When this occurs, the guide star will not be at the 

center of the field of the first off-axis paraboloid. When a paraboloid is used with 

zero field angle, the image is perfectly stigmatic; however, as the field angle increases, 

coma is introduced. [21,24] If two off-axis paraboloids are used to relay a magnified 

image, field aberrations are minimized when the ratio of their focal lengths is equal 

to the ratio of their off-axis angles. [19,27] If this condition is met, the third-order 

coma introduced by the two paraboloids can be made to cancel. For our off-axis 

paraboloids the ratio of the focal lengths is /0AP2//0AP1 = 1-53 and the ratio of 
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element        /, focal p, off-axis s, sagittal       a, off-axis 
length (mm)    distance (mm)    height (mm)    angle (deg) 

OAPl            828.4                  101.1 3.085 6.98 

OAP2 1269.4 151.2  4.502 6.82 

Table 2.4 Off-axis angles for off-axis paraboloids calculated using Equa- 
tion (2.10). The sagittal height is the sagittal height of the parent paraboloid 
at the center of the off-axis segment. 

the off-axis angles is aoAP2/aoAPi = 0.98. Since the condition for minimizing field 

aberrations is not met, we can expect some coma as the field angle increases. 

The initial third-order optical design is listed in Table 2.5. The dichroic beam- 

splitter and the fold mirror have been inserted. Adjustments have been made to the 

spacings to account for the sagittal height of the off-axis paraboloids. The spacing 

between OAPl and the PSM was increased so that half of the secondary would fall on 

either side of best focus. These parameters, along with the mirror prescriptions listed 

in Table 2.3, were entered into an optical design program to model the performance 

and optimize the placement of the elements. The two measures of performance were 

pupil distortion and imaging of the reference source. The next section discusses 

the opto-mechanical design of the wavefront sensor collimating lens; the last section 

presents the predicted and the measured performance of the top-box. 

2.5    Shack-Hartmann Wavefront Sensor Optics 

As mentioned in Section 1.2, wavefront sensors estimate wavefront aberrations using 

either a guide star or laser beacon as a reference source. They measure the average 

wavefront gradient or curvature over small areas of the telescope pupil called sub- 

apertures. The gradients are processed to reconstruct the optical path variations 

over the entire pupil.  In the Shack-Hartmann wavefront sensor, an array of small 
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element curvature spacing angle 
(mm) (mm) (deg) 

primary (Ml) 16256.0 -7307.5 - 

secondary (M2) -1794.5 9335.0 - 

beamsplitter (Fl) - -258.0 15.0 x-axis 

//15 focus - -177.4 - 

fold mirror (F2) - 654.1 30.0 x-axis 

OAPl (M3) -1656.8 -906.7 —7.0 y-axis 

PSM (M4) - 1269.4 —18.0 y-axis 

OAP2 (M5) -2538.8 -1273.9 6.8 y-axis 

//23 focus - -39.5 - 

Table 2.5 Initial third-order optical design. The spacing is the distance to the 
next element. The angle is the rotation of the element about the axis listed; 
the x-axis is parallel to the optics bed and the y-axis is perpendicular to the 
optics bed. 



48 

lenslets is placed at an image of the telescope pupil. [10] Each lenslet forms an image 

of the reference source whose position depends on the average wavefront gradient 

over the lenslet. A detector array measures the image positions which are passed to 

the processor that reconstructs the wavefront. The 6.5 m MMT Shack-Hartmann 

wavefront sensor is unique in that the lenslet array is bonded directly to the detector 

package. This eliminates the need to realign the lenslet array to the detector array 

and eliminates additional optical elements to relay the reference source images. A 

thorough description of the construction and testing of the wavefront sensor was 

completed by T. Rhoadarmer.[28] In this section, I briefly describe the wavefront 

sensor optical components, I then explain my design and mounting of the collimating 

doublet. 

2.5.1    Collimating Lens Optical Design 

The optical components of the wavefront sensor are illustrated in Figure 2.4. The 

top-box optics place an image of the reference source just before the wavefront sen- 

sor; the collimating lens relays that image to infinity. The collimating lens also 

images the pupil, from infinity, onto the lenslet array. An array of images of the 

reference source is formed by the lenslets on the detector array. The refractive lens- 

lets are replicated from a master, using optical epoxy, onto a 6 mm thick window 

of BK7 glass. [29] A broadband anti-reflection coating, optimized for visible wave- 

lengths, is applied to the opposite side of the window. The vertex-to-vertex lenslet 

spacing is 144 fj,m and the focal length was measured as 3.429 //m.[30] The lenslet 

array and detector package are installed in a dewar and are cooled to -70°C using a 

thermo-electric device. To separate the vacuum of the dewar from the atmosphere, 

a 6.35 mm thick calcium fluoride window was placed between the collimating lens 

and the lenslet array. Calcium fluoride was chosen over BK7 because of its ability 

to withstand relatively large amounts of stress. The window is coated on both sides 
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with a broadband anti-reflection coating, optimized for the visible. 

The focal length of the collimating doublet (LI) was chosen, according to equa- 

tion (2.7), to image the pupil from infinity onto the lenslet array. After optimiz- 

ing and modeling the top-box, the best focal length for LI was determined to be 

39.74 ±0.45 mm. The range of focal lengths was set using the pupil image distortion 

criterion of ±2 mm on the secondary mirror. A commercially-available achromatic 

doublet with a focal length of 40 ± 0.8 mm was selected.5 Ten doublets were pur- 

chased and the focal lengths were carefully measured by T. Roberts, using a method 

he developed involving transmission gratings, to a precision better than 0.1 mm. [31] 

A doublet with a focal length of 39.74 mm was selected from the ten lenses. 

Choosing the proper orientation of the collimating doublet required careful thought. 

I have summarized the discussion that follows in Table 2.6. Let us call the arrange- 

ment in Figure 2.4 orientation A; we call the arrangement where the lens is flipped, 

so the more steeply curved side faces the lenslet array, orientation B. The doublet 

relays the //23 reference source image to infinity. To minimize spherical aberration 

and coma in this situation, the more steeply curved side faces the infinite conju- 

gate. [21,32] This is orientation B. In imaging the reference source, however, the 

wavefront sensor is always on-axis, thanks to the pupil-steering mirror. This means 

the field aberrations, such as coma and transverse chromatic aberration, are absent. 

Furthermore, when relaying the reference source image, orientation B yields about 

twice the longitudinal chromatic aberration (425 fim versus 210 /zm for A = 0.4- 

1.0 /im). Figure 2.7 illustrates this point with spot diagrams for both orientations, 

on-axis and at full-field. Thus, orientation A is preferred for relaying the reference 

source image. 

The collimating lens serves another function: it images the virtual pupil, which is 

^Edmund Industrial Optics part no. K32-321; manufacturing tolerance of focal length is ±2%. 
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Figure 2.7 Spot diagrams for two orientations of the wavefront sensor collimat- 
ing lens at three wavelengths. On-axis spots are on the left-hand side, full-field 
spots are on the right-hand side. The RMS spot radius with respect to chief 
ray is given. Orientation A has more transverse chromatic aberration and less 
longitudinal chromatic aberration than orientation B; thus, orientation A was 
chosen for this application. 
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orientation 

A 

B 

reference source imaging 

Wo40    Wi31     W02OA    WinA 

0.009 

0.001 

-0.015 

-0.159 

w, 040 

pupil imaging 

W131       W02OA      WinA 

0.001       0       -0.159   0.008 

0.009 -0.010 -0.015 -0.275 

Table 2.6 Wavefront aberration coefficients for two orientations of the wave- 
front sensor collimating lens. Orientation A has the more steeply curved side 
facing the //23 focus; orientation B has the more steeply curved side fac- 
ing the lenslet array. Figure 2.4 illustrates orientation A. Units are waves at 
0.6 fim. The dashes represent field aberrations that do not influence reference 
source imaging. The aberrations listed are: W040 = spherical, W131 = coma, 
W020A = longitudinal chromatic, and Wim = transverse chromatic. 

at infinity, onto the lenslet array. For this role, orientation A provides less coma and 

less spherical aberration. For imaging the pupil, the field aberrations can not be ig- 

nored. Transverse chromatic aberration will cause the secondary to be imaged onto 

the lenslet array at different magnifications. [21,32] Longitudinal chromatic aberra- 

tion is not a serious problem, as the image of the pupil will be slightly out of focus 

at different wavelengths. Again, orientation A has better performance in imaging 

the pupil. 

2.5.2    Lens Cell Mechanical Design 

The next step was to design a mount for the lens and window. Figure 2.8 shows 

the basic design. The lens and window are held in a single aluminum cell that 

attaches to the dewar housing. The window rests directly against the cell with an 

o-ring making the seal. A spacer lies between the window and the lens. The spacer 

sets the distance between the lens cell and the back focal plane. First, the distance 

between the front of the dewar housing and the lenslet array substrate was carefully 

measured at 23.32 ± 0.025 mm. Next, the lens cell and spacer were manufactured. 

The spacer would be ground to the proper thickness after the back focal distance of 
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Figure 2.8  Cell for the wavefront sensor collimating lens and dewar window. 

the lens was measured. Since force is required to compress the o-ring, axial contact 

stress, of about 90 x 103 psi, is produced in the lens by the aluminum spacer. To 

reduce the stress in the lens, a spherical lapping tool was used to grind a bevel on 

the lens side of the spacer. The bevel increases the contact area between the spacer 

and the lens which limits the axial stress to about 2 x 103 psi. 

To make the spacer for the lens, the back focal distance was required. Since the 

transmission grating method determined only the effective focal length, the back 

focal distance was measured directly. Actually, the distance from the back of the 

assembled lens cell, including the calcium fluoride window, to the focal plane was 

measured. A phase-shifting interferometer (laser-based Fizeau) was used as illus- 

trated in Figure 2.9. The collimator in the interferometer was adjusted to produce 

a plane wavefront. Collimation was verified using a shear plate. The assembled lens 

cell was placed in the beam to bring the light to focus. To limit the beam diameter, 

and spherical aberration, an aperture was inserted in the beam.  A precision ball 
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laser-based Fizeau interferometer 

measurement 

ball 
bearing 

Figure 2.9   Apparatus used to determine back focal plane of the collimating 
lens mounted in its cell. 

bearing was placed so that its center was near the focal point of the lens. The lon- 

gitudinal position of the sphere was adjusted so that the interferometer measured a 

plane wavefront. The distance from the lens cell, plus half the diameter of the ball, 

yielded the back focal distance. Using this measurement, the spacer was ground to 

the correct thickness to correctly position the focal plane onto the far side of the 

glass lenslet array substrate.' 

After adjusting the thickness of the spacer, the dewar window and collimating 

lens were installed in their cell. The cell was carefully attached to the dewar housing 

in a clean room and a vacuum was established. I then installed the wavefront sensor 

in the top-box and aligned the entire system according to the procedure outlined in 

Appendix B. 

The alignment of the top-box and wavefront sensor, although simple in concept, 

required careful measurements and adjustments in practice.   First, the wavefront 

sensor optical axis, defined by the optical axis of the collimating lens and the center 

'Lens design software was used to model the position of the focal plane through the 6.0 mm 
thick BK7 lenslet substrate. 
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of the 12 x 12 lenslet array, was aligned to the mechanical axis of the rotational 

mount. This was accomplished by adjusting the tilt and translation of the wavefront 

sensor while observing the motion of the spots and pupil on the detector array as 

the wavefront sensor was rotated. Then the tilts of the pupil steering mirror and 

OAP2 were adjusted to eliminate wavefront tilt and to center the pupil on the lenslet 

array. 

After the top-box and wavefront sensor were aligned, I made two performance 

measurements of the system: the on-axis wavefront aberration was measured and 

the pupil magnification and distortion were assessed. The next section describes 

these measurements, after presenting the modeled top-box performance. 

2.6    System Optical Performance 

To evaluate the top-box imaging performance, I first modeled the system using 

an optical analysis program. Prom this model, tolerances for positioning the op- 

tical components were developed to meet the design goals. Finally, I measured 

the top-box optical performance and compared the measurements to the expected 

performance. 

2.6.1    Modeled Optical Performance 

The optical design presented in Section 2.4 was entered into an optical design pro- 

gram, then optimized. Pupil mapping from the secondary mirror to the lenslet array 

and the RMS spot radius on the detector array were used as optimization criteria 

to adjust the positions of the elements. Since the pupil-steering mirror is used to 

offset-point the top-box, the wavefront error for fields up to 30 arcsec was evaluated 

as well. The design goals for the top-box optical performance are summarized in 

Table 2.7. [25,26] 

The first task was to simulate the pupil-mapping errors using optical analysis 
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description requirement goal 

pupil size error at lenslet array ±0.02 mm ±0.01 mm 

pupil-mapping error at secondary ±6 mm ±2 mm 

RMS spot diameter over ±15 arcsec field 0.05 arcsec 

Table 2.7 Summary of design goals for top-box optical performance. 

software. To do this I modeled the secondary as the object with the plane of the 

lenslet array as the image plane. I then traced rays from a series of points on the 

secondary to locations on the lenslet array. The model showed that the overall 

pupil size on the lenslet array was accurate to 0.002 mm. This exceeded the design 

goal of ±0.01 mm. The pupil-mapping error at the lenslet array, scaled to the 

secondary, was never more than 0.5 mm. Figure 2.10 shows the modeled mapping 

error for radially-spaced points on the secondary. The simulation also showed that, 

although pupil mapping was better than the design goal, the imaging of points on 

the secondary was not very good. This was not surprising, as the top-box was not 

designed for imaging over a large field. 

After modeling the pupil-mapping performance of the top-box, I modeled its 

imaging performance. The simulated image quality over a ±15 arcsec field on the 

sky was close to the design goal. The RMS wavefront error, at the lenslet array, for 

a series of field angles is displayed in Figure 2.11. These data were simulated by 

tilting the pupil steering mirror about the y-axis to image a series of field angles 

on the sky. Recall, the y-axis is perpendicular to the optics bed while the z-axis is 

parallel to the optics bed. At each field angle, the wavefront sensor was refocused 

by translating it along the z-axis to minimize the RMS spot radius. Spot diameters 

in microns on the detector array are given in Table 2.8. Diffraction by the lenslets 

was not modeled in this analysis. A plate scale of 0.39 arcsec per pixel (24/im in 
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Figure 2.10  Simulated pupil-mapping error at the lenslet array in mm on the 
secondary. 

width) was used to convert the spot diameters to angles on the sky. By far, the 

dominant aberration for ?/-tilts of the steering mirror was astigmatism, with coma 

and third-order spherical making a minor contribution. I expect tilts about the 

x-axis to introduce much less aberration since OAP2 should be much less sensitive 

to motions tangential to its axis of symmetry. 

2.6.2    Measured Optical Performance 

After modeling the optical performance of the top-box, I measured its pupil map- 

ping and on-axis imaging performance. To verify the actual pupil image diameter at 

the lenslet array some measurements were taken using the shimulator. A complete 

description of the shimulator and its role in testing the adaptive optics system is 

given in Chapter 3. Fortunately, a lens nearly identical to the collimating doublet 

that was installed in the wavefront sensor was available. By placing this lens in 

the top-box before the wavefront sensor was installed, I was able to form an im- 
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Figure 2.11 Wavefront error at the lenslet array for different field angles. The 
pupil steering mirror in a simulated top-box was tilted to view a series of field 
angles on the sky; the RMS wavefront error was then calculated. 

field angle RMS Spot RMS Spot 

(arcsec) diameter {\xva) diameter (arcsec) 

0 0.2 0.003 

10 1.7 0.028 

15 2.6 0.043 

30 5.2 0.087 

Table 2.8 Modeled RMS spot diameter on the wavefront sensor detector array. 
Diffraction effects by the lenslets were not modeled. A plate scale of 0.39 arcsec 
per pixel was used to convert the spot diameters to angles on the sky. The un- 
vignetted half-field of the telescope with the //15 secondary is 16 arcsec. The 
diffraction-limited spot diameter, 2.44A//.D, is 34 /xm. 
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Figure 2.12 Image of secondary mirror as appears at the lenslet array plane. 
This image was made without the field stop using illumination scattered from 
the surface of the secondary mirror. 

age of the secondary mirror. Using a video detector array in place of the lenslet 

array, the image shown in Figure 2.12 was obtained. Although the image suffers 

from spherical aberration, enough detail was present to evaluate the pupil mapping. 

The small bright dots in the image are fiducial marks placed at 2-inch intervals on 

the secondary. From the digitized video frame, the diameter of the image of the 

secondary was estimated at 1.71 ± 0.01 mm. The nominal pupil size is 1.728 mm 

with an allowable error of ±0.02 mm. 

The wavefront error introduced by the top-box optics was measured by placing 

a point source at the //15 focus and estimating wavefront gradients with wavefront 

sensor measurements. I then used the wavefront gradients to reconstruct a wave- 

front, as discussed in Section 4.2. After accounting for other sources of wavefront 

error, I found the remaining RMS error was about 50 nm or 0.08 waves. At the 

wavefront sensor image plane, this corresponds to a spot diameter of approximately 

1.4 //m or 0.022 arcsec on the sky. This is within the top-box design specification 

for collimation errors of less than 0.05 arcsec. [26] 

According to a top-box tolerance analysis, an alignment error at OAP2 of 0.25 de- 
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grees could explain the residual wavefront error measured with the wavefront sensor. 

The analysis showed the dominant error from introduced tilt was astigmatism, the 

aberration which dominated the wavefront measurements. Indeed, as explained in 

Appendix B, OAP2 is intentionally misaligned from its nominal position when the 

wavefront sensor is aligned to the top-box. 
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CHAPTER 3 

ADAPTIVE OPTICS TEST APPARATUS 

THE SHIMULATOR 

3.1    Introduction 

This chapter presents an analysis of the laboratory test apparatus for the 6.5 m 

MMT adaptive optics system, the shimulatorJ As described in Chapters 1 and 2, 

the MMT adaptive optics system employs a new and unexplored technology: an 

adaptive secondary mirror. [33] Every astronomical adaptive optics system requires 

many days to assemble, test, and troubleshoot. Its numerous components must 

work together before the benefits of the adaptive optics system can be realized. 

Optical elements must be mounted and aligned, electronics must be installed and 

connected, software algorithms must be written and debugged. These are time- 

consuming tasks, especially when new instruments and technologies are developed 

and implemented. Many of these tasks can be completed with individual components 

on the electronics workbench or in the optics laboratory, but closed-loop testing of 

the entire adaptive optics system is often completed on the telescope.   These on- 

' The shimulator is named for one of its functions: simulating a shimmering atmosphere. 
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telescope engineering trials consume valuable observing time, which would otherwise 

be dedicated to scientific investigations. Furthermore, engineering trials of the whole 

adaptive optics system usually require a telescope which is largely operational. In 

the case of a new telescope or the upgrade of an existing telescope, this requirement 

prevents the parallel development and testing of the adaptive optics system and the 

telescope. 

The solution to this challenge is to develop and test the entire adaptive optics 

system in the laboratory, before it is installed on the telescope. This permits a 

thorough and complete investigation of new instruments and algorithms without 

the competition and urgency that ordinarily accompanies the use of telescope time. 

Work in the laboratory is usually more efficient than work on an isolated mountain- 

top; laboratories are generally less remote with convenient access to the necessary 

infrastructure. The environment in the laboratory is more readily controlled than a 

telescope enclosure, permitting the isolation of the behavior of system components 

from significant environmental changes. 

The testing of large convex aspheric mirrors, however, presents its own set of 

difficult challenges. One common method for testing aspheric surfaces uses auxil- 

iary elements, known as null compensators or null correctors, which, when combined 

with the wavefront from the aspheric surface, produces a converging spherical wave- 

front. [34] Convex mirrors, unlike concave mirrors, do not convert light diverging 

from a point source into a converging beam. Therefore, the null corrector to test a 

convex aspheric mirror in reflection must be at least as large as the convex mirror 

under test. The Hindle test can be used to test a convex hyperboloid mirror, with- 

out a null compensator. [35] The convex hyperboloid is placed with its rear focus 

at the center of a large sphere as shown in Figure 3.1 (a). Light leaving the front 

geometrical focus of the hyperboloid will retro-reflect from the sphere, back to the 
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Figure 3.1 Traditional tests for convex hyperboloid mirrors. The figure on the 
left shows the Hindle test; the figure on the right shows the Simpson modified 
Hindle test. [34] 

front focus. Unfortunately, to perform the Hindle test without a relatively large 

obscuration requires a spherical mirror much larger than the convex mirror. [34] A 

modification of the Hindle test has been devised which does not require large refer- 

ence spheres. [36,37] The retro-reflection is provided by a partially-silvered concave 

surface of a transparent meniscus as shown in Figure 3.1 (b). The spherical aber- 

ration resulting from transmission through the concave surface of the meniscus can 

be balanced by proper choice of the radius of curvature of its convex surface. [38] 

Either of the Hindle tests is adequate for measuring the surface quality of a 

convex hyperboloid; however, testing an adaptive optics system with a Hindle-type 
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test is problematic. Since there are two reflections from the hyperboloid mirror 

surface, any path change introduced by an adaptive secondary mirror is doubled. 

Therefore, it takes only half of the usual actuator motion to cancel the optical 

path variations measured by the wavefront sensor. This situation would not permit 

realistic tests of the adaptive secondary at correcting strong turbulence at the full 

dynamic range of the wavefront sensor. Additionally, mirror control laws developed 

on the shimulator could not be employed in operating the adaptive optics system 

on the telescope without first modifying the control relationships. 

A more serious difficulty exists with using the modified Hindle test to exercise the 

6.5 m MMT adaptive optics system in particular. Recall, the adaptive optics system 

uses two wavelength bands for operation: to sense global tilt it uses the advantage of 

a smaller image and larger isoplanatic patch in the infrared, while it senses higher- 

order aberrations in the visible. Thus, a full test of the adaptive optics system 

requires simultaneous dual-wavelength testing. Because of dispersion in the glass 

of the meniscus Hindle element, dual-wavelength operation would not be possible 

without making its design achromatic. This, in itself, would be a challenging design 

effort. 

A solution to this challenge lies in the use of a computer-generated hologram. [39] 

Researchers at my institutions, the Steward Observatory Mirror Laboratory and 

the Optical Sciences Center, have pioneered techniques in using circular computer- 

generated holograms in testing aspheric surfaces—null correctors for large fast tele- 

scope primaries and for performing null tests of telescope secondaries directly. [40,41] 

A large full-size positive lens is placed directly in front of the hyperboloid secondary, 

as illustrated in Figure 3.2. The positive lens creates a converging wavefront normal 

to the mirror and focuses the light reflected from the mirror. Although the power 

of the large positive lens is split into two lenses to reduce spherical aberration, [42] a 
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Figure 3.2  Concept for the shimulator optical design. 
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significant amount remains—about 850 waves at 594 nm, at the edge of the pupil. 

In addition, the hyperboloid secondary introduces about 1100 waves of spherical 

aberration. A computer-generated hologram is inserted into the outgoing beam to 

correct the tremendous amount of spherical aberration. [43] The computer-generated 

hologram must correct the aberrations at two wavelengths simultaneously. This is 

accomplished by interleaving or multiplexing two hologram patterns on the same 

substrate. 

This test apparatus allows calibration and operation of the entire adaptive optics 

system, except for the laser beacon, in the laboratory. To help verify the shimulator 

alignment and to help calibrate the response of the wavefront sensor, a phase-shifting 

interferometer has been included. The next sections explain the optical and mechan- 

ical design of the shimulator in more detail. My work did not include designing the 

shimulator, but assembling and aligning it, and using it to test and calibrate the 

wavefront-sensing portion of the adaptive optics system. I present the optical design 

here simply for completeness. Section 3.4 gives an overview of the techniques that 

were developed and implemented to align the shimulator; special attention is given 

to design tolerances and compensators. Finally, Section 3.5 presents measurement 

and analysis of shimulator performance. For a description of how the shimulator 

was used to test and calibrate the wavefront sensor, please see Chapter 4. 

3.2    Shimulator Optical Design 

3.2.1    Shimulator Optical Design Requirements 

The optical design of the shimulator had several demanding requirements, several of 

which are listed in Table 3.1.[39] As mentioned above, since the 6.5 m MMT adap- 

tive optics system uses two wavelength bands to sense atmospheric path variations, 

a complete test of the system required the shimulator work the same for two wave- 
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specification       design goal 

wavelength 

focal plane 

pupil plane 

pupil mapping 

portable 

size 

simultaneous 594 nm and 1550 nm 

same as telescope; coincident for both wavelengths 

coincident for both wavelengths 

< 2 mm at secondary mirror 

same optical design for laboratory and telescope 

must fit within telescope interior envelope 

Table 3.1  Shimulator optical design goals. [39] 

lengths: one in the visible and one in the near infrared. The wavelengths chosen 

were based partly on the laser wavelengths that were commercially available. The 

594 nm helium-neon laser wavelength is fortunately close to the 589 nm sodium laser 

beacon wavelength; reliable semiconductor lasers at 1550 nm are easily obtained. 

For this work, however, the shimulator was operated and tested at only the 

visible wavelength. The original design of the turbulence generator used a flow 

of heated air through a portion of the beam. [28] Since the chromatic dispersion 

of air is negligible, the heated-air turbulence generator introduced the same path 

length variations for both wavelengths. Unfortunately, the heated-air design could 

not be made to match the strength turbulence found at the MMT. The design was 

changed to a near-index-match between two materials: acrylic and mineral oil. The 

acrylic was machined to match the Kolmogorov turbulence model. To reduce the 

phase variations introduced by the machined acrylic surface, mineral oil, with a 

refractive index close to that of acrylic, was used. The difficulty is the chromatic 

dispersions of acrylic and mineral oil differ; thus, the wavefront distortion imparted 

by the turbulence plate would differ for the two wavelengths. Both wavelengths 

could not be used with the current turbulence generator plates. As a result, until 
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this problem could be solved, it was decided to operate the shimulator with only 

594 nm wavelength light. 

The shimulator design should replicate the optical and mechanical characteristics 

the adaptive optics system will encounter when it is transferred to the telescope. 

This way, when the system is finally integrated with the telescope, few configuration 

changes will be required. The location of focal planes and pupil images should be the 

same relative to the top-box mounting flange. The f-number of the beam returned 

by the shimulator should be the same as the telescope f-number. For control of 

the adaptive mirror to work properly, the mapping of the secondary mirror to the 

pupil image at the wavefront sensor lenslet array must be accurate. The same 

pupil-mapping criterion that applied to the design of the top-box, less than 2 mm 

of error on the deformable secondary, was applied to the shimulator optical design. 

Lastly, testing of the adaptive optics system, during integration with the telescope, 

should not interfere with telescope operations at night. The shimulator optical 

mounts are being designed to be installed on the telescope during the day so the 

adaptive optics system can be tested without opening the telescope enclosure. The 

shimulator components can then be removed from the normal telescope optical path 

at dusk and reinserted the next morning. This presents a formidable challenge to 

the designer of the optical mounts if the large optical elements are to be positioned 

while maintaining the strict alignment tolerances. 

3.2.2    Shimulator Optical Design Overview 

An overview of the shimulator optical design is shown in Figure 3.3. Light from 

a 594 nm helium-neon laser is coupled into a single-mode optical fiber to form the 

source. [44] The speed of the beam leaving the fiber is increased with a small negative 

lens to overfill the 50 mm diameter computer-generated hologram. The hologram 

was made to add just enough aberration to offset the spherical aberration which will 
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be imparted farther along the optical path. When needed, the two near-index-match 

turbulence generators are placed between the source and the computer-generated 

hologram. [28] The position of the turbulence generators can be adjusted along the 

beam to control the strength of the turbulence. When no turbulence is needed, flat 

acrylic windows take the place of the turbulence plates to occupy the same optical 

thickness in the path. This eliminates the need to reposition the source when the 

turbulence generators are removed. 

The beam, with its large amount of spherical aberration, is then folded upwards 

90 degrees by a partially-reflecting beamsplitter. A doublet, which has a focal 

length of 536 mm, focuses the light roughly 1.4 m above. * The diverging beam 

travels another 6.7 m from the focus to just before the secondary mirror where 

it encounters a large two-element lens; the first element is equi-convex and the 

second is plano-convex. The converging rays reflect from the secondary at nearly 

normal incidence, and travel back through the two-element lens. Now, largely free 

of spherical aberration, the beam comes to a focus about 0.9 m above the smaller 

doublet. This is evident in Figure 3.4 which shows the outgoing beam and the 

incoming beam at the caustic above the small doublet. The spherical aberration, 

readily apparent in the outgoing beam, is absent from the incoming beam. 

The doublet relays the stigmatic image to the simulated telescope focus, at //15, 

about 1.3 m below.  This beam is reflected upwards into the top-box by a mirror 

in the place of the dichroic beamsplitter in the ARIES dewar. Because the image of 

the secondary mirror formed by the shimulator, as seen from the top-box, is not the 

same distance as the secondary mirror in the telescope, a lens is placed at the //15 

focus. This weak lens, with a focal length of 750 mm, corrects the pupil imaging in 

the top-box. Without the lens, the image of the secondary would not be formed on 

^Because of the large amount of spherical aberration, the term focus is ambiguous. I am 
describing the path of the marginal rays as they cross the optical axis. 
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source 
fiber 

Figure 3.3 Overview of shimulator optical layout. Detailed views of the source 
and image portion, and the secondary mirror portion of the optical path are 
shown. Solid lines mark the outgoing beam path; dashed lines show the beam 
path after reflection from the secondary mirror. Only the 594 nm beam path 
is illustrated. 
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outgoing beam returning beam 

Figure 3.4 Comparison of the spherical aberration in the outgoing and re- 
turning shimulator beams just above the smaller doublet, L3 and L4. The 
left-hand figure shows the outgoing beam with the negative spherical aber- 
ration imparted by the computer-generated hologram. The right-hand figure 
shows the returning beam after the spherical aberration has been corrected. 
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the pupil-steering mirror, causing translation of the pupil at the wavefront sensor 

when the pupil-steering mirror is tilted. 

3.2.3    Correcting Astigmatism in the Shimulator 

To allow the phase-shifting interferometer to measure the wavefront which is sent 

to the top-box, beamsplitters are used. On the way to the //15 focus, the beam 

encounters two partially-reflecting beamsplitters, both 8 mm thick and angled 45 de- 

grees to the beam. The first beamsplitter is the one that turned the beam upward, 

after it left the hologram; the other sends light to the phase-shifting interferome- 

ter. [45,46] 

Since the beamsplitters are tilted about orthogonal axes, much of the aberration 

they impart to the transmitted //15 beam is canceled. Thus, the beam that goes 

to the top-box is mostly free from aberration. This is not the case for the reflected 

beam passing through only one beamsplitter on its way to the phase-shifting inter- 

ferometer. A tilted parallel plate, when placed in a converging or diverging beam, 

shifts the beam laterally and introduces aberrations, mostly astigmatism. [21] The 

wavefront aberration coefficients for a tilted glass plate are given by 

I /n2 _ j\        ' 
Wo40 = -7T I  5~ ) uit        spherical (3.1) 

8 \   n6    / 

1 fn2-r 
2 V    n3 W\z\ = " ( 3—)uu3t     coma (3.2) 

1 /n2 _ -j\ 
W222 = — I  5— ) ü2u2t   astigmatism (3.3) 

2 \   ns   ) 

1 /n2 - 1\ 
W311 = — ( 5— ) ü3ut     distortion (3.4) 

2 \   nä    ) 

where n is the refractive index of the glass, ü is the chief ray angle with respect 

to the plate, u is the marginal ray angle with respect to the chief ray, and t is the 

thickness of the plate. [32] For an 8 mm thick plate of BK7 glass and an //15 beam, 
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symbol W040        W131 W222 W3U 

aberration       spherical       coma    astigmatism    distortion 

coefficient     -0.000775     -0.073 -1.72 -40.5 

Table 3.2 Wave aberration coefficients for an 8 mm thick beamsplitter at //15 
calculated using Equations (3.1) through (3.4). The index of the BK7 glass is 
1.517; the units are waves at 594 nm. 

the wave aberration coefficients, with their names, are listed in Table 3.2. Using 

optical analysis software, I calculated the root-mean-square (RMS) wavefront error 

as 0.41 waves at 594 nm, excluding tip, tilt, and focus. 

Just as the second beamsplitter canceled most of the aberration imparted by the 

first beamsplitter to the transmitted beam, a tilted parallel plate is introduced into 

the reflected beam to compensate for aberrations. This situation is illustrated in 

Figure 3.5 where the beam reflected to the phase-shifting interferometer is shown. 

Rays from the secondary are aberrated by passing through the first beamsplitter. 

The rays reflect from the second beamsplitter and are folded 90 degrees by a flat 

mirror. A 3 mm diameter mask is placed just before the //15 focus to eliminate the 

unwanted orders of the circular computer-generated hologram. [40] A tilted plate, 

which doubles as the beam combiner for the interferometer, cancels much of the 

aberration introduced by the first beamsplitter. Table 3.3 lists the Zernike polyno- 

mial coefficients which show the effect of introducing the corrector plate; the effect 

of introducing a corrector plate of the wrong thickness is also shown. The small 

amount of wavefront distortion remaining is from those aberrations which do not 

cancel when rotated by 90 degrees. Zernike phase components that depend on twice 

the angular pupil coordinate 26, such as astigmatism, cancel; those that are rotation- 

ally symmetric or depend on 6, 36, or 46 do not cancel. The optical analysis program 

reports the remaining RMS wavefront error as 0.013 waves at 594 nm, excluding tip, 
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light from 
secondary 

camera plane 

compensator plate 

fold mirror 

pupil imaging lens 

beamsplitters 

Figure 3.5 Shimulator beam path to the phase-shifting interferometer. Rays 
from the secondary are aberrated by passing through the first beamsplitter. A 
tilted compensator plate, which doubles as the beam combiner for the inter- 
ferometer, cancels much of the aberration introduced by the first beamsplitter. 
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corrector plate thickness 

none 8 mm 5 mm polynomial 

0.00 15.68 9.80 rcos(9) 

-15.74 -15.68 -15.70 r sin(0) 

-170.01 -28.04 -81.22 2r2-l 

0.00 0.00 0.00 r2sin(20) 

240.69 0.00 90.18 r2 cos(20) 

-5.56 -5.54 -5.55 (3r3 - 2r) sin(0) 

0.00 5.54 3.46 (3r3 - 2r) cos(6) 

0.97 0.96 0.96 r3 sin(30) 

0.00 0.96 0,59 r3 cos(30) 

0.00 -0.06 -0.04 6r4 - 6r2 + 1 

Table 3.3 Zernike polynomial coefficients show the effect of introducing the 
8 mm thick corrector plate: astigmatism is totally eliminated. The effect of 
introducing a corrector plate of the wrong thickness, 5 mm, is also shown. Units 
are nanometers, normalized to unit RMS. The y-axis is vertical and the rr-axis 
is horizontal, 6 is measured from the z-axis, increasing counter-clockwise. 

tilt, and focus. A single-mode fiber, placed just above the tilted compensator plate, 

introduces the reference beam. A small positive lens images the secondary mirror 

onto a video detector array. 

3.2.4    Phase-Shifting Interferometer 

A self-contained laser source supplies the test and reference wavefronts for the shim- 

ulator phase-shifting interferometer. It applies a shift to the phase of the reference 

beam and includes controls to optimize contrast in the interferogram. A schematic 

diagram of the laser source for the shimulator is shown in Figure 3.6. [44] Both the 

test beam and the reference beam are supplied from the same laser. The beams 

are transmitted to the shimulator over single-mode optical fiber.   The test beam 
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half-wave plate 

neutral density filter 

laser 

polarizing 
beamsplitter cube corner cube 

polarizer 

fiber coupling lens 

c c 

H 
half-wave plate 

fiber coupling lens 

test beam reference beam 

Figure 3.6 Schematic diagram of laser source for the shimulator. The laser 
output is split by a polarizing beamsplitter cube; one beam becomes the test 
beam while the other becomes the reference beam. A half-wave plate controls 
the fraction of light sent to each beam. The phase of the reference beam is 
shifted by a piezoelectric transducer which moves the corner cube and changes 
the path length. A second half-wave plate controls the polarization of the 
reference beam to maximize fringe contrast in the interferogram. Both beams 
are coupled into single-mode optical fibers for transport to the shimulator. 
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is injected into the shimulator just before the computer-generated hologram; the 

reference beam is combined with the test beam at the compensator plate in the 

interferometer. The wavefront sensor in the top-box receives only the test beam. 

The source starts with a laser which produces 2 mW of continuous power at 

594 nm wavelength; the output is linearly polarized. Neutral density filters are in- 

serted onto the laser beam to control the overall intensity. A half-wave plate, in 

a rotating mount, controls the angle of polarization of the beam which enters a 

polarizing-beamsplitter cube. This determines the ratio of the intensity transmit- 

ted and reflected by the beamsplitter cube. The reflected light is coupled into a 

single-mode optical fiber to become the test beam. A linear polarizer controls the 

intensity of the test beam. The transmitted light is retro-reflected by a corner cube 

before being coupled into the optical fiber for the reference beam. The test beam, 

after passing through the shimulator, is combined with the reference beam in the 

interferometer. A half-wave plate sets the polarization angle of the light in the ref- 

erence beam, allowing the contrast of the interference fringes to be maximized. The 

corner cube is mounted on a translation stage driven by a piezoelectric actuator for 

phase shifting. The phase of the reference beam is shifted by applying a voltage to 

the actuator, which moves the corner cube and changes the path length. The coarse 

position of the corner cube is adjustable so the path difference in the two beams 

can be set to an even integer multiple of the laser cavity length. This places the 

longitudinal laser modes in phase and improves contrast in the interferogram. 

A personal computer is used to control the phase shift of the reference beam. 

It contains an analog-to-digital converter which produces the voltage to drive the 

piezoelectric transducer. The shimulator test beam is combined with the reference 

beam to produce an interferogram which is imaged onto a detector array. The video 

signal from the detector array is digitized by a frame-grabber in the personal com- 
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puter. Five interferograms, with 7r/4 phase steps of the reference beam, are digitized 

to reconstruct the test wavefront. Commercial software is used to control the piezo- 

electric transducer, digitize the video signal, and reconstruct the wavefront. The 

software typically uses the five-step Hariharan algorithm to reconstruct the wave- 

front. [47] The Hariharan algorithm is insensitive to quadratic detector nonlinearity 

and, most importantly, it can tolerate large errors in the phase steps. For example, 

a IT/'20 error in the 7r/4 phase step (81 degrees versus 90 degrees), yields a maximum 

wavefront phase error of about 7r/500.[45] 

3.2.5    Shimulator Optical Design Review 

A review of the flow of signals between the components of the adaptive optics test 

system is illustrated in Figure 3.7. Different symbols are used to represent the 

various types of links between the components. The diagram does not include 

control of the secondary mirror, which is not yet implemented in the shimulator. 

Soon, a link between the wavefront computer and the secondary mirror interface 

will be added, permitting closed-loop correction of wavefront distortions. Presently, 

two personal computers are used: one to collect and analyze the phase-shifting 

interferometer data, the other to control and analyze the wavefront sensor data. The 

final products of the test system, at least for this work, are two types of wavefronts: 

1. wavefronts reconstructed from interferograms produced by the phase-shifting 

interferometer, and 

2. wavefronts reconstructed from images produced by the Shack-Hartmann wave- 

front sensor.§ 

The wavefronts produced with the interferometer were used to verify the calibration 

of the those produced by the wavefront sensor, as discussed in Chapter 4. 

§See Section 2.5 for a description of the wavefront sensor hardware and Section 4.3 for a 
discussion on how wavefronts are reconstructed from wavefront sensor measurements. 
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Figure 3.7 Flow diagram for the shimulator and top-box. Different symbols 
are used to represent the various types of links between the components. Two 
personal computers are used: one to collect and analyze the phase-shifting 
interferometer data, the other to control and analyze the wavefront sensor 
data. 
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Figure 3.8  Drawing showing two views of the shimulator tower. 

3.3    Shimulator Mechanical Design 

This section describes how the shimulator optical elements are mounted and how 

their positions are adjusted. Two views of the nearly 7 m tall shimulator tower 

are shown in Figure 3.8. Four outriggers, which add stability and provide vibration 

isolation using pneumatic actuators, are not shown in the drawing. The 8 m optical 

path between the doublet and the large lenses, shown earlier in Figure 3.3, has been 

folded twice. The first fold is from a solid elliptical mirror, about 22 x 34 cm along 

its axes; the second fold is from a light-weighted 50 cm diameter circular mirror. 

The mirror surfaces are parallel with the fold angle at each surface about 38 degrees; 

their tilts are adjustable in two axes. The secondary mirror is suspended from the 

shimulator tower by a hexapod. The hexapod, shown in Figure 3.9, has 6 legs, whose 

lengths are independently adjusted to control the position of the secondary mirror 

in 6 axes. The hyperboloid secondary mirror, still attached to its blocking body11, is 
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hexapod 

Figure 3.9 Drawing showing the hexapod support for the secondary mirror. 
The hexapod has 6 legs whose lengths can be independently adjusted to control 
the position of the secondary mirror in 6 axes. The secondary mirror, still on its 
blocking body, is suspended below the hexapod with a whiffletree. The three- 
point whiffletree for the spherical secondary is shown; a nine-point whiffletree 
was used for the hyperboloid secondary. 

held below the hexapod with a nine-point whiffletree. [15] The large 70 cm diameter 

lenses are mounted in a single lens cell suspended from the top of the shimulator 

by three threaded steel rods. The tilt and vertical (z-axis) position of the lenses 

is adjusted by turning nuts on the threaded rods. The horizontal (x- and y-axis) 

position is controlled by two fine-thread screws which press against the side of the 

lens cell. 

The remaining shimulator optical components are placed in the top-box as pic- 

tured in Figure 3.10. The smaller doublet (L3, L4) is mounted in a lens cell with 

three fine-thread screws which control its tilt in two axes. Micrometers are used 

to adjust the translational (x-, y-, and z-axis) position of the doublet. The two 

beamsplitters are held in a single mount whose vertical position and tilt in two axes 

"The aspheric mirror shell had not yet been integrated with the adaptive secondary; thus, the 
shimulator was tested with the shell attached to the blocking body. 
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Figure 3.10 Photographs showing three views of the shimulator components 
in the top-box. The top photograph is a view from above the top-box. The 
turbulence generator plates are not present, instead four plain acrylic plates 
are shown. 



82 

are adjustable. The doublet lens cell and beamsplitters are attached to a movable 

cantilever. When the shimulator is installed on the telescope, the cantilever swings 

to remove doublet and beamsplitters from the beam path. The computer-generated 

hologram, turbulence generator plates, and test beam optical fiber are mounted on 

an single aluminum plate, called the source table. Their positions on the table, as 

well as the position of the table, are adjusted with linear translation stages and mi- 

crometers. In addition, the computer-generated hologram is held in a gimbal mount 

with adjustable two-axis tilt. 

The phase-shifting interferometer is positioned in the top-box as shown in Fig- 

ure 3.11. Light from the smaller doublet is folded into the plane of the top-box optics 

bed by the lower beamsplitter. A small round mirror, with two-axis tilt adjustment, 

turns the beam roughly 90 degrees into the interferometer. The entire interferom- 

eter can be positioned vertically with a single actuator. The beam combiner and 

compensator plate has two-axis tilt adjustment only. A three-axis translation stage 

controls the position of the reference fiber. The pupil imaging lens has no adjust- 

ments at all. Finally, the video detector array, onto which the secondary mirror 

is imaged, is mounted on a three-axis translation stage. Table 3.4 lists the major 

shimulator optical elements with the possible adjustments used to control their po- 

sition. In some cases, more that one adjustment can control a particular motion; in 

that case, I have listed the most convenient adjustment. 

3.4    Shimulator Alignment 

The term alignment refers to setting the distances between the optical elements, 

adjusting their transverse positions, and adjusting their tilt with respect to the 

optical axis. In this section, I give a general overview of the techniques that were 

developed and implemented to align the shimulator. Appendix A presents a specific 
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Figure 3.11 Drawing showing the phase-shifting interferometer in the top-box. 
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component symbol translation tilt 

secondary mirror M2 hexapod x y z hexapod 

large lenses LI, L2 screws x y threaded rod +z 

large fold mirror Fl - /mi +z 

small fold mirror F2 - screws +z 

small doublet L3, L4 stage, /mi x y z fs 

beamsplitters Bl, B2 stage, /mi z fs 

source table ST stage, //m x z - 

hologram CGH - gimbal, fs 

turb. generator TGI, TG2 rail, clamp z - 

fiber, neg. lens - stage, fs x y z - 

interferometer PSI stage, screw y • - 

fold mirror PSIF1 - fs 

field mask - fsxy - 

beam combiner PSIB1 - fs 

reference fiber - fs x y z - 

pupil lens PSIL1 - - 

video detector - fs x y z - 

Table 3.4 Adjustments used to position the shimulator optical elements. For 
each element, the method of adjustment is listed with the axes which are con- 
trolled. A dash indicates that adjustment is not available. Abbreviations: 
fj,m = micrometer, fs = fine thread screw, usually with 80 threads per inch. In 
the top-box, the a:-axis is parallel to the optical bed. 
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procedure to follow to align the shimulator; this section describes how that procedure 

evolved. Specific optical design parameters and tolerances, and measurements of 

optical characteristics are also listed in Appendix A. 

Before aligning the shimulator, the first step was to characterize the first-order 

properties of the optical elements. Once the optical elements were reasonably char- 

acterized, the optical model used in the design phase was updated to calculate new 

spacings for the elements. The index of refraction and the curvature of the refrac- 

tive elements determine their first-order properties: focal length and cardinal points. 

The surface accuracy of reflective optical elements is especially important; poor ac- 

curacy in a mirror will have roughly four times the effect on wavefront error as poor 

accuracy in a refractive element. For both the large 70 cm lenses (LI, L2) and the 

smaller doublet (L3, L4), I obtained melt data, supplied by the glass manufacturer, 

to determine the refractive index. Since LI and L2 were fabricated at the Steward 

Observatory Mirror Laboratory, figuring data were available. From notes taken on 

test plate measurements, the radii of curvature of the LI and L2 surfaces were es- 

timated to be close to the upper limit of the design tolerance. The smaller doublet 

was fabricated by a commercial facility and test data were not available. Thus, 

its focal length was carefully measured using a phase-shifting interferometer. The 

procedure followed was the same procedure used to measure the back focal length 

of the wavefront sensor collimating lens, detailed in Section 2.5. The measured back 

focal distance was 0.4 mm longer than the designed back focal length of 523.3 mm. 

Other than the secondary mirror, these are the only major shimulator elements with 

curved surfaces. 

Next, I incorporated these measurements into the original optical design to up- 

date the nominal spacings between the elements. I used optical analysis software 

to optimize the updated design to minimize the RMS wavefront error and pupil- 
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spacing    nominal    change    Afocus     f/# AW Zn Z22 

(mm)       (mm)       (mm) (waves)     (waves)     (waves) 

M2-L1 25.7 -0.5 28.9 15.6 0.12 0.27 -0.013 

L2-L3 8075.6 -1.0 4.3 15.1 0.08 -0.17 -0.021 

CGH-B1 143.6 -0.5 1.2 15.3 0.44 -0.82 -0.690 

nominal 0    15.0 0.01       -0.01     -0.015 

Table 3.5 Tolerance analysis on shimulator element spacing. AW = RMS 
wavefront error in waves at 594 nm, Zn = third-order spherical aberration, 
Z22 = fifth-order spherical aberration. 

mapping error. The effects of varying the element spacings were then modeled to 

determine the tolerances on the spacings. Table 3.5 lists the effect of allowing three 

of the spacings to vary by small amounts. I estimate the spacings were actually set 

to within half the deviation listed in the table. As shown in Section 2.4, the f-number 

of the shimulator beam determines the size of the pupil image. As expected, my 

analysis showed the spacing between the secondary mirror (M2) and the large lenses 

(LI) has a strong influence on the f-number, thus an error in this spacing can lead to 

pupil-mapping errors. Also, I found the placement of the computer-generated holo- 

gram has a large effect on shimulator imaging performance. R. Sarlot conducted a 

similar analysis to determine the tolerances on de-centering and tilting the optical 

elements. [48] 

After the spacings and tolerances were determined, the actual alignment of the 

shimulator could begin. The process was divided into several phases: 

1. Install the secondary mirror and the large lenses in the shimulator tower; 

center them and set their spacings. 

2. Adjust the tilt of the large fold mirrors so the physical axis of the top-box is 

roughly aligned to the secondary. 
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3. Use an alignment telescope to locate and adjust the optical axis of the sec- 

ondary mirror and large lenses. 

4. Measure and set the distance between the large lenses and the mount for the 

smaller doublet using a theodolite. 

5. Use the alignment telescope to place the smaller doublet on the optical axis. 

6. Assemble and align the source fiber and computer-generated hologram on the 

source table; align the source table to the optical axis using special alignment 

marks generated by the hologram. 

7. Use the phase-shifting interferometer to fine-tune the CGH spacing and the 

alignment of the secondary mirror. 

These steps provide a rough outline of the alignment process. The last step is 

repeated occasionally, as thermal fluctuations, among other phenomena, require the 

tilts of some of the elements be adjusted to compensate. 

3.5    Shimulator Performance 

As mentioned above, the two primary measures of shimulator performance are wave- 

front error and pupil-mapping accuracy. For the adaptive optics system to operate, 

the mapping of the secondary mirror onto the pupil formed on the wavefront sen- 

sor lenslet array must be accurate. The phase-shifting interferometer was used to 

evaluate both of these measures. Figure 3.12 shows a wavefront measured by the 

interferometer, while Table 3.6 lists the first few Zernike coefficients for the shim- 

ulator wavefront. The RMS wavefront error is 0.72 waves at 594 nm wavelength 

with a peak-to-valley error of 4.1 waves. Tilt and defocus were removed as they are 

determined by the position of the reference fiber. Similarly, coma is determined by 

the tilt of the aspheric secondary mirror. With coma removed, the RMS wavefront 

error is is reduced slightly to 0.70 waves at 594 nm wavelength. 
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wavefront rms = 0.72 waves at 594 nm 
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Figure 3.12  Shimulator wavefront measured by the phase-shifting interferom- 
eter. Units are waves at 594 nm wavelength. 
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coefficient    polynomial name 

-50.3 r2 sin(20) astigmatism 

110.0 r2cos(20) astigmatism 

-83.0 (3r3 - 2r) sin(ö) coma 

-8.6 (3r3 - 2r) cos(ö) coma 

-177.8 r3sin(30) trifoil 

-95.4 r3 cos(30) trifoil 

-90.6 6r4 - 6r2 + 1 3rd order spherical 

-17.6 (4r4 - 3r2) cos(20) 

39.9 (4r4 - 3r2) sin(20) 

5.6 r4 cos(40) 

12.7 r4sin(40) 

6.0 (10r5 - 12r3 + 3r) cos(0) 

-71.8 (10r5 - 12r3 + 3r) sin(Ö) 

5.7 (5r5 - 4r3) cos(30) 

34.6 (5r5 - 4r3) sin(30) 

5.2 r5cos(50) 

3.9 r5 sin(50) 

-41.1 20r6 - 30r4 + 12r2 - 1        5th order spherical 

Table 3.6 Zernike coefficients of the shimulator wavefront measured by the 
phase-shifting interferometer. Tilt and defocus are not shown. Units are nano- 
meters, normalized to unit RMS. Relative to the top-box, the y-axis is vertical 
and the x-axis is horizontal, 9 is measured from the x-axis, increasing counter- 
clockwise. The RMS wavefront error was 425 nm. 
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The RMS wavefront error of 425 nm corresponds to an image size of about 3 times 

the diffraction limit. By far, the dominant aberration is trifoil, with a significant 

amount of astigmatism. According to computer modeling and intuition, trifoil is 

probably not an error of alignment; rather, it is more likely due to a surface figure 

error in a reflective element. The figure error could have been caused by insufficient 

support in mounting or by improper figuring during manufacture. To investigate, 

analysis of the self-weight deflection of the three large mirrors was performed. [17] 

The analysis showed the large amount of trifoil probably was not caused by self- 

weight deflection. A likely culprit is one of the thin beamsplitters. Since both the 

wavefront sensor and the phase-shifting interferometer see roughly the same trifoil, 

the upper beamsplitter (Bl) is possibly the cause. When time permits, it should be 

removed from the system and tested. If the trifoil is removed, the RMS wavefront 

error becomes 375 nm which corresponds to 2.5 times the diffraction-limited imaging 

performance. 

The relatively small amount of coma can be eliminated by carefully adjusting the 

tilt of the secondary mirror. The presence of third- and fifth-order spherical aber- 

ration suggests the spacing between the CGH and the smaller doublet was slightly 

in error. Indeed, careful measurement of the distance, using inside micrometers, 

showed it was about 0.5 mm too short.[49] According to the results of the tolerance 

analysis shown in Table 3.5, this spacing error accounts for the observed spherical 

aberration and more. At least, the signs and relative magnitudes of the two spherical 

aberration coefficients match the prediction for the CGH to L4 spacing. 

To measure pupil distortion, I placed small temporary markers on the surface 

of the secondary mirror at 50.8 mm (2 inch) intervals. Two rows of paper markers, 

or fiducial marks, were attached across the mirror diameter in a cross pattern. The 

commercial software used to reduce the interferometer data has the provision to 
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Figure 3.13 Secondary mirror fiducial marks as seen by the phase-shifting 
interferometer. The crosses in the image on the left-hand side show measured 
locations of the fiducial marks. The crosses were eliminated from image on the 
right-hand side so the fiducial marks can be seen. 

calculate the fringe modulation in the image as the phase is shifted. Naturally, the 

fringe modulation is zero at the opaque markers. Figure 3.13 shows an intensity map 

of the modulation over the secondary mirror. The fiducial marks are clearly visible, 

at least in false-color on a computer monitor, as areas of low modulation. I mapped 

the coordinates of the marks and compared them to their known placement. The 

mapping error as a function of radial position is shown in Figure 3.14. 

The bulk of the error was linear with radial position. This suggests an overall 

pupil scaling error, most likely due to inaccurately sizing the pupil in my analysis, not 

on the interferometer detector. The difference in slope suggests the aspect ratio of 

the interferogram may have been in error. The aspect ratio of the detector array was 

supplied to the interferogram analysis software based on data from the video camera 

manufacturer; it should be verified before suspecting an optical pupil distortion. 

When these overall scaling errors are removed, as shown in Figure 3.15, the residual 

mapping error is 1.1 mm RMS on the secondary mirror.   The maximum allowed 
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Figure 3.14   Pupil-mapping error as a function of radial position on the sec- 
ondary mirror. 
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Figure 3.15  Pupil-mapping error after removing overall scaling error. 
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mapping error of 2 mm was slightly exceeded for only two of the fiducial marks. This 

analysis shows that, other than overall pupil scaling, the residual mapping errors 

of the shimulator are acceptable. The next step should be to measure the mapping 

error at the wavefront sensor. One possible method is to scan a light-emitting 

diode across the mirror while monitoring the illumination in each subaperture of 

the wavefront sensor. [50] The diode position could then be correlated with changes 

in the total illumination in a given subaperture. This method would provide a robust 

means of measuring the pupil mapping error of the entire optical path. 
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CHAPTER 4 

WAVEFRONT SENSOR CALIBRATION 

AND TESTING 

4.1    Introduction 

This chapter presents work to calibrate optical path measurements made with the 

6.5 m Multiple Mirror Telescope (MMT) adaptive optics system and its Shack- 

Hartmann wavefront sensor. The measurements were made using an adaptive optics 

test tower, called the shimulator, at the Steward Observatory Mirror Laboratory. 

The 6.5 m MMT adaptive optics system is described in Chapter 2. The role of the 

shimulator in testing the adaptive optics system is given in Chapter 3. My goal 

in this investigation was to compare wavefronts reconstructed from measurements 

made by the wavefront sensor with wavefronts obtained using a phase shifting inter- 

ferometer. This comparison would confirm the performance of the top-box, help in 

the development of wavefront reconstruction algorithms, and, most importantly, val- 

idate the operation of the wavefront sensor in the presence of simulated atmospheric 

turbulence. 

By introducing known tilts to the optical path, the response of the wavefront sen- 
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sor, or transfer function, was calibrated. The transfer function gave the relationship 

between spot displacement and local slope over each subaperture. Next, I measured 

spot displacements, or centroids, for highly-aberrated wavefronts. Prom the cen- 

troids, wavefronts were estimated using a modal least-squares reconstructor.[51] I 

developed the reconstructor by modeling the response of the wavefront sensor to 

a set of modal wavefront inputs. An accurate theoretical model of the wavefront 

sensor was developed by taking a wave-optics approach, as opposed to the usual ge- 

ometric optics approach. [52] A wave-optics analysis includes significant diffraction 

effects not modeled by the geometric optics approach. Furthermore, the wave-optics 

approach can be extended to allow measurement of wavefronts with large aberra- 

tions, even where the wavefront distortions exceed the conventional dynamic range 

of the wavefront sensor. [53] I used this reconstructor to estimate wavefronts from 

the centroid measurements. 

The reconstructed wavefronts were then compared with wavefronts measured by 

the phase-shifting interferometer. To improve the comparison, I measured the aber- 

rations arising from optical elements unique to the path of the wavefront sensor, that 

is, the top-box optics. The root-mean-square (RMS) wavefront error from the entire 

top-box optical path was less than 70 nm. The effects of these non-common path 

aberrations were subtracted from the wavefront sensor measurements; the corrected 

results were then compared with the phase-shifting interferometer wavefronts. The 

wavefront measurement process is illustrated in Figure 4.1; the details are explained 

in the sections that follow. 

4.2    Wavefront Sensor Calibration 

As explained in Section 2.5, the Shack-Hartmann wavefront sensor divides the tele- 

scope pupil into a two-dimensional array of subapertures. The local wavefront slope 
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Figure 4.1  Block diagram of the wavefront sensor measurement process. 

over each subaperture was measured by observing the displacement of images of the 

reference source on the detector array. When the digitized images from the detector 

array are used to reconstruct wavefronts, four steps are performed: 

1. subtract dark frame, 

2. calculate centroids, 

3. apply offsets to centroids, 

4. convert to wavefront slopes. 

The following sections describe the measurements I made to calibrate the wave- 

front sensor response. These measurements were used in the steps listed above to 

reconstruct wavefronts from wavefront sensor images. 
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4.2.1 Dark Frame Subtraction 

Subtracting the dark frame removed the fixed pattern of noise, from read noise and 

stray light,1' on the detector array. The dark frame was collected by blocking the 

reference source, then collecting and averaging 64 wavefront sensor images. A new 

dark frame was collected whenever the integration time or the ambient illumination 

changed, and at the beginning of a data collection session. Of course, the dark frame 

did not correct for stray light from the reference source scattered from surfaces within 

the shimulator. Furthermore, flat-field correction was not applied to correct for the 

quantum efficiency of the pixels, nor to correct for the gain of the amplifiers. As 

mentioned earlier, the lenslet array is permanently bonded to the detector package, 

making uniform illumination of the detector array difficult. Although noise would 

have been less at lower temperature, the detector was operated at room temperature. 

When operated at — 70°C, the read noise of 3-6 electrons per pixel dominates other 

noise sources.[54] At 20°C, the dark signal is 104 electrons per pixel per second. For 

a 75 ms integration time, this corresponds to 750 electrons; which is much less than 

the 3 x 105 electron per pixel well depth. Thus, the signal performance was limited 

by photon-noise, not by the dark signal. Ample light was available from the 2 mW 

laser to fill the pixel wells while keeping the exposure time short. Neutral density 

filters were used to prevent saturation of the detector array. 

4.2.2 Centroid Calculation 

After the dark frame was subtracted, centroids were calculated for each subaperture, 

denoted k, by weighting the counts in each pixel of the sub-array by its distance 

from the center of the sub-array. Centroids, xk, are vectors given by 

* Although the shimulator was covered with sheets of black plastic to control stray light, not 
all of the stray light could be eliminated. 
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2k = EAlCn*n üx + ^^ üy (4.1) 

where iV is the number of pixels in the sub-array of subaperture k, cn is the number 

of counts for the nth pixel, xn is the ^-distance of the nth pixel from the center of 

the sub-array, and ux is a unit vector in the direction of the rc-axis. Recall that the 

detector array is divided into sub-arrays, each 6x6 pixels. When the wavefront 

sensor is used to operate the adaptive optics system, the sub-arrays are binned, on 

the detector chip, into 2x2 quad-cells. Thus the clock rate can be reduced by 9 

times, keeping the read-out time the same. Because the read noise is proportional 

to the clock rate, reducing the clock rate reduces the read noise by the same factor. 

Since I was interested in accurately measuring highly aberrated wavefronts, the sub- 

arrays were not binned. Binning reduces the dynamic range of slopes measurements. 

The first two steps in the calibration process, dark subtraction and centroid 

computation, are illustrated in Figure 4.2. Note the dark frame, Figure (a), in 

which each of the detector quadrants displays a different overall intensity level. The 

quadrants of the detector are transferred to separate storage areas, then passed to 

separate amplifiers, each with a different gain. This caused the quadrant pattern 

that appears in the dark frame. There is also a gradient, within each quadrant, in 

the read-out direction. The maximum intensity in Figure (b) is about 3.3 x 104 

counts; the digitizer has 15-bits of resolution, or 32,768 levels. The reference source 

intensity and detector integration time were adjusted so that the digitizer was near 

saturation for the pixels with the highest intensity. This maximizes the signal-to- 

noise ratio without the added complexity of cooling the detector. The centroids, 

shown in Figure 4.2 (d), were calculated according to equation (4.1). The average 

centroid displacement was 8.4 /im and the largest displacement was 28.8 /mi. 
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Figure 4.2 Dark subtraction and centroid calculation. Only the central 72 x 72 
pixels of the wavefront sensor detector array are shown; the 6x6 pixel sub-array 
boundaries are marked with black lines. The units are 15-bit digitizer counts. 
The integration time was 75 ms. Figure (a) shows the average dark frame, 
Figure (b) shows the unprocessed image, Figure (c) shows the dark corrected 
image, and Figure (d) shows the centroids. The average centroid displacement 
was 8.4 /xm (0.35 pixels) and the longest was 28.8 /im (1.2 pixels). 
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4.2.3    Centroid Offset Measurement 

The third step in the wavefront sensor calibration process was to measure centroid 

offsets. The offsets were due to the optical elements that were not part of the 

common path the wavefront sensor shared with the phase-shifting interferometer. 

These elements include the top-box mirrors, the collimating lens at the front of the 

wavefront sensor, and the lenslet array. When the adaptive optics system is installed 

on the telescope, the same corrections should be applied, for the top-box optical 

elements are not shared with the imaging sensor. These non-common path elements 

introduce small aberrations which are seen only by the wavefront sensor—not by 

the other instruments. The offsets need only be updated when the optical elements 

are moved or if they drift over time. 

To measure the offsets, I sent a spherical wavefront through the top-box to the 

wavefront sensor, where centroids were measured. The spherical wavefront was 

provided by coupling laser light into a single-mode optical fiber. Its 5 fim diameter 

fiber core acted essentially as a point source. First, the fiber was placed at the 

//15 focus, upstream of the mirror that folds light into the plane of the top-box. 

The fiber was positioned by observing light scattered back to the fiber from the 

wavefront sensor detector. Recall, the detector lies at the focal plane of the lenslet 

array. Although the silicon detector has an anti-reflection coating, its reflectivity is 

at a least few percent. [54,55] Light from the array of images formed by the lenslets 

was reflected back, from the detector, through the lenslets. This light passed back 

through the top-box to form an array of images of the fiber in the plane of the 

fiber. The specular reflection from the detector array formed a single bright image 

of the fiber; the scattered light from the detector array formed an array of less bright 

images of the fiber. I adjusted the transverse position of the fiber by centering the 

bright reflected image on the end of the fiber. To make fine adjustments of the fiber 
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alignment, I eliminated the tilt and defocus measured with the wavefront sensor. 

After the fiber alignment, 16 wavefront sensor images were recorded, averaged, 

and dark adjusted. I then calculated centroid offsets and reconstructed the wave- 

front using the least-squares reconstructor discussed in Section 4.3. The resulting 

wavefront sensor image and centroids offsets are shown in Figure 4.3, along with an 

image of the reconstructed wavefront. The first few Zernike coefficients are listed in 

Table 4.1. I calculated the RMS wavefront error to be 68 nm; the dominant aberra- 

tions were astigmatism and coma. Some of this error can be attributed to surface 

irregularities of the top-box mirrors. Table 4.2 lists the approximate surface errors 

of the three mirrors. [23] When combined in quadrature, the total wavefront error 

from the mirrors was 36 nm RMS. Another source of the centroid offsets was slight 

misalignment between the lenslet array and the detector array. This misalignment 

could be caused, in part, by irregularities in the arrangement of detector and lenslet 

elements. Minute positioning errors while bonding the lenslet array to the detector 

package may also contribute to the centroid offsets. The alignment was measured 

in the laboratory, yielding a residual wavefront error of 27 nm.[28] This adds to the 

wavefront error from the mirrors to yield 45 nm RMS, leaving about 50 nm RMS 

to other sources. These sources include intentional misalignment of the top-box 

optical elements to adjust pupil position at the wavefront sensor and accidental 

misalignment. 

The exact source of the centroid offsets is not important, as long as the offsets 

are small compared with the range of slopes that can be measured by the wavefront 

sensor using binned pixels. If these offsets are accurately measured and remain 

relatively stable in time, their effects can be reliably eliminated. After the centroids 

are calculated, the offsets are merely subtracted. To yield a final estimate of the 

local wavefront slope over a subaperture, the corrected centroids are converted to 
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Figure 4.3 Wavefront sensor image and wavefront error for aberrations mea- 
sured using a fiber at the //15 focus. Figure (a) shows the dark corrected 
image and the centroids. Figure (b) shows the wavefront reconstructed from 
the centroids; the units are nanometers. 
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coefficient polynomial 

13.0 r2 sin(20) 

-55.2 r2 cos(20) 

25.2 (3r3 - 2r) sin(0) 

-1.7 (3r3 - 2r) cos(ö) 

-4.2 r3 sin(30) 

-5.5 r3cos(30) 

8.4 6r4 _ 6r2 + 1 

8.7 (4r4 - 3r2) cos(20) 

-0.2 (4r4 - 3r2) sin(20) 

2.1 r4cos(40) 

6.7 r4 sin(40) 

2.0 (10r5 - 12r3 + 3r) cos(0) 

-5.2 (10r5 - 12r3 + 3r) sin(0) 

0.4 (5r5 - 4r3) cos(30) 

0.5 (5r5 - 4r3) sin(30) 

-4.4 r5 cos(50) 

0.3 r5 sin(50) 

Table 4.1 Zernike coefficients for top-box aberrations measured using a fiber 
at the //15 focus. Tip, tilt, and defocus are not shown. Units are nanometers, 
normalized to unit RMS. The j/-axis is vertical and the rc-axis is horizontal, 9 is 
measured from the z-axis, increasing counter-clockwise. Total RMS wavefront 
error was 68 nm. 
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mirror i surface wavefront 

(waves RMS) (nm RMS) 

OAPl 0.01 12.7 

PSM 0.025 31.7 

OAP2 0.01 12.7 

aOAP = off-axis paraboloid 
PSM = pupil-steering mirror 

Table 4.2 Wavefront error from surface irregularities of the top-box mirrors. 
The surface figure of the paraboloids was measured. [23] The surface figure of the 
steering mirror was estimated from specifications. When added in quadrature, 
the total wavefront error for the mirrors is 36 nm RMS. 

wavefront slopes, as described in the next section. 

4.2.4    Centroid to Wavefront Slope Conversion 

The final step in the wavefront sensor calibration process was to scale the centroid 

measurements to obtain slopes. The purpose of this step was to relate the response 

of the wavefront sensor to the local slope at each subaperture. Prom the centroid 

measurements xk, the local slope sk of the wavefront is given by 

where A is the wavelength and fi is the focal length of the lenslet. The weighting 

factor for each subaperture, wk, is ideally unity, however it can depend on the 

shape of the spots formed by the lenslets and their size in relation to the detector 

elements. [56] The weighting factor can be a linear multiplier or it can be a function 

of xk. These quantities are illustrated in Figure 4.4 where the geometry for a single 

lenslet is shown. The units of sk in equation (4.2) are radians of phase per unit 

transverse distance. 

Since slope calibration required the use of the electronically-actuated tip-tilt 
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Figure 4.4  Geometry for a single subaperture. The view is of a single lenslet 
looking down the y-axis. The detector array is in the x-y plane. 

mount for the pupil-steering mirror, its performance was evaluated. First, the rela- 

tionship between mirror angle and actuator displacement was measured. The 5 cm 

lever arm of the mirror mount was designed to give about 1 degree of angle per 

millimeter of actuator travel. Since the mount had been modified to accommodate 

the oversized electronic actuators, I sought to verify this relationship. With the 

actuators near the center of their travel and the mirror angle set to zero, the actua- 

tors were individually moved. The actuators reported the relative movement to an 

accuracy of better than 1 /mi. [20] As the actuators moved, the angle of the mirror 

was measured using a digital level. The angular movement was quite linear over the 

relatively small range which would be used. When the mirror mount was installed, 

however, some backlash or hysteresis was noted. To measure the backlash, I inserted 

a video detector array in the top-box, after the //23 focus, in place of the wavefront 

sensor. The secondary mirror was imaged onto the detector using a collimating 

lens identical to that in the wavefront sensor.*   One of the mirror actuators was 

* These video images were later used to estimate the magnification of the secondary mirror on 
the lenslet array, as described in Section 2.6. 
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angular response backlash 

tip 1.1 deg/mm 7 /xm 

tilt 1.1 deg/mm 18 /xm 

a tip = rotation about axis parallel to top-box plane 

tilt = rotation about axis perpendicular to top-box plane 

Table 4.3 Angular response and backlash of pupil-steering mirror mount. Note 
that the mount was oriented 90 degrees from its intended orientation; this may 
have contributed to the backlash. 

moved 100 /xm in one direction; an image was digitized and the reported actuator 

position was recorded. Then the actuator was moved again 100 /xm in the same di- 

rection. Next, the actuator was commanded to move in the opposite direction until 

the image reached the same position as was digitized before. The difference in the 

positions reported by the actuator yielded the backlash in that axis. The process 

was repeated for the other actuator. The backlash for each axis, along with the 

angular response, is listed in Table 4.3. This amount of backlash was problematic, 

for according to equation (4.2), 10 /xm of movement at the pupil-steering mirror 

corresponds to 22 /xm of centroid displacement. To avoid backlash, the mirror angle 

was changed by only driving the actuators in one direction. 

Having characterized the performance of the pupil-steering mirror mount, I could 

proceed with the wavefront sensor slope calibration. A reasonably planar wavefront8 

was passed from the shimulator to the top-box. I adjusted the pupil-steering mirror, 

while being mindful of mirror backlash, to minimize overall tilt as measured by the 

wavefront sensor. This left the spots approximately in the center of their sub- 

arrays. One mirror actuator was moved to bring the spots half-way to the edge of 

their sub-arrays.   Next, that actuator was commanded to make 10 steps of 2 /xm 

sThe RMS error in the wavefront generated by the shimulator was 400 nm. 
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in the opposite direction; centroids were measured at each step. After that, the 

overall tilt was again minimized, and the process was repeated for the other mirror 

actuator. 

The change in slope introduced to the wavefront for each actuator step can be 

found as follows. The quantity xk/fi in equation (4.2) is equal to the angle ak in 

Figure 4.4. Now, for small angles, ak oc A(f)k/dk where A0fc is the phase at the edge 

of the subaperture k and dk is the width of the subaperture, 144 /j,m. Since there are 

6 subapertures per pupil radius, A(f)k = A0p/6, where A0P is the change in phase at 

the edge of the pupil introduced by the mirror. Again, for small angles A(f>p oc apdp, 

where ap is the angle of the pupil-steering mirror and dp is the diameter of the 

pupil at the mirror, about 56 mm. This gives the change in slope for an actuator 

movement 

_.       27T 27T apdp ,. 0s 
5s = —ak = -r-^V- (4.3) 

A A 64 

where ap is the angular response of the mirror mount given in Table 4.3.   For a 

2 /im actuator movement, the change in wavefront slope at the lenslet array is 

about 0.0272 rad/zim.1  By measuring the average centroid displacement for each 

of the slope changes introduced by the pupil-steering mirror, the wavefront sensor 

slope response was calculated. Figure 4.5 shows the average centroid displacement 

for both axes as a function of wavefront slope. As one actuator of the mirror was 

moved, there were large centroid displacements in the corresponding axis of the 

wavefront sensor and small displacements in the other axis. This implies the axes 

of the mirror were not perfectly aligned with the axes of the wavefront sensor, or 

the gimbal axes were not perfectly orthogonal. A least-squares linear fit gives the 

^The expression for the slope introduced by the pupil-steering mirror is not exact. In the 
shimulator, a field lens is used at the //15 focus to correct the pupil imaging in the top-box. 
Because the focal length of the field lens was 600 mm instead of the required 800 mm, the pupil- 
steering mirror was not exactly at a pupil of the system. Large mirror tilts introduced a small 
translation of the beam on the lenslet array. 
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Figure 4.5 Average centroid displacement as a function of wavefront slope 
change introduced by the pupil-steering mirror. The dashed lines show a least- 
squares linear fit; the points at the slope extremes were not used. 
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average change in centroid for a change in slope, dx/ds. In fitting the points, I 

ignored the centroid offsets at the slope extremes, as the spots were not entirely 

contained within their sub-arrays. The two components of centroid motion were 

added in quadrature. The resulting value for dx/ds was used in equation (4.2) to 

solve for the weighting factor 

wta 1.409^ + 1.328% (4.4) 

which is the same for all subapertures. This agrees favorably with weighting factors 

of 1.33 and 1.34 reported by T. Rhoadarmer. [28] Given the adjusted and calibrated 

centroid displacements, the wavefront is reconstructed as described in the next sec- 

tion. 

4.3    Wavefront Reconstruction Algorithm 

Before the wavefront sensor measurements could be compared with phase-shifting 

interferometer measurements, an estimate of the original wavefront had to be re- 

constructed from the calibrated centroids. In this section, I describe my approach 

to developing a wavefront reconstructor. The process of wavefront reconstruction in 

the typical adaptive optics system involves converting wavefront slope or curvature 

measurements into commands that are applied to a wavefront corrector. My goal 

was slightly different—I wanted an accurate estimate of the wavefront to evaluate the 

performance of the wavefront sensing portion of the adaptive optics system. I chose 

to implement a modified least-squares reconstructor.[51,57,58] The least-squares re- 

constructor seeks to minimize the difference, or mean-square error, between the 

measured slopes and those that would be observed from a given set of modal wave- 

front inputs. The general technique is developed and discussed by Hardy. [56] A brief 

overview of the least-squares reconstruction technique is presented here, followed by 

a short description of my implementation of the modal reconstructor. 
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The goal here is to fit the slope measurements to an estimate of the wavefront 

by minimizing the mean-square error. The wavefront 0(x, y) may be expressed as 

an expansion of basis functions, or modes, defined over the telescope pupil 

M 

Hx,y) = ^2amZm(x,y) (4.5) 
m=l 

where the am are the M coefficients, to be determined, and Zm(x,y) are the basis 

functions, which are orthogonal over the pupil. Since the basis functions are orthog- 

onal, the coefficients am are mutually independent. It is convenient to choose Zernike 

polynomials for the Zm(x,y).[59] They have zero mean and can be normalized so 

their mean-square phase is 

M 

*J = E <&• (4-6) 
m=l 

The x- and ^/-slopes are obtained by differentiating equation (4.5) 

sx(x,y) = —(f)(x,y) 

sy(x,y) = —(f>(x,y). 

(4.7) 

In a Shack-Hartmann wavefront sensor, the slope is measured over distinct areas 

defined by each subaperture. This yields two vectors of slope measurements whose 

elements for each subaperture k, centered at coordinates (xk,yk), are given by 

M d = ^fc = Ea- 
a M 

!£ = ^fc = Ea" dy 
m=\ 

£zm(x,y) 

9 „ ,   ; 
^Zm(x,y) 

(x,y)=(xk,yk) 

{x,y)=(xk,yk) 

(4.8) 

Equation (4.8) can be written in matrix form as 

s = Da (4.9) 
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where a is the vector of Zernike coefficients, D is a matrix of derivatives of the 

Zernike basis functions, and s vector containing the measured x- and ^/-slopes. The 

vector of Zernike coefficients, a, has M elements, D is a rectangular matrix with M 

columns and 2P rows, and the vector of x- and ^/-slopes, s, has 2P elements. P is 

the number of subapertures in the pupil. 

Recall, the goal is to find the coefficients a, given the vector of slopes s, by 

minimizing the difference (s - D a). If we multiply equation (4.9) from the left by 

D* (the transpose of D) we have the normal equation 

(D+D^DU. (4.10) 

The standard least-squares solution[60] is found by inverting (Df D) and multiplying 

to yield an estimate of the coefficients 

äL5 = (DtD)-1Dts. (4.11) 

To implement the solution given in equation (4.11), several approaches are possi- 

ble. First, a general approach is outlined, then a description of the particular method 

I implemented follows. For the chosen basis functions, the Zernike polynomials, the 

derivatives that make up D can be found analytically. The derivatives are evaluated 

at each subaperture, (xk,yk), and used to build D. Alternatively, the complexity 

of finding analytic expressions for the gradients can be avoided by evaluating the 

derivatives of the Zernike polynomials numerically. Next, the least-squares solution, 

(Df D)_1Dt is calculated. This solution and the measured slopes are inserted into 

equation (4.11) to find an estimate of the coefficients aLS. Of course, the same 

solution is used repeatedly to estimate coefficients from the separate sets of slope 

measurements. Finally, by substituting the polynomial coefficients kLS into equa- 

tion (4.5), one obtains an estimate of the wavefront. There are 108 subapertures; I 

used 99 modes. The sizes for the arrays in equation (4.11) are listed in Table 4.4. 
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array &LS (DtD^Dt s 

variable" 

dimension6 

M x 1 

99 x 1 

Mx2P 

99 x 216 

2Pxl 

216 x 1 

a M = number of modes 

P = number of subapertures 
rows x columns 

Table 4.4 Dimensions of the arrays in equation (4.11). 

To construct D, I took a slightly different path. The intermediate step of con- 

verting centroids to slopes was eliminated by expressing D in terms of centroids 

instead of slopes. Centroids were then used to reconstruct a wavefront directly. 

This generalization was valid since, from equation (4.1), centroids and slopes bear a 

linear relationship. D became a matrix of centroids, instead of slopes, that resulted 

when each of the modal basis functions was processed by a theoretical model of the 

wavefront sensor. I developed my reconstructor by accurately modeling the response 

of the wavefront sensor by applying wave-optics techniques, [52] as opposed to fa- 

miliar geometric optics methods. [21] The wave-optics analysis included important 

diffraction effects not modeled by geometric optics. This technique of modeling the 

wavefront sensor was adapted from an approach used by Roggemann and Schulz to 

extend the measurement capabilities of Shack-Hartmann wavefront sensors. [53] A 

short introduction to wave-optics analysis is presented below; the interested reader 

is encouraged to consult the references for a thorough treatment. 

In wave-optics analysis, optical instruments are treated as linear, space-invariant 

systems.[52,60,61] The instruments are modeled using mathematical operators, de- 

noted <S{-}. Inputs to the optical instruments are cast as functions, gi(xi,yi). The 

set of input functions are mapped to a set of output functions, g0(x0,y0), by the 
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mathematical operators 

9o{xo, Vo) = S{gi(xi, yi)}. (4.12) 

For example, the Shack-Hartmann wavefront sensor maps an input complex field 

amplitude at the lenslets to the output field amplitude at its detector. The effect of 

the individual components of the optical system can be characterized using separate 

mathematical operators that are applied to the input functions in succession. The 

output of a linear space-invariant system, at output coordinates {x0,y0), can be 

completely characterized by its response, h, to an impulse or delta function, denoted 

5, at input coordinates (xi,yi) 

h(x0, y0; Xi, yi) = S{6(xi,yi)}. (4.13) 

The function h is called the impulse response or point-spread function. For a space- 

invariant system, the output is given by the convolution of the input function with 

the impulse response 

9o(x0, Vo) = / /      9i{xi, yi) h(x0 - xit yQ - yi) dx{ dy{. (4.14) 

The convolution integral is written more compactly as 

9o = 9i®h (4.15) 

where <g> indicates that g{ and h are convolved to yield g0. The cumbersome convo- 

lution integral becomes a simple multiplication in the frequency or Fourier domain 

G„{fx, fy) = H(fxt fy) Gi(fx, fy) (4.16) 

where the capital letters represent the Fourier transform of their respective functions. 

For example, the Fourier transform of the impulse response function is written 

H(fx, fy) = If     h(xu Vi) exp[-j 2ix(fx x{ + /„ Vi)] dx{ dVi. (4.17) 



114 

The function H(fx, fy) is known as the transfer function of the system. The output 

of the system is found by computing the Fourier transform of the input function, 

multiplying by the transfer function, and computing the inverse Fourier transform 

of the product. The Fourier transform operation is written F{-} and the inverse 

Fourier transform is written J7'1^}; thus, H = F{h} and h = F-l{H). Working 

in the frequency domain can greatly simplify the analysis of optical systems. For 

example, under certain limitations, the far-field diffraction pattern from an aperture 

is simply given by the Fourier transform of the aperture function. [61] 

The mathematics of scalar diffraction theory can be recast onto this framework 

of linear, space-invariant systems. The concept of the angular spectrum of plane 

waves is central to this approach. Goodman describes the plane wave spectrum: 

If the complex field distribution of a monochromatic disturbance is Fourier- 

analyzed across any plane, the various spatial Fourier components can 

be identified as plane waves traveling in different directions away from 

that plane. The field amplitude at any other point (or across any other 

parallel plane) can be calculated by adding the contributions of these 

plane waves, taking due account of the phase shifts they have undergone 

during propagation. [52] 

Using this approach, wave propagation over a distance z can be seen as a linear 

filter with a transfer function 

tia\Jxi Jy) — 
_ UP[;WI-(A/*)

2
-(A/,H   ^/7J+7?<i, 

(4.18) 
0 otherwise. 

We are now in a position to analyze the behavior of a Shack-Hartmann wavefront 

sensor using a wave-optics approach. We start with an aberrated wavefront of unit 

amplitude at the entrance pupil of the telescope.   Let the pupil function of the 
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telescope be 

P{x,y) 
1    inside the aperture, 

(4.19) 

0   otherwise. 

The complex field amplitude of the aberrated wavefront at the aperture of the 

telescope is 

Uab(x, y) = P{x, y) exp[ j 4>ab(x, y)] (4.20) 

where 4>ab{%,y) is the wavefront phase. Assume the telescope aperture is perfectly 

imaged onto the lenslet array. We will find it helpful to define the amplitude transfer 

function, ta(x,y), of an aperture or thin optical element as the ratio of the trans- 

mitted field amplitude, Ut{x,y), to the incident field amplitude, Ui(x,y), 

Ut{x,y) 
ta(x, y) = (4.21) 

Ui(x,y)' 

The amplitude transfer function in the paraxial region of a lens with focal length 

fi, centered at coordinates (xk,yk), is 

tl(x,y) = exp 
K 

-jj7(x-xk)
2 + (y-yk)2 (4.22) 

where K = 27r/A.[52] The spatial extent of a rectangular lens can be limited using a 

rectangular aperture function 

1    |x| < i, 

rectfr) = { I    \x\ = \, (4.23) 
2      l-*l        2' 

0    otherwise. 

Thus, the amplitude transfer function of the lenslet array in the Shack-Hartmann 

wavefront sensor is 

tsh{x,y) = J^exp 
fc=i 

K 
-jj7{x-xk)2 + (y-yk)

2 (x-xk\     ,(y-yk rect I  :— I rect 
d 

(4.24) 
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where d is the width of a lenslet.[53] The field amplitude transmitted by the lenslet 

array is 

Uia(x, y) = Uab(x, y) tsh(x, y) 
(4.25) 

= P(x,y) exp[j (f)ab(x,y)]tsh(x,y). 

Recall, the detector array lies a distance // behind the lenslet array. To find the 

field amplitude at the detector array, we Fourier transform Uia(x,y), given by equa- 

tion (4.25), multiply by the propagation transfer function Ha(fx,fy), then inverse 

Fourier transform the result. Thus, the field amplitude at the detector array is 

Uda(x,y) = F-l{HUia{x,y)}Ha{fx,fy)} (4.26) 

where Ha(fx, fy) is given in equation (4.18) with z = ft. The amplitude and phase 

of the field at the detector array coordinates (x, y) are calculated by evaluating the 

Fourier transform at spatial frequencies (fx = x/\fhfy = y/\fi). The intensity 

distribution in the plane of the detector array is 

Ida(x,y) = \Uda(x,y)\2. (4.27) 

To accurately model the intensity pattern on the detector array, I gave close at- 

tention to sampling of the various functions. In equation (4.25), the sample spacing 

Ax in the lenslet plane is chosen to satisfy 

.    ^ 2\fi      2(0.59//m) (3400//m)     nt , 
Axi -W = 3(144^) -9'4"m <428> 

where fi is the focal length of the lenslets and d is the pitch of the lenslets.[53] A 

generous margin was provided by choosing Ax = 2.7 /mi. This yielded more than 

50 samples per lenslet. Sampling in the Fourier domain depends on the choice of Arc. 

The number of samples in the plane wave spectrum propagator of equation (4.26) 

must satisfy the condition [53] 
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Figure 4.6 Simulated intensity pattern on the wavefront sensor detector ar- 
ray for the Zernike polynomial Zw = y/8r3cos(39). This represents a small 
section of the detector array about 30 detector pixels wide. The diffraction 
patterns from the square lenslets are evident. The arrows show the relative 
spot displacement from the center of each sub-array. 

A fast Fourier transform algorithm, requiring N = 2n where n is an integer, was 

used in these calculations; thus, the number of samples used was N = 1024. 

Using the expression for the field amplitude at the detector array in equa- 

tion (4.26), I developed a model of the wavefront sensor. An image showing a 

portion of the intensity pattern on the detector array for the Zernike polynomial 

Zw = y/8r3 cos(30) is shown in Figure 4.6. The diffraction patterns from the square 

lenslets are evident. The arrows show the spot displacement from the center of the 

sub-array. This theoretical model was the foundation used to build a reconstructor 
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that estimates wavefronts from centroid measurements. 

To review, the algorithm I used to build the reconstructor followed these steps: 

1. compute amplitude transfer function of lenslet array, tsh(x, y), 

2. compute angular spectrum propagation transfer function, Ha(fx,fy), 

3. generate phase for each Zernike mode, <f)™b(x,y) = Zm(x,y) , 

4. calculate intensity pattern at detector array for each Zernike mode, 7da(rc,t/), 

5. build matrix D by computing centroids from Ida(x,y), 

6. calculate least-squares solution, (DtD)-1Dt. 

I used this reconstructor to estimate wavefronts from the centroid measurements. I 

then compared the reconstructed wavefronts with wavefronts measured by a phase- 

shifting interferometer, as described in the next section. 

4.4    Comparison of Wavefront Sensor and Phase-Shifting In- 

terferometer Measurements 

After the optical elements of the shimulator were carefully assembled and aligned, 

the spacings between the elements were measured and adjusted to be within ac- 

ceptable tolerances. Using phase-shifting interferometer wavefront measurements 

as a guide, I adjusted the position of the secondary mirror to minimize coma and 

spherical aberration. The top-box optical components were assembled and precisely 

attached to the optical bed. The new wavefront sensor optics were installed and 

the top-box optical components were aligned. In total, over thirty optical elements 

ranging in size from 5 //m to 65 cm were aligned to tolerances as small as 20 //m. 

After performing the calibrations to the wavefront sensor measurements outlined 

above, I sought to compare wavefronts measured by the phase-shifting interferom- 

eter.   First, measurements were taken with both instruments and no additional 
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plate position dn 

1 89 18 

2 122 24 

Table 4.5 Turbulence plate positions and beam diameters (dn). Units are mm. 

aberrations added by the turbulence plates. Then, five sets of measurements were 

taken in the presence of large amounts of simulated turbulence. 

Using commercial software, I recorded phase-shifting interferometer fringes and 

generated wavefronts. I collected several sets of fringes and averaged the wave- 

fronts that were reconstructed from these fringes. This helped to eliminate the 

effects of non-static turbulence in the optical path and reduce the measurement 

noise. The main goal was to determine how well the wavefront sensor could measure 

large amounts of wavefront deformation. To accomplish this, I inserted two near- 

index-match optical elements to introduce a static wavefront deformation. These 

turbulence plates, designed and built by T. Rhoadarmer [28], were added and the 

interferometer and wavefront sensor measurements were recorded. The positions of 

the plates relative to the fiber source, along with the beam diameters at the plates, 

are listed in Table 4.5. The turbulence plates were built with a coherence length, 

r0, of about 1.2 mm. The ratio of the diameter of the beam, d, to the effective 

coherence length, reJ*, is given by 

(*r-er*(9* 
where dx and d2 are the beam diameters at the two turbulence plates, and r0 is the 

coherence length of the phase profiles from each of the turbulence plates. Thus, 

d/rlff was about 27, which yields an re
Q
ff of about 24 cm on the sky. 

I found the best results could be obtained when the milling marks from the 
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trial PSI WFS PSI - WFS 

0 479 515 173 

A 706 722 289 

B 844 844 323 

C 1602 1457 391 

D 1196 1053 363 

E 583 652 349 

Table 4.6 Wavefront statistics for measurements made using the phase-shifting 
interferometer (PSI) and wavefront sensor (WFS). Listed are the RMS wavefront 
errors for the PSI, WFS and the difference between the two. Trial 0 is with 
no turbulence plates, trails A-E are with two turbulence plates. Units are nm; 
tilt and defocus have been removed. 

two turbulence plates were arranged at right angles to each other. Diffraction from 

the milling marks in the turbulence plates also caused small areas of poor fringe 

modulation where the phase could not be determined from the phase-shifting inter- 

ferometer measurements. [28] These small areas were filled in by applying a median 

window to the reconstructed wavefronts using the interferogram analysis software. 

The wavefronts measured by the phase-shifting interferometer were then rotated to 

match the orientation of the wavefront sensor and Zernike polynomials were fitted 

to the wavefronts. 

The following figures show a sample of the reconstructed wavefronts. The wave- 

fronts with no turbulence plates, only the plain shimulator beam, are shown in 

Figure 4.7. Wavefronts from one of the five trials, trial D, are shown in Figure 4.8. 

For a clear comparison of the wavefronts, profiles of the wavefronts along two axes 

are plotted in Figure 4.9. The smoother profiles are reconstructed from wavefront 

sensor data. Table 4.6 lists wavefront statistics from the five sets of measurements 

made using the phase-shifting interferometer and wavefront sensor. 
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Figure 4.7 Wavefront reconstructions with no turbulence plates using (a) 
phase-shifting interferometer data, (b) wavefront sensor data, and (c) the dif- 
ference (a - b). Units are nm; tilt and defocus have been removed. 



122 

wavefront rms = 1196 nm 

wavefront rms =1053 nm 

wavefront rms = 363 nm 

3000 

2000 

1000 

0 

-1000 

-2000 

•-3000 

3000 

3000 

1-1000 

1-2000 

•-3000 

Figure 4.8 One of the five sets (trail D) of wavefront reconstructions with two 
turbulence plates using (a) phase-shifting interferometer data, (b) wavefront 
sensor data, and (c) the difference (a - b). Units are nm; tilt and defocus have 
been removed. 
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Figure 4.9 Comparison of wavefront profiles for wavefront reconstructions using 
phase-shifting interferometer and wavefront sensor. The top profiles are with no 
turbulence plates; the next five sets of profiles are trials with different rotations 
of two turbulence plates. Units are nm; tilt and defocus have been removed. 
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As can be seen from Figures 4.7 and 4.8 (c), some of the difference in wavefront 

measured by the wavefront sensor (WFS) and the phase-shifting interferometer (PSI) 

is of spatial frequency too high to be detected by the WFS. But this can explain 

only part of the discrepancy. For example, if we calculate, for the two turbulence 

plate case, the RMS of the difference between the WFS wavefront and the Zernike 

polynomial fit of the PSI wavefront, we get about 340 nm RMS, only slightly less 

than the 360 nm RMS corresponding to the difference between the WFS wavefront 

and the raw PSI wavefront. Let us take a closer look at the two turbulence plate 

case. 

From the wavefront images, we can see that much of the difference may be due to 

fitting errors near the edge of the WFS data. This is especially evident in Figure 4.9. 

In fact, if we calculate the RMS difference over only the central 80 percent of the 

pupil diameter, we get about 235 nm for the two turbulence plate case. 

Note also in Figure 4.9 that the peaks and valleys of the WFS wavefronts often 

occur at a smaller radial position than those of the PSI wavefronts. This suggests an 

error in the imaging of the pupil on the WFS lenslet array, that is, the image of the 

pupil is too small. The observation that the subapertures at the edge of the pupil 

receive less illumination than those well inside the pupil supports this notion. If we 

increase the assumed size of the WFS pupil by 6 percent, then calculate the difference 

between the WFS and PSI wavefronts, we get about 265 nm RMS. This reduces to 

210 nm RMS if we consider only the central 80 percent of the pupil diameter. Recall, 

as described in Section 2.6.2, the pupil size was measured at 1.71 mm, only 1 percent 

less than the nominal 1.728 mm. An error in imaging the pupil seems an unlikely 

explanation for the difference in the measured wavefronts. Perhaps inaccuracies in 

the wavefront sensor measurement of high-order Zernike modes provides a better 

explanation. 
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Figure 4.10 Interferogram from the video camera of the phase-shifting inter- 
ferometer. Note the uniform intensity of the fringes over the outer half of the 
pupil. 

There may be other reasons for the reduced illumination near the edge of the 

pupil. Obvious reasons include the gaussian intensity profile produced by the fiber 

source and uneven spray-silver coatings on the large mirrors in the shimulator. If 

one examines a raw PSI image, as shown in Figure 4.10, we see that although the 

intensity drops off with radial distance from the center, the decrease is quite gradual. 

So, unless the top-box optics are to blame for non-uniform illumination of the pupil, 

further investigation is warranted. 
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CHAPTER 5 

GAP SENSORS: THEORY AND DESIGN 

5.1    Introduction 

The 6.5 m MMT adaptive optics system employs a unique adaptive secondary mir- 

ror. Using the secondary mirror for wavefront correction eliminates many of the 

extra mirrors required to implement an adaptive optics system. With fewer mirrors, 

light throughput is increased and thermal emissivity is reduced. This improves the 

imaging of faint objects, especially at infrared wavelengths. [16] 

The adaptive secondary mirror consists of three layers, as shown in Figure 5.1. 

The deformable mirror surface is a convex shell made from Schott Zerodur.t The 

aspheric shell is 1.8 mm thick and 640 mm in diameter. [15] It is supported mechan- 

ically by a hub attached to a flexure mounted to the center of a 50 mm thick glass 

reference surface. This flexure constrains the lateral position of the shell during op- 

eration and supports the shell against gravity when the mirror is not operating. The 

reference surface was carefully fabricated from Corning ultra-low expansion glass. 

Behind this is a 50 mm thick spherical aluminum cold plate. The 336 electromag- 

netic force actuators are attached to the cold plate and extend through the reference 

'Zerodur is a glass-ceramic material with an extremely low coefficient of thermal expansion. 
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Figure 5.1 Parts of the adaptive secondary mirror. Figure (a) shows an ex- 
ploded view of the thin aspheric mirror shell, thick reference plate, and cold 
plate. Figure (b) is a cross section of a single electromagnetic force actuator 
and its capacitive position sensor. The actuators consist of an electromagnet 
that drives a small permanent magnet attached to the back of the deformable 
mirror shell. 

surface. The actuators consist of electromagnets that drive small permanent mag- 

nets attached to the back of the deformable mirror surface. 

Capacitive position sensors have been placed at each force actuator, to allow local 

control of the actuator position. The capacitive position sensors share a common 

plate formed by applying a layer of chromium to the back surface of the deformable 

mirror. The other capacitor plates are formed by rings of chromium applied to 

the reference surface around each actuator. Actuator position is referenced to the 

precisely polished glass surface. The position sensors allow the shape of the mirror 

to be controlled without measuring the reflected wavefront; thus, the secondary can 

be used for observations without requiring operation of the entire adaptive optics 

system. The distance between the deformable mirror and the reference surface is 

nominally 40 /mi. This thin air film provides viscous damping to control resonance 

in the flexible mirror. [62] 
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The capacitive sensors will be used to measure and control the deformable mirror 

at a bandwidth of 1 kHz with an accuracy of a few nanometers. [63] The sensors must 

be calibrated to provide an accurate measurement. One technique for calibrating 

these capacitive sensors, uses a phase-shifting interferometer to measure small dis- 

placements of the secondary mirror surface. Such an interferometer is not typically 

available on astronomical telescopes. I have developed a small optical instrument, 

called a gap sensor, that measures the absolute distance between the thin shell and 

the thick reference surface. The gap sensors will be installed at 24 locations on 

the adaptive secondary mirror. They will allow the capacitive position sensors to 

be quickly and accurately calibrated without installing and aligning an interferom- 

eter on the telescope. The gap sensor is a unique tool for precisely measuring the 

thickness of any transparent film and thus has many applications beyond the one 

described here. 

5.2    Optics of Thin Films 

5.2.1    Reflected Intensity for a Film Between Glass Surfaces 

Under certain conditions, when two waves reflect from the surfaces of a thin film, 

the waves interfere constructively if the optical thickness of the film is an integral 

number of half-wavelengths. By observing the pattern of interference between the 

two waves as their wavelength is varied, the thickness of the film can be determined. 

Before attacking the problem of multiple beam interference in multiple layers of thin 

films, we first consider a simple thin film between two thick surfaces. A film is thin 

when interference occurs in either the reflected or transmitted light. Interference 

effects will be observed when the optical path length through the film is less than the 

coherence length of the light; accordingly, when the optical path length is greater 

than the coherence length, the film is thick.  The approach here will be brief and 
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Figure 5.2 Notation for a single thin film between two thick surfaces. The 
derivation in the text is for normal incidence; the rays are shown separated for 
clarity. 

incomplete; please consult Born and Wolf for a more rigorous analysis. [24] 

Consider a thin transparent film of refractive index n\ and thickness d surrounded 

by two glass plates of index n0 and n2 as shown in Figure 5.2. The interface between 

the upper glass plate and the film is labeled boundary a; the interface between the 

film and the lower glass plate is labeled boundary b. Let this film be illuminated 

by a normally incident monochromatic plane wave of complex amplitude E{ and 

wavelength A. This results in a series of reflected plane waves of complex amplitude 

EQ, EQ, EQ, Let pa and pb be the reflection amplitude coefficients for boundary 

a and boundary b, respectively, and let 4>a and 4>b be the phase changes associated 

with the reflections at these boundaries. Also let r+ and T~ be the transmission 

amplitude coefficients at boundary a for the positive and negative going waves, 

respectively. 

For the case where n0 = n2, the complex amplitudes of the reflected plane waves 

are 
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El = E^r-p^^, 
(5.1) 

E3
0 = E^r-ple^^, 

where the phase change due to the film thickness is 

8 = 2nnid/\. (5.2) 

The amplitude reflection and transmission coefficients for normal incidence are given 

by the Presnel formulae 

n0 -ni 
Pa = 

Pb = 

n0 + ni 
ni-n2 

n2 + ni 
+ _ 2n0 (5-3) 
a i ' 

2ni 
Ta = ; • 

Neglecting terms in pb of higher order than two, we get for the reflected amplitude 

Er = E0 + E0 

(5.4) 
= Ei[pae

i^+r+T-pbe
i^+^]. 

For a thin film of air, rii — 1, surrounded by two glass plates of the same index, 

n2 = n0 = 1.5, the quantity p\ in equation (5.1) is -0.008. This implies E% > E$; 

the approximation made in equation (5.4) gives a good estimate of the reflected 

amplitude. Since pa is positive, <j)a = 0, so long as n0 > ni\ conversely, since pb is 

negative, (fib = IT, so long as ni < n2.[24] Furthermore, pb = -pa since n2 = n0. The 

expression for the reflected amplitude can be simplified 

Er = Ei[pa-T^pae
i2Sei*] 

(5.5) 
= ^[pa + ra

+r-pae
i2Ä]. 
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If E* is the complex conjugate of Er, the reflected intensity is 

Ir = ErEr 
(5.6) 

= EkEtA[l + (ra
+)2(r-)2 + T^(e™ + e*>)\. 

Applying Euler's formula, (ei2S + e~i2S) = 2cos(2<5), equation (5.6) simplifies to 

Ir = /iP
2[l + (r+)2(r-)a + 2r+rfl- cos(2*)]. (5.7) 

We define reflectance as the ratio of the reflected and incident intensities, R = Ir/h- 

Substituting for 8 and inserting the refractive indexes in equation (5.3) yields 

R « (0.077) 1+COS^ — (5.8) 

Thus, if we measure the reflected intensity as the wavelength of the incident light 

is increased, we get interference fringes whose spacing increases with wavelength, as 

shown in Figure 5.3. As film thickness d increases, fringe spacing decreases. These 

fringes can be recorded, then analyzed to determine the thickness of the film. 

5.2.2    Reflected Intensity for a Film Between Metal Layers 

The analysis in the previous section ignores the effect of multiple reflections within 

the thin film. In that simple analysis, the reflected amplitudes EQ and EQ have about 

the same magnitude; the fringe visibility is nearly unity as shown in Figure 5.3. 

Fringe visibility V is defined as 

, .    l-max       J-min /r Q\ 

J-max T J-rnin 

where Imax and Imin are the maximum and minimum intensities in the immediate 

neighborhood of some point in the interferogram. Although high fringe visibility is 

clearly desirable, the average reflected intensity is a small fraction of the incident 
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Figure 5.3 Reflected intensity modeled using equation (5.8) for thin air films 
between two glass surfaces. Only the first two reflected rays are considered in 
this model. The fringe spacing increases with wavelength. As film thickness 
increases, fringe spacing decreases. Figure (a) shows fringes for a 25 /im film; 
Figure (b) shows fringes for a 50 /im film. 
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intensity. If a semi-transparent film of metal is applied to the first interface, bound- 

ary a, and a thick layer of metal is applied to boundary b, the reflected intensity is 

increased while maintaining good fringe visibility. This complicates matters as the 

multiple reflections in the film of air can not be ignored. An accurate analysis must 

account for the effect of these extra reflections. Applying the approach taken in the 

previous section would quickly lead to extremely complex expressions. Fortunately, 

Macleod presents an elegant approach to solving Maxwell's equations for a series of 

thin films. [24,55] Rather than tracing each ray as it reflects at each boundary then 

summing the result, this approach sets boundary conditions then solves Maxwell's 

equations for the reflected and transmitted waves. The solution is general and com- 

pact with each layer represented by a 2 x 2 matrix; a series of films is represented 

by a product of these matrices. The solution is simply presented here after a brief 

description of its derivation. 

Before presenting the solution, we must select a convention for the vector direc- 

tions used to calculate phase differences. The conventions we use here are illustrated 

in Figure 5.4. As usual, the plane of incidence is defined by the incident ray and 

the surface normal. The field vectors are divided into two orthogonal components. 

A wave with the electric field vector in the plane of incidence is called p-polarized; 

a wave with the electric field vector perpendicular to the plane of incidence is called 

s-polarized. A p-polarized wave is also called TM for transverse-magnetic; an s- 

polarized wave is called TE for transverse-electric. 

The p- and s-polarized field vector components are first examined for non- 

absorbing media. The solution for a single interface is then obtained by carefully 

applying boundary conditions, equating components of the electric and magnetic 

fields parallel to the boundary. The reflectance and transmittance are calculated 

in terms of energy flows traveling perpendicular to the boundary. The solution for 
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Figure 5.4 Sign conventions for electric and magnetic field vectors. Positive 
directions are shown for (a) p-polarized or TM waves and (b) s-polarized or TE 
waves. 

absorbing media can be obtained by restricting calculations of reflectance to trans- 

parent incident media. The solution for a single interface is extended first to a single 

thin film, then to an assembly of thin films. 

The notation for two thin films on a thick surface is illustrated in Figure 5.5. The 

complex index of refraction is N = n-ik, where n is the real refractive index and k is 

the extinction coefficient. Angles of refraction within the media are calculated from 

Snell's law, iVosin0o = ./Vising, which may include complex angles. For oblique 

angles of incidence, the tilted optical admittance is defined as 

Vs = Ny cos 6 

Vp = Ny/ cos 9 

s-polarization 

p-polarization 

(5.10) 

(5.11) 

where y is the admittance of free space; 3^ = 2.654 x 10~3 S. The fields at opposing 

boundaries can be calculated by shifting the z coordinate by the film thickness d 

and altering the phase factor.   For a positive-going wave we multiply by exp(iö); 
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Figure 5.5   Notation for two thin films on a thick substrate.   The incident 
medium is non-absorbing. 

for a negative-going wave we multiply by exp(-iö) where 6 = 2nNdcosd/\. For 

absorbing media, the phase thickness is computed using 

Sr = (2TT/A) dr(n
2

r - k2
r - n2 sin2 90 - 2 i nrA:r)

1/2 (5.12) 

where the subscript r denotes the absorbing medium, the subscript 0 denotes the in- 

cident medium, and the correct solution is in the fourth quadrant. The admittances 

for absorbing media are 

Vrs = y {nl - kl - n\sin290-2inrkr)
ll\ (5.13) 

and 

rirP= [y2 {nr - i krf} /rjrs, (5.14) 

for s- and p-polarization, respectively. 

The behavior of a stack of thin films with q layers can be calculated by using 

the product of the characteristic matrices of the individual layers 

B 

C 
n 

,r=l 

cos5r      (ism.5r)lr)r 

irjr sin 5r        cos Sr 

1 
(5.15) 
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where the subscript r denotes each layer and rjm is the substrate admittance. The 

qth layer is the layer closest to the substrate. In equation (5.15), the symbols B and 

C represent the two elements of the matrix formed by the product on the right-hand 

side of the equation. The multilayered stack can be treated as a single surface with 

optical admittance Y = C/B. The reflectance, transmittance, and absorptance are 

R-{^Tc){wVc) ' (516) 

(770S + C)(7?05 + C)*' V-U) 

and 

(rj0B + C)(VoB + Cy {b-l6) 

Since the distinction between s- and p-polarization disappears for normal incidence, 

these expressions can be greatly simplified. Even so, the dependence of reflectance 

on wavelength can not as easily be discerned from equation (5.16) as with equa- 

tion (5.8). 

Using a computer with mathematical analysis software, I developed an algorithm 

to implement the expression for reflectance given in equation (5.16). The reflectance 

was then calculated using this algorithm. The results are graphed in Figure 5.6. 

The reflectance for two structures are shown: a 25 /xm air film between thick glass 

surfaces; and a 25 //m air film between a 7 nm chromium film on glass and a thick 

layer of chromium. The arrangement of the layers is listed in Table 5.1 along with 

the refractive indexes. Note the fringes produced by the multiple reflection model 

of structure (a) are nearly identical to those in Figure 5.3 (a), which used a single 

reflection model.   The fringes produced by structure (b) display a different form; 
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wavelength (tim) 

(b) 
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Figure 5.6 Reflected intensity modeled for multiple reflections using equa- 
tion (5.16) for 25 /xm air films. Spectral dispersion in the media is not modeled. 
Figure (a) shows fringes for an air film between glass surfaces; Figure (b) shows 
fringes for an air film between chromium layers. See Table 5.1 for the structure 
of the layers modeled here. 



138 

material — glass air glass 

(a) thickness — thick 25 /im thick 

index —> 1.52 1.00 1.52 

material glass chromium air chromium 

(b) thickness thick 7 nm 25 /mi thick 

index 1.52 3.8 - *4.4 1.00 3.8 - z4.4 

Table 5.1 Structure of layers modeled using multiple reflection algorithm. The 
indexes listed are for 700 nm wavelength. Reflectance is shown in Figure 5.6. 

they are much narrower than the fringes of structure (a). Structure (b) produces 

multiple reflections similar to those produced by a Fabry-Perot interferometer[64], 

albeit with low finesse; hence, the fringes become narrow. 

The thickness of the chromium film in structure (b) was chosen to maximize the 

visibility of the interference fringes. Clearly visibility is maximized when Imin is 

zero. Fringe visibility was calculated using equation (5.9) at three different wave- 

lengths as the thickness of the chromium film was varied. Calculating visibility at 

different wavelengths is necessary since the complex index of the chromium varies 

with wavelength: from 3.1 at 0.55 /mi to 4.5 at 1.05 /mi. The refractive index 

and absorption coefficient of chromium are illustrated in Figure 5.7. As shown in 

Figure 5.8, the model indicated visibility was greater than 0.8 for a chromium film 

thickness of about 4-9 nm; errors towards thicker chromium films would yield better 

fringe visibility. 

5.3    Algorithm to Calculate Film Thickness 

The thickness of the transparent film or air gap can be calculated from the inter- 

ference fringes if the refractive index and spectral dispersion of the film are known. 

In this section, I describe two methods that can be used to find gap thickness: 
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— refractive index 
— extinction coefficient 

0.55       0.6       0.65       0.7       0.75       0.8       0.85       0.9       0.95        1 1.05 
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Figure 5.7 Refractive index and extinction coefficient for chromium as a func- 
tion of wavelength. 

2.5 7.5        10        12.5       15        17.5 

chromium film thickness (nm) 

20 

Figure 5.8 Fringe visibility modeled as a function of chromium film thickness. 
The structure modeled was a 50 /xm air film between a thin chromium film 
on glass and a thick layer of chromium. The wavelength used was 0.75 /xm. 
Visibility is greater than 0.8 for a chromium film thickness of about 4-9 nm. 
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one method finds the correlation between modeled and measured fringes, the other 

method uses a Fourier transform. Then, I discuss refinements to the algorithm to 

increase the precision of measurements of gap thickness. For this work, it is assumed 

the transparent film, whose thickness is to be measured, is air with refractive index 

1.0 and no spectral dispersion.* The structure discussed is a nominally 50 /xm air gap 

sandwiched between a thin chromium film on glass and a thick layer of chromium. 

5.3.1    Developing an Algorithm 

A straightforward method to calculate gap thickness from measured fringes is to 

model the fringes produced for a particular gap, then calculate the correlation of 

the modeled fringes with the measured fringes. This process is repeated for a range 

of gap thicknesses, yielding a result similar to that plotted in Figure 5.9. The 

modeled gap with the highest correlation gives the measured gap thickness. The 

correlation coefficient is calculated from M reflectivity measurements Rmeas made 

at wavelengths Xj 

cc ~ vM m—~nT\  (5,19) 

where the modeled reflectivity is denoted by Rmodei- A comparison between modeled 

and measured fringes is shown in Figure 5.10. Modeled fringes for three gap thickness 

are illustrated, each representing three points on the correlation curve of Figure 5.9, 

the peak and the two minima. 

The correlation method is not the most efficient; fringes for many gap thick- 

nesses must be modeled and compared with the measured fringes. The range of gap 

thicknesses that must be modeled can be greatly reduced if an estimate of the gap 

* The refractive index of dry air at standard temperature and pressure is 

n = 1 + 10-6 x (287.6 + 1.629A-2 + 0.0136A-4) 

where A is the vacuum wavelength in microns. The index of air at 0.7 /xm is about 1.00029 and 
the dispersion is about 0.009; the approximation is valid. 
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Figure 5.9 Correlation for modeled fringes and measured fringes for an ap- 
proximately 54 /xm air gap. The dashed lines mark the first minima in the 
correlation curve; they represent the resolution of the correlation method in 
determining gap thickness. The minima occur at ±A/4 from the peak of the 
correlation, where the wavelength A is at the center of the wavelength band. 
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Figure 5.10 Comparison between modeled fringes and measured fringes. Three 
gap thicknesses are modeled: (a) 53.53 /zm, (b) 53.72 /mi, and (a) 53.91 /im. 
These gaps correspond to three points on the correlation curve of Figure 5.9: 
the first minimum, the peak, and the second minimum, respectively. The 
thin lines represent the modeled fringes, the thick lines represent the measured 
fringes. 
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thickness is known. If the reflectance, as given in equation (5.8), is expressed in 

terms of wavenumber § K, 

R~l + COS(4TT/SG0 (5.20) 

the result is cosine fringes. The fundamental frequency of the cosine fringes is 

related to the phase difference between the waves reflected from the two surfaces 

surrounding the air film. This fundamental frequency is found by uniformly sampling 

an interpolation of the measured fringes in wavenumber, then applying a Fourier 

transform. The Fourier transform of a cosine function is a Dirac delta function, 

whose argument is related to the fundamental frequency. The result of this process 

is shown in Figure 5.11 where the modulus of the Fourier transform is plotted; the 

frequency axis has been changed to show the gap thickness. The resolution Ad in 

the frequency domain depends solely on the wavelength range used to measure the 

fringes 

where Ai and A2 are the start and end wavelengths, respectively, for the scan. For 

the 0.55-1.05 /tm range, the resolution is 0.58 /im. Although this resolution is unac- 

ceptably large for calibrating the capacitive sensors, the Fourier transform method 

gives a good estimate of the gap size. This estimate is used to narrow the range of 

gap sizes to model, so only the immediate neighborhood of the estimate must be 

searched for the correct gap thickness. The neighborhood is ±Ad around the Fourier 

transform estimate. This significantly reduces the time required for computation. 

The time required for finding the maximum of the correlation curve is further 

reduced through the use of a maximization algorithm. [65] The maximum is initially 

§ Wavenumber is actually the reciprocal of the vacuum wavelength A0, that is, K = 1/A0. Since 
we are measuring thin films of air, AQ = n\ w A and K W 1/A. 
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Figure 5.11 Modulus of the Fourier transform of interference fringes in wave- 
number space for an approximately 54 ßm gap. The second harmonic at 108 //m 
represents the sharpening of the fringes due to multiple reflections between the 
chromium layers. 

bracketed using standard bisection techniques. This is an important step since there 

are a few local maxima within ±Ad of the Fourier transform estimate. After the 

maximum is bracketed, parabolic interpolation is used to quickly find the maximum. 

5.3.2    Refining the Algorithm 

The precision of gap thickness measurements depends upon several factors. The 

accuracy of the algorithm used to model the fringes is especially important. Some of 

the uncertainties in the model are related to the optical properties of the chromium 

film; that is, the phase change associated with reflection from, and transmission 

through, the film. The optical properties of a semi-transparent metal film depend 

somewhat on how it is deposited, especially for films less than 20 nm thick. [66] For 

instance, the reflectance of thin silver films increases substantially with deposition 

rate. [67] Slowly deposited films have a more granular crystal structure which can 

affect the absorptance of the film. Heavens points out the pitfalls in calculating the 
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optical properties of semi-transparent metal films from the measured characteristics 

of the bulk metal. Phase errors of A/10 have been observed between measured phase 

changes and calculated phase changes associated with reflection and transmission 

in 10 nm thick platinum films. [68] Discrepancies between measured and calculated 

phase changes could lead to significant errors in calculating gap thickness if similar 

behavior exists with chromium films. From equation (5.12) and the data given in 

Figure 5.7, a 7 nm thick chromium film introduces a phase thickness of A/12 when 

twice traversed. Please note, the uncertainty in phase thickness is likely less than 

A/12 as the uncertainty in phase thickness must be less than the uncertainty in the 

gap measurement. 

The relative phase change upon traversing a metal film can be determined exper- 

imentally and used to improve the accuracy of the model. This can be done using 

polarimetry.[69] Monochromatic light is used to produce interference fringes by il- 

luminating a system of known geometry—a highly-polished metal ball in contact 

with the metal film. The relative phase change can then be discerned by examining 

the geometry of the interference fringes. Since the effects of the film can vary with 

wavelength, this measurement should be repeated for different wavelengths. Phase 

change at intermediate wavelengths can be found through interpolation. These mea- 

surements could be made using the witness samples of the chromium film that was 

applied to the reference surface. 

The complexity of measuring the wavelength dependent phase difference associ- 

ated with the thin chromium film could be avoided by implementing a two-variable 

correlation. In finding the fringes with the best correlation, both the gap thickness, 

and the relative phase between the two reflected beams, could be varied. Several 

two-variable correlations could be performed using different fringe measurements 

and the resulting relative phases could be averaged. This should yield a measure of 
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Figure 5.12 Modulus of the Fourier transform of interference fringes padded 
with zeros. The measured fringes were padded with zeros to increase the pre- 
cision in locating the peak of the curve. The peak was estimated to lie at 
53.64 urn. 

the relative phase which could be used for subsequent measurements at a particular 

location on the secondary mirror. The accuracy of this estimate of the relative phase 

is limited in part by its dependence on wavelength. Again, using the data given in 

Figure 5.7 in equation (5.12), the phase thickness of a 7 nm chromium film varies 

about 0.065 radians from 0.55-1.05 /mi. 

If the speed and simplicity of computation is the primary concern, the best 

algorithm for determining gap thickness from fringe measurements uses the Fourier 

transform method. The location of the peak of the Fourier transform depends only 

on the period of the interference fringes, which corresponds to the gap thickness. 

The peak does not depend on the phase of the interference fringes; thus, the Fourier 

transform method is insensitive to a fixed relative phase between the two interfering 

waves. The peak of the modulus of the Fourier transform can be located with greater 

precision by padding the measured fringes with zeros, as illustrated in Figure 5.12. 
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5.4    Gap Sensor System Design 

5.4.1    Gap Sensor Design Concept 

There were only a few requirements or constraints that governed the design of the 

gap sensor system. 

1. The gap sensor should measure the nominally 40 /xm gap between the back of 

the mirror shell and the thick reference surface with an accuracy of 5 nm. 

2. The measurements should be made at enough places on the mirror to allow 

calibration of the 336 capacitive position sensors. 

3. The gap sensors should occupy a small volume on the back of the cold plate; 

they must fit in the 25 mm space between the actuators. 

Professor Roger Angel conceived the idea to use polychromatic interference to 

measure the gap thickness. [50] It was decided gap measurements at 24 places on the 

mirror would be sufficient. Because of space limitations, light would be supplied 

to the gap sensors via optical fiber. The initial concept was to use a spectrometer 

to capture the interference fringes over a wide spectral band. The gap could be 

illuminated with white light and the reflected spectrum could be carried to a spec- 

trometer over optical fiber. I soon discovered it was inefficient to couple white light 

into a fiber that would carry it to the gap sensor, then couple the reflected light 

back into the fiber. The concept was changed: illuminate the gap with light from a 

monochromator, then measure the reflected intensity at the gap sensor as the wave- 

length is varied. This concept is illustrated in Figure 5.13. I verified this concept in 

the laboratory by building a prototype system; then used the prototype to design 

and build the actual components. I designed the gap sensor optical components and 

wrote the data collection software and processing algorithms; G. Angeli expertly 

designed the detector electronics. A description of the gap sensor components is 

presented in the sections that follow. 
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Figure 5.13 Schematic diagram of the gap sensor system. White light from 
an incandescent lamp is imaged onto the entrance slit of a monochromator. 
Monochromatic light is coupled into a multi-mode optical fiber which brings 
light to the gap sensor module at the back of the adaptive secondary mirror. 
The gap sensor module directs the light towards the gap and measures the 
reflected intensity with a photodiode. The photodiode output is amplified and 
digitized. The monochromator wavelength is changed and an entire spectrum 
is recorded. 

White light from an incandescent lamp is imaged onto the entrance slit of a 

microprocessor-controlled monochromator. Quasi-monochromatic light from the 

monochromator is sent to 24 instruments, called gap sensor modules, via a multi- 

mode optical fiber bundle. Each gap sensor module consists of a cube beamsplitter, 

achromatic lens, silicon photodiode detector, and signal amplifier. The beamsplitter 

directs light from the optical fiber towards the lens. The lens collimates the light 

and sends it towards the gap. Light reflected from the gap is collected by the lens 

and is focused onto the detector. The electrical signal from the detector is ampli- 

fied locally and digitized by a remote personal computer. Software in the computer 

commands the monochromator to change the wavelength of the light as the soft- 

ware reads and stores digitized intensity values. After the interference fringes are 

collected, the software calculates the gap thickness using the methods described in 
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Section 5.3. When the final system is implemented at the 6.5 m MMT, the personal 

computer will be replaced by a dedicated microprocessor that is a component of the 

adaptive mirror control system. [20] 

5.4.2    Quasi-monochromatic Light Source 

Quasi-monochromatic light for the gap sensors is provided by a system consisting 

of a white light source, condensing optics, a monochromator, and an optical fiber 

bundle. The layout of the components is shown in Figure 5.14. The components 

are mounted on a vibration-damping optical breadboard. White light is generated 

using a 6.5 W quartz-tungsten-halogen lamp powered by a stabilized direct current 

(DC) supply. This light is collected by a 35 mm focal length //0.7 aspheric lens and 

imaged onto the entrance slit of the monochromator by a 150 mm focal length //3.0 

doublet. The lamp filament sits at the center of curvature of a 50 mm diameter 

spherical mirror. This mirror images the filament onto itself and increases light 

intensity at the monochromator 20 percent. 

The commercial monochromator is a Czerney-Turner design with 110 mm focal 

length mirrors and an effective aperture ratio of //3.3. The reflective diffraction 

grating is ruled at 1200 lines per mm and blazed at 600 nm. Output wavelength is 

set by rotating the small table on which the grating is mounted. A microprocessor- 

controlled stepper motor drives a worm gear that rotates the grating table. [70] With 

a slit width of 125 ^m, the output bandpass of the monochromator is about 0.8 nm in 

wavelength. The slit width was chosen so the fringes for gaps up to 100 /xm could be 

resolved, while still allowing enough light to pass. The monochromator is calibrated 

using a low-pressure argon gas discharge lamp. The output root-mean-square wave- 

length accuracy is about 0.2 nm, but it can be much worse if the monochromator is 

operated at a temperature different from that at which it was calibrated. 

Light from the exit slit of the monochromator is relayed to the gap sensor mod- 
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Figure 5.14 Layout of quasi-monochromatic light source. The components are 
mounted on an optical breadboard that is placed in a standard 19-inch rack. 
White light from the lamp is collimated by an aspheric lens mounted in the 
lamp housing. The light is then folded by a turning mirror and focused onto 
the monochromator entrance slit by an achromatic doublet. The smaller beam 
shown coming from the left is from a low-pressure argon lamp used to calibrate 
the monochromator. It is reflected from a flip-up mirror and is imaged onto 
the monochromator using the same lens as the white light beam. Light exits 
the monochromator and enters the fiber optic bundle which is mounted on a 
positioning stage. 
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Figure 5.15 Schematic diagram of optical fiber cable assembly. Light from 
the monochromator enters the fibers which are held in an aluminum ferrule. 
The ferrule supports and protects the 30 fibers which are placed side-by-side. 
Attached to the rear of the ferrule is a housing to which is attached 30 lengths 
of kevlar-reinforced plastic tubing. Each fiber is contained within a separate 
2 m length of plastic tubing that is terminated with an FC-type connector. 
The connector can be attached directly to a gap sensor module, or it can be 
connected to another FC connector through a mating connector. 

ule using a multi-mode optical fiber bundle. The fiber numerical aperture is 0.22, 

thus it will accept up to an //2.3 beam. The fiber core is 100 //m in diameter and 

it transmits wavelengths of 0.4-2.0 fim. I have constructed a bundle containing 30 

individual fibers placed side-by-side so the 24 gap sensors can be operated simulta- 

neously. The other ends of the fibers are terminated with FC-type connectors and 

both ends receive an optical polish. This bundle is adequate to support secondary 

mirror testing at the Mirror Laboratory. A schematic diagram of the optical fiber 

bundle is shown in Figure 5.15. 

To get light from the 6.5 m MMT control room to the back of the secondary 

mirror, a much longer cable must be added. The cable must not exceed 1 cm in 

diameter so it can run along the back of one of the secondary mirror spider arms. The 



152 

control-room-end of the cable will be terminated with FC connectors and housed in 

kevlar-reinforced plastic tubing. Some provision must be made to accommodate the 

differential thermal expansion of the glass fiber and the plastic tubing. I propose a 

small metal box to which the tubing and the 1 cm diameter conduit are attached. 

The fiber is free to float within the plastic tubing and the steel-reinforced conduit. 

The telescope-end of the optical fiber cable poses more of a problem. Installation and 

removal of the adaptive secondary must be possible without removing the myriad 

of cables and hoses from the telescope. The connection must be made where the 

cable enters the secondary, instead of at each individual gap sensor module. This 

single connector must be compact and align the fiber ends with 10 /xm accuracy. 

In his Ph.D. dissertation, M. Kenworthy describes the method he used to construct 

compact connectors for multiple optical fibers. [71] 

5.4.3    Gap Sensor Modules 

Figure 5.16 shows a drawing of a gap sensor module. The overall dimensions are only 

22 x 30 mm. The gap sensor components are mounted in a housing machined from a 

solid block of aluminum. The fiber optic connector mates with the housing through 

a modified optical fiber coupler. Light from the fiber is folded by a 5 mm hybrid 

metal-dielectric beam-splitting cube. The light is then collimated by a 12.7 mm 

focal length //2.0 achromatic doublet. Both the beam-splitting cube and the lens 

are anti-reflection coated and are affixed using optical cement. Light reflected from 

the two surfaces of the gap is collected by the lens and focused through the cube 

onto the detector. The position of the fiber can be adjusted along its axis, so 

light reflected back is imaged onto the detector. To control stray light, the interior 

surfaces of the gap sensor housing are coated with black paint with low reflectivity at 

wavelengths 0.3-2.4 ^m. The gap sensor modules will be mounted to the cold plate, 

at the rear of the secondary mirror, about 100 mm above the gap to be measured. 
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Figure 5.16  Drawing of gap sensor module. 

The silicon photodiode detector has a circular active area 2.5 mm in diameter 

and is operated in photo-voltaic mode. Its response ranges from 0.5-1.05 /im and 

peaks at about 0.6 A/W at 0.9 /im wavelength. The detector is mounted on a small 

printed circuit board, which can easily be removed from the module. The two-stage 

amplifier and other electronic components are surface-mounted for compactness. 

Power for the electronic circuits is provided by the personal computer through a 

DC-DC converter. The typically 2 nA current from the detector is amplified to 

roughly 5 V, thus decreasing the effects of noise pick-up during transmission to the 

digitizer in the computer. 

5.4.4    Signal Digitation and Processing 

The electrical signals from the gap sensor modules are digitized by a multi-channel 

12-bit analog-to-digital converter in the personal computer. Software in the com- 

puter controls the monochromator, reads digitized signal from the detector, and 

performs the necessary calculations to determine the gap thickness.  The software 
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communicates with the monochromator via an RS-232 serial interface. During op- 

eration, the monochromator is commanded to step in wavelength from 550-1050 nm 

in increments of 0.2 nm. At each step, 64 samples are collected to reduce the effects 

of electronic noise. The data collection process takes about 35 seconds, in large part 

determined by the speed of the monochromator. The time required to calculate the 

gap thickness is negligible. 

Gaps up to about 100 /mi thick can be measured with this system. As gap 

thickness increases, the interference fringe spacing decreases. For gap thickness 

greater than 100 (im, the fringes can not be resolved over the wavelength range 

sensed by the silicon photodiode. Thicker gaps could be measured using a detector 

that is sensitive in the infrared. Another option is to use a monochromator with 

better spectral resolution and light throughput. 

The next chapter discusses the construction, alignment, calibration, and testing 

of the gap sensor system. It includes tests performed on a prototype of the adaptive 

secondary mirror to calibrate its 36 capacitive position sensors. 
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CHAPTER 6 

GAP SENSORS: CONSTRUCTION, 

CALIBRATION, AND USE 

6.1    Introduction 

While constructing and calibrating gap sensor components, I encountered several 

challenges. Some of the problems discovered during construction of the gap sensor 

modules were solved by employing typical opto-mechanical methods; they are de- 

scribed here to benefit those who may repeat the process. Others problems were 

unexpected and more complex. Construction of the optical fiber bundle required 

much experimentation to find the best fabrication techniques. To handle many frag- 

ile fibers, some simple yet effective methods were developed. These methods were 

tested by first building a bundle with 6 optical fibers. This bundle was used with 

3 gap sensor modules to test the 36 actuator prototype of the adaptive secondary 

mirror, P36. Later, a fiber bundle with 30 fibers was fabricated for use with the 336 

actuator adaptive secondary mirror. 

Calibrating the performance of the gap sensors proved to be a formidable task. 

To test the accuracy of the gap sensor measurements, I developed a thickness stan- 
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Figure 6.1 Photograph and schematic diagram of gap sensor components. Light 
leaves the end of the optical fiber, reflects 90 degrees from the cube beamsplit- 
ter, is collimated by the lens, and is projected normal to the mirror surface. 
Light then reflects back from the mirror and is focused onto the detector by 
the lens. 

dard. Glass micro-spheres were placed between two surfaces to make a gap whose 

thickness was relatively stable with changes in temperature. I then performed a 

series of tests which measured the thickness of the film of air between the surfaces 

of the reference standard. Measurements made with different gap sensors were com- 

pared. Various sources of error, in both the monochromator and the fiber bundle, 

were exposed then eliminated. 

6.2    Construction and Alignment of Components 

6.2.1    Gap Sensor Modules 

The layout of the gap sensor components are shown in Figure 6.1. To help in the 
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design of the gap sensor, a simple model of the optical components was constructed 

to determine performance and alignment tolerances. Recall the gap sensor module 

is mounted on the cold plate whose surface is parallel to, and 100 mm above, the 

mirror shell. An optical fiber brings light to the gap sensor. A small lens in the gap 

sensor collimates the light leaving the fiber and projects it towards the mirror. If 

the fiber is not positioned correctly with respect to the optical axis of the lens, then 

light from the gap sensor will not be projected normal to the mirror surface; it will 

not reflect back to the lens. To first order, the angle a of the beam leaving the lens 

is related to the position of the fiber by 

a=^ (6.1) 

where / is the focal length of the lens and Ax is the transverse distance between 

the rear focal point and the fiber. The lens focal length is 12.7 mm and its diameter 

is 6.35 mm. If we allow the reflected beam to be displaced by 1 mm when it reflects 

back to the lens, then the angle of the beam is 

a=*™m     = 0.005 rad (6.2) 
2(100 mm) 

where the beam has twice traversed the 100 mm distance to the mirror. Substituting 

for a in equation (6.1) yields the maximum allowed displacement of the fiber, Ax = 

65 //m. This influences how the fiber is held in place in the gap sensor. 

In anticipation of the possibility of broken optical fibers, I decided not to make 

the optical fiber a permanent part of the gap sensor. A coupler was used to allow 

the exchange of fibers. Commercially-available couplers are made to align two fiber 

connectors to each other with a precision of a few microns. The coupler used, shown 

in Figure 6.2 (a), was modified by removing some of its threads. These threads were 

not required, as the connector is held in place with small setscrew.   The coupler 

contained a floating bronze sleeve into which the fiber connector slid, as shown in 
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Sleeve 
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Figure 6.2 Fiber optic coupler. Figure (a) shows the threads that were removed 
to allow axial positioning of the fiber end. The coupler is held in the gap 
sensor module with a small setscrew. Figure (b) shows the bronze sleeve that 
was secured with epoxy adhesive, preventing the fiber end from moving freely. 
This maintains the alignment of the optical fiber with respect to the lens in 
the gap sensor module. 

Figure 6.2 (b). When the coupler was used to hold a single fiber connector, the 

floating sleeve allowed the fiber to move freely—about ±0.5 mm. To solve this 

problem, the sleeve was fixed in place with epoxy adhesive. A spare connector, 

coated with a releasing agent, was used to position the sleeve while the epoxy cured. 

Before the gap sensor assembly could begin, I coated the interior of each module 

with a light-absorbing paint. I performed tests to show the paint effectively ab- 

sorbs light from the ultraviolet through the near-infrared. The paint was essential 

in preventing light from going through the beamsplitter cube, scattering from the 

interior of the module, then reflecting from the cube directly into the detector. This 

scattered light would mask the light reflected from the thin film being measured. 

The next step in assembling the gap sensor modules was to install the optical com- 

ponents. Before positioning the beamsplitter cube, I installed the modified fiber 

coupler and the lens.  The coupler is fixed in the gap sensor module with a small 
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Figure 6.3  Drawing of beamsplitter cube alignment fixture. 

setscrew. The lens is held in place with a retaining ring that centers the lens in its 

barrel. 

To aid in aligning the cube to the fiber and the lens, a special alignment fixture 

was fabricated. Figure 6.3 is a drawing of the alignment fixture. The fixture con- 

sisted of two blocks of precision-machined aluminum; one block held a gap sensor 

and the other held an alignment target. The blocks placed the gap sensor and the 

target perpendicular to, and equidistant from, a straight edge. Optical tests con- 

firmed the 90 degree angles in the block were accurate to better than 0.1 degrees 

or 0.0016 radians. The beamsplitter cube was attached to a stage that adjusted its 

position in six axes. Light from a helium-neon laser was sent through a fiber which 

was connected to the gap sensor module. I adjusted the position of the cube while 

observing the location of the beam on the distant target. At the same time, the fiber 

was adjusted axially, by moving the coupler, to collimate the light leaving the lens. 

Finally, the beamsplitter cube was affixed with ultraviolet-curing optical cement. 

This allowed ample time to position the cube before the adhesive was cured. The 
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position of the beam at the target was monitored while the adhesive cured to ensure 

shrinkage of the adhesive did not change the cube alignment. 

After the optical components were installed, I inserted the detector to complete 

the gap sensor assembly. The detector is mounted on a tiny printed circuit board 

which can be removed from the gap sensor. The board slides into a small groove 

machined into sides of the gap sensor module. A photograph of the board with 

its surface-mount electronic components, and a schematic diagram of the circuit 

are shown in Figure 6.4. The silicon photodiode is operated in photovoltaic mode, 

where no bias voltage is applied. The photocurrent from the detector is measured 

by an operational amplifier, whose signal is amplified by another operational am- 

plifier. Power for the amplifiers, ±15 V, is provided through shielded cable and 

a compact connector. The output signal also passes through this connector. A 

series of tests were conducted to determine the best way to make the electronic 

connections between the gap sensor modules, power supply, and analog-to-digital 

converter. Various configurations were tested and the noise characteristics of the 

signal were examined for each. A description of those tests and the results follows. 

To begin the noise tests, I mounted a prototype gap sensor on a large optical 

table; electronic isolation was maintained from the table. Light from the monochro- 

mator was sent to the gap sensor via a single multi-mode optical fiber. The 750 nm 

light from the gap sensor was reflected from a metal-coated mirror back into the gap 

sensor. Next, the signal from the gap sensor was digitized at 1000 samples per sec- 

ond for 9 seconds by an analog-to-digital converter in a personal computer. The five 

configurations tested are listed in Table 6.1; three used differential measurements 

and two used single-ended measurements. As shown in Figure 6.5, differential mea- 

surements were made by digitizing the signal from two inputs, the detector and the 

power supply common, each measured relative to a common reference.   Differential 
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Figure 6.4 Gap sensor printed circuit board. Figure (a) is a photograph show- 
ing both sides of the board. Figure (b) is a schematic diagram of the circuit. 
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Figure 6.5 Electronic connections for gap sensor grounding test. Figure (a) is 
a schematic diagram showing connections for differential measurements; Fig- 
ure (b) shows connections for single-ended measurements. The dotted lines 
represent connections that were left open in some of the tests. 
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config. type" 

connections 

SNR shield case PS common6 

1 diff AC ground bldg. ground open 1.1 

2 diff AC ground bldg. ground AC ground 143.4 

3 diff AC ground open AC ground 128.3 

4 sngl AC ground open AIGND 130.8 

5 sngl AC ground bldg. ground AIGND 138.6 

"diff = differential, sngl = single-ended 
6PS = power supply, AIGND = analog input ground 

Table 6.1 Signal-to-noise ratio (SNR) for different grounding configurations. 
Because it uses fewer analog-to-digital channels, configuration 5 was chosen. 
Schematic diagrams of the configurations are given in Figure 6.5. 

measurements have the advantage of rejecting noise that is picked-up by the long 

signal cable connected to each gap sensor. Single-ended measurements were made by 

digitizing the signal from only one input, the detector. Single-ended measurements 

require half the number of analog-to-digital channels of differential measurements. 

After the data were collected, I calculated the signal-to-noise ratio (SNR) by di- 

viding the mean signal by its standard deviation. The spectrum of each signal was 

then computed, using a Fourier transform, to discern the source of any noise. Con- 

figurations 3 and 4 displayed a very strong 60 Hz component, while configuration 1 

displayed strong components at all frequencies. I implemented configuration 5—its 

SNR was only slightly less than configuration 2 and it required half as many analog- 

to-digital channels. 

6.2.2    Optical Fiber Bundle 

The purpose of the optical fiber bundle is to transport light from the monochroma- 

tor, over a relatively long distance, to each of the gap sensor modules.  The fiber 
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bundle consists of many fibers, placed side-by-side, with their ends aligned. It is held 

firmly at the exit slit of the monochromator by a mount that allows its position to be 

adjusted relative to the exit slit. The monochromator exit slit is 4 mm x 125 /j,m. 

The optical fiber consists of three concentric layers: a 105 //m diameter core, an 

8 fim thick clad, and an 11 /im thick protective buffer. The outer diameter of the 

optical fiber is about 143 /mi. 

If the fibers are packed closely, at least 26 will fit within the length of the 

monochromator slit. This implies 2 fibers can be damaged, leaving 24 fibers to 

carry light to the gap sensors; not a large margin for error. If the buffer coating 

is removed, 30 fibers would fit within the monochromator slit. This would allow 

damage of up to 6 fibers and leave enough fibers for all the gap sensors. The 

polyamide buffer was, however, difficult to remove. Three methods were attempted: 

baking in a 400°C oven, burning with a flame, and bathing in 100°C sulfuric acid. 

The first two methods removed the buffer, but left the glass fiber brittle; the acid 

bath failed to remove the buffer. The buffer was left in place as it protected the 

fiber from damage in the first place. It was better to have 26 robust fibers than to 

have 30 brittle fibers. Actually, 30 robust fibers is best, for if a fiber at the edge of 

the bundle is damaged, the bundle can be moved to use a fiber from the opposite 

edge. 

The fiber bundle components are illustrated in Figure 6.6. The fibers are held in 

place by two pieces of machined aluminum; the aluminum pieces were joined with 

screws. Plastic shims, 0.005 inches thick, were inserted between the aluminum pieces 

to maintain space for the fibers. An epoxy adhesive, formulated for use with optical 

fibers, was used to fill the voids between the fibers. Kevlar-reinforced protective 

tubing for each of the fibers was secured at the rear of the bundle in 3 rows of 

10 tubes. 
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Figure 6.6 Schematic drawing of the fiber bundle. The drawing is not to scale; 
the fibers are enlarged for clarity. Only 10 fibers are shown; actually, there are 
30 fibers in the bundle. 

Figure 6.7 includes photographs showing the assembly process. First, one of 

the aluminum pieces was temporarily secured to a workbench. Next, I laid the 

fibers side-by-side and held them in place using Post-It™ Notes. The adhesive was 

sticky enough to hold the fibers yet still allow them to be repositioned. A thin layer 

of epoxy adhesive was then applied. After the epoxy cured, I threaded the fibers 

through the protective tubes. A second thin layer of epoxy adhesive was added, 

then the other aluminum piece was attached to the first, with plastic shims for 

spacing. A small bead of epoxy was applied to the front of the assembly, at the 

base of the protruding fibers. This would support the fibers during the polishing 

process to follow. I heated the fiber bundle to 65° C for 60 minutes to ensure a full 

cure of the epoxy. I then trimmed the ends of the fibers protruding from the front 

of the bundle using a diamond-tipped tool. Next, the fibers were polished by hand 

using four grades of abrasive. A special chuck was used to hold the fiber bundle 

perpendicular to the polishing surface.   The steel chuck was fabricated to allow 
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Figure 6.7 Photographs of the fiber bundle assembly process. Figure (a) shows 
the fibers held in place with Post-It™ Notes while the epoxy adhesive is curing. 
Figure (b) shows the protective tubing assembly in place after the epoxy has 
cured. Figure (c) is a view of the of the fiber bundle ready to receive the top 
aluminum piece. 
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control of pressure between the fiber ends and the abrasive surface during polishing. 

A photograph of the end of the completed fiber bundle is shown in Figure 6.8. 

Finally, connectors were attached to other ends of each of the individual fibers and 

the ends were polished using standard techniques. Figure 6.9 shows a photograph 

of the completed fiber bundle. 

After the fiber bundle was assembled and the fibers were polished, I tested 

the throughput of the fibers. To start, I carefully aligned the fiber bundle to the 

monochromator exit slit. The fiber bundle is held in a mount that allows it to be ad- 

justed in three translational axes and one rotational axis. First, I brought the end of 

the fiber bundle to the plane of the exit slit. Next, I adjusted the lateral translation, 

perpendicular to the slit, by maximizing the intensity from the middle few fibers. 

The fiber closest to the rotational axis, call it fiber r, was found by rotating the 

bundle and noting the fiber whose intensity changed the least. The bundle was then 

translated laterally, parallel to the slit, to bring fiber r to the rotational axis. I next 

located two fibers an equal distance on either side of fiber r. Then, the rotational 

angle of the bundle was set by equalizing the intensity on these two fibers. Finally, I 

made a small lateral translation perpendicular to the slit to maximize the intensity 

on fiber r. The throughput on each fiber was measured at a wavelength of 650 nm. 

The results are shown in Figure 6.10. If we assume the illumination was uniform, 

we can see the fiber bundle was probably slightly rotated; fiber number 15 was at 

the center of the slit. The median intensity was 7 nW with 25 fibers transmitting 

over 5 nWJ Given the exit slit is 4 mm long, the mean space between each of the 

25 central fibers is about 18 jum. 

^The gap sensor detector electronics were designed to measure a reflected intensity of 3 nW. 
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Figure 6.8 Photographs showing the monochromator end of the fiber bundle. 
Approximately 25 fibers fit within the 4 mm length of the monochromator exit 
slit. 
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Figure 6.9  Photograph of the completed fiber bundle. A protective cover was 
removed from one fiber to show the connector. 

£    5 w 
c 

15 
fiber number 

30 

Figure 6.10 Light intensity transmitted by the 30 fiber bundle. The fiber 
bundle was aligned to the 4 mm long exit slit of the monochromator. The 
median intensity was 7 nW with 25 fibers transmitting over 5 nW. 
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6.2.3    Gap Thickness Standard 

To test the accuracy of the gap sensor system, a nominally 40 /mi thickness stan- 

dard had to be procured or fabricated. An absolute standard, whose thickness was 

known to a few nanometers, would provide the best measure of gap sensor accuracy. 

Commercial optics firms could fabricate a stable absolute thickness standard, using 

techniques for making Fabry-Perot etalons, but their high cost and long lead time 

made them unattractive. As an alternative, a reference standard, whose thickness 

was not known, but was stable to a few nanometers, would allow the relative accu- 

racy of the gap sensors to be determined. Measurements using different gap sensors 

could be compared. 

I made the first reference standard by joining two fused silica windows with 

epoxy adhesive. The 25 mm diameter, 6.5 mm thick windows were placed in tip-tilt 

mounts, brought into contact, and illuminated with monochromatic light at 546 nm 

from a mercury source. One window was mounted on a translation stage driven by 

a micrometer. The vernier scale on the micrometer was marked in increments of 

10 /mi. I slowly increased the spacing between the windows to about 50 /im while 

keeping their faces parallel by observing Newton's fringes. Using a gap sensor, I 

verified the approximate separation between the windows. The two windows were 

then joined using a two-part epoxy adhesive. The coefficient of thermal expansion 

of the epoxy is about 45 x 10_6/°C; thus, a temperature change of 2°C results in 

a change in gap thickness of about 5 nm for a 50 /mi gap. This epoxy thickness 

standard is suitable for comparisons of gap measurements made at about the same 

temperature. 

To make a reference standard which could be used at a greater range of tem- 

peratures, I took a different approach. Professor James Bürge suggested I use glass 

micro-spheres to set the separation between the windows. [72] I obtained a sample 
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of micro-spheres which were made from boro-silicate glass with a thermal expansion 

coefficient of 2.8 x 10_6/°C. The manufacturer stated 95 percent of the spheres 

would be less than 65 /im in diameter. The assembly process was less complicated 

than the assembly of epoxy standard. To more closely approximate the fringes 

that would be observed with the real adaptive secondary mirror, I selected windows 

with metal coatings. Windows with thin metal films are commercially available 

in the form of neutral density filters. They are typically coated with an alloy of 

chromium, iron, and nickel. Of course, small mirrors with thick aluminum coatings 

are also readily available. I mixed several thousand of the glass micro-spheres with 

an ultraviolet-curing adhesive. This mixture was applied to three places at the edge 

of the mirror; the neutral density filter was placed on top. Because the adhesive 

shrank as it cured, the glass micro-spheres determined the separation of the two 

surfaces. The surfaces were illuminated with monochromatic light to verify they 

were parallel. Photographs of both thickness standards are shown in Figure 6.11. 

6.3    Gap Sensor Calibration 

Before the reflectance fringes recorded by the gap sensors could be used to calculate 

the thickness of a transparent film, I applied several corrections to the measurements. 

This section explains how each of the corrections were implemented to improve the 

accuracy of the gap thickness measurements. The first correction was to account for 

variations with wavelength of several components: the intensity of the incandescent 

source, the throughput of the monochromator, and the response of the detector. 

Because the gap sensors were designed to measure thickness to an accuracy of a few 

nanometers, thermal expansion was an important factor to consider during test- 

ing. Adjustments were made to minimize the effects of thermal expansion in the 

monochromator and the test standards. Next, it was observed the optical fibers in 
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Figure 6.11 Photographs of the two thickness reference standards. Figure (a) 
shows the reference standard made with epoxy adhesive; Figure (b) shows the 
reference standard made with glass micro-spheres. Both are about 25 mm in 
diameter. 
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the fiber bundle were not exactly in a line. Slight variations in their alignment to 

the monochromator slit caused each fiber to transmit a slightly different wavelength. 

This led to imprecise gap thickness measurements. I devised a method to measure 

the misalignment of each fiber and compensate the measurements polychromatic 

reflectance. These corrections reduced the largest errors in gap thickness measure- 

ment. At the end of this section, I present some minor corrections which may be 

explored. 

6.3.1    Correction for System Efficiency 

The gap sensor system contains many components whose efficiency or performance 

varies as the wavelength is changed. The brightness of the white light source, the 

transmittance of the optics, and the response of the detector all depend on wave- 

length. To measure the polychromatic reflectance of a thin film, a correction for these 

variations should be applied. This was done by first recording the signal reflected 

from two surfaces which were relatively widely separated—many times greater than 

the coherence length of the quasi-monochromatic illumination. Interference effects 

disappear for films much thicker than the coherence length of the illumination. The 

coherence length lc is calculated from the bandwidth passed by the monochromator 

AA and the wavelength A 

lc = A2/AA 

= (750nm)7(0.8nm) (6-3) 

« 0.7 mm. 

I placed the surfaces a few millimeters apart, then I recorded the reflected intensity 

as the wavelength was changed. This correction is illustrated in Figure 6.12 (a). The 

heavy line is the polychromatic intensity recorded from a very thick gap; the thin 

line is the intensity recorded from a narrow gap, whose thickness is to be measured. 

Figure 6.12 (b) shows the result of dividing the signal recorded from the narrow gap 
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by the signal from the very thick gap. This quotient is directly proportional to the 

reflectance. By applying the methods developed in Chapter 5, I can then measure 

the gap thickness. 

6.3.2    Compensation for Thermal Expansion 

The first gap measurements revealed the effects of thermal expansion on thickness 

measurements at nanometer resolution. The first measurements were made with a 

prototype gap sensor module and the epoxy reference standard. The goal of this 

test was to determine the repeatability of thickness measurements made in quick 

succession, much as the gap sensors will be used when calibrating the capacitive 

sensors. I made a series of 26 measurements at intervals of about 1.5 minutes 

between measurements. About 35 minutes later, a short series of 5 measurements 

was taken. The gap thickness measurements are plotted in Figure 6.13 along with a 

least-squares linear fit to the first series. The root-mean-square ( RMS) residual of the 

fit is 0.13 nm. Clearly there is a decreasing trend in the gap measurements—1.3 nm 

over 38 minutes.* Change in the gap thickness from thermal contraction of the 

epoxy was probably not the cause, for the temperature of the reference standard 

was constant to within 0.1°C. After the system was allowed to sit idle for 35 minutes, 

the measured thickness returned to the values of the first series of measurements. 

This suggested the decreasing trend in the measurements may have been caused by 

heating of some component as the data were collected. 

One explanation for the trend could be traced to heating in the monochroma- 

tor. The steel worm gear that drives the monochromator grating was heated by the 

stepper motor. A lengthening of the worm gear would introduce an error in out- 

put wavelength of the monochromator proportional to the commanded wavelength. 

*The calibration error budget for the capacitive sensors allows a drift of 2 nm per hour in gap 
sensor measurements. [73] 
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Figure 6.12 Correction of gap sensor signal for wavelength-dependent varia- 
tions. Figure (a) shows the digitized intensity measured by the gap sensor. The 
heavy line is the polychromatic intensity recorded from a very thick gap; the 
thin line is the intensity recorded from a narrow gap. The peak around 700 nm 
in the thick curve is probably from a combination of the diffraction grating and 
the incandescent lamp. The grating is blazed for 600 nm; the spectral radiance 
curve for a 3500 kelvin blackbody has a maximum around 700 nm. The peak 
at 900 nm represents the peak response of the detector. Figure (b) shows the 
result of dividing the signal recorded from the narrow gap by the signal from 
the very thick gap. Only a portion of the wavelength range is shown for clarity. 
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Figure 6.13 Gap thickness measurements of the epoxy reference standard. The 
first 26 measurements were taken in succession at 1.5 minute intervals; a second 
series of 5 measurements was taken about 35 minutes later. The range of the 
first series is about 1.3 nm. The solid line is a fit of the first series; the residual 
of the fit is 0.13 nm RMS. 

Through modeling, I found that a linear increase in output wavelength by a factor 

of 3x 10-5, that is, 0.023 nm at 750 nm wavelength, caused a decrease in the gap 

measurement of 1.5 nm. To test the hypothesis that heating could cause the out- 

put wavelength to shift, I first used the monochromator, at room temperature, to 

measure the spectral output of an argon calibration lamp.§ Next, the monochroma- 

tor was slowly heated to 10°C above room temperature and the spectrum was again 

recorded. I compared this spectrum to the one recorded at room temperature. After 

heating of the monochromator, the argon lines shifted, towards longer wavelengths, 

by 0.5 nm on average. Clearly, a temperature increase much smaller than this, 0.5°C 

if the expansion of the worm gear is linear with temperature, could account for the 

trend in measured gap thickness. I later found that removing the metal cover on the 

^Low-pressure gas discharge lamps have sharp emission lines which are stable in wavelength. 
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monochromator and providing ventilation with a fan helped to eliminate the drift 

in gap thickness measurements. 

The next step in testing the gap sensors was to compare simultaneous measure- 

ments made with several gap sensors using the optical fiber bundle. Since I had 

only two reference standards, I could test at most two gap sensors at once. I sought 

to quickly build a stable reference standard which would allow testing of several 

gap sensors at once. I obtained two promising optical elements: a 40 mm thick, 

160 x 220 mm elliptical flat mirror and a 10 mm thick, 125 x 250 mm rectangu- 

lar glass window. The mirror was made of Pyrex and the window was BK7. The 

mirror was placed on a vibration-isolated optical table. A thin layer of thermally 

conducting material was placed between the table and the mirror to reduce thermal 

gradients in the thick mirror. Plastic shims, 50 /im thick, were positioned on the 

mirror and the window was placed on top. Illumination with monochromatic light 

from a mercury lamp, A = 546 nm, revealed about 8 fringes of tilt over 100 mm and 

a slight curvature between the two surfaces; the fringes showed astigmatism. The 

surfaces were concave, for the circular fringes contracted when pressure was applied 

to the center of the window. An aluminum plate with holes to accommodate 8 gap 

sensors was suspended over the window. The gap sensors were evenly spaced in 

2 rows of 4 gap sensors, as shown in Figure 6.14. Since the gap was not uniform 

in thickness, a series of measurements would be made with each gap sensor rotated 

through each position, so their performance could be compared. 

The thin film of air between the surfaces was measured 35 times over 70 minutes 

by each of the 8 gap sensors. The results are shown in Figure 6.15. The arrangement 

of the graphs corresponds to the arrangement of the gap sensors over the window. 

We see the sensors at positions 3 and 4 measured a gap 2 /xm thicker than the gap 

measured by sensors at positions 0 and 7. This agreed with my earlier observation of 
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Figure 6.14  Arrangement of gap sensors for the measurements shown in Fig- 
ure 6.15. The circles represent the positions of the gap sensors. 
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Figure 6.15 Gap thickness measurements of an air film between two surfaces. 
Eight measurements were repeated 35 times over 70 minutes. The horizontal 
axis shows time in minutes. There was about 2 /zm of wedge between the 
surfaces. The 4 gap sensors near the center of the window measured gaps that 
appeared to change more quickly than the gap sensors near the ends. 
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8 fringes of wedge between the surfaces. More troubling, however, was the apparent 

change in gap thickness over time. The 4 gap sensors near the center of the window 

measured gaps which appeared to change more quickly than the gaps measured by 

the sensors near the ends. The change in thickness was about 30 nm over 70 minutes. 

This was much greater than the 1.3 nm drift noted in tests with the reference 

standard. To determine if the gap was actually changing in thickness or if the 

apparent change was due to some artifact of the gap sensor system, I switched the 

positions of some of the gap sensors. I repeated the series of measurements the 

next day. The results were essentially unchanged; the gap sensors measured about 

the same thickness at each position and the trend in the measured thickness was 

remarkably similar. How could I observe the same pattern of gap thickness changes 

the next day? 

A new test was devised to determine if the gap thickness was actually changing. 

Instead of the monochromator, a helium-neon laser, A = 594 nm, was used as a light 

source for a gap sensor. I scanned the gap sensor over a small part of the window 

and noted the locations of the fringe minima and maxima. I repeated this process 

several times over three days. I found there was a general drift in fringe position 

over a day; this drift repeated the next day. Counting the number of fringes over 

a given distance gave the angle of wedge between the surfaces. Given the wedge 

angle and the distance the fringes moved, I calculated the change in gap thickness. 

I discovered changes in gap thickness up to 20 nm per hour. This explained the 

changes in gap thickness measured by the gap sensors. 

The gap between the surfaces could have changed due to differential heating in 

the glass parts. If the glass window had a radial temperature profile, warmer at the 

edges than at the center, its cross-section would be similar to a very weak negative 

lens. Recall, Newton's fringes showed the gap between the surfaces was thicker in 
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Figure 6.16 Two series of gap thickness measurements of an air film. The 
measurements were made on two days, with different gap sensors used each 
day. 

the middle. The thermal expansion coefficient of BK7 is 7 x 10_6/°C and for Pyrex 

it is 3 x 10~6/°C; thus, a 0.1°C temperature change over the surfaces yields a 16 nm 

change in gap thickness. Unfortunately, this arrangement could not be used to 

compare thickness measurements made with different gap sensors, unless the tem- 

perature was made very uniform. This test series did, however, yield some valuable 

information. Note the gap thickness measured at position 3. Expanded plots of 

thickness measurements at position 3 are shown in Figure 6.16. The measurements 

were made on two days with different gap sensors used each day. Position 3 was 

adjacent to one of the shims which separated the surfaces, hence, the gap thickness 

was nearly constant. The measurements range over 2 nm, but there is no trend 

towards decreasing gap thickness. 
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6.3.3    Correction for Optical Fiber Misalignment 

The wavelength of light in the exit plane of a monochromator varies with posi- 

tion lateral to the exit slit. If the ends of the optical fibers in the fiber bundle 

are not exactly in a line, each fiber will transmit a slightly different wavelength. 

Small variations in their position relative to the monochromator exit slit will lead to 

imprecise thickness measurements. For the monochromator used in this work, dis- 

persion at the exit slit is about 7 nm/mm. A fiber misalignment of 12/xm will result 

in a wavelength error of 0.1 nm which, in turn, causes a 5 nm error in gap thickness 

measurement. This section describes a method to measure the misalignment of each 

fiber and compensate the polychromatic reflectance measurements. 

Since I wanted a measurement of the wavelength of light transmitted by each 

fiber, measuring the relative position of each fiber in the bundle was not the most 

direct method. The wavelength measurement was made directly. I used a low- 

pressure gas discharge lamp as a source of known wavelengths. Argon gas has 

several bright emission lines at visible and near-infrared wavelengths. Figure 6.17 

shows part of the argon emission spectrum I detected using a silicon photodiode. 

First, I aligned the fiber bundle to the monochromator using the method described 

in Section 6.2.2. Next, I calibrated the monochromator using the output of fiber 

number 10, which I chose arbitrarily. To reflect light back into each gap sensor, I 

covered the front of each module with reflective mylar film. I then imaged the argon 

source onto the entrance slit of the monochromator and recorded the spectrum 

with the 24 gap sensors. The measurements were repeated 18 times. I wrote a 

small program to find each of the 14 argon emission lines and note the commanded 

monochromator wavelength at which the peak was recorded. I repeated this for 

each of the 18 spectra and averaged the results for each fiber. 

Figure 6.18 contains plots of the outcome.  The wavelength at which the peak 
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Figure 6.17 Argon emission spectrum. The wavelengths of the 14 lines I used 
for fiber bundle calibration are labeled in angstroms. 

intensity occurred for a particular argon emission line is plotted for each fiber. 

There is one plot for each of the 14 emission lines; the horizontal axis labels the 

fiber number. The vertical axis is the commanded wavelength in angstroms; the 

range plotted is 2 nm. The horizontal dashed line shows the accepted wavelength 

for each emission line. [74] The slope of the rows of dots suggests the fiber bundle 

was rotated with respect to the exit slit. The deviation of the dots from a straight 

line represents the misalignment of each fiber. The rows of dots vary vertically with 

respect to the dashed lines. This indicates a cyclical error which is an artifact of the 

way the monochromator rotates its grating to change the output wavelength. [70] 

The microprocessor in the monochromator uses interpolation to determine which 

step corresponds to a particular wavelength. Furthermore, the stepper motor which 

drives the grating rotation has limited resolution. 

These measurements give the wavelength error associated with each fiber due 

to its misalignment relative to the exit slit of the monochromator. We know the 

wavelength at which the monochromator is set when a particular fiber transmits the 

peak associated with a particular argon emission line. We can relate this commanded 
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Figure 6.18 Data to calculate the actual wavelength transmitted by each fiber. 
The wavelength at which the peak intensity occurred for a particular argon 
emission line is plotted for each fiber. There is one plot for each of the 14 emis- 
sion lines; the horizontal axis labels the fiber number. The dashed line shows 
the accepted wavelength for each emission line. 
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Figure 6.19 Coefficients for a linear fit of actual transmitted wavelength to 
commanded monochromator wavelength. The coefficients shown convert actual 
wavelengths A to commanded wavelengths Ac, that is, Ac = m\ + h, where m 
is the slope and h is the offset. These parameters are used to correct the 
wavelength scale for the polychromatic reflectance fringes collected by each 
gap sensor. 

wavelength to the actual wavelength by performing a least-squares fit for each fiber. 

This gives a function which can be used to correct the wavelength scale for the 

reflectance fringes that are collected by each gap sensor. The parameters for a 

linear fit to the data illustrated in Figure 6.18 are plotted in Figure 6.19. Once 

the wavelength scale for the reflectance fringes has been corrected, I use the actual 

wavelength at which each of the data points were collected in the model of the fringes. 

The modeled fringes are then used in the correlation algorithm to estimate the gap 

thickness. Figure 6.20 shows the results of applying this correction to measurements 



185 

50.845 

_ 50.840 

150.835 

I 50.830 
c 
o 50.825 

§- 50.820 

50.815 

50.810 

50.805 ■ 

•  no correction 
+  fiber correction applied 

6 10       12       14       16 
fiber number 

18      20 22 

Figure 6.20 Thickness measurements of the epoxy reference standard using 
different gap sensors and fibers. Wavelength correction for fiber misalignment 
has been applied to produce the measurements noted by the crosses. The circles 
show the gap measurement with no correction for wavelength applied. 

of the epoxy reference standard. Gap thickness was measured using three fibers: 

numbers 8, 13, and 21. The circles show the gap thickness calculated without the 

wavelength correction applied; the crosses show the gap thickness measured with 

the wavelength correction applied. The range of measurements went from 30 nm to 

less than 3 nm. This is within the error budget of 5 nm for inter-gap sensor accuracy 

when they are used for calibrating the capacitive sensors. [73] 

When this method was used to correct measurements made with the 6 fiber 

bundle prototype, a curious pattern emerged as is shown in Figure 6.21. The mea- 

surements are plotted by fiber number, not the order in which the measurements 

were made. There is obviously some other effect that I have not corrected. For 

the type of monochromator used in this work, the lines of constant wavelength are 

actually slightly curved in the plane of the exit slit.  For the same wavelength to 
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Figure 6.21 Thickness measurements of the glass micro-sphere reference stan- 
dard using different gap sensors and fibers. The solid line is a parabola fit to 
the data. 

appear at all parts of the exit slit, the exit slit would have to be curved, not straight. 

This effect should be measurable using the same methods described earlier in this 

section. Perhaps a parabolic fit should be used instead of a linear fit to correct the 

wavelength scale. 

6.4    Use of Gap Sensors to Calibrate Capacitive Sensors 

The fundamental purpose of the gap sensors is to measure the thickness of thin 

transparent films. The primary application for which they were developed is the 

calibration of the capacitive sensors used to control the force actuators on adaptive 

secondary mirrors. I planned to install the gap sensors on the adaptive secondary 

mirror and use them to calibrate the capacitive sensors. This work would have 

occurred on the adaptive optics test tower, where a phase shifting interferometer 

is available to assess the performance of the gap sensors.   Because of delays in 
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development and fabrication, the secondary mirror was not ready to receive the 

gap sensors. An alternative plan was implemented; the gap sensors were installed 

on the 36 actuator prototype mirror, P36. Although P36 is much smaller and has 

fewer actuators, its structure is similar to that of the full-size secondary, which was 

described in Section 5.1. One significant difference is P36 is a concave sphere instead 

of a convex paraboloid; thus, its shape can be measured without an elaborate optical 

apparatus. 

6.4.1    Gap Sensor Measurements on P36 

P36 was built to test many new concepts for building adaptive secondaries. It was 

designed to use 6 gap sensors, but, because of a manufacturing snafu, it could ac- 

commodate only 3 gap sensors. This meant the gap sensors could only sense the 

rigid body motion of the mirror shell and not measure the shape of the shell. Since 

P36 is a concave mirror, its shape can be readily measured using a basic phase shift- 

ing interferometer. A method had been developed to calibrate the capacitive sensors 

by measuring small displacements of the mirror with a phase-shifting interferome- 

ter. [75] The plan was to calibrate the capacitive sensors using the small displacement 

method, using both gap sensor and interferometer measurements. These tests were 

especially important as they used the gap sensors in a setting virtually identical to 

that of the full-size secondary mirror. 

The tests with P36 were conducted at the Osservatorio Astrofisico di Arcetri in 

Florence, Italy during October 2000. G. Brusa and A. Riccardi of Arcetri were in- 

strumental in obtaining the results I present here. We installed three gap sensors on 

the adaptive mirror; Figure 6.22 shows one gap sensor mounted to the cooling plate. 

Using the gap sensors and the interferometer, we measured small displacements 

of the P36 mirror shell. The next section briefly explains the small displacement 

method of calibrating the capacitive sensors.  Finally, I compare measurements of 
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Figure 6.22  Gap sensor mounted to the cooling plate of P36. 

mirror displacements made with the gap sensors and an interferometer. 

6.4.2    Capacitive Position Sensor 

Each electromagnetic actuator of the adaptive mirror has associated with it a ca- 

pacitive position sensor. One plate of each capacitor is formed by an annular ring 

of metal film deposited on the reference surface around each actuator. The other 

plate, formed by a continuous metal coating applied to the back of the mirror shell, 

is common to all the capacitors. Each capacitor has a small electronic circuit which 

allows local closed-loop control of the actuator's position. This permits fast local 

control of the flexible mirror dynamics while the mirror is driven in closed-loop by 

the adaptive optics system, which uses the slower wavefront sensor. The capacitive 

sensors also permit control of the mirror figure without using the adaptive optics 

system, that is, without using the wavefront sensor. 
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Figure 6.23 Simplified diagram of the capacitive position sensor electronics. 

A simplified diagram of the capacitive sensor electronics is shown in Figure 6.23. 

A reference signal, with a 40 kHz modulation frequency, is applied to the circuit at 

Vref.[75,76] This signal flows through the capacitive sensor Cmeas, is amplified, and 

is presented at V^- A separate path through the circuit board is represented by 

Cstray The normalized output voltage, defined as v = Vout/Vref is 

v = ^ + c (6.4) 
9 

where g0 depends on the reference capacitance, g is the gap to be measured, and c 

is the ratio Cstray/Cref. Specifically, g0 and g are defined as 

e0S 
9o = 

9 = 

Cref 

^meas 

(6.5) 

(6.6) 

where S is the area of the respective capacitor. In summary, the goal of calibrating 

the capacitive sensors is to determine g0 and c, so that measurements of v will yield 

g. Actually, the small displacement calibration procedure seeks to measure the 

local slope dv/dg at different normalized output voltages v. The two parameters of 

interest, g0 and c are then found by a linear fit to the equation 

,-   \   dv 
(6.7) 
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This allows relative displacements, which can be measured with the interferometer, 

to be used to find the parameters go and c. 

6.4.3    Comparison of Gap Sensor and Interferometer Measurements 

We used the following procedure to measure the local slope dv/dg and the normal- 

ized voltage v:\lh) 

1. Three actuators, separated by 120 degrees, are used in closed-loop to set the 

mirror in an isostatic position; interferometer, gap sensor, and voltage mea- 

surements are then taken. 

2. One actuator is displaced slightly, while the other two remain fixed, to in- 

troduce a tilt; the interferometer, gap sensor, and voltage measurements are 

repeated. 

3. The first two steps are repeated for the other two actuators. 

4. The first three steps are repeated for several values of v, that is, gap thickness. 

The data collection process took a few hours to complete the first three steps. 

Because of unforseen hardware problems, we could not complete step 4 of the cali- 

bration process.11 We used the phase-shifting interferometer measurements directly 

to determine the local displacement at each actuator. Since there were only three 

gap sensors on P36, only the mirror's rigid-body motion could be measured. The 

displacement at each actuator was inferred from the mirror tilt. The fringes mea- 

sured by the gap sensors were processed using only the Fourier transform method 

described in Section 5.3.2. Furthermore, since we were interested in measuring only 

relative displacements, not absolute gap thickness, the correction for optical fiber 

misalignment was not applied to the polychromatic fringes. 

The local displacement for each actuator is plotted in Figure 6.24 (a) for a nom- 

inal gap thickness of 40 /mi. Interferometer and gap sensor measurements are both 

"The thin mirror shell was cracked by accident. 
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illustrated. Unfortunately, when we tilted the thin mirror, it flexed. This introduced 

some low-order distortion of the mirror surface, dominated by astigmatism. The de- 

parture from pure rigid-body motion, as measured by the interferometer, was used 

to correct the gap sensor measurements. The corrected gap sensor measurements are 

shown in Figure 6.24 (b). On average, the interferometer measurements of displace- 

ment agree with the corrected gap sensor measurements to better than 2 percent of 

the displacement. With more gap sensors, the flexure of the mirror could be mea- 

sured directly without the need for interferometer measurements. Calibration of the 

capacitive sensors with the gap sensors alone has the advantage of not requiring 

time-consuming tilting of the mirror. Absolute gap thickness measurements can be 

used directly to perform a fit to equation (6.4). 
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Figure 6.24 Local displacement for each P36 actuator as measured using an 
interferometer and three gap sensors. Figure (a) shows the uncorrected gap 
sensor measurements; Figure (b) shows the gap sensor measurements corrected 
for the flexure of the mirror. 
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APPENDIX A 

ALIGNING THE SHIMULATOR 

A.l    Introduction 

This appendix presents a concise description of the alignment procedure for the 

apparatus used to test the 6.5 m MMT adaptive optics system: the shimulator. 

Aligning the shimulator is a formidable task; there are more than 20 optical ele- 

ments, ranging in diameter from 5 //m to 700 mm, which must be aligned to precise 

tolerances over a 10 m optical path. Careful alignment is necessary to the opera- 

tion of the adaptive optics system. Of course, an adaptive system should be able 

to compensate for aberrations caused by minor misalignments. Correct mapping of 

the pupil through the shimulator to the wavefront sensor, however, is critical. Mis- 

alignments which affect this mapping will seriously degrade the performance of the 

system. Special care should be taken to minimize errors which affect the mapping 

of the adaptive secondary to the wavefront sensor. 

Before describing the alignment procedure, I first state a few important assump- 

tions. The reader should be familiar with basic procedures for handling delicate 

optical elements. Many of the optics, the adaptive mirror and computer-generated 

hologram (CGH) in particular, are easily damaged and are difficult to replace. The 
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reader should also be proficient in using standard optical metrology instruments: 

the auto-collimating alignment telescope, the theodolite, and the phase-shifting in- 

terferometer. Also, a basic practical understanding of mechanical and electronic 

principles will prove to be indispensable. 

The reader should understand the basic design of the shimulator and the function 

of each of its elements. Chapter 3 gives an overview of the shimulator; the references 

should provide a more detailed understanding. In particular, the paper by R. Sarlot 

and J. Bürge presents the design of the shimulator[39], while the paper by M. Lloyd- 

Hart, et al., explains the development of the major shimulator components. [77] Much 

of the procedure presented here evolved' from an alignment procedure developed 

by R. Sarlot[78] and C. Bresloff[79]; it was extensively modified and adapted by 

H. Martin, R. Allen, and me. The following list provides a rough outline of the 

various phases of the alignment process. 

1. Install the secondary mirror and the large lenses in the shimulator tower; 

center them and set their relative spacings. 

2. Adjust the tilt of the two large fold mirrors so the mechanical axis of the 

top-box is roughly aligned to the secondary. 

3. Use an alignment telescope to locate and adjust the optical axis of the large 

lenses. 

4. Use the alignment telescope to place the smaller doublet and the secondary 

mirror on the optical axis. 

5. Assemble and align the source fiber and computer-generated hologram on the 

source table; align the source table to the optical axis using the special align- 

ment marks generated by the hologram. 

6. Use a theodolite to measure and set the distance between the large lenses and 

the smaller doublet. 
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elements distance 

M2-L1 25.7 

L1-L2 25.0 

L2-L3 8075.6 

L4-CGH 562.9 

Table A.l Nominal spacings between optical surfaces in the shimulator. Dis- 
tances are in millimeters. The distance from the CGH substrate to the diverging 
lens is about 292 mm, depending on the thickness of the acrylic compensator 
plates. 

A.2    Shimulator Alignment Procedure 

In the following sections, I explain each step of the list above. Nearly all of the 

procedures presented here will proceed more quickly with two people, one to ad- 

just while the other directs the adjustments using some alignment aid. I assume 

none of the optical elements have been installed until they are mentioned in the 

procedure. Where appropriate, I present a brief description of each optical mount. 

The adjustable degrees of freedom, which are used to position each optical element, 

are listed in Table 3.4. The nominal spacings between the elements are listed in 

Table A.l. The distances in the table are taken from a design which was optimized 

to account for the as-built specifications of the two doublets; hence, they depart 

slightly from the nominal design. 

A.2.1    Install Secondary Mirror and Large Lenses 

The first step is relatively straightforward and, although great care is required in 

handling the large optics, special alignment techniques are not required. The sec- 

ondary mirror is mounted to a hexapod which controls its position with five degrees 

of freedom. The two large 700 mm diameter lenses, LI and L2, are collectively 

called the large doublet.  LI is the plano-convex lens which is mounted closest to 
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the secondary mirror; L2 is biconvex and has been scribed to mark its optical axis. 

These lenses have been installed in a lens cell which maintains their mutual sep- 

aration and alignment.[79] The lens cell is suspended below the secondary mirror 

from three threaded rods. The rods are somewhat flexible, thus, adjustable actua- 

tors limit the lateral movement of the lens cell. Although the position of the large 

doublet is adjustable, because of the coarseness of its adjustments, the rest of the 

optical system is aligned to it. Position the lens cell so that it is level and roughly 

centered on the secondary mirror. 

A.2.2    Adjust Tilt of Two Fold Mirrors 

In this step, the tilts of the two fold flats are roughly adjusted, the alignment 

telescope is installed, and the fold flats are carefully tilted to locate the optical axis 

of the large doublet in the alignment telescope. First, install two sets of cross-hairs 

to locate the center of the top-box floor and the center of the mount platform for the 

smaller doublet, as sketched in Figure A.l. Next, attach a small plumb bob to the 

cross-hair on the smaller doublet platform. Adjust the position of the platform to 

align it with the cross-hair at the center of the top-box floor. This defines a vertical 

mechanical axis perpendicular to the surface of the top-box floor, that is, if the 

top-box floor is level. Remove the plumb bob. From well below the lower cross-hair, 

sight along this axis and carefully place a small paper marker on the small fold flat, 

F2. A small circle punched from a brightly-colored Post-It note works well. Use 

this temporary marker to adjust the tilts of the two fold flats as you sight along 

the cross-hairs from below. Tilt the flats to bring the center of the large doublet 

roughly in line with the vertical mechanical axis of the top-box. 

Place the alignment telescope in its v-block mount and attach the mount to 

a translation stage. The translation axis of the stage should be perpendicular to 

the longitudinal axis of the alignment telescope. The v-block mount has controls to 
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Figure A.l  Sketch showing placement of cross-hairs and alignment telescope. 
The drawing is not to scale. 

adjust the tilt of the telescope. Mount the translation stage and alignment telescope 

at the outer edge of the top-box floor with the telescope pointed towards the center 

of the top-box. Install a 3-inch diameter fold mirror, tilted at 45 degrees, between 

the two cross-hairs as shown in Figure A.l. This fold mirror should be placed in 

a gimbal mount which is adjustable in tilt and is mounted to a vertical translation 

stage. It folds the optical axis into the alignment telescope. You may place the 

alignment telescope and fold mirror on an optical table below the top-box, if an 

optical table is available. 

Focus the telescope on the small doublet cross-hair. Adjust the translation of 

the small fold mirror and the translation of the alignment telescope to center the 

cross-hair in the telescope. Then focus on L2 and adjust the tilt of the fold mirror 

to align the telescope to the scribe on L2. Re-focus on the cross-hair to check if it 

is still centered. You may have to iterate between the cross-hair and the scribe on 
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L2 to get the telescope aligned with the mechanical axis. This alignment does not 

have to be perfect. 

The next adjustment is to tilt the large fold flats to align the telescope to the 

optical axis of the large doublet. First, carefully place a 3-inch diameter flat mirror 

face down on LI. Use this mirror with the alignment telescope in auto-reflection 

mode to tilt F2 to adjust the angle to the optical axis. Then tilt Fl with the 

alignment telescope focused on the L2 scribe mark to adjust the translation to the 

optical axis. Again, you will alternate between adjusting the angle to the optical 

axis using F2 and adjusting the translation to the optical axis using Fl. Once this 

step is complete, you have determined the optical axis of the large doublet with the 

alignment telescope. 

A.2.3    Install and Align Smaller Doublet 

The two lenses of the smaller doublet, L3 and L4, are held in a lens cell which 

has three actuators to control its tilt. The ends of the actuators fit into three v- 

grooves fixed to the mount platform; this kinematically positions the doublet. The 

platform can be moved in three axes with micrometer-actuated stages. L3 has two 

concentric scribe marks on its upper surface to indicate its optical axis. Place the 

smaller doublet lens cell on the platform with the actuators in the v-grooves. Focus 

the alignment telescope on the upper surface of L3. Center the L3 scribe mark 

in the alignment telescope by translating the platform laterally. Then, refocus the 

telescope to see the auto-reflection image from the smaller doublet. You may cover 

the doublet with some light-weight dark cloth to help see the auto-reflection image. 

Adjust the tilt of the doublet to align its optical axis to that of the telescope and 

the large doublet. After the smaller doublet is aligned, carefully remove it from the 

platform in preparation for aligning the secondary mirror. 
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A.2.4    Align Secondary Mirror to Large Lenses 

The next step is to align the secondary mirror to the optical axis defined by the 

alignment telescope. First, set the distance between the secondary mirror and LI, 

then adjust the mirror translation and tilt. The procedure is similar to aligning the 

smaller doublet. Focus on the center of the mirror and adjust the mirror translation; 

focus on the auto-reflection target and adjust the mirror tilt. Make adjustments to 

the mirror position by manipulating the hexapod. B. Martin has crafted a spread- 

sheet which calculates the proper hexapod adjustments to yield a particular motion 

of the secondary mirror. [17] 

A.2.5    Install and Align Source and CGH 

In addition to correcting spherical aberration in the shimulator, the CGH projects 

five sets of patterns to aid in alignment. Consult the R. Sarlot memorandum for a 

complete description of these patterns. [80] To prevent confusion between the pat- 

terns, make a mask from stiff paper to block all but the relevant pattern for a par- 

ticular alignment task. First, assemble the source table including the four acrylic 

compensator plates. Make sure you have the correct CGH for the secondary mirror 

you are testing. 

Next, set the approximate distance between the CGH and the diverging lens. 

Attach the optical source fiber and observe the reflected alignment pattern. Center 

this pattern on the diverging lens by tilting the CGH. Then, use the mask to select 

the correct pattern for collimation. Set the distance between the diverging lens 

and the CGH by making the collimation pattern marks 69.13 mm apart at the 

outer edges. Do this over a long path to increase accuracy. Note the setting of the 

micrometer. Adjust the transverse position of the diverging lens such that when the 

lens is translated longitudinally relative to the CGH, the collimation pattern does 

not translate. Once the transverse position is set, readjust the tilt of the CGH as 
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before. Reset the micrometer to the proper longitudinal position and re-check the 

collimation. 

Finally, install the source table in the top-box and align the source table axis to 

the optical axis defined by the scribe marks on the two doublets. First, install the 

beamsplitters, Bl and B2. Use the mask to select the appropriate CGH alignment 

pattern. Adjust the transverse position of the table while observing the alignment 

marks on the smaller doublet. Use a 75 x magnifier on top of L3 to precisely adjust 

the source table. Then, adjust the tilt of the beamsplitter while observing the 

alignment marks on the large doublet. Alternate between these two adjustments 

until the optical axes are aligned. 

The spacing between the CGH and the small doublet can be set by adjusting 

the longitudinal position of the source table so the appropriate alignment pattern 

converges at the lower surface of L4. This spacing can also be measured by using an 

inside micrometer. Place the long face of a large right angle prism on the beamsplit- 

ter so the short faces are perpendicular to the beam. Then measure the distance to 

the short faces directly using the micrometer. 

The spacing between the small doublet and the large doublet is more difficult to 

measure and adjust. A theodolite measures the distance to an object by measuring 

the angle subtended by an known length on the object. Mount the theodolite in the 

top-box and measure the distance to L2 by measuring the angle between two rulers 

which are mounted to the lens cell. You must measure directly the distance from 

the rulers to L2 in addition to the distances from the theodolite to the CGH and 

from the CGH to L4. The thickness of the doublet is 48 mm. 

The shimulator should now be aligned well enough to see fringes on the inter- 

ferometer. Install interferometer in the top-box. Adjust the position of the pupil 

imaging lens and video camera to get a sharp image of the secondary mirror. Install 
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a mask near the //15 focus to eliminate the unwanted orders of the CGH. Install 

and adjust the position of the reference source to get fringes in the interferogram. 

Minimize the density of fringes by adjusting the translation of the reference fiber 

and adjusting the secondary mirror tilt. The next appendix gives a short description 

of how to align the adaptive optics system: the top-box and wavefront sensor. 
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APPENDIX B 

ALIGNING THE TOP BOX AND 

WAVEFRONT SENSOR 

B.l    Overview 

The alignment of the top-box and wavefront sensor, while less difficult than the 

alignment of the shimulator, is by no means less critical to the proper operation of 

the adaptive optics system. Just as with the shimulator, correct mapping of the pupil 

to the wavefront sensor is important. Misalignments which affect this mapping will 

seriously degrade the performance of the adaptive optics system. The same caveats 

made in Appendix A, regarding the skill and knowledge of the reader, apply when 

aligning the wavefront sensor. The basic design of the top-box and wavefront sensor 

is described in Chapter 2. The wavefront sensor for the 6.5 m MMT is unusual in 

that the lenslet array is bonded directly to the chip carrier of the detector array. 

This fortunate design detail makes the task of aligning the wavefront sensor much 

easier. 
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B.2    Alignment Procedure 

The top-box alignment procedure is quite simple. As described in Section 2.2, 

the lateral positions of all the optical elements are precisely fixed. The process 

is uncomplicated; the only adjustments to be made are to the tilt of each mirror. 

Starting with the first fold mirror before the //15 focus, tilt each mirror in turn, so 

the light strikes the center of the next mirror. To locate the center of the elements, 

custom masks have been made for each mirror cell with small holes in the center. 

Alignment of the wavefront sensor is more difficult. The top-box is mounted 

to the telescope instrument derotator. Since the relationship between the adaptive 

secondary mirror and the wavefront sensor must remain constant, the wavefront 

sensor is rotated to counteract the motion of the instrument derotator. This rotation 

must not affect the alignment of the wavefront sensor to the top-box. Thus, the 

optical axis of the wavefront sensor must be made to coincide with the rotation axis 

of its mount. Two other alignments must be made: the pupil must be imaged onto 

the correct lenslets and the nominal wavefront must be free of tilt at the lenslet 

array.. 

First, rotate the wavefront sensor and note the motion of the pupil. The motion 

of the pupil can be observed as different subapertures are illuminated as the wave- 

front sensor is rotated. If the pupil orbits about some point, OAPl and OAP2 should 

be tilted, in opposite directions by the same amount, to move the pupil to the center 

of its orbit. This aligns the pupil to the rotational axis. To align the rotational axis 

to the optical axis, which is defined as the center of the detector array, translate 

the wavefront sensor within its rotational stage, until the center of the pupil orbit 

coincides with the center of the detector array. 

Tilt in the wavefront is discerned by observing the motion of individual spots 

as the wavefront sensor is rotated.  Tilt is removed from the wavefront by simply 
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tilting the pupil steering mirror the appropriate amount while observing the spots 

with the detector array. These adjustments to the pupil location and wavefront tilt 

are iterated until the misalignment is eliminated. Finally, test the quality of the 

top-box alignment by placing an optical fiber a the //15 focus to act as a source of 

nearly perfect wavefronts. The transmitted wavefront is measured by the wavefront 

sensor. 
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