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Chapter 1 

Introduction 

The Moving and Stationary Target Acquisition and Recognition (MSTAR) program 
will develop a modular, model-driven target recognition system for high resolution 
Synthetic Aperture Radar (SAR) surveillance imagery. The program's goals include 
robust recognition of large numbers of targets, articulated targets, occluded targets 
and variously configured targets. Additionally, the program will focus on the develop- 
ment of a distributed, collaborative ATR development environment based on Khoros 
free-access image processing environment. 

The MSTAR Program is funded by the Advanced Research Projects Agency 
(ARPA) and is managed by Wright Laboratory (WL/AARA). The MSTAR architec- 
ture is defined in the MSTAR program documentation. Briefly though, the MSTAR 
system is partitioned into six modules: Focus of attention, Indexing, Search, Predict, 
Extract and Match (see Figure 1.1). 

This report proposes a general evaluation methodology for the features and their 
extractors within the MSTAR program. An overview of the extract module is given 
in Chapter 3. This report provides technical background and does not represent an 
official position on the MSTAR evaluation plan or procedures. 

Figure 1.1: MSTAR Architecture 
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Chapter 2 

Concepts and Roles 

This chapter will discuss key concepts and a preliminary position on the various 
roles for those involved in the development and evaluation of the features and their 
extractors. Sorting out these concepts and their relationships is an important first 
step in defining an evaluation methodology. 

2.1     Concepts 

First of all, we would like to differentiate the concept of "feature" from its "extrac- 
tor," extractors from their "module," modules from their "contractors," and, finally, 
contractors from the Feature Extraction "Team." 

Features are, for example, sets of peaks, texture, and target dimensions. There 
is a fuller discussion of features below, but we need to introduce features here as a 
key primitive concept. In terms of evaluation, we are looking for features that are 
discriminating and robust. 

Extractors are the algorithms or software that compute a feature from an image. 
There may be one or more extractors per feature, depending on the type of feature and 
options for its extraction. In terms of evaluation, we want extractors to be accurate 
and efficient. 

A Feature Extraction Module consists of a collection of extractors, an executive, 
an estimator for computer resource usage, and possibly one or more functions that 
compute distances between features. Modules are evaluated in terms of their design 
and software engineering properties, and the accuracy of the computer resource usage 
estimates. 

The Feature Extraction Module Contractors are ERIM and SAIC-Tucson. Each 
contractor will develop a module, but those modules may have many common extrac- 
tors and common features. Each contractor will develop extractors that may be used 
in both contractor's modules. Modular extractors are a general goal, but must be 
pursued only to the extent that they do not increase development costs or artificially 
constrain the feature design. Each contractor will participate in the Feature Extrac- 
tion Team that will lead in the development and evaluation of the MSTAR feature 



set. Contractors will be evaluated in terms of their ability to cooperate within the 
Feature Extraction Team and the MSTAR team as a whole. The contractor's demon- 
strated ability to define and evaluate new features is clearly important, as is their 
ability to develop and evaluate extractors. Note the distinction being made between 
the evaluation of a contractor and the evaluation of the other concepts. 

MSTAR will develop the feature set as a team, perhaps with the Systems Inte- 
grator taking the lead. However, we expect the Feature Extraction Team (including 
ERIM, SAIC-Tucson, and Wright Lab) to take the lead in recommending new features 
and providing the sensitivity analysis to support feature selection. 

2.1.1    Features 

We have had considerable debate about what exactly defines a feature. In one ap- 
proach, features are defined by their extraction method; a feature is, by this definition, 
what a feature extractor extracts. This puts the entire burden on Predict to produce 
the same feature; that is, any difference between extracted and predicted features is 
an error in the prediction. Extractors do not make "errors" in the features that they 
produce. Of course, extractors do not get a free ride. Instead of accuracy, extractors 
are evaluated directly in terms of the ability of the features to contribute to classifier 
performance. 

An alternative approach, based on "truth" features, would be to distinguish the 
evaluation of the feature from that of the feature extractor. In this approach, features 
are defined by ground truth or human interpretation for measured images or directly 
from the model for synthetic images. Extractors are then estimators of that true 
state. 

Both approaches have advantages and disadvantages. The extraction-based ap- 
proach is nice and clean-cut. It does not require the introduction of the somewhat 
artificial truth state. It can be applied to all the known features. 

On the other hand, the truth-based approach better supports the MSTAR pro- 
gram goal of ATR module commodities and leads to a more tractable evaluation 
methodology. However, it is not always possible to define a meaningful truth state 
for every feature (e.g. peaks and texture). 

Confidence in the extracted features can have the usual meaning when the fea- 
tures are estimates (i.e. truth-based features). For the extractor-based features, an 
interpretation of confidence must be developed between Extract, Predict, and Match. 
This is being addressed by the MSTAR Uncertainty Tiger Team which was formed 
in August 1995. 

Some features may be defined in the truth-based sense, but only within the context 
of an assumed model for the data from which the feature is extracted. For exam- 
ple, superresolution approaches to feature extraction may assume a damped complex 
exponential model for SAR data. For these approaches, feature extraction is equiva- 
lent to model parameter estimation. In reality, measured (and often predicted) SAR 
data does not exactly match the assumed model and hence the "true" feature is not 



well-defined nor available for feature extraction performance analysis. In order to use 
a truth-based approach in this case it is necessary to synthesize data according to 
the assumed model, apply the feature extractor, and analyze performance by com- 
paring extracted features with the true features used to synthesize the data. While 
we get some of the benefits of using the truth-based approach for these features, it 
introduces a new problem. To what degree does the assumed model fit actual SAR 
imagery? The effect of model mismatch is an important new problem when using the 
truth-based approach to performance analysis for model-based parameter estimation 
features. 

How these concepts for a "feature" translate into evaluation methodologies is 
discussed in Section 4.1.1. Our recommendation, at the moment, is to use the truth- 
based approach whenever possible and the extract-based approach otherwise. 

2.1.2    Factors 

A concept that we have struggled to label is the collection of all the things that go into 
making an image what it is.1 For example, the image depends on the type of target 
present, its position, orientation and articulations. The image depends on the image 
collection and formation parameters. The image also depends on a myriad of effects 
that we generally characterize as noise, including speckle and calibration errors. Here 
we call the entire collection of things that determine an image the "factors." 

We partition these factors into three sets. One set we call Class Factors (CF). This 
includes all the factors that are unknown and we are attempting to determine. Exam- 
ple members of CF include target type and orientation. We will need to distinguish 
the Hypothesized CF (HCF) and the True CF (TCF). 

The second set we call Known Factors (KF). This includes all factors that influ- 
ence the image but are known during the ATR process. Example members of KF 
include squint and depression angles. 

The third set we call Noise Factors (NF). This includes all factors that are un- 
known and we do not attempt to determine. Example members of NF include actual 
detector noise and target details such as dents or minor articulations. 

These three sets of factors are involved in the PEM loop as shown in Figure 2.1. 
It will be useful in later discussions to refer to the combination of CF and NF as 
simply the Unknown Factors (UF). Note that some extracted factors may be treated 
as UF initially and then as KF later in the process. 

2.2    Roles 

Within Wright Lab's support structure for MSTAR, there are two Product Teams 
(PT) involved in the feature set selection, Algorithm Development (AD) and Per- 
formance Evaluation (PE).   The analysis of features for selection, which is an AD 

^his concept is important in Section 4.1.1. 
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Figure 2.1: Factor's Role In PEM Loop 

function, is not entirely separate from the evaluation of the feature set, which is a PE 
function. Although this report is a product of the MSTAR PE PT, our discussion of 
feature evaluation will overlap considerably with the feature selection analysis to be 
performed as part of the AD PT. We recognize that much of the analysis we consider 
"feature evaluation" may be done under the AD PT and that PE PT's role in fea- 
ture evaluation may be limited to spot checks, filling any gaps, resolving conflicting 
results, and those tests that especially need independence. 

To summarize, consider the following activities: 

• new feature invention — this is an AD PT function that will be performed by 
all MSTAR participants, with major contributions from the Feature Extraction 
contractors. 

• extractor implementation — this is an AD PT function performed by the Fea- 
ture Extraction contractors. We expect cooperation between ERIM, SAIC- 
Tucson, and the Government in decisions on who implements what extractor, 
including extractors for features contributed from outside the Feature Extrac- 
tion (FE) Team. 

• feature selection — this involves both the AD and PE PTs. The sensitivity 
analysis to support selection is primarily the responsibility of the FE team. 
The System Integration team is expected to lead the decision process that con- 
siders the sensitivity analysis and other factors, such as impacts on system wide 
efficiency. We expect cooperation within the FE Team on how the sensitivity 
analysis is performed and who analyzes which features. The PE PT will proba- 
bly not directly evaluate the feature set, instead evaluate the sensitivity analysis 
that went into selecting the feature set. 

• FE Module implementation — this is an AD PT function which can be per- 
formed by ERIM and SAIC-Tucson with relative independence. 

• Self and Independent Evaluations — these are PE PT functions performed by 
contractors and the Government. 



Chapter 3 

Module Overview 

Roughly speaking, the Feature Extraction module takes an image chip and instruc- 
tions from Search and provides a set of features back to Search. We expand on 
the description of this module by first defining how we use the term "feature" and 
then considering the inputs, outputs and functionality. These properties are key to 
developing an evaluation methodology for feature extraction. 

3.1 Module Inputs 

The module inputs consist of a Region-of-Interest (ROI), a list of desired features, 
and related parameters. 

The ROI consists of an image array (with dimensions), sub-ROI delimitation using 
masks or polygons, and attributes of the sub-ROIs. These attributes include labels 
(such as water, forest, urban) and confidences in the labels. 

The desired feature list is provided by the Search Module to avoid the computa- 
tional cost of finding features that are not needed. 

The relevant parameters include feature parameters (such as thresholds or win- 
dows to use in computing features) and sensing parameters (such as image acquisition 
and formation parameters). 

3.2 Module Outputs 

The output is, of course, features. When reporting values and locations for any 
feature, the confidence in those values and locations will also be reported. MSTAR 
defines three classes of features: local, regional and global. Local features include 
brightness peaks, other structures and texture. The regional features are labeled sub- 
ROIs (e.g. object, shadow, no-show, occluded, and surround). The global features 
include target orientation and dimensions. 

ERIM expands on this baseline set of features by using Image Relational Trees 
(IRT) to represent local and regional features (see [4]). Other specific features that will 



be explored by ERIM and sub-contractor, The Ohio State University (OSU), includes 
frequency characteristics of scattering centers and multi-resolutional texture/target 
characteristics. ERIM also plans to monitor the literature for emerging features that 
could help the MSTAR program; therefore, we should expect the feature set to evolve 
over the life of the program. Because of the unique character of the IRT, ERIM's 
Feature Extraction module will compute the distance between two IRTs, as might be 
requested by Search or Match modules. 

SAIC has a large library of existing feature extraction primitives. SAIC plans 
to develop new features using genetic algorithms. They also plan to do a significant 
amount of preprocessing (clutter suppression and gain normalization) that will be 

coordinated with FOA. 
In addition to the features themselves, the Search Module may be interested in an 

estimate of the computer resources that would be required to compute some feature 
set. The Feature Extraction module is responsible for providing this estimate. 

The feature set will change over the course of the program. However, it is difficult 
to develop the evaluation methodology without some specific features to consider. 
This has lead us to define a "strawman" feature set. This set will allow us to begin 
consideration of the evaluation problem, but we do not intend for this set to influence 
the feature set design in any way. The evaluation methodology will be modified and 
expanded to address the actual feature set that the Design Product Team produces. 
The strawman feature set consists of: 

• Local Features 

— Peak Set 

— Texture 

• Regional Features 

— Labeled sub-regions (e.g. object, shadow, no-show) 

• Global Features 

— Target Dimensions 

— Target Orientation 

— Target Position 

The original gray-scale image is considered a "feature" that Predict may be required 
to produce; but its extraction is trivial and not an evaluation consideration here. 

3.3     Functionality 

The Feature Extraction module computes the features (or distance or runtime esti- 
mate) as requested by the Search module. The Feature Extraction module is defined 
by the MSTAR design documentation. 

8 



Chapter 4 

Performance Measures 

We define the performance measures1 in three categories: Functional Performance, 
Design, and Software Engineering. Functional Performance is concerned with how 
well the module performs its basic function. This is the most important category 
because it is objectively measurable and highly relevant to the MSTAR program goals. 
The Design is concerned with the fundamental algorithms and their development. 
Although more difficult to assess, this is also highly relevant to the overall program. 
Software Engineering is concerned with the software implementation of the algorithms 
and, although not of direct relevance to the MSTAR program, it is essential to building 
an understanding of the Functional Performance and Design. 

4.1     Functional Performance 

Functional performance can be broken into four categories for feature extractor eval- 
uation: 

• impact on overall system classification performance, 

• impact on overall system efficiency, 

• factor sensitivity, and 

• accuracy of non-feature products (i.e. extractor run time estimates and feature 
confidences). 

Evaluation of the impact on overall system performance (classification and effi- 
ciency) will be considered within the System Integration Evaluation. 

This leaves feature sensitivity and the accuracy of non-feature outputs. 
JWe will occasionally use the phrase "output variable" in place of performance measure. This is 

a reflection of the fact that performance measures are often the output of experimental evaluations. 



4.1.1    Sensitivity 
Features are "good" if they help the classifier. The classifier decides on a class based 
on the "closeness" of the extracted features to some reference features (in this case, 
predicted from a model). Features make classification easier if they increase the 
distance between features from images representing different classes and decrease the 
distance between features from images representing the same class. Therefore, a key 
factor in the evaluation of features is the relative change in features for a between or 
within class change in the image. 

The concept of a "factor" was introduced in Section 2.1.2. There were Class 
Factors (CF), Known Factors (KF), and Noise Factors (NF). The CF could be True 
(TCF) or Hypothesized (HCF) (see Figure 2.1). 

Ideally the feature comparison score would always reflect the difference between 
HCF and TCF and be independent of NF and KF. So, we want features with high 
sensitivity to changes in CF, low sensitivity to changes in NF, and whose variation due 
to KF can be predicted. That is, we want the features to be sensitive to between-class 
variations (aka discriminating, inter-class sensitive) and insensitive to within-class 
variations (aka robust, intra-class insensitive, stable). 

Note that CF (and therefore NF) will change during the PEM loop's search. That 
is, initially CF may not include the target's variant or precise pose. So, at this point 
in the search, it is desirable that features not be sensitive to target variant or fine 
pose. As the search converges and we are down to determining target variant and 
precise pose, it becomes desirable that the features be sensitive to variant and pose. 
In addition to target type and pose, CF may include region labels (including object 
and background). Obstructions, configurations, articulations, and CC&D may also 
become part of CF, depending on the overall system design. 

The method for assessing sensitivity depends on the approach used to define the 

feature. 

Extract-Based Features 

Sensitivity is measured by the amount the feature changes for a given change in 
the factors. Generally the feature sets will be compared with the Match Module. 
Figure 4.1 summarizes this basic approach. 

The particular method for measuring "change in feature" will depend on the type 
of feature. As examples, a method for each of the types in the strawman feature set 
will be discussed. The change in peaks could be measured by the Match module's 
score in comparing the two sets of peaks. The method for measuring the change in 
texture will depend on how texture is characterized. If texture is characterized by 
a number then a simple difference could be used. Change in region labels could be 
measured as "same" or "different." Change in target dimensions could be the numeric 
difference in each dimension. 

Similarly, the methods for measuring changes in factors will depend on the partic- 
ular factor. As examples, a method for measuring changes in factors will be proposed 

10 
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for some of the obvious class components. Target type is the principal component for 
our purposes. The method for measuring change will be to label two types as "same" 
or "different," with a similar method for target class. The change in orientation 
can be measured as a simple numerical difference, similarly for any simple numeric 
component of class, such as degree of obstruction, squint angle, or depression angle. 
Articulation can often be characterized by a number. 

Truth-Based Features 

For some features we can introduce an artificial "truth" feature that can be gotten 
directly from the CF. For example, target length is available from the class model. 
Therefore, rather than using the methodology of Figure 4.1 which requires two image 
formations and two extractions, we can use the method of Figure 4.2 and determine 
sensitivity by getting the feature directly from the class description. The sensitivity of 
these "truth" features can be determined relatively easily because it does not require 
image formation or feature extraction. Also, the sensitivity of a "truth" feature is 
independent of the particular extraction method (and vendor); therefore, it can be 
determined just once and that value used over the entire life of the program. 

We can then indirectly assess the sensitivity of the actual features by comparing 

11 
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them to the "truth" features, as shown in Figure 4.3. This "accuracy" assessment 
can also be made with relative ease. Therefore, when it is meaningful to do so, we 
can use this two step process to expedite the evaluation of a feature's sensitivity. 

As discussed in the definition of features on page 4, these truth-based sensitivities 
must be interpreted with care and should only be used for features that are reasonably 
thought of as estimates of some well defined property. Further, the magnitude of a 
sensitivity must be interpreted relative to the accuracy with which the feature can be 
extracted. For example, exact target length may be very discriminating, but length 
with an uncertainty of ±20 feet would not be. 

With respect to the strawman feature set, we expect to be able to use the truth- 
based assessment method for region labels, target dimensions and target orientation. 
We expect to use the more expensive extractor-based assessment method for the 
features based on peaks and texture. 

Sensitivity Aggregation Methods 

Depending on the results of the sensitivity analyses for individual features, various 
combinations of features may be assessed. Similarly, the analysis with respect to 
individual factors may be expanded to consider combinations of factors. The many 
methods for formally aggregating sensitivity results will be assessed and applied as 
appropriate. Methods to be considered include those identified in References [2, 
Chapters 5-9], [3, Chapters 9 and 10], and [5, pp.465-497]. 

4.1.2    Accuracy Assessment Methods 

With the truth-based method, feature evaluation becomes a more conventional eval- 
uation of accuracy. We now consider how the accuracy of various properties will be 
assessed. 

The properties that are involved in features include things such as: 

• location, 

• value/magnitude/strength/amplitude, 

12 
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Table 4.1: Region Label Confusion Matrix 

• extent/area, 

• uncertainty, 

• other discrete and continuous characteristics, and 

• Abstract Data Structures (ADS). 

For the strawman feature set defined on page 8, extractor runtime, and feature 
distances, the attributes of interest include: 

• Peak (location, extent, magnitude-value, uncertainty) 

• Peaks (ADS) 

• Texture (location, extent, value, uncertainty) 

• Labeled sub-regions (location, extent, label-value, uncertainty) 

• Target Dimensions (length-value, width-value, uncertainty) 

• Target Orientation (value, uncertainty) 

• Extractor Runtime (value) 

• Feature Distance (value, uncertainty) 

We now develop more specific measures for labels and confidences. 

Labels 

For labeled regions, the "truth" data consists of image chips with sub-regions labeled 
with their true values. The difference between the labels associated with each pixel in 
a truthed image chip and those from extract will be recorded in a confusion-matrix. 
The matrix will have dimensions n x n, where n is the number of possible labels. 
There will be a confusion matrix entry for each pixel in each image chip. Table 4.1 is 
the confusion matrix that would result for the example image in Figure 4.4. 

13 
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Figure 4.4: Image with True and Extracted Labels 

Confidences 

The key to evaluating extractor provided confidences is to define "truth" data in a 
meaningful way. For this discussion we consider just two types of confidence expres- 
sions. Other types will be dealt with as they arise. 

One type of confidence is related to labels and is expressed as a probability. This 
confidence probability is meant to reflect the relative frequency with which the de- 
clared label is in fact the true label. A second type of confidence expression is related 
to numerical values. In this case there are two parameters. One parameter (e) gives 
the size of an interval and the second parameter (8) gives the probability that the 
true values lie within that interval, i.e. 

P(\x-x\ <e) > 1-6, 

8 is where x is the true value, x is the estimate, e is half of the interval size, and 1 
the confidence. 

So, in either case, we are getting the probability that some assertion is true (i.e. 
that the label is correct or that a number falls within an interval). Therefore, a 
histogram of the data collected, with the bins defined on some interval in probability, 
will be used. Within each bin of the histogram, the fraction of time that the assertion 
was true constitutes the "truth" data. That is, this is our best knowledge of the true 
probability that the assertion was correct. The limits of the bin are the estimated 
uncertainty and are accurate to the extent that they match the fraction of time that 
the assertion was actually true. Figure 4.5 represents some notional results. 

Consider target orientation as a particular example. There may be some fixed 
confidence, say 99%, and a varying interval. For each chip we get an extracted orien- 
tation and a confidence interval. The true orientation is either within that confidence 
interval or it is not. After extracting the orientation from a large number of image 
chips, say 1000, we have some relative frequency of success (true orientation was 
within the confidence limit of the extracted orientation), say 98.7%. The accuracy 
of the extractor's confidence output is reflected in the difference between these two 
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Figure 4.5: Confidence Histogram 

percentages. If they are close then the confidence is accurate; if they are not close 
then the confidence is not accurate. For region labels, the data that went into the 
confusion matrix discussed above can be used to build similar histograms with similar 
confidence evaluation implications. 

4.1.3    Summary 

In summary, with respect to the strawman feature set, we expect to use an extractor- 
based method to asses the sensitivity of the peak and texture based features. We 
expect to assess the sensitivity of "truth" features for region labels, target dimen- 
sions, and target orientation. We expect to evaluate the "accuracy" of the extracted 
estimates of these "truth" features. Finally, we expect to assess the accuracy of any 
confidence measure associated with features and the extractor's estimates of its own 
runtime. The only output unaccounted for is the feature distance function that an 
extractor may provide. While no direct evaluation is planned for this function, it will 
be an integral part of the sensitivity assessments since Match will be used to compare 
features and, presumably, Match will use the extractor's feature distance function. 

4.2    Design 

The Design is assessed in terms of proofs/derivations, modifiability of the algorithms 
(as opposed to software modifiability), and efficiency of the algorithms. 

The clarity, correctness and completeness of derivations and proofs used to support 
the module's design, uncertainty estimation and timing estimates will be assessed. 
The traceability of assertions to the literature will be an important consideration. 

Modifiability of the algorithms is directly related to the MSTAR program goal 
of "commodization" of ATR algorithms and the evaluation of model-driven ATR 
system development. We are concerned about modifiability with respect to new 
and/or modified: 

• adjacent modules, 
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• targets, 

• sensors/sensor parameters/image properties, 

• scenarios/missions/area of operation, and 

• features. 

The MSTAR extended operating conditions are especially relevant modifications. 
Modifiability will be assessed by the amount of "effort" required to make these 
changes and the quality of the results after modification. The "effort" required 
will be measured in terms of number of changes, person-hours used, and amount 
of data/computer resources used. The number of parameters and their tuning meth- 
ods will be considered in this assessment, along with the degree to which the changes 

are model-driven versus data-driven. 
Efficiency of the underlying algorithms is considered here. The degree of concur- 

rancy/parallel operation possible for the algorithm is also of interest. 
As for extractor-specific considerations, the feature set and the extractor should 

require no changes for changes in targets or scenarios. The changes with respect 
to sensor parameters and image properties should be systematic or even automated. 
The extractor's scalability is of concern with respect to chip size, image properties 
(e.g. complex or polarimetric), and feature resolution as requested by Search. 

4.3     Software Engineering 

We use as goals the categories from Reference [1, pp.24-27], i.e. modifiability, effi- 
ciency, reliability, and understandability. To these we add portability — an espe- 
cially important issue for the MSTAR teaming arrangement. The SI contractor will 
probably have the best insight into this after doing the first integration. 

• Modifiability: Modifiability is considered here, with respect to software engi- 
neering, and again in Design, with respect to the overall process of modifying 
the module. Modifiability with respect to the EOCs is particularly relevant. 

• Efficiency: Efficiency is also consider here and again above with respect to 
Design. Here we are concerned with the use of time and memory resources by 
the delivered software. The impact of each feature on the computation resource 
requirements of Extract, Predict, and Match is an important consideration. 

• Reliability: The ability of the software to handle weird data sets and degrade 
gracefully is of interest. The correctness of the software (i.e. how faithfully it 
implements the specified algorithm) will be assessed. Tools such as purify and 
profile will be used to look for memory leaks, unnecessary use of disks, etc. 
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Understandability: The documentation should be clear, accurate, and up-to- 
date. The completeness will be assessed, including a mathematical description 
of the algorithms and any undocumented features. A subjective judgement will 
be made as to the ease-of-use of the documentation. The code should also be 
understandable, making good use of modularity and abstraction, and be well 
commented. Standard metrics, such as average function size, will be considered. 

Portability/Rehost Verification: The degree of difficulty encountered in rehost- 
ing the software is of interest, not only to the degree required for us to get things 
running, but also as a measure of how well we are supporting the "commodiza- 
tion" of ATR modules. This will be reflected in the amount of work required 
for the rehost and whether or not we were able to get it compiled and running 
on all of our systems. The rehost will include exercising all options available to 
the user, looking for bombs and the ability to duplicate vendor provided test 
cases. 
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Chapter 5 

Summary 

This report develops concepts that will support the evaluation planning for the 
MSTAR features and feature extractors. These concepts will be used later in building 
a detailed evaluation plan. We began our development by distinguishing between the 
evaluation of a feature set and the evaluation of an extractor. The specifics for feature 
evaluation depend upon whether or not it is meaningful to define a truth-value; but 
is either case, features are evaluated in terms of their sensitivity (at first individually 
and then as a set) to various "factors." The factors of interest fall into the categories 
of Known, Class, and Noise. Ideal features would be discriminating (high sensitivity 
to class factors), robust (low sensitivity to noise factors) and predictable (predictable 
sensitivity to known factors). The evaluation of the extractors (including auxiliary 
information such as runtime/memory use estimates and feature uncertainty) is based 
on accuracy (when meaningful), design quality, and good software engineering prin- 
ciples. 
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