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Agents for Dynamic Plan Management 
AFOSR Contract Number F496290-98-1-0436 

Abstract 

This project was aimed at developing agent-based technology for dynamic plan 
management, i.e., for automatically monitoring, extending, and updating complex plans 
for a human user in a changing environment in which the set of goals to be achieved 
evolves over time. The project succeeded in achieving its objectives, and obtained both 
theoretical and practical results. In particular, representations and algorithms were 
developed for four key plan management tasks: (i) deliberation, i.e., determining 
whether or not to adopt a new potential goal by assessing its cost in context; (ii) plan 
merging, i.e., integrating plans for new goals into a set of existing commitments, while 
minimizing the disruption to those prior commitments; (iii) contingency selection, i.e., 
making effective decisions about which contingent events to plan for in advance, and (iii) 
selective execution monitoring, i.e., determining »vhich environmental features to attend 
to while a plan is being executed.    Additionally, we designed and implemented a 
prototype plan management agent (PMA), which builds on these and other plan 
management algorithms, and assists a user in managing a complex set of plans. 

Research Objectives 

This research project was aimed at an important but challenging goal: that of developing 
foundations for intelligent agents that can help humans perform a range of information- 
processing and decision-making tasks more efficiently and effectively. In most cases, 
these agents will be deployed in dynamic, uncertain environments, where they will have 
to exhibit goal-directed behavior. Technology for generating plans to achieve goals in 
such environments has emerged, but the ability simply to generate plans in not sufficient. 
Agents in dynamic, uncertain environments must also be capable of effectively managing 
their plans. This research project was aimed at developing computational mechanisms— 
trepresentations, algorithms, and heuristics—for plan management tasks, and at 
demonstrating their viability in a prototype plan-management agent (PMA). The specific 
plan-management tasks that we modeled included: 
• determining the cost of a new option in the con^xt of an existing set of plans; 
• determining whether a new option is compatible with a set of existing plans, and 

whether compatibility depends upon the imposition of additional constraints on the 
option's performance (e.g., about how or when the new option will be achieved), to 
enable plan update via merging; 

• determining which possible plan failures to consider at plan-generation time, and 
which to defer to execution time; and 

• determining what to monitor during plan execution, and at what times. 
In addition to developing representations and algorithms for these tasks, we had a goal of 
implementing and integrating them in a prototype Plan Management Agent (PMA), a 



system that has structured activities of a human user, and provides assistance in managing 
those activities. For example, PMA's capabilities include alerting a user to potential 
conflicts among his plans; suggesting plan expansions that have acceptable cost; and 
suggesting situations that should be monitored during plan execution. PMA would be 
valuable in a wide range of domain, including many military settings. For instance, a 
military commander overseeing a complex mission could be assisted by PMA, which 
would track personnel and equipment commitments, guarantee consistency among 
various operational goals, and guide reactions to new developments. It would need to be 
able to fit new plans into the ones to which it has already committed, and to determine 
whether its commitments remain viable after detected changes in the environment. It 
might also need to make decisions about planning detail, for instance, deciding whether a 
transportation plan should be completed now, or whether it is better to wait until the 
weather status of a certain airport is known. 

Results 

Here we briefly describe tb : main results of our research project.   Our discussion is 
organized in terms of the four algorithmic issues mentioned in the previous section (i.e, 
the four main plan management tasks for which we developed representations and 
algorithms), and the overall system we designed and built. For each category, we list the 
relevant publications supported by this project. 

Computing the Cost of a Plan in Context 
References [2], [17] 

A central reasoning task for any agent is to compute the expected value of an option for 
action that it is considering, to determine whether it is worthwhile committing to that 
option. The extensive literature on decision theory provides a mathematically rich basis 
for addressing this question, but falls short of our needs in designing an artificial agent in 
two ways. First, it assumes that the utility of an outcome is given as part of the 
background context of the decision problem. In fact, the overall desirability of an option 
presented to an agent is often not immediately apparent; and we were explicitly 
concerned with the mechanism through which it might be discovered. We have so far 
focused, in particular, on the case in which the option presented to an agent has a known 
benefit, but requires some effort—the execution of a plan—for its achievement. In order 
to evaluate the overall desirability of the option, the agent thus has to arrive at some 
assessment of the cost involved in achieving it. 

Second, standard decision theory has not been concerned with computational constraints. 
In contrast, we have insisted that the task of evaluating an option should be 
computationally realizable; and in particular, our work has been developed within the 
theoretical framework proposed in our earlier research, according to which it is best to 
view a resource-bounded agent as operating always against the background of some 
current set of intentions, or plans. In contrast to standard decision theory, where actions 
are evaluated in isolation, we developed a model in which the options presented to an 



agent are evaluated against a background context provided by the agent's current plans— 
commitments to future activities, which, at any given point, may themselves be only 
partially specified. The interactions between the new option and the background context 
can complicate the task of evaluating the option, rendering it either more or less desirable 
in context than it would have been in isolation. 

As a commonsense example, suppose an agent is already committed to going to the 
airport tomorrow afternoon to catch a plane, but has not yet decided whether to get there 
by taxi or by taking the airport shuttle van. Given this background context, the agent 
might then have to evaluate the newly presented option of attending a lunchtime meeting 
tomorrow. If the meeting is to be held at the agent's office, and is likely to run late, a 
decision to attend may rule out the possibility of taking the van. Assuming that the van 
costs less than the taxi, the new option would then be less desirable in context that it 
would have been in isolation; the benefit of attending the meeting must be at least great 
enough to compensate for the difference in cost between taxi and van to make it 
worthwhile. On the other hand, suppose the meeting is to be held at an airport hotel. In 
thi? case, the background context reduces the cost associated with the new option, 
inr easing its overall desirability, since the agent is already committed to going to the 
airport: the agent might rationally choose to attend the meeting, since he is going to the 
airport anyway, even if this option is not one the agent would have decided to pursue in 
isolation. 

Our work on this problem provides an initial theoretical and computational analysis of 
the reasoning involved in situations like this, where a new option must be evaluated 
within the context provided by a background plan. Because we are concerned with the 
design of artificial agents, we represented both the agent's background context and the 
new options it might encounter using the well-understood plan formalisms common in 
AI. Our approach to evaluating the desirability of new plans can thus be dovetailed with 
computational accounts of plan generation. We developed both a theoretical framework 
for option evaluation in context, and an anytime algorithm that can be used by a 
computational agent for such evaluation. 

Computing Plan Compatibility 
Publications [1],[4],[21] 

A second important plan-management task involves determining whether a new option is 
compatible with existing commitments. Another way to view this problem is to ask 
whether the new option can be merged into the existing set of plans. The problem of plan 
merging was previously studied by Q. Yang ("Intelligent Planning: A Decomposition 
and Abstraction Based Approach", Springer, New York, 1997), who developed a 
constraint satisfaction procedure to determine plan compatibility. This algorithm, 
COMBINE, takes as input two plans, identifies all the threats between them, constructs a 
constraint satisfaction problem (CSP) representing the threat resolution alternatives, and 
then solves the CSP to find some set of resolutions.    Yang's approach, however, applied 
only to a limited class of plans, which were subject to severe limitations on expressive 
power. 



We extended Yang's approach in two key ways. First, we generalized it so that it can 
handle plans with complex temporal constraints. Yang assumed "classical" plans, in 
which the only constraints on the timing of steps are relative ordering constraints. In 
contrast, we need to be able to reason about plans in which steps have specific assigned 
times (e.g., 2pm Wed.) and/or duration (e.g., 3 hours), and even temporal or duration 
intervals (e.g., Wed. between 2 and 5 pm, for a period of 1-2 hours). To handle such 
complex constraints, we developed efficient algorithms for solving various temporal 
reasoning problems, including Simple Temporal Problems (STPs) and Disjunctive 
Temporal Problems (DTPs). In fact, we showed experimentally that our algorithms for 
DTP solving achieved a two order-of-magnitude speed-up over the previous state-of-the- 
art algorithm. 

Our second major extension involved making it possible to reason about the consistency 
of plans with conditional branches. Reasoning about the compatibility of conditional 
plans requires computing the possible intersections of future conditions, and checking for 
compatibility in each of these. We developed formalisms, Conditional Simple Temporal 
Problems (CSTPs) and Conditional Disjunctive Temporal Problems (CDTPs), and 
algorithms for solving these. Although solution in the general case is computationally 
intractable, we showed that there is a tractable subset of problems that corresponds to 
conditional plans. 

Note that all our algorithms not only determine whether a new plan is consistent with a 
set of existing background plans, but also produce a set of any additional constraints that 
are necessary to guarantee consistency. Such "forced" constraints can then be adopted, 
along with the new plan, during plan update. 

Contingency Selection 
Publications [5],[7],[13],[20] 

In dynamic and uncertain environments, it is impossible to form complex plans that are 
guaranteed to succeed: the space of contingent events is simply too large. Instead, an 
intelligent agent must make principled decisions about which possible contingencies to 
plan for in advance, and which to deal with, if necessary, at execution time. Most 
previous research on generating plans with conditional branches assumed small, static 
environments, and thus attempted to generate plans for all contingencies. In contrast, we 
developed an approach to contingency selection that makes use of the expected 
(dis)utility of failing to plan for a contingency. 

Our algorithm has four notable features. First, we treat potential foreseeable execution 
failures as flaws, in the traditional POCL sense of a flaw. Specifically, we define a 
potential failure point to be any part of a plan that (a) involves a branching action, i.e., 
one whose outcome is uncertain, and (b) relies on a particular outcome of that action. 
Where classical planning algorithms consider open conditions and threats to be flaws, we 
add potential failure points into this set. Decisions about whether and when to handle 
each potential failure point can then be encoded as part of the search-control strategy. 



Previous probabilistic/conditional planners have been severely limited by the fact that 
they do not know how to handle failure points to their advantage. For all but very small 
domains, the search space explodes quickly if plan failures are considered 
indiscriminately. We show how a principled selection of failure points can be performed 
within the framework of our algorithm. 

Second, we include three logically distinct techniques to repair a potential failure point: 
• corrective repair, originally introduced in the work on conditional planning, 

which involves reasoning about what to do if the desired outcome of a branching 
action does not occur; 

• preventive repair, originally introduced in the work on probabilistic planning, 
which involves reasoning about how to help ensure that the desired outcome of a 
branching action will occur; and 

• replacement, implemented by backtracking in the planning literature, which 
involves removing the branching action and replacing it with an alternative. 

Third, as a result of the above techniques, the algorithm can generate plar^ Liiat are 
conformant (covering each possible situation without utilizing an Observation action), or 
conditional (with branches that are taken as a result of observation actions), or both. This 
feature allows the planner to perform a decision theoretic comparison of the plans that are 
generated using different strategies for handling possible failures. For instance, a 
conformant plan might be preferable when observation actions are costly, whereas a 
conditional plan might be preferable when the consequences of acting without looking 
are not favorable. 

Fourth, our planner can generate conditional plans with merged branches: if two branches 
involve different steps at the beginning but the final steps are the same, the final part can 
be shared. Merging branches reduces the amount of planning required and thus improves 
efficiency. 

Note that our work the generation of contingency plan fits with our previously described 
research on determining the consistency of plans with conditional branches. 

Intelligent Execution Monitoring 
Publications [3],[6],[8],[12],[15],[19] 

As indicated above, in dynamic and uncertain environments, things will not always go 
"as planned." Thus, another key aspect of plan management is monitoring the execution 
of plans, so that replanning can be performed when needed.    A central a^stion is how 
to focus the sensing performed by such a system, so that it responds appropriately to 
relevant changes, but does not attempt to monitor all the changes that could possibly 
occur in the world. To achieve the required balance, we developed a new framework, 
called rationale-based monitors, which represent the features of the world state that are 
included in the plan rationale, i.e., the reasons for the planning decisions so far made. 
Rationale-based monitors capture information both about the plan currently under 
development and the alternative choices that were found but not pursued. We developed 



plan transformations that result from the firing of a rationale-based monitor, for example 
when an alternative choice is detected.    We implemented the rationale-based monitoring 
approach in two different planning systems: the Prodigy planner and a partial-order 
causal-link planner, and we explored the relative advantages of each planning approach 
for rationale-based monitoring.   We have not yet extended the monitoring approach to 
the richly expressive plan structures developed and studied in the other components of 
this project, and thus the execution-monitoring mechanism in PMA is still rather 
unflexible. However, we believe that the theoretical foundations we developed are 
extensible. For example, there has been recent work that introduces uncertainty about 
action effects into a rationale-based monitoring-like framework (C. Boutilier, 
"Approximately Optimal Monitoring of Plan Preconditions," in Proceedings of the 
Conference on Uncertainty in AI, 2000.) 

Overall Architecture and Prototype System 
Publications [10], [11],[14],[16],[18] 

In addition to our component studies, we also developed an integrated architecture for 
plan management, and a prototype plan management assistant (PMA). PMA is intended 
to be a "smart assistant", which helps a user manage a potentially large and complex set 
of plans in a dynamic setting. We developed a version of PMA for an academic user, 
whose routine procedures involve things like teaching courses, attending meetings, and 
overseeing the editing of papers. However, the central algorithms in the system are 
domain-independent and can be re-used for other types of users by modifying the 
knowledge base (indeed, in our NSF-funded project on cognitive orthotics for the elderly, 
we have done just this). 

PMA is related to two major classes of software systems: personal electronic calendar 
systems and workflow systems.    Commercially available electronic calendar systems, 
published by major software companies, essentially provide electronic interfaces to 
written calendars. They typically have advanced GUIs, and provide linkages to contact 
databases and email; some also provide capabilities for automated meeting scheduling. 
However, these systems suffer from a highly impoverished representation for activities: 
they can only model simple events and recurring simple events. Simple events are blocks 
of time with a single property—"free" or "busy"; a "free" activity is allowed overlap 
with other "free" activities, but a "busy" activity cannot overlap with other activities. 
Recurring simple events are simple events that recur at regular intervals, e.g., every 
Tuesday from 4-5pm. Labels and textual informat'on can be attached to each event, but 
these are not used in any sophisticated way by the «ystem; they are stored only for the 
human user's information. 

Workflow systems constitute another class of systems aimed at helping users manage 
their routine activities. In contrast to personal calendar systems, workflow systems 
employ richly structured representations of activities (or processes), and they use these 
representations to ensure that information and tasks flow to the appropriate people in an 
organization in a timely fashion. Modern workflow systems support document 



management and coordination.   On the other hand, they tend to have limited capabilities 
for handling uncertainty, for replanning when a problem is detected, and for reasoning 
about the relative value of alternative ways to perform a given task. PMA is being 
designed to include just these sorts of reasoning capabilities, using the techniques 
discussed above. 

Tp illustrate the behavior of PMA, and show how it includes the types of reasoning 
processes already discussed, we describe a sample interaction with it. PMA has 
knowledge of the structured activities—the plans" or procedures—that its user typically 
performs. For instance, a PMA for use in a physician's office would know the steps 
involved in carrying out diagnostic procedures, preparing a patient for surgery, and 
handling insurance forms. The activity of preparing a patient for surgery might include, 
say, organizing a preliminary battery of tests, assembling and scheduling the surgical 
team, booking the operating room, etc.    Many of these tasks would themselves 
decompose into structured activities: carrying out a single test might involve scheduling 
that test, tracking the lab work, entering the results into the patient's record, and calling 
the patient for follow-up wp-k if necessary. 

Imagine that a physician (or nurse) specifies the goal of performing a particular 
diagnostic test on a patient. PMA immediately posts commitments to various tasks 
pertaining to that goal in an internal knowledge base—the schedule. It also updates the 
graphical display that includes a calendar and to-do list. In this example, the posted 
commitments might include scheduling the test, obtaining the necessary background 
information before the test date, reminding the patient 48 hours before the test date, and 
so on. Once the user indicates that the test has been scheduled for a certain date— 
December 15, say—the temporal information associated with the related procedures will 
be updated accordingly; for example, a calendar entry will then appear reminding the user 
to notify the patient on December 13. Furthermore, if this test is just one of a battery of 
tests, and the scheduled December 15 date places it too near another test with which it 
might interfere, PMA will notice this conflict and notify the user, suggesting an 
alternative schedule that avoids the conflict. It may also suggest to the user that an 
operating room should be scheduled now, even though the actual deadline for the 
reservation has not yet occurred, because there is limited flexibility in the schedule to 
handle the situation should the operating rooms become unavailable at the desired time. 

This scenario illustrates the main capabilities of PMA: 
• The PMA user can commit to activities that have rich temporal and causal 

structure. She doeo not need to specify separate commitments to each component 
of the activity. 

• The PMA user can make partial commitments: for instance, she can commit to 
performing a particular activity without yet specifying the exact time at which it 
will occur, or she can specify that she wants to commit to a particular goal, 
without yet specifying exactly which plan she will use to achieve that goal. 



• 

When the user extends her commitments (e.g., by specifying a particular time or 
a particular plan for a goal), PMA propagates the new commitment to all affected 
parts of the activity. In the example above, when the user specifies that the test 
should be scheduled for Dec. 15, a patient reminder is automatically scheduled for 
Dec. 13. 

Whenever the user attempts to form a new commitment, PMA performs temporal 
and causal reasoning to determine whether it is consistent with the user's previous 
commitments. If PMA determines that certain additional constraints are required 
to ensure consistency, it notifies the user of those additional constraints, which we 
call "forced constraints." If PMA determines that there is a conflict between the 
new commitment and prior commitments, it suggests ways to resolve the conflict. 

PMA can assess the cost of executing a plan in the context of existing 
commitments, and notify the user if the cost fails to exceed some specified 
threshold. 

»    As time passes, PMA monitors the execution of the user's activities, and reminds 
the user when deadlines are approaching. It also reasons about the tightness of 
the schedule: for instance, if there is little slack at some future periods, PMA may 
suggest taking early action. 

PMA has been implemented in Allegro Common Lisp for Windows. We implemented 
the first five capabilities just listed, using the representations and algorithms developed 
earlier in this project. We hope to introduce the remaining two capabilities to PMA in 
follow-on work. Our knowledge base so far contains plans for an academic user, rather 
than a medical one, but as noted above, the underlying mechanisms are domain- 
independent. 
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Personnel supported by the Project 

This project provided support for the Principal Investigator, Dr. Martha Pollack, as well 
as several graduate students in the Dept. of Computer Science and the Intelligent Systems 
Program at the University of Pittsburgh: Jun Hu, Atif Memon, Colleen McCarthy, 
Nilufer Onder, Sailesh Ramakrishnan, and Ioannis Tsamardinos. Not all of these 
students were supported throughout the entire duration of the contract: some graduated 
during the period of performance, and some had other sources of funding for certain 
periods (e.g., academic year fellowships).    Project funding supported work on two 
dissertations (Onder and Tsamardinos) and on four M.S. projects (Hu, McCarthy, 
Ramakrishnan, and Tsamardinos). 

Transitions and Follow-on Efforts 

The software developed as part of this project is not vet ready for direct transition to a 
product. However, in a follow-on AFOSR contract (F49620-01-1-0066, "Increasing the 
Efficiency and Functionality of Plan Management Agents), we will be extending the 
foundational work done in the initial project along several dimensions, which should help 
close the gap between the research prototype and a system capable of being fielded. Of 
course, we also expect to produce foundational results on plan management and temporal 
reasoning in the new project. Additionally, we are now using many of the results we 
obtained in the initial project in a related project, being funded by the National Science 
Foundation, to develop technology that will assist elderly users with cognitive decline in 
managing their daily activities. 
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