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Secure Multicast Protocols for 
Group Communication 

1    Significant Accomplishments and Progress 
This is the final report for this project, which has focused on: 

• Design and implementation of the Secure Group message ordering and 
group membership protocols, which are derived from our previous 
Trans/Total protocols. 

• Design and implementation of the SecureRing message ordering and 
group membership protocols, which are derived from our previous Totem 
single-ring protocols. 

• Experimentation with the FORTEZZA card, the Cryptoki interface, 
and the Cryptolib software. 

• Development of a system, called the Immune System, that combines 
the SecureRing Protocols with the replication manager and majority 
voting algorithms of the Eternal System (also funded by DARPA). 

• Understanding the problem of achieving consensus (which underlies 
the message ordering and group memberhip algorithms of group com- 
munication systems) for environments that are subject to Byzantine 
(arbitrary) faults and malicious attacks. 



1.1 Design of Secure Multicast Protocols 

The principal investigators of this proposal have spent many years in devel- 
oping multicast group communication protocols (see Papers 11 and 13 for 
an overview). This project has taken that work much farther in developing 
secure multicast protocols that can withstand Byzantine (arbitrary) faults 
and malicious attacks. 

Much of the computational cost of a secure multicast protocol arises from 
the need to compute a digital signature for each message sent and for each 
message received. Another cost is the need to include the signature for a 
message in every acknowledgment for that message. This increases the size 
of the acknowledgments and the cost of manipulating them. Our approach 
to the design of secure multicast protocols is to reduce the number of extra 
messages required by the protocol for acknowledgments, authentication, etc. 

1.2 The Trans/Total Protocols 

The Trans/Total protocols provide reliable totally ordered delivery of mes- 
sages within a broadcast domain. The Trans protocol piggybacks acknowl- 

■ edgments on the backs of messages to reduce the number of messages broad- 
cast. From these acknowledgments, a partial order graph is constructed. 
The Total protocol converts this partial order into a total order using a 
multi-stage voting algorithm, without any additional messages broadcast. 
Four membership protocols have been developed that operate on top of the 
Total protocol. 

The Trans/Total protocols are unique in that they continue to deliver 
messages in a total order despite failed processors. When failures occur, 
other protocols stop delivering messages until a membership protocol has 
detected the failed processor and has reconfigured the system to exclude 
it. In contrast, the Trans/Total protocols continue to transmit, order, and 
deliver messages without a hiatus even under malicious attacks. 

The Trans/Total protocols have the lowest communication cost of any 
totally ordered multicast protocols known to us; however, they are quite 
computationally expensive. 



1.3    The Secure Group Protocols 

The Secure Group Protocols are derived from the Trans/Total message order- 
ing and membership protocols. The acknowledgment and voting mechanisms 
of the protocols, used in conjunction with digital signatures, prevent a mali- 
cious processor from disrupting the totally ordered delivery of messages, and 
from disrupting the membership protocol. 

The Secure Group Protocols employ a public key cryptosystem in which 
each processor possesses a private key known only to itself with which it 
can digitally sign messages. Each processor also possesses the public keys 
of other processors with which it verifies signed messages. With high proba- 
bility, the digital signatures prevent a Byzantine (malicious) processor from 
originating a message purporting its source to be some other processor. To 
reduce the cost of signing a message, only a digest of the message is signed. If 
a Byzantine processor sends two different messages to different destinations, 
purporting that they are the same message (i.e., have the same message iden- 
tifier) then, with high probability, the digests of the messages are different 
and a destination can recognize the messages as distinct and can process 
them as distinct messages. The messages may also be encrypted, but that 
encryption is orthogonal to the protocols. 

The Secure Group Protocols comprise: 

• Secure Trans Protocol - a reliable broadcast protocol which ensures, 
with high probability, that every message received by any non-faulty 
processor is received by every non-faulty processor. Acknowledgments 
piggybacked on the messages determine a causal order on messages. 

• Secure Total Protocol - a total ordering protocol for converting the 
causal order on messages into a total order ensuring that, even in the 
presence of crash and Byzantine faults, non-faulty processors deter- 
mine identical total orders on messages and non-Byzantine processors 
construct consistent total orders. 

• Secure Group Membership Protocol - a membership protocol for main- 
taining the membership of the configuration by detecting and removing 
faulty processors and by admitting new and recovered processors. 

The Secure Group Membership Protocol operates on top of the Secure 
Total Protocol, and exploits the total order generated by it. The Secure 
Total protocol is a probabilistic algorithm in which the probability of making 
a decision to extend the total order increases asymptotically to unity as more 



messages are processed. It is truly fault-tolerant in that it continues to order 
messages in the presence of both crash and Byzantine faults, provided that 
a resilience requirement is satisfied. More details about the Secure Group 
Protocols can be found in Papers 1, 14 and 15. 

1.4 The Totem Protocols 

The Totem protocols provide reliable totally ordered delivery of messages, 
as well as topology and membership services, over a local-area network or 
across multiple local-area networks interconnected by gateways. The Totem 
protocols employ a logical token-passing ring on each local-area network, with 
sequence numbers to provide reliable totally ordered delivery of messages on 
a single local-area network and timestamps to provide total ordering across 
multiple local-area networks. 

The Totem protocols focus on high performance and real time, and un- 
doubtedly have the highest throughput of any ordered multicast group com- 
munication protocols yet exhibited, measured for 100 byte messages at 112,000 
multicast messages/sec. The Totem protocols allow continued operation in 
all components of a partitioned network, and ensure that consistency of mes- 
sage ordering is maintained even in the presence of network partitioning 
faults. The advantage of the Totem protocols over the Trans/Total protocols 
is that they have a lower computational cost. More details about the Totem 
protocols can be found in Papers 3, 10 and 12. 

1.5 The SecureRing Protocols 

The SecureRing Protocols are Byzantine-resistant message ordering and group 
membership protocols derived from the Totem single-ring protocol. 

The SecureRing message ordering protocol protects the system against 
the following forms of Byzantine attack by a corrupt processor: 

A malicious processor communicates different messages to different des- 
tinations, purporting that they are the same message, i.e., giving them 
the same header. We call these messages mutants of each other. 

A malicious processor sends a message which purports to be from an- 
other processor. 

A malicious processor alters the token. 

• 

• 



To provide protection against these forms of malicious attack, several mea- 
sures are employed. Each message is digitally signed by its originator to pro- 
vide authentication. This requirement applies to all messages of any type, 
including token transmissions. Digests of the previous token and the mes- 
sages broadcast by the token holder are placed in the token. The token is 
broadcast, rather than transmitted point-to-point as in the Totem single- 
ring protocol. These novel strategies allow detection of mutant messages and 
token alternation. 

The SecureRing membership protocol handles benign and malicious pro- 
cessor faults, network partitioning, and loss of the token. When such faults 
are detected, the membership protocol forms a new ring on which the total 
ordering protocol can continue operation. To form a new ring, consensus 
must be reached in that every non-malicious member of the configuration 
must agree on the membership. Additionally, the membership protocol must 
terminate, in that every non-malicious processor must install a configura- 
tion with an agreed membership within a bounded time unless it fails within 
that time. To achieve consensus and termination, processors that fail to 
reach agreement within a bounded time are eliminated from the member- 
ship. Byzantine attacks that must be guarded against include: 

• A malicious processor causing incorrect membership changes to take 
place. 

• A malicious processor preventing necessary membership changes from 
taking place. 

• A processor that is known to be malicious joining the membership. 

In addition to the procset and crashset used in the Totem single-ring mem- 
bership protocol, the SecureRing membership protocol employs the Byzset, 
a set of identifiers of processors that are suspected-of being Byzantine. 

For a ring of four 200 MHz UltraSPARCs connected over a 100 Mbit/s 
Ethernet, the measured throughput of the SecureRing Protocols is approx- 
imately 900 1000-byte messages/sec, which compares very favorably with 
the performance of other secure multicast protocols. More details about the 
SecureRing Protocols can be found in Papers 9 and 20. 



1.6 FORTEZZA/Cryptoki vs. Cryptolib 

Protocols that can survive Byzantine (arbitrary) faults and malicious attacks 
come with a high associated overhead. Much of the cost is related to signature 
generation and verification, which are computationally expensive operations 
that depend on modular exponentiation. 

For the project, we obtained FORTEZZA encryption cards and read- 
ers from NSA. We experienced some difficulties initially with the Cryp- 
toki software package from NSA, but these problems were overcome. The 
FORTEZZA card driven by the Cryptoki software appears to be appropriate 
up to about 100,000 bit/sec, a significant proportion of the overhead being 
incurred within the Cryptoki software. Because that performance would sub- 
stantially limit the performance of our protocols, we abandoned the use of 
the FORTEZZA cards. 

We then obtained from AT&T Labs the Cryptolib software package. Even 
though it runs entirely in software, Cryptolib runs substantially faster than 
the hardware FORTEZZA cards on our Sun workstations. 

In Table 1 we give some sample execution times using CryptoLib for com- 
puting MD4 and MD5 message digests, and for signing and verifying using 
RSA. These measurements were taken on a 167 MHz Sun UltraSPARC run- 
ning Solaris 2.5.1. Signatures are computed by RSA decrypting a message 
digest using the private key, while verification is performed by RSA encrypt- 
ing the signature using the public key. The signature and verification times 
shown in Table 1 assume that the message digest has already been computed, 
and use an RSA key modulus size of 300 bits. Because the message digest 
is a fixed size (16 bytes), the time required for signing is independent of the 
size of the original message. However, signature generation time is highly 
related to key modulus size; a tradeoff exists between performance and the 
level of security attained. 

1.7 The Immune System 

The Immune System has emerged from the SecureRing Protocols of this 
project and from the Eternal System of another DARPA funded project 
in our Lab.  While the SecureRing Protocols handle malicious attack from 



Message Size MD4 MD5 RSA Sign RSA Verify 

250 bytes 30 us 50 us 
7.4 ms 1.5 ms 500 bytes 50 /is 80 /is 

1000 bytes 100 fts 150/xs 
2000 bytes 200 us 300/xs 

Table 1: Approximate Times to Compute Digests and Signatures. 

within the system, and the Eternal System provides replication management, 
neither system completely addresses the survivability requirements of critical 
applications. The Immune System provides intrinsic support for both relia- 
bility and security, by the use of object replication, as in the Eternal System, 
but exploiting instead, the mechanisms of the SecureRing Protocols. 

The Immune System can protect an existing unmodified CORBA applica- 
tion, running over an unmodified commercial ORB, against arbitrary faults, 
including those that arise from malicious attacks within the system. Every 
object within the CORBA application is actively replicated by the Immune 
System, with majority voting applied to incoming invocations and responses 
for each object replica. The Immune System exploits the stringent guaran- 
tees of the SecureRing Protocols to enable the majority voting to be effective, 
even when processors within the network and objects within the application 

become corrupted. 

The Immune System exploits the facilities of the underlying SecureRing 
Protocols to provide secure reliable totally ordered message delivery. By 
mapping the intercepted HOP messages onto the SecureRing Protocols, the 
Replication Manager of the Eternal System ensures that the client-server 
interactions are communicated in multicast messages, without modification 
of either the application objects, or of the ORB. 

We have measured the performance of the Immune System for a test ap- 
plication using the VisiBroker 3.2 ORB from Inprise Corporation. The mea- 
surements were taken over a network of six dual-processor 167 MHz Ultra- 
SPARC workstations, running the Solaris 2.5.1 operating system, connected 
by a 100 Mbit/sec Ethernet. 

For a client generating invocations-every 152 [is and for messages ranging 
in size from 300-1400 bytes (depending on the packing done by the ORB), 
the measured throughput is as follows. When the secure reliable totally or- 
dered group communication of the underlying protocols is used with message 



digests, as well as signatures for the tokens, the measured throughput is 375 
messages/sec. When the reliable totally ordered group communication of 
the underlying protocols is used with message digests alone, the measured 
throughput is 1840 messages/sec. The cost of digital signatures is a dominant 
cost in the protocols, even though only the token is signed. 

1.8    Achieving Consensus in a Byzantine Environment 

Consensus is a fundamental problem in distributed computing that underlies 
the message ordering and group memberhip algorithms of group communica- 
tion systems. Fischer, Lynch and Paterson have shown that it is impossible 
to achieve consensus in an asynchronous distributed system that is subject 
to even one crash fault. Chandra and Toueg have shown, however, that con- 
sensus is possible in an asynchronous distributed system that is subject to 
crash faults if the asynchronous model is augmented with an unreliable fault 
detector. 

We have investigated the use of fault detectors for solving the consensus 
problem in asynchronous distributed systems that are subject to Byzantine 
faults. We capture the essence of Byzantine faults by defining them in terms 
of deviation from the algorithm A that the processes run. We have defined 
two new completeness properties, eventual strong Byzantine completeness 
for algorithm A and eventual weak Byzantine (k + Incompleteness for algo- 
rithm A, and have used these completeness properties and previously defined 
accuracy properties to define four new classes of unreliable Byzantine fault 
detectors. 

We have developed an algorithm that uses a Byzantine fault detector 
to solve the consensus problem in an asynchronous distributed system of n 
processes subject to at most [(n - 1)/3J Byzantine faults. The algorithm 
employs a rotating coordinator and proceeds in asynchronous rounds. We 
have also developed an algorithm that implements, in a model of partial 
sychrony, a fault detector that can be used with our consensus algorithm. 

More details on the problem of solving consensus in a Byzantine environ- 
ment can be found in Papers 9 and 16. The problem of solving membership 
in a Byzantine environment where processes can fail and recover is considered 
in Paper 19. 



1.9    Real-Time Graphical Interval Logic 

Because this project was funded out of the Formal Methods program, we also 
include here a brief description of our activity in the area of Formal Methods. 
This work concerns the tools that we have developed for Real-Time Graphical 
Interval Logic (RTGIL). 

The RTGIL tools are intended for specifying and reasoning about time- 
bounded safety and liveness properties of concurrent real-time systems. These 
tools include a syntax-directed editor that enables the user to construct 
graphical formulas on a workstation display, a theorem prover based on a 
decision procedure that checks the validity of attempted proofs and produces 
a counterexample if an attempted proof is invalid, and a proof management 
and database system that tracks proof dependencies and allows graphical 
formulas to be stored and retrieved. Papers 4 and 5 contain more details on 
the RTGIL tools. 

We have also developed probabilistic duration automata for specifying 
and analyzing real-time systems in terms of probability density functions. 
Paper 2 describes this work. 

2    Accomplishments vs. Goals 

The Secure Group Protocols were implemented by Nitya Narasimhan (item 
1.1 on the schedule), including the multicasting of messages, the transitive 
positive acknowledgment mechanism, the negative acknowledgment and mes- 
sage retransmission mechanisms, the Byzantine resistant voting and total 
ordering algorithms, and the membership algorithm. However, the protocols 
are not yet fully tested and are not yet very robust. In particular, no testing 
for resistance to Byzantine attacks has yet been undertaken, and no perfor- 
mance measurements have been made (Item 2.2). Because the performance 
of the SecureRing Protocols was substantially better, a decision was made to 
focus our effort on that protocol. 

The SecureRing Protocols were implemented by Kim Kilstrom (Items 
1.2 and 2.2 on the schedule). The protocols exploit digital digests to avoid 
the expense of computing digital signatures for every message, resulting in a 
substantial performance gain. Messages are now being multicast and ordered 
efficiently despite the regrettably slow encryption and decryption available to 
us. Throughput has been measured at 900 1000-byte multicast messages/sec 



(which compares with the several seconds per message reported by another 
researcher at a recent DARPA meeting). The membership algorithm re- 
quires considerable care to protect it against Byzantine attacks, but a robust 
membership algorithm has now been coded and is being tested. 

The SecureRing Protocols have been integrated with the Eternal replica- 
tion manager for CORBA, to produce the Immune System. Eternal provides 
both active and passive fault replication for CORBA objects using a crash 
fault model. To extend Eternal with majority voting to protect against 
commission faults, a commission fault tolerant multicast protocol, such as 
SecureRing, is necessary (at the same DARPA meeting, another team re- 
ported majority-voted fault-tolerance for CORBA, but neglected to protect 
their multicast protocol against commission faults). The Immune System is 
part of the basis for a submission to the Object Management Group on Fault 
Tolerance for CORBA (Item 2.4 on the schedule) in which we have included 
majority-voted fault-tolerance. 

A preliminary version of the library (Item 1.3 on the schedule) now exists, 
though some of the routines are in C rather than in C++. 

The SecureRing Protocols have been demonstrated (Milestone 1.6 on the 

schedule). 

Little work has been done on Items 1.4, 1.5, 2.3, 2.5 or 2.6 on the sched- 
ule Items 1.4 and 1.5 have been set aside for lack of adequate knowledge 
of or equipment for, spread spectrum communication in our group. Item 
2.3 has been set aside because it is being addressed quite competently by 
other DARPA researchers investigating intrusion detection. Item 2.5 has not 
started because the SecureRing Protocols have only recently become oper- 
ational and there has not been time to adapt it to the Internet or ATM 
environmants. However, we have two other students, Karlo Berket and Rup- 
pert Koch, working on group communication protocols for the Internet and 
ATM. We hope to accomplish Item 2.6 over the next nine months as Kim 
Kihlstrom completes her thesis. 

10 
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May 1998 
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L. E. Moser, P. M. Melliar-Smith, R. Koch and M. Santos, DARPA PI Meet- 
ing, San Diego, CA, July 1998 

6.2    Presentations 

L. E. Moser, Secure Multicast Protocols for Group Communication, DARPA 
Survivability-Formal Methods PI meeting, San Diego, CA, January 1996 

L. E. Moser, Probabilistic Duration Automata for Analyzing Real-Time Sys- 
tems, 2nd International Workshop on Tools and Algorithms for the Con- 
struction and Analysis of Systems, Passau, Germany, March 1996 

L. E. Moser, P. M. Melliar-Smith and students, Fault-Tolerant Group Com- 
munication for Clusters of Computers, Presentation and Software Demon- 
stration, Sun Microsystems, Menlo Park, CA, June 1996 

L. E. Moser and P. M. Melliar-Smith, Secure Multicast Protocols for Group 
Communication, DARPA Formal Methods PI meeting, Lake Placid, NY, 
July 1996 

L. E. Moser, P. M. Melliar-Smith and Y. S. Ramakrishna, The Real-Time 
Graphical Interval Logic Toolset, Visual Reasoning Workshop, Conference 
on Automated Deduction, New Brunswick, NJ, July 1996 

L. E. Moser, P. M. Melliar-Smith and Y. S. Ramakrishna, The Real-Time 
Graphical Interval Logic Toolset, Computer Aided Verification Conference, 
New Brunswick, NJ, August 1996 

L. E. Moser, Group Communication for Fault-Tolerant Distributed Systems, 
Florida State University, Tallahassee, FL, January 1997 

L. E. Moser, Group Communication for Distributed Networked Systems, San 
Jose State University, San Jose, CA, March 1997 

L. E. Moser and P. M. Melliar-Smith, The Totem System, Demonstration, 
DoD Research Advocacy Day, DARPA, Washington, D.C., May 1997 

L. E. Moser, Protecting Distributed Systems against Byzantine Attacks, 
DARPA PI Meeting and Workshop on Composition and Wrappers, Lake 
Tahoe, CA, August 1997 
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L. E. Moser, The Eternal System, DARPA Workshop on Fault Tolerance, 
JPL, Pasadena, CA, September 1997 

L. E. Moser, P. M. Melliar-Smith, K. Kihlstrom, P. Narasimhan, N. Narasimhan, 
V. Kalogera'ki, L. Tewksbury, Fault-Tolerant Distributed Systems, Jet Propul- 
sion Laboratory, November 1997. 

K. P. Kihlstrom, Solving Consensus in a Byzantine Environment Using an 
Unreliable Fault Detector, International Conference on Principles of Dis- 
tributed Systems, Picardie, France, December 1997. 

K. P. Kihlstrom, The SecureRing Protocols for Securing Group Communi- 
cation, Hawaii International Conference on System Sciences, Kona, Hawaii, 

January 1998. 

L. E. Moser and P. M. Melliar-Smith, The Eternal and Realize Systems, 
DARPA-OMG-MCC Workshop on Compositional Software Architectures, 

Monterey, CA, January 1998 

L. E. Moser, P. M. Melliar-Smith and R. Koch, Strategies for Building Fault- 
Tolerant Distributed Systems, Presentation and Software Demonstration, 
Channel Islands Chapter, American Society of Naval Engineers, Pt Mugu, 
February 1998 

L. E. Moser, The Eternal System, DARPA PI Meeting, Menlo Park, CA, 

May 1998 

L. E. Moser, P. M. Melliar-Smith, R. Koch and M. Santos, Software Demon- 
stration, The Realize System, Totem System and Atomic Group System, 
DARPA PI Meeting, San Diego, CA, July 1998 

L. E. Moser, P. M. Melliar-Smith and their students made presentations and 
gave software demonstrations for the following visitors to the project. 

6.3    Visitors to the Project 

Professor Klaus Petermann, Technical University of Berlin 

Professor Ben Wah, University of Illinois 

Dr. Kevin C. Almeroth, Georgia Institute of Technology 
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Dr. Ender Ayanoglu, Lucent/Bell Labs 

Dr. Rachid Guerraoui, Ecole Polytechnique Federale de Lausanne 

Dr. David Blumenthal, Georgia Institute of Technology 

Richard Thibault and Bruce Canna, The Foxboro Company 

Professor Dan Gajski, University of California, Irvine 

Professor Douglas Schmidt, Washington University, St. Louis 

Dr. Michael Reiter, AT&T Laboratories 

Dr. Gil Neiger, Intel 

Dr.   Brian A. Hanson, Director, Speech Technology Laboratory Panasonic 
Technologies, Inc, with 12 other Directors of Panasonic's USA Laboratories 

Keith Bromley, NRad, San Diego 

Dennis Hollingworth, Trusted Information Systems 

Dr. C. K. Toh, Hughes Research Laboratory 

Brian Norling, Director of Engineering, Space and Launch Systems, Litton 
Guidance and Control 

Dr. Hossein Moiin, Sun Computer Company 

Dr. Deborah Agarwal, Lawrence Berkeley National Laboratory 

Professor Partha Dasgupta, Arizona State University 

Professor Hermann Kopetz, Technical University of Vienna, Austria 

James Kirkley, John Norris, Brian Whittle and Chad Stone, QAD, Carpen- 
teria, CA 

David Lomet, Microsoft Corporation 

Dr. Lewis B. Oberlander, Dr. Won Kang, Francis Tarn, Motorola Corpora- 
tion, Celluar Infrastructure Group, Arlington Heights, IL 

Dr. Gregory Papodopolous (Chief Technology Officer), Dr. Emil Sarpa (Di- 
rector of External Research), Dr. John M. Hale (Program Manager External 
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Research) and Georgi C. Johnson (Technology Collaboration Manager), Sun 
Microsystems 

Dr. Stephen Wright, Mathematics and Computer Science Division, Argonne 
National Laboratory 

Professor Georgis Giannakis, University of Virginia 

Greg Hoffman and Mihir Ravel, Tektronix 

Mark Gibbs and John Dix, Network World 

Mike Toma and Vic Walker, jeTech Data Systems, Inc, Camarillo, CA 

Professor Odd Pettersen, Norwegian University of Science and Technology 

6.4    Industrial Interest 

Discussions have been held with Deborah Agarwal of Lawrence Berkeley 
National Laboratory on the multicast delivery services needed for DOE's 
Collaboratories, which will enable scientists to collaborate over the Internet. 
We currently have a project with LBNL to implement multicast protocols 
for the Collaboratories. Our student, Nitya Narasimhan, worked at LBNL 
during the summer of 1997. 

At the DARPA meeting in Dallas, Texas, in December 1996, discussions 
were held with Terry Benzel of Trusted Information Systems. Dennis Holling- 
worth from Trusted Information Systems visited our Lab in November 1997. 
Dennis found the Secure Multicast Protocols fascinating and, as a result, an 
article on the SecureRing Protocols appeared in the TIS Newsletter. 

Information on the SecureRing and Secure Group Protocols, as well as 
on our experience with the FORTEZZA cards and Cryptolib software, has 
been provided to Rob Ruth. 

Keith Bromley of NRad visited our Lab in October 1997. He had heard 
Louise Moser's presentation, Protecting Distributed Systems against Byzan- 
tine Attack, at the DARPA meeting in Washington, D.C. in July 1997, and 
had recommended that we present our work at the Jet Propulsion Labora- 
tory to the researchers involved in the next generation space program X2000. 
Our work on Byzantine (arbitrary) faults is of interest to the JPL researchers 
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because of the arbitrary faults they experience in their computer systems due 
to the bombardment by alpha particles in space. 

Louise Moser made a presentation in September 1997 at the DARPA 
sponsored workshop on fault tolerance at JPL. Louise Moser and Michael 
Melliar-Smith and five of their students made a second presentation at JPL 
in November 1997. JPL is very interested in using the technology being de- 
veloped by Moser and Melliar-Smith and their students, both in this project 
and in our other DARPA sponsored projects. 

In December 1997 we presented recent work at Sun Microsystems in 
Menlo Park, and Greg Papodopolous, the Chief Technical Officer of Sun 
Microsystems, and some of his colleagues visited our laboratory in March 
1998. In his subsequent debriefing with the Dean of Engineering at UCSB, 
Dr. Papodopolous noted the remarkably close correspondence between the 
research being undertaken by us and the research needs of Sun Microsystems. 
We expect collaborations with Sun Microsystems to continue. 

The RFP issued by the Object Management Group for Fault Tolerance 
in CORBA contains a requirement for fault tolerance by majority voting, so 
that commission faults can be masked in addition to crash faults. Masking 
commission faults requires not only majority voting to mask commission 
faults in the application objects but also a reliable multicast protocol to 
mask commission faults that affect the multicast protocol, as in the Immune 
System. Our proposal, submitted to OMG in response to their RFP on Fault 
Tolerance in CORBA, includes majority voting and also an explanation of 
the need for multicast protocols that can resist commission faults, such as 
the SecureRing protocol. A copy of the proposal is included in this report. 
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