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ABSTRACT

Recent events such as the Yahoo! denial-of-service attack and the “I Love you”

virus have sparked a dramatic interest in information assurance (IA) and the future

security of information infrastructures.  Information systems are facing an increase in

interconnectedness, interdependency and complexity.  Information assurance attempts

to answer critical questions of trust and credibility associated with our digital environment

and it represents a myriad of considerations and decisions that transcend technological

advancement, legal, political, economic, social, cultural, institutional, organizational, and

educational dimensions.  Despite spending millions of dollars on firewalls, encryption

technologies, and intrusion detection software, information infrastructure vulnerabilities

and incidents continue to happen.  These trends have a significant impact on military

operations in the next decades.

This thesis identifies and develops a methodological framework for assessing

and managing IA risks.  The methodology builds on the framework of the Systems

Engineering Design Process (SEDP), and the tools and fundamentals of the risk

assessment and management framework.  The methodology includes Hierarchical

Holographic Modeling (HHM), Risk Filtering and Ranking Management (RFRM), risk

management, IA metric analysis among others, and case-study analysis in order to gain

an acceptable understanding of the problem.  The HHM identifies a myriad of risk

scenarios and sources of risk that are innate to current complex information systems.

The flexibility of the HHM philosophy permits limitless representations of a system’s

perspectives, constrained only by the knowledge, creativity, and imagination of the

analyst and the appropriateness of the modeling efforts.  RFRM is an eight-phase

process that filters and ranks the hundreds of risk scenarios to a manageable few (10-

20).  Risk management identifies the policy options deemed acceptable from the RFRM
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and analyzes the trade-offs among the various policy options by using quantifiable risk

management tools.  Through case studies, we will: 1) demonstrate the efficacy of the

developed methodology, 2) identify appropriate metrics to gauge the usefulness of the

methodology, and 3) verify the suitability of the methodology as a “prototype” for this

complex problem.  The case study process compares examples of organizations that

employ or fail to employ risk assessment measures.  This process analyzes the wealth

of statistical data on losses due to system failures, to intrusions or to vulnerabilities of

information assurance.
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Chapter 1  Background

1.1 Overview

The US maintains the most developed information infrastructure in the world.

The increasing threats to our critical infrastructures are complex, and their extremely

advanced technologies are widely distributed.  The President’s Commission on Critical

Infrastructure (PCCIIP) [PCCIP, 1997] conducted a yearlong study and concluded that

critical infrastructure attacks and information infrastructure attacks via cyberspace are a

great risk to our nation.  The government recognized that a threat against any of the

eight critical infrastructures could “disrupt our daily lives”1 but also significantly impact

our national and economic security.  The nation’s growing dependency on the National

Information Infrastructure (NII) [Lewis, 2000] makes it vulnerable against physical and

cyber attacks.

Prior to information technology and computer systems, infrastructures were

simple, independent, and single layer entities, making them relatively easy to protect.

Information technology (IT) [Longstaff and Haimes, 2000] greatly increased the

complexity of infrastructures, specifically the information infrastructure, the kernel of the

other eight national infrastructures.  An isolated failure of the past, caused by human

error, weather, or malicious attack now results in widespread disasters, happening

sequentially over time or simultaneously.

Infrastructures are increasing the size of their computer networks by adding

hardware, and new dimensions of complexity and connectivity.  This multidimensional

information infrastructure crosses both organizational and national boundaries with no

single entity (government or private sectors) in control or responsible for protecting the

                                          

1 Information Warfare, Brian C. Lewis, [Lewis, 2000]
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information within these infrastructures.  For that reason alone protecting, reacting and

reconstituting information as an infrastructure is extremely difficult, and a shared

concern.

Critical infrastructures are interconnected and interdependent allowing cyber

attacks to more easily disrupt, destroy or modify information across many layered

networks.  Cyber attacks focus on destructive infringement of the information

infrastructure.  An example of this infringement is virus propagation, which causes

system and information chaos.  In severe cases services cannot be provided,

information cannot be sent or retrieved, and productivity is lost.

With the overwhelming number of cyber attacks that cause information

degradation, loss and damage, steps are needed to combat future attacks.  Cyber

attacks are a great threat because they can be accomplished from a great distance and

little cost to our adversaries and enemies.  Current tools for threat, vulnerability, and risk

analysis are not suited for cyber attacks.  New strategies, models and approaches must

be developed to protect and defend our critical infrastructures.

The military depends on the availability of the national critical interconnected

infrastructures for deployments, logistic sustainability, and current and future operations.

The infrastructures are highly dependent on each other.  For example, the NII requires

telecommunications and power generation so information can be shared, transported,

stored and communicated.  Power generation is dependent on gas and oil delivery

systems and these delivery systems are dependent on transportation systems and so

on.  The size, complexity, physical nature, organizational distribution and rate of change

in the dimensions of the information networks makes it difficult to fully diagram or model

the information component of an infrastructure.  Information assurance (IA) [Skroch,

1999] if properly defined and executed can simplify the interconnectedness and

interdependency of our nation’s infrastructures.  Albert Einstein said it best, “Everything
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should be as simple as possible, but no simpler.”2  Information assurance is critical to

functionally understanding system interaction, cascading effects, and cross-

infrastructure behavior but a methodology is needed to improve the way organizations

design, implement, protect and recovery information and systems, in order to increase

the trust between user and system.

Cyber attacks on the nation’s critical infrastructures increased drastically over the

last three years.  The Internet is doubling every 12 months and security incidents are

increasing at a rate equal to the square root of the number of Internet connections.

Many forecasts predict that the cost and manpower needed to combat incidents and

intrusions will continue to increase annually.  Chapter 2 offers further evidence of the

challenges within IA across all organizations.

Information assurance has the ability to offer insight and problem solution

concepts within a complex and difficult area.  Information assurance is not about security

per se, but about trust that information presented by the system is accurate and is

properly represented; its measure of the level of acceptable risk depends on the critical

nature of the system’s mission [Longstaff and Haimes, 2000].  Longstaff and Haimes

[2000] specified IA as a quality attribute of the information in both the input and output

variables of the system connoting the level of trust affecting that system.

Other definitions and scopes for IA are contained in Chapter 3 but for this thesis

the following definition is used: “Information Assurance represents the trust and

credibility associated with information systems as well as a myriad of considerations and

decision associated with our digital environment.”  Chapter 4 presents an IA

methodology that uses various system engineering tools and risk assessment processes

to identify, assess and manage the risks associated with IA.  Chapter 5 identifies

                                          

2 http://rescomp.standford.edu/~cheshire/einsteinquotes.html
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Hierarchical holographic Modeling as a key component in identifying risks to the system.

Chapter 6 illustrates IA metrics used to measure the systems and organizational

generated policies.  Chapter 7 illustrates each step of the methodology by applying a

scenario-based example.  Chapter 8 depicts fault-tree and fractile distribution analyses

as methods needed to quantify the risks associated with IA.  Chapter 9 shows the

importance of systematic and comprehensive risk assessment and management through

case study analysis.  Chapter 10 concludes the thesis with final thoughts and future

research.

1.2 Problem Statement

Cyber attacks can be catastrophic events potentially costing dollars, lives, and

assets.  Probabilistic risk assessment and management along with decision support

tools minimizes the uncertainty and improves IA within an organization.  The complexity

of IA represents a myriad of considerations and decisions that exceed technological

advancement, and surpass legal, political, economic, social cultural, institutional,

organizational, and educational dimensions.  This may explain the difficulties associated

with IA.  Gallanger and Appenzeller [1999] define a complex system as one whose

properties are not fully explained by an understanding of its components parts [Haimes,

2000a].  There are several hundred organizations, individuals and systems committed to

providing protection to our physical and cyber critical infrastructures.  This multiple

hierarchy framework associated with IA, contributes to the overall complexity of IA.  To

add more complexity to the problem, there is a large hierarchical, interdependent, and

interconnected decisionmaking process associated with IA.  Weng et al., [1999] argue

that complexity arises from the large number of components, from the connections

among component, and from the spatial relationships between components [Haimes,

2000a].
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We lack an understanding of what components are associated with IA and how

those components are arranged or selected in the mitigating risks associated with IA.

The problem is then, in order to achieve an acceptable level of IA, we have to

understand and model the complexity, uncertainty, interconnectedness, and

interdependencies associated with the information infrastructure.  This translates to

having full situational awareness of all the Army’s command and control systems and

their interrelationships.  This thesis focuses on developing a methodological framework

for assessing and managing the risks posed by all IA threats (e.g., cyber attacks, design

flaws, weather, human error).  It also serves as a “prototype” for applying risk

assessment and management to IA, which we believe is important in mitigating the risks

associated with cyber attacks.  With a comprehensive and systematic risk assessment-

and management-integrated processes, IA protects the most important non-human

element of an organization – its information.

1.3 Statement of Need

Several important issues exist when considering how to improve IA as a science

and as a methodology.  As a science there is very little understanding of IA.  The current

models offer no quantitative risk assessment or metrics in modeling and problem

evaluation.   Currently, there are very few IA metrics to assess the design, and quantify

the progress of IA systems, policies and measures.  A comprehensive engineering

approach and specific engineering tools is needed to understand the complete IA

problem.  Because there is a lack understanding of IA, we are repeating the same

mistakes and in most cases we are reacting to our mistakes.  This thesis presents a risk

assessment and management framework that quantitatively evaluates the policies

generated from the IA methodology, which is the major contribution of this thesis.



6

If information assurance has a 99.99 percent success rate, what is the damage in

cost, time and lives within the 10,000th organization?  That organization might be

providing emergency medical treatment, military assistance, military defense or

emergency disaster services.  Those organizations might not think 99.99 percent

success rate is good enough [Donahue, 2000].

1.4 Stakeholders

There are four groups that can benefit from this Information Assurance Thesis.

The first and most important group is the US Army and the hard working men and

women who have a need to improve IA.  Secondly, the Department of Defense (DoD)

[Lewis, 2000], which provides direction for the US Army with policy and support.  DoD is

also an organization that is looked at by other federal and private sector organizations,

as a leader in IA.  Industry and academia can benefit greatly from this thesis because

these organizations provide the hardware and software tools, education curriculum, and

the research dollars for IA.  Lastly, the general public can benefit from the thesis

because they form the personnel pool within the first three groups.  All stakeholders

have a vested interest in IA’s success and share similar objectives – profit, cost, risk,

security, trustworthiness, survivability, etc.  Many of these objectives are conflicting.

Industry seeks to maximize profit, while the US Army and DoD seek to minimize cost

and risk.  The trade-offs among multiple non-commensurate and conflicting and

competing objectives is the heart of risk management [Haimes, 1998].

The need for an IA methodology is particularly important to the military.  Joint

Vision 2020 commits the US military to rely heavily on information technology,

information superiority in C4ISR, and on information systems [Haimes et al., 2001b].

Risk assessment and management within the Joint Vision 2020 framework is crucial

because some technologies, tactics, techniques and procedures will not mature based
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on the vision’s blueprint.  Changes in the world, technology, and visions will render some

points debatable.  The uncertainty the military and its soldiers face in world order (enemy

forces), technological advances, budget, manpower reductions, and tactics must be

addressed through systematic and comprehensive risk assessments.

Information assurance will play a pivotal role in the success of the joint vision

framework.  Unfortunately, there is little discussion on the subject of IA.  Woodward

[2001] cites IA as a subset of Information Operations but it is the core concept in

achieving information superiority and its operational capabilities.  Information assurance

attempts to answer critical questions of trust and credibility associated with our digital

environment.  Joint Vision 2020 plans to upgrade division- and brigade- level command

posts with numerous C4ISR systems that convey large amounts of information and

knowledge to the decisionmaker and their staffs about operations and the battlespace.

However, when conflicting information between systems arise, which systems should the

decisionmaker trust?  The infantry squad leader has the same dilemma in battlespace

management and situational awareness (e.g., “I see a friendly unit but the information

system is telling me it is an enemy unit.”).  Lack of useful information coupled with

technological limitations will remain an obstacle to decisionmakers and make IA critically

important.

1.5 Thesis Tasks and Contributions

1.5.1 Thesis Tasks Completed

1. Methodology Selection and Development: Determined a methodological

framework for identifying, assessing and managing sources of risks associated

with the US Army.
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• Used hierarchical holographic modeling (HHM) [Haimes, 1981, 1998] as a

holistic methodology to better understand the complexity, uncertainty,

interconnectedness and interdependencies with IA.

• Used risk filtering, ranking and managing to reduce, simplify and classify

the sources of risk to a manageable level.

2. Model Selection: Determined appropriate models in order to analyze the

relationship of the variables and attributes associated with the filtered sources of

risk.  Develop a model selection framework to understand the connectedness

and dependencies between risk scenarios and other components.

3. Metric Selection: Developed a list of appropriate IA metrics (i.e., measures of

effectiveness, risk, cost and trust metrics) for organizations to measure the

effectiveness of risk mitigation policy selection.  The IA metrics form a “grab bag”

used to compare systems and functions within an organization and compare

policy options generated by the organization to mitigate IA risks.  Developed a

metric taxonomy for organizations to select appropriate objectives and metrics

associated with information systems.  As part of the methodology, a few

subtopics are assigned metrics in order to gauge the usefulness of the policy

options and methodology.

4. Quantifiable Risk Analysis: Determined the appropriate risk analysis tools to

facilitate decisionmaking within IA.  The tools are applied to the IA methodology

and model to validate, and demonstrate the benefits of risk analysis and

management for IA problems.  The analysis forms the basis for trade-off analysis

among various competing attributes.

5. Case Study Analysis: Identified examples of organizations that employ or fail to

employ risk assessment measures to illustrate proactive risk assessment

investment equates to an increase in IA.  The case studies verify the suitability of

the methodology as a “prototype” for this complex problem, and identify gaps and

weakness of the methodology.

1.5.2 Thesis Contributions Completed

The major contribution is the development of a methodological framework, which

decisionmakers can assess risks associated with information assurance and assist them
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in formulating and selecting policies consistent with protecting information systems.

Other contributions to the thesis consist of:

1. Constructed metrics and a metric taxonomy needed to gauge the suitability of the

methodology and potential policy options.

2. Developed case study material to demonstrate the efficacy of the methodology.

3. Developed policy options associated with using risk management.

4. Developed quantifiable risk assessment tools, and techniques in order to make

improved IA decisions.
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Chapter 2  Information Assurance Trends

2.1 Critical Infrastructure Protection (CIP) [Clark, 2000]

“Our responsibility is to build the world of tomorrow by embarking on a period of

construction – one based on current realities but enduring American values and

interests….”

President William J. Clinton

National Security Strategy

Terrorist bombings of US forces in Saudi Arabia, the World Trade Center and the

Oklahoma City Federal building reminded Americans and government leaders that the

hostile threats against the United States were not eliminated after the end of the Cold

War [PCCIP, 1997].  In 1993, President Clinton issued Executive Order (EO) #12864

which established the Information Infrastructure Task Force (IITF) [Lewis, 2000].  The

task force’s main responsibilities lied on addressing issues such as national security,

emergency preparedness, system security, and network protection implications.  In

1995, Presidential Decision Directive (PDD) 39 [Schwartau, 2000] (US Policy on

Counterterrrorism) was issued in response to the worst US “soil” terrorist attack in our

nation’s history, the Oklahoma City Federal Building bombing [PCCIP, 1997].  The PDD

had specific goals aimed at reducing vulnerabilities and identifying threats associated

with physical attacks.

2.1.1 Executive Order 13010

On July 15, 1996, President Clinton issued Executive Order #13010, which

established a commission to conduct critical infrastructure risk assessment and risk
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mitigation for critical infrastructures.  Executive Order #13010 recognized that there are

national, critical infrastructures and that their destruction, degradation, or incapacity

would have a debilitating impact on the defense of United States of America.  The EO

#13010 also created the President’s Commission on Critical Infrastructure Protection

(PCCIP) and three key organizations.  These organizations include: (1) Critical

Infrastructure Assurance Office (CIAO); (2) National Information Protection Center

(NIPC); and (3) Information Sharing and Analysis Center (ISAC) [PCCIP, 1997].  The

organizations are interagency organizations that span across law enforcement, defense,

counter terrorism, cabinet offices, research, academia and the private sector.

The PCCIP was charged to: (1) assess vulnerabilities and threats to the critical

infrastructures, (2) identify relevant legal and policy issues, (3) recommend to the

president a national policy and implementation strategy for protecting critical

infrastructures, and (4) propose any necessary statutory or regulation changes.  The

PCCIP created a certain institutional structure for understanding the interdependencies

and interconnectedness of our critical infrastructures.

2.1.2 PCCIP Findings

The final PCCIP report outlined that significant problem with the critical infrastructure

protection architecture.  The report summarized five major problems:

1. “Our economy is increasing reliant upon interdependent and cyber-supported

infrastructure and non-traditional attacks on our infrastructures and information

systems may be capable of significantly harming both our military power and

economy” [PCCIP, 1999],

2. Cyber threats and vulnerabilities are poorly understood,

3. Capabilities to damage information networks are inexpensive and available,

4. Old and current tools for threat and vulnerability analysis for risk assessment to

cyber attacks are not suited,



12

5. Risk mitigation crisis response management tools lack coordination to create and

maintain national awareness of problems and solutions.

The preceding events lead President Clinton to sign PDD 63 on May 22, 1998.

The PPD directs the federal government to lead by example and be the “model” for the

private sector [Minihan, 1999].  Overall PDD 63 outlined that by May 2000, all

government agencies would have “an initial operational capability” and by May 2003, all

agencies should achieve and maintain capability to protect the nation’s critical

infrastructure against any threat that would diminish the ability to perform essential

national security missions, ensure the general public health, and safety, and ensure the

orderly functioning of the economy and the delivery of essential telecommunications,

energy, financial, and transportation services [PCCIP, 1999].

2.2 Cyber Trends within Information Assurance

The world has recently seen such events as the World Trade Center bombing,

the Tokyo subway chemical attack, the terrorist assault on the military on the Khobar

Towers in Dhahran, Saudi Arabia, and the U.S.S. Cole in Yemen.  Lives, property,

resources, and money were lost in these physical attacks.  Cyber attacks represent the

new wave of threats that cause greater damage plus the loss of critical information.  The

risk is great for us and very little to our adversaries.  Attacks can come from anywhere in

the world, through dial-up lines, over the Internet or other related information networks

and come singularly or as a distributed combination of attacks.  This makes tracing the

intruders very difficult.  Attackers against system and information assurance have the

advantage over the current policies and technologies that we have in place.

The US maintains the most developed information infrastructure in the world.

The increasing threats to our critical infrastructures are complex, and their extremely
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advanced technologies are widely distributed.  Computer Emergency Response

Team/Coordination Center (CERT/CC) [CERT, 1999] is an organization at the forefront

of improving information assurance for the nation and the world and has seen a 64%

increase in intrusions each year form 1998 to 2000 (Figure 1).  Computer system

vulnerabilities have also increased according to CERT with JAVA and Windows

operating systems at times reporting one-security vulnerability per month [CS 551,

2000].

Information Assurance Trends

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000

Years

N
u

m
b

e
r 

o
f 

In
c

id
e

n
ts

0

50

100

150

200

250

300

350

400

450

500

N
u

m
b

e
r 

o
f 

V
u

ln
e

ra
b

il
it

e
s

CERT Incidents Handled Vulnerabilities Reported

Figure 1: CERT/CC Reported Incidents [CERT/CC, 1999]

One can argue that vulnerability is simply evaluating where exposure is greatest

and access is weakest [NSTAC, 1997].  Exposures to our infrastructures have increased

since the conception of the Internet in 1969 due to increased interconnectedness,

interdependency and complexity of information infrastructures.  As an example, in April

1988, a disgruntled employee unleashed a logic bomb that destroyed a New Jersey

engineering company’s computer file system, which controlled its production line

[MITRE, 1999].  The logic bomb corrupted the company’s backup computer files and

disabled company operations permanently.  The company could not reconstitute its file
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system and was forced into bankruptcy.  The United States is vulnerable to many threats

such as hackers, terrorists, hardware and software failures, cyber criminals, insiders and

deliberate attacks from our adversaries.  The sources of risks are not just software and

hardware related and includes human and organizational aspects (Figure 2).

Sources of Network Failure 

Core Computer 
Hardware

51%

Data 
Communications 

Network
10%

Software
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Processors
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Human Errors
6%

Figure 2: Sources of Network Failure [SVP, 1992]

According to MI2G, a security company, there are more than 300 new viruses

discovered every month [Adams, 2000].  These viruses include the very serious and

costly Melissa, Chernobyl, ExploreZip and “I love you” virus outbreaks.  The Melissa

virus in March 1999, Chernobyl virus in April and the ExploreZip worm virus in June cost

corporations in unplanned and unbudgeted resources.  Melissa and Chernobyl cost

businesses approximately $7 billion [Adams, 2000].  MI2G added the cost of disabled

computers and their downtime is already exceeding $2.5 billion for each major cyber

warfare incident.   The overall cost for lost productivity; network downtime and virus

eradication for 1999 was $12 billion [Adams, 2000].  The “I love you” virus cost

approximately $10 billion alone.  This cost explosion is caused largely by the expansion
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of the Internet and email connectivity.  In 1999, AOL estimated that its networks

transport 760 million email messages a day.  In comparison the US Postal Service

averages only half as many letters and most of the viruses are transported via email.

A fairly new form of attack is the denial of service (DOS) attack, which is used by

hackers or criminals to deny service to customers.  On a CSI/FBI (Computer Security

Institute/ Federal Bureau of Investigations) computer security survey 2000 [CSI, 2000],

27% of the 273 organizations surveyed had a DOS attack.  In the previous three years

(1997-1999), 93% reported a DOS attack from the 521 security practitioners in US

corporations, government agencies and financial institutions that were surveyed [CSI,

1999].  These attacks temporarily crippled Yahoo! and the eBay Web cites in February

2000, costing $8.2 million.  In 1998 and 1999, losses from DOS were on average

$77,000, and $116,250 per organization, respectively for a survey conducted by the FBI

of 640 corporations [CSI, 1999].

Information assurance is a multidimensional problem involving not only external

aspects but also internal aspects.  Insider attacks accounted for 55% of the security

problems in their organizations [CSI, 1999].  For the military and the federal government,

insider attacks have national security and military readiness impacts.  In surveys

conducted on computer crime, most organizations cite an Internet connection as the

frequent point of attack.  System penetration by outsiders has also increased between

1997 and 1999, and is projected to steadily increase [CSI, 1999].  Overall, hackers

caused 50% of the financial losses by using the Internet 57% of the time [CSI, 1999].
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The number of Internet users worldwide was 300 million users as of March 2000

and estimated to be one billion by 2005 [Computer Almanac, 2000].  This tremendous

usage increase is doubling the traffic on the Internet every 100 days and increasing the

amount of possible intrusions into communication, and computer networks (Figure 3).

Internet Growth & Computer Security Intrusions

44721
47434

41833
3873035355

31623
27386

22361
20000

18708
17321

14142

-

500,000,000

1,000,000,000

1,500,000,000

2,000,000,000

2,500,000,000

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

Year

N
u

m
b

er
 o

f 
In

te
rn

et
 

U
se

rs
 a

n
d

 N
o

d
es

0

5000

10000

15000

20000

25000

30000

35000

40000

45000

50000

N
u

m
b

er
 o

f 
In

tr
u

si
o

n
s

Number of Internet Users Number of Intrusions

Figure 3: Internet User and Node Expansion verses Intrusions Prediction

[CERT/CC, 2000]

“If somebody wanted to launch an attack, it would not be at all difficult.”3  There

are plenty of opportunities for an IA incident.  The US is the last military super-power

with over 40% of the world’s computers and the most Internet users.  The US GNP is

measured in the trillion dollars, our national infrastructure is complex and extremely

interdependent and the military relies on information infrastructures and technology to

execute operations.  Information assurance related incidents (e.g., viruses, intrusions,

system failures) appear regularly in the news headlines, which may be prevented with a

risk assessment and management methodology.

                                          

3 Fred B. Schneider, [Christensen, 1999]
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2.3 Military and Defense Trends

2.3.1 What’s at stake for the military?

The military has downsized (right-sized) since Desert Shield/Storm in 1991.  The

forces are smaller, more mobile, and have an increase operational tempo and increase

reliability on information technology to achieve mission success.  No rogue nation would

try to take on our nation’s Navy, Army or Air Force but a rogue nation could take out a

vulnerable infrastructure using fewer resources than with a physical attack.  Information

dominance and possible mission success are seriously affected by information

infrastructure attacks.  Information networks used by the military across the NII and

military owned networks must be protected.

DoD is the most targeted US organization and requires a much greater need for

intelligence to increase the ability to react to IA threats and recover from IA incidents.

Information assurance failure could result in:

• Decline in effective military operations.

• Defense of our nation and its interests.

• Lives, manpower and resources.

• Un-forecasted expenditures and increased military budget.

• Ability to gain a military advantage.

• Loss of information dominance and superiority.

2.3.2 Military Trends

Some critical infrastructures using .edu, .com or .net domain names enjoy less

exposure than .mil or .gov [Ezell, 1997].  The military uses the Internet to exchange

electronic-mail, log on to remote sites, download and upload information from remote

locations, conduct video-teleconferencing, and conduct logistics and training functions.

During the Persian Gulf War, the military used the Internet to communicate with its
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Allies, and gather and disseminate intelligence and counter-intelligence information.

Many top leaders predict an increase in the reliance of the Internet in future operations.

Each year, the attacks increase along with the sophistication of the hacker tools

(Figure 4).  At a minimum the attacks are a multimillion-dollar nuisance, and at worse

they are a serious threat to national security and military operations.  Military systems

are increasingly dependent on civilian critical infrastructures.  The information systems

support critical functions such as daily logistics operations, weapons system research,

command and control functions, and numerous other military functions.

1980 1985 1990 1995 2000 2005

High

Low

Sophistication of 
Attacker Tools

Required Knowledge
of Attackers

Password Guessing

Tools with GUI

Packet spoofing
Stealth diagnostics

Sniffers
SweepersHijacking sessions

Exploiting Backdoors
Viruses/Trojan Horses

Disabling Audits
Exploiting

Vulnerabilities

Password Cracking
Self-replicating code

Point and Click Hacker Tools

Killer Viruses
Denial of Service

Distributed Attacks

WWW.Attacks

DDOS Stealth/Advanced
Scanning Techniques

1980 1985 1990 1995 2000 2005

High

Low

Sophistication of 
Attacker Tools

Required Knowledge
of Attackers

Password Guessing

Tools with GUI

Packet spoofing
Stealth diagnostics

Sniffers
SweepersHijacking sessions

Exploiting Backdoors
Viruses/Trojan Horses

Disabling Audits
Exploiting

Vulnerabilities

Password Cracking
Self-replicating code

Point and Click Hacker Tools

Killer Viruses
Denial of Service

Distributed Attacks

WWW.Attacks

DDOS Stealth/Advanced
Scanning Techniques

Figure 4: Attack Sophistication verses Required Knowledge

[US GAO, 1996]

The National Security Agency (NSA) [Lewis, 2000] conducted a cyberwar “fire

drill” in 1997, code-named “Eligible Receiver,” in which 35 hackers were hired to gain

access into government computer systems.  The hackers accessed 36 of the 40,000

government networks within four days. And gained control of major power grids and

could have disrupted power in Los Angeles, Chicago, Washington and New York
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[Sullivan, 2000].  The hackers caused parts of the 911 services in Washington to fail;

caused disruptions on DoD e-mail and telephone systems, and officers aboard an US

Navy cruiser found their computer systems were attacked [Christensen, 1999].

DoD received 80 to 100 "low-level" attempts at intrusion every day [US GAO,

1996].  Each incident is researched at a great cost to budget, time and manpower.  Of

these, approximately 10 require detailed investigation [MITRE, 1999].  DoD cyber

attacks increase every year with very serious military implications.  The Department of

Defense admits that a portion of the attacks may be improper log-ins by its personnel.  In

1995, 250,000 cyber incidents were estimated on DoD computer networks or systems.

In 1996, there were 500,000 estimated attacks with an estimated 65% causing an

intrusion, which caused information compromise, network downtime, or an investigation

into the intrusion, and only four percent of the attacks were detected (Figure 5).
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Figure 5: DISA Vulnerability Assessment (1996) [US GAO, 1996]

Cyber attacks can affect military operations and in the spring of 1999, pro-

Serbian hackers infiltrated government and military sites.  Serbian hackers caused a
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"denial of service " but had not actually hacked into the system.  The attack affected

NATO's web site, which was not connected to classified systems [London Press, 2000].

In 1994, unknown attackers from two US universities and three other countries

penetrated the US Naval Academy’s computer systems.  The attack targeted 24 servers

and one router in which files were deleted and changed, two encrypted password files

were compromised and over 12,000 passwords were changed.  In 1995 and 1996,

Argentina hackers used an US University system to break into a Naval Research

Laboratory.  Between 1990 and 1991, hackers from the Netherlands penetrated 34

Defense computer systems sites.  The hackers browsed directories and modified

systems to obtain privileges allowing for future access.  The hackers copied files, e-mail,

and sensitive data and stored that information on US University computers.  During the

Gulf War, Dutch hackers stole information about US troop movements from US Defense

Department computers.  The Dutch hackers tried to sell it to the Iraqis who declined

because they thought the information was a hoax [Christensen, 1999].  There are other

cases and each of these cases the military was unable to determine what the total

information compromise cost.  Two highly publicized intrusions were the Rome

Laboratory Incident (Section 2.3.3) and the Solar Sunrise Incident (Section 2.3.4).

These incidents illustrate the need for a methodology to reduce the risks associated with

IA.

2.3.3 Rome Laboratory Incident

In one specific case, hackers attacked the Rome Laboratory, the Air-Forces

premier command and control research facility.  Two hackers seized control of the lab

support systems, established remote links to foreign Internet sites and stole tactical and

intelligence research data.  In all cases, the security breaches caused service

disruptions and are very expensive.  The 1994 Rome Laboratory incident was estimated
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to cost over $500,000 to assess the damage, ensure system reliability, patch

vulnerabilities and attempt to identify the attackers and showed the vulnerable nature of

computer systems [GAO, 96-84].  It was difficult to estimate the value of the lost data but

some of the files associated with the “air tasking order” research project were equal to

three years of total research and four million of invested dollars.

Between March and April of 1994, over 150 Internet intrusions were made on the

Rome Laboratory, which is a large Air Force command and control research facility.  The

attackers were identified as a British hacker and an unidentified hacker.  The Air Force

facility develops new technologies for command, control, communications and

computers (C4I) [C4ISR, 2000] and includes the development of sensors, surveillance

equipment, software engineering, artificial intelligence and battlefield management.

During that period, Air Force personnel discovered a sniffer program on their computer

systems.  The attackers used this sniffer program and a Trojan horse to gain access and

control Rome’s computer network.  They also took specific countermeasures to avoid

being traced as depicted in Figure 6 (Page 22) by bouncing their connection from

multiple routing stations.

For days, they were able to seize control of Rome’s operational and support

networks and established foreign Internet links, copied and downloaded critical

information and masqueraded as a trusted Rome administrator to attack other

government sites including: National Aeronautical Science Agency, defense contractors

and Wright-Patterson Air Force Base.  This incident like most used the long-haul

capability of the Internet and went undetected for sometime costing time and money.
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Figure 6: Rome Lab Incident [US GAO, 1996]

2.3.4 Solar Sunrise Incident

During February 1998, two 16-year old boys in California were assisted by an

Israeli teenage to systematically attack DoD computer systems.  The teenage boys were

given the tools and knowledge from the Israeli teenager via email and chat room

correspondences.  The hackers targeted: 1) DoD network domain name servers,

exploiting a well-known vulnerability on the SOLARIS operating system, and 2) DoD

unclassified network, including key support systems for the Global Transportation

System, Defense Finance System, Medical, Personnel, Logistics and electronic mail

systems.  The hackers obtained passwords and used a two prong coordinated effort to

target the systems.
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2.3.5 Conclusions

Defense Department has to protect a vast, complex and critical information

infrastructure.  It has over two million computers, 10,000 local area networks, 100 wide

area networks, and 100 long-distance networks [US GAO, 1996].  Although it owns the

computers and the local area networks, it owns very little of the wide area and long-

distance networks.  The military has moved from a stand-alone computer and

information environment that performed a specific function to a globally integrated

information structure called the Global Information Grid (GIG) [Woodard, 2000].  The

GIG relies on the civilian infrastructure to provide network services and the information

security on those networks, which it uses for communication, surveillance, information

sharing, research, weapons design, finance, mobilization, targeting, operational

command and control and information dominance.

The threats are real and information security costs dollars, time and manpower.

These costs have increased every year for the US Army with a significant increase

projected for the next five years [Schalestock, 2000].  Internet connections make it

possible for enemies of the military and the US to pose a threat to the military readiness.

They can gain information dominance with a smaller price tag and at a farther distance.

These trends have a substantial impact on current and future military operations, and

Joint Vision 2020.
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Chapter 3  Information Assurance

“The art of war teaches us to rely not on the likelihood of the enemy’s not

coming, but on our own readiness to receive him; not on the chance of his not attacking,

but rather on the fact that we have made our position unassailable,” sited by Sun Tzu in

The Art of War [Stallings, 1999].

3.1 Information Assurance Overview

Information assurance was born from a need for increased information security in

our computer networks and organizational hierarchy.  This is not a new concept in the

military and IA builds on past security concepts such as information security (INFOSEC),

communication security (COMSEC) and operations security (OPSEC).  Information

assurance addresses many questions about organizational, human, knowledge

management and technology components within our information infrastructures, but

centers on one specific question: “what will we do today to prepare ourselves for

tomorrow’s information trustworthiness issues?”  Individual users as well as

organizations are more likely to trust a service provider who integrates quality

technology with expert personnel and an efficient organizational infrastructure [Haimes,

2000c].  Trust is then a key ingredient in the outcome of IA systems, and requires

contributions from multiple disciplines beyond science and engineering.

Information assurance attempts to answer critical questions of trust and

credibility associated with our digital environment.  It represents a myriad of

considerations and decisions that transcend technological advancement, legal, political,

economic, social, cultural, institutional, organizational, and educational dimensions.

Despite spending millions of dollars on firewalls, encryption technologies, and intrusion

detection software, information infrastructure failures, vulnerabilities and incidents

continue to occur.  Addressing the role of IA in the protection of intra- and inter-
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dependent, and interconnected information infrastructures yields several different

definitions based on the organization and their mission.  The following section identifies

several definitions as characterized by academia, military and government, and industry,

which demonstrate the variability and complexity of IA.

3.2 Information Assurance Definitions

Academia defines IA as not about security per se but about trust that information

presented by the system is accurate, available and is properly represented [Longstaff

and Haimes, 2000].  As stated in Section 1.1, Longstaff and Haimes specified IA as a

quality attribute of the information in both the input and output variables of the system

connoting the level of trust affecting that system.  Information assurance is represented

in the state of the system by three attributes: accuracy (indicating a level of information

integrity), representativeness (indicating a level of correct labeling of information) and

criticality (indicating the importance of the system’s mission).

The Information Assurance Research Institute (IARI) defines IA as one that

addresses the creation of policies, procedures, and systems that provide assurance to

people and organizations that [CERT/CC, 2000]:

• Individuals can trust the information they use,

• The information they are responsible for will be shared only in the manner that

they expect,

• The information is available whey then need it, and

• The systems process information in a timely and trustworthy manner.

IARI extends the IA definition to all information systems (i.e., large-scale,

distributed, control, and embedded systems) encompassing hardware, software, and

human components.  The two-academia definitions represent IA as two different ideas in

which neither is established or used as a standard definition.
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The military and the government define IA as “information operations that protect

and defend information and information systems by ensuring their availability, integrity,

authentication, confidentially, and non-repudiation.  This includes providing for the

restoration of information systems by incorporating protection, detection and reaction

capabilities, and encompasses Information Security (INFOSEC) [Joint Publication 3-13,

1998].”

1. Authentication: Validates where the data was originated.

2. Confidentiality: Limits access to authorized personnel.

3. Integrity: Checks for errors and ensures there was no tampering of the data.

4. Availability: Ensures that information and the infrastructure are obtainable when

needed.

5. Non-Repudiation: Certifies and confirms the sender of the data.

Industry defines IA as systems that ensure the right information is delivered to

the correct individual(s) or system(s) at the appropriate time.  In order for IA systems to

achieve an acceptable level of assurance, then information systems must possess

properties of survivability [Walczak, 2000], which fundamentally avoids risks to achieve

its mission objectives in a timely manner.  Other IA definitions exist but we chose these

four definitions to illustrate that there is no one accepted definition.  The purpose of this

thesis is not to define IA but to define a methodology for solving IA problems.  The

principle of trust serves as the foundation within the IA methodology.

3.3 Information Assurance Challenges

Challenges to this problem serve as motivation and foundation for the

methodology.  Table 1 (Page 27) depicts some of the IA challenges and is represented

by associated statistics.
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IA Challenge Associated Statistics

Attacker Motivation Over $1 trillion is moved electronically each day [Computer Crime,
1995].

Overall Costs

Over 90% of Fortune 500 networks have been hacked.  Costs are
estimated in the millions per company.  Computer hacking alone
exceeded $300 billion in 1997.  In 1997, 241 organizations reported
$7 million loss from computer viruses and $2.1 million from sabotage
of data or networks [CSI, 1999].

Manpower Costs

Several organizations had computer system compromised by
intruders.  One organization reported the loss of productivity equal to
1500 employees and another reported more than 15,000 hours of
lost productivity [CERT/CC, 1999].

Complexity
There are at least 400 connected networks nationally and
internationally.  Estimates are that one network can have more than 1
million users [Icove et al., 1995].

Model Accuracy Only 11% of computer crimes are reported [Stites, 1990].

Detection
Over 58% of companies have detected outsides trying to gain
computer access and 30% of companies do not know if there were
attempts from outsides to gain computer access [Sunbelt, 1999].

Threat Evaluation

FBI statistics reveal that more than 100 nations engage in corporate
espionage against US companies, the feral government and the
military.  More than 1,100 documented incidents of economic
espionage and 550 suspected incidents were reported in 1997
[Sunbelt, 1999].

Military/Defense There were 250,000 attempts to break into DoD computer systems in
1995.  65% of the attempts were successful [US GAO, 1998].

Organizational & Human
Factors

Insiders cause 60% of computer abuse and 85% of computer break-
ins occur internally [Sunbelt, 1999].

Human Factors Approximately 32% of computer network operating system failures
are caused by human errors.

Viruses There are over 100,000 known computer viruses.  As many as 60%
of major US corporations has experienced a virus attack [CSI, 1999].

Software & Hardware
Engineering

There is no evidence of improvement in the security features
products.  In 1995 there were 171 total vulnerabilities reported.  In
1999, that number jumped to 417 and for the first quarter of 2000
there was 106 vulnerabilities.  Most of the vulnerabilities are software
but hardware vulnerabilities do exist and are reported [CERT/CC,
1999].

Reconstitution Costs Viruses and hackers cost bossiness around the world an estimated
USD 1.6 trillion in losses in 1999 [Interactive, 2000].

Interconnected Complexity
An Army tactical network consists of more then 20 C4ISR networks
tied to the Internet, which itself contains thousands of complex
networks.

Metrics

There are few IA metrics to determine the effectiveness of our
methodologies and countermeasures.  There is very little
understanding of IA metrics and how to use them in measuring
systems.

Education Education and skilled IT personnel are important shortcomings in the
efforts to protect critical infrastructures [Haimes, 2000c].

Risk Assessments
The CSI/FBI 2000 survey sited that only 35% of the organizations
surveyed can quantify their losses.  This implies a lack of risk
management and IA assessments.

Table 1: IA Challenges with Associated Statistics
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Information assurance success (e.g., Year 2000 (Y2K) rollover [Bennett, 1999])

and horror (e.g., Microsoft’s Virtual Private Network (VPN) [Anonymous, 1998]) stories

provide insight and direction into our current processes and methodologies. The next

two sections describe two IA examples and illustrate the importance of risk

assessments.

3.3.1 Information Assurance Example 1: Y2K

The largest IA event in history was the preparation, execution and response

activities associated with the Y2K rollover.  Y2K was a large success due to the

preparation, focus and large-scale cooperation of all organizations involved.  Y2K was a

static and unique event in our understanding of information assurance and critical

infrastructures.

Y2K is deemed a “special IA topic” [Bennett, 1999] because we knew exactly

when, where, how and why it existed.  The Y2K glitch like most of the vulnerabilities that

exist in hardware and software, today, existed because programmers put it there.  In the

1970’s, allowing computer systems to keep track of the last two digits of the year, saved

memory due to its expense.  The problem existed because systems could not

differentiate the two-digit year ‘00’ between the years 1900 and 2000.  Globally countries

spent a trillion of dollars with the US spending about 60% [Bennett, 1999].  Even with the

tremendous cost spent on Y2K, there were still incidents.  As an example, a British credit

card company was affected by Y2K in which retailers lost $5 million in sales [Associated

Press, 2000].  Months after 01 January 2000, CERT, the President’s Y2K council, DoD

and many other organizations still track Y2K related incidents.  Currently, CERT has

tracked zero related impacts in the US.  Globally, organizations were able to leverage

resources, and assess risk toward a common goal.  Current resources and organizations
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are stove-piped in many cases and must reconfigure unilaterally to solve future IA

problems.

3.3.2 Information Assurance Example 2: Microsoft’s VPN

Each month, hackers break an industry-standard security mechanism.  Our next

vulnerability is right around the corner and IA is needed to gain vision into that next

vulnerability.  An example of an unforeseen vulnerability is the Microsoft Point-to-Point

Tunneling Protocol (PPTP) [Anonymous, 1998].  The protocol is used in Virtual Private

Networks (VPN), which allows secure, encrypted connections between multiple link

points.  Virtual Private Networks are a smart way to eliminate lease lines, use the

Internet long-haul capability and increase security.  PPTP was viewed as the most solid

and complete security system.  In 1998, Microsoft’s PPTP was broken by an encryption

authority and later four other flaws were discovered.  The question is not “will our

information infrastructures get attacked”, but “what will we do when it occurs and what

risk assessment and management techniques will mitigate those risks?”
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Chapter 4  Information Assurance Methodology

4.1 Overview of Methodology

Information assurance documents are rich on “what to do” but not on “how to do

it?”  An IA methodology is necessary in order to develop a common picture of the

complexity, inherent risks and scale of the problem, and comprehensively quantify and

manage IA risk scenarios.  The purpose of the methodology is threefold.  First, gain an

increased understanding of the complexity, uncertainty, interconnectedness, and intra-

and inter-dependencies of IA.  Second, comprehensively and systematically identify,

assess, and manage the risks associated with IA.  Third, determine and evaluate the

appropriate policies with metrics and quantitative risk analysis.

There are several design methodologies in use by engineers and scientists to

solve all types of problems that exist in the real world.  Most methodologies are tailored

for the specific problems and parameters but include defining the problem either

mathematically, figuratively or written; generating solution sets; analyzing and comparing

the solution sets; and selecting the best solution through qualitative or quantitative

means.  The core of the methodology lies on the concepts of “risk” and “risk scenarios”.

Risk is defined as a measure of the probability and severity of adverse effects, and is a

quantitative entity; to manage it, we must quantify it [Lowrance, 1976].  A risk scenario is

a combination of risk elements of that describes the causes, triggering events or the

impacts of risks [Kontio, 2000].  The IA methodology presented in this thesis is based on

the United States Military Academy (USMA) Systems Engineering Design Process

(SEDP) [Willis, 2000], and a risk assessment and management framework.  The

methodology builds on the framework of the SEDP, and the tools and fundamentals of

the risk assessment and management framework (Figure 7).  This SEDP framework is
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useful in the design of other multidisciplinary engineering systems, such as IA but also is

appropriate for many other large-scale or complex problems.
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Figure 7: Risk Assessment and Management Framework [Haimes, 1998]

4.2 Methodology Conception and Framework

The US Military Academy’s SEDP was chosen as the best methodology for IA

because it is a proven military systematic problem-solving methodology.  The SEDP has

three head topics: formulation, analysis and interpretation (Figure 8, Page 35) and seven

subtopics consisting of: problem definition, value system design, synthesis of

alternatives, system modeling and analysis, alternative refinement, decision-making, and

plan of action (labeled A through G).

Current IA methodologies have a number of weaknesses.  First, current

methodologies are slow, non-adaptive, and based on human assessment [Craft, 1999].
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The process often leads to a checklist instead of science-based comparison or

assessment of the system and its components.  This drives IA processes to be

expensive, inefficient, inconsistent, and incomplete [Craft, 1999].  Second, current

methodologies cannot accurately model the various parameters of the system from the

beginning to the end points.  Addressing the total system rather than the parts of the

system helps represent all the important entities, processes and components affecting

the total system.  Assuring the individual parts of IA systems does not guarantee the

assurance of the total system.  Finally, current methodologies use abstract languages to

capture information assurance processes.  Terms like “vulnerabilities,” “threats,” and

“impacts” are too abstract to be the building blocks from which assessment methods and

tools are constructed [Craft, 1999].  For these reasons, the SEDP methodology is

adapted to address the current IA problems and weaknesses by integrating a framework

for assessing and managing risks within IA.  This framework is flexible to adapt to the

risks and challenges presented by IA.  Table 2 represents the head-topic changes from

the SEDP methodology to the proposed IA methodology.

SEDP Head-topic IA Head-topic Reason for Change

Value System Design ⇒ Analytical System
Evaluation

Evaluate the system in order
to gain an increased
understanding of a large-scale
system prior to adding a value
to the system.

Synthesis of Alternatives ⇒ System Modeling and
Analysis

System Modeling and Analysis ⇒ Synthesis of Alternatives

Model prior to generating
alternatives.  For this reason
the head-topics are
transposed.

Table 2: SEDP to Information Assurance Head-topic Changes

Initially, the SEDP is integrated with the risk assessment and management tools

discussed in two documents: 1) Risk Modeling, Assessment and Management [Haimes,

1998], and 2) Risk Filtering, Ranking, and Management Using Hierarchical Holographic

Modeling Framework [Haimes et al., 2001c].  The SEDP subtopics not applicable to the



33

IA methodology are deleted, and the risk assessment and management tools are placed

in a logical order beneath the head-topics by expert knowledge and literary research.

The complete IA methodology process is graphically depicted in Figure 9 (Page

36) and described in Table 3 (Page 37).  The IA tools represent a range of risk

assessment methods that enables decisionmakers and organizations to quantify risks

and assess the challenges associated with IA.  The methodology is tailored for the

specific problem and the parameters of IA but is extremely flexible.  The methodology

includes problem definition, risk analysis and management, Hierarchical Holographic

Modeling (HHM) [Haimes, 1998], Risk Filtering, Ranking and Management (RFRM)

[Haimes et al., 2001c], Risk Assessment and Management Tools, Metric Analysis, Case

Study Analysis, and Quantifiable Risk Assessment Analysis.  There are eight major

phases to the RFRM method, which were integrated throughout the methodology and

form the majority of effort.  The RFRM process constitutes the following phases [Haimes

et al., 2001c]:

1. Scenario identification using Hierarchical Holographic Modeling (HHM) [Haimes,

1998]

2. Identified risk scenarios in phase I are filtered according to the responsibilities

and interests of the current system user to about 100 scenarios (Phase II).

3. Phase III (Bi-Criteria Filtering) filters the number to 50 using a qualitative, ordinal

matrix-scale of livelihoods and consequences.

4. Phase IV (Multi-Attribute Evaluation), evaluates the risk scenarios using a set of

attributes, related to the ability of the scenario to defeat the resiliency,

robustness, redundancy and assurance of the underlying system.  This phase

helps risk scenario reduction in the next phase (Phase V).

5. Phase V (Quantitative Ranking) filters the list to 10 using a quantitative matrix-

scale of absolute likelihood and absolute consequence to represent the absolute

importance of the remaining scenarios.
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6. In Phase VI a decision analysis is performed involving estimates of cost,

performance-benefits, and risk-reduction, of management options for dealing with

the most urgent remaining scenarios [Haimes et al., 2001c].

7. In Phase VII, examination of the performance options selected in the previous

phase is examined against the scenarios that were filtered in phases II to V.

8. In Phase VIII, experience and information gained throughout the process is used

to update the scenario filtering and decision process.  Also, conducting case

studies assists in improving the overall methodology.
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STEP4 PROCESS ACTIVITIES RESULTS

A Problem
Definition

1. Address Decision-making
levels

2. Address Risk Assessment
Question 1

3. Risk Filtering, Ranking &
Management (RFRM);
HHM Construction &
Development

4. Address Sources of Failure

1. Initial road map
2. Sub-component description
3. Risk scenarios identification
4. Decision-making levels

identified
5. Engineering Problem Statement
6. Overall problem and complexity

understanding

B
Analytical
System
Evaluation

1. Address Risk Assessment
Questions 2 and 3

2. RFRM, Phases II-IV; Risk
Filtering and Ranking

1. HHM Reduction (to Top 50-100)
2. HHM Reduction (to Top 25-50)
3. HHM Reduction (to Top 10-25)F

o
rm

u
la
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C
System
Modeling and
Analysis

1. Model Building (I-O Model)
2. Model Representation
3. Influence Diagrams
4. Event Tree Diagrams

1. Input/Output Model and State
Space representation

2. Cascading effects understood
3. Sub-component interaction

understood

D Synthesis of
Analysis

1. Metric Identification
2. RFRM Phase V, Risk

Management
3. Quantitative risk

identification and analysis
4. Risk of Extreme Events
5. Fractile Method
6. Uncertainty and Sensitivity

analysis
7. Fault Tree Analysis

1. IA Metrics for each filtered risk
scenario (Top 10)

2. Policy generation
3. Develop quantitative results

based on risk scenarios and
data (e.g., probabilities).

4. Uncertainty understood and
quantified

5. Use Risk Analysis tools

A
n

al
ys

is

E Alternative
Refinement

1. RFRM Phase VI; HHM
Refinement

2. RFRM Phase VII; Conduct
Surveys and Case Study
Analysis

1. Reevaluate risk scenarios
2. Conduct risk assessment and

management surveys to verify
methodology and policies.

F Decision
Making

1. Interpretation of
Quantitative Risk Analysis
Tools

2. Trade-offs with multi-
objectives

3. Addressing the Affect
Heuristic

1. Decisionmaking using
Quantitative Risk Interpretation
and Analysis

2. Show improvement using risk
and trade-off analyses

3. Decisionmaker’s “gut feelings”
addressed

In
te

rp
re

ta
tio

n

G Plan of Action

1. Recommendations
2. Decisionmaking process

(Execute Plan)
3. Gather additional

information
4. Iterate

1. Road map complete; Planning
for future operations

2. Working model or process
complete

3. Making changes to original plan
by repeating Steps E & F

Table 3: Information Assurance Systems Design Methodology Activities and

Results

                                          

4 Steps A through G indicate the Methodology Head-topics located in Figure 9.
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Chapter 5  Hierarchical Holographic Modeling

5.1 Introduction

Information assurance is a complex system of components performing a myriad

of functions, responding to diverse elements and is composed of hundreds, and

thousands of entities.  Hierarchical holographic Modeling is a philosophy and

methodology that enables the analyst and decisionmaker to identify most, if not all

sources of risk.  Building a complete or nearly complete HHM of a given organizational

or technology-based system defines the risks associated within the subsystems and

ultimately the total system.  An HHM may be built from the ground-up if no expert

evidence or documentation on the system exists, but this is very rare and a special case.

Brainstorming, checklists, critical path analysis, benchmarking and simulation are a

group of techniques to facilitate the HHM risk scenario identification step [Kontio, 2000].

These approaches do not bias the model but introduce a family of participants as well as

the size and boundaries of the problem.  The advantages of the HHM approach are as

follows:

• HHM is comparable to a functional decomposition.

• HHM is a “living and breathing” modeling technique allowing for changes within

the system.

• HHM bases itself on the premise that for large-scale and complex systems, more

than one mathematical or conception model is possible.  A mathematical model

represents only one dimension and offers little insight into IA.  An IA single-model

analysis and interpretation does not clarify and document the sources of risk that

are innate to current complex information systems, including social aspects

(legal, cultural, sociological, temporal, spatial and political) and knowledge

management aspects (human, management, training, and education).

• The HHM does not make any distinction between probabilities of occurrence.

• Through HHM, the decisionmakers’ visions, goals and perspectives are captured.

The HHM head-topics and subtopics are decomposed for the purpose of
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qualitatively or quantitatively characterizing the knowledge sought by decision-

makers with different needs [Haimes, 1998].

• HHM is a holistic framework, which adds strength to the system analysis offering

multiple visions and perspectives to a specific problem.  HHM is extensively used

in government organizations to include: PCCIP, FBI and NASA.  From the HHM,

all analytical methods and model are possible.

• Risk is a multi-attribute concept [Morgan et al., 2000]; HHM offers a framework in

which risk attributes can be evaluated in each category.

• The flexibility of the HHM philosophy permits limitless representations of a

system’s perspectives, constrained only by the knowledge, creativity, and

imagination of the analyst and the appropriateness of the modeling efforts

[Longstaff and Haimes, 2000].  Overlapping subtopics are permitted and

encouraged in order to represent the complete system from multiple perspectives

and visions.

The HHM structure for IA is written primarily from a US Army perspective, which

is a diversified, complex and global organization that provided a unique perspective into

IA systems.  It serves as an excellent model for organizations in industry, academia, and

the federal government.  The HHM structure is a comprehensive mechanism for risk

identification and consists of a hierarchy of “Head-topics,” “Subtopics,” “Sub-Subtopics,”

etc.  The HHM structure consists of 10 global categories and 92 head-topics.  Figure 10

(Page 41) depicts global topics: Organizational (A), People (B), Assets (C), Software (D)

and Threats (E).  Figure 11 (Page 42) depicts global topics: Architecture (F), Information

Environment (G), Information Operations (H), Knowledge Management (I), and Models

and Methodologies (J).  The 92 head-topics are further segregated into subtopics to

equate to over a thousand risk-prone IA scenarios representing the “success scenarios”

or the “as planned-scenarios.”  These as planned-scenarios become risk scenarios

when disrupted and cannot be realized [Haimes, 2001c].
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In this chapter only head-topics (designated by A.1, A.2, etc.) are addressed by

brief explanations in this chapter.  Although subtopics (designated by A.1.1, A.1.2, etc.)

are crucial to comprehensively bounding and understanding IA problems, for brevity

purposes all sub-topics are not addressed by explanations (Section 5.2).  The HHM is

not an inclusive document and requires constant reevaluation.  There is no claim that the

92 head-topics or over 1300 subtopics encompass all possible IA risk scenarios for the

US Army.  Within the IA methodology, the 93rd head-topic may eventually surface

because the HHM is a living and breathing document, and the methodology affords

several iterations.
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Figure 10: Overview of Complete Information Assurance HHM (Head-topics A, B, C, D, and E)
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Figure 11: HHM Overview of Complete Information Assurance HHM (Head-topics F, G, H, I, and J)



43

5.2 HHM Head Topics

All HHM Figures for each global topic (A through J) are illustrated in Appendix B.

A. Organizational

Identifying the role and relationships that organizations play in large-scale

systems (e.g., military operations, training exercises, joint military operations) is

extremely critical.  Organizational errors contribute a major source of error in engineering

systems but most solutions tend to focus on technical solutions because of the way risks

and failures are analyzed.  Kuhn [1997] found that approximately 50%5 of the AT&T

network downtime documented was caused by organization errors.  Perrow [1999]

identified organizational errors as one that contributes a double-penalty to complex

systems.  The double-penalty stems from the controls organizations place on systems

and the operators that use them.  Common organizational errors include: overlooking

and/or ignoring defects, breakdown in communication, lack of incentives to find

problems, and loss of institutional memory, etc.  Organizations are structured with

people who solve problems through the use of technology, common sense and

knowledge and therefore, are not static but dynamic entities that are shaped by such

attributes as leadership, knowledge, mission, and behavior.

                                          

5 Kuhn combined organizational and human errors into his calculations of network downtime
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The type of boundary also defines organizations: vertical, horizontal, external and

geographic [Ashkenas et al., 1995].

• Vertical:  the boundaries between levels and ranks of people (e.g., Joint Chiefs of

Staff, CINC’s, Joint Staff, Corps and Division Commanders).

• Horizontal: the boundaries between functions and disciplines (e.g., Corps,

Divisions, Marines, Air Force and Navy).

• External: the boundaries between the organization and its suppliers, customers,

and regulators (e.g., contractors, vendors, and commercial telephone

companies).

• Geographic: the boundaries between nations, cultures, and markets.

Organizations are at the root of dealing with IA problems and implementing their

solutions.  Ashkenas et al., [1995] identified the paradigm that must take place for

successful organizations to make it in the digital age.  Those organizations must be

“boundaryless,” i.e., they must possess such fluid qualities as permeability and

adaptability (technically, managerially, and culturally).  Ashkenas et al., [1995] addresses

organizational success factors that are measured by size, role clarity (division of labor),

and specialization and control.  Today, however, they are measured by speed, flexibility,

integration, and innovation.

Organizational failures play an important role in major accidents and incidents

but little attention is paid to the relationship between organizational failure and operator

error.  Johnson [1998] explains that tools and techniques, which have been developed to

analyze human and system failures, cannot easily be applied to reason about

organizational problems.  Organizational errors create the necessary preconditions for

human error and exacerbate the consequences of those errors.  Organizational
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practices have more significant effects in comparison to individual practices [Workplace

Practices, 2000].  Poor work environment, morale, trust relations, and low commitment

are correlated with lower productivity and higher production cost.  Poor work climate

diminishes return from other organizational changes and improvements [Workplace

Practices, 2000] and can also lead to low individual trust, security violations, and insider

intrusions.

Several other organizational factors have a significant role in IA and specifically

in implementing Joint Vision 2020, e.g., decisionmaking, policy, legislation and

international factors, strategies, and organizational programs.  Decisionmaking is

integrated in all aspect of daily operations and involves multiple hierarchical levels and

multiple diverse situations within an organization.  Policies affect IA by directing

resources, providing research dollars and direction, issuing resource priorities, and

influencing the relative course of actions taken against threats.  Policies and procedures

reflect the organization’s philosophy on IA and computer security.

Legislation, policies and strategies are intertwined such that together they define

standards and direction for technology, organizations and people.  The inclusion of

human and organizational components within any complex sociological system brings

about societies use of laws and legal action against criminals.  Today, as the US enters

the information age, new laws are needed to combat future threats.  Several legislations

are used nationally and internationally in combating computer crime and vary in scope,

severity and framework.  International issues effect how we protect, detect, react, and

recovery from computer attacks (e.g., the “I Love You” virus).

Strategies for protection of our critical infrastructures and architectures has come

from a need to defend, protect and manage information against all types of threats.

Strategies for enhancing our critical infrastructures and capabilities usually have three

basic fundamentals:  1) increased protection from cyber attacks, 2) the ability to detect
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and predict attacks, and 3) the capability to recover and respond to an attack.  Strategies

work efficiently, when agencies and organizations are empowered to make decisions

based on real time information and analysis.  Strategies must not just include the

direction but the relationships between the key players (government, industry, military

and academia) and the rules of engagement.  Information assurance strategies and

programs allow for sharing of information between the private sector and the

government.  These reporting schemes allow for sharing of intrusions and incidents in

order to improve IA methodologies and technologies.  The HHM identifies gaps,

weaknesses and risks associated with risk scenarios across organizations and captures

the risk scenarios associated with these factors.
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B. People (Human Factors)

During unfamiliar and unanticipated situations, people rely on knowledge-based

performance grounded on experience, training, common sense and perceived rules.

Human error can be defined as a lack of recovery from previous unacceptable effects.

With automation increasingly taking over routing tasks, operators are using less skill-

based and rule-based behavior and more knowledge-based behavior [Leveson, 1995].

Mindy Blodgett states that the most sophisticated, technologically advanced security

system in the world cannot protect your company’s data if the people in your

organization won’t use it [Leveson, 1995].  More than half of all reported security

violations are caused by unintentional employee action or lack of action.  Technologies

show promises toward protecting critical information systems but some technologies are

very expensive and no single technical solution is foolproof.  Investing in non-technical

solutions (i.e., sociological and cultural policies, and education and training) has a

significant impact on IA because social and organizational contexts are linked to a

number of well-publicized disasters [Leveson, 1995].

The Software Engineering Institute (SEI) [US GAO, 1996] estimates that at least

80 percent of the security problems it addresses involve poorly chosen or poorly

protected passwords by computer users.  Awareness, technical- and leadership-training

is essential skills for the military in this digital age.  Personnel who understand the

organizational policies, goals, and objectives, and are fully trained can contribute to the

overall protection of the organization and help to achieve its goals.  Sometimes training

is available for individuals but cost, resources and time cause IA training to have a low

priority.  The Joint Security Commission studied the problem and stated, “because of a

lack of qualified personnel and a failure to provide adequate resources, many

information systems security tasks are not preformed adequately.  Too often critical

security responsibilities are assigned as additional or ancillary duties [US GAO, 1996].”
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Culture, like sociological factors, plays an important role on our reaction to

threats, errors (intentional and unintentional), education, and problem solving.

Sociological factors had a profound impact on the world during the industrial age of the

19th and 20th centuries.  Schein [1992, 1996] defines culture as a set of basic tacit

assumptions about how the world is and ought to be that a group of people share; it

determines their perceptions, thoughts, feelings, and to some degree, their overt

behavior.  Our culture about information technology affects the organizational and

individual norms, responsibilities, and the risks society, organizations and individuals

deem acceptable.  For example, many organizations support teamwork and cooperation,

but organizations reward individuals and feel that the best results come from a system of

individual competition and rewards [Grabowski, 1998].

Leadership plays a critical role within IA.  The Army defines leadership as

“influencing people-by providing purpose, direction, and motivation-while operating to

accomplish the mission and improving the organization [FM 22-100, 2000].”

“Influencing” means getting people to do what you want them to do while “operating” are

those actions taken to influence others to accomplish the mission.  People will make the

difference in finding and implementing IA solutions.  Information assurance takes leaders

that can: 1) transform tomorrow while continuing to operate today, 2) manage an

uncontrollable change process, 3) lead to an unclear destination,, 4) deal with disruption,

and 5) confront the need for change.  The HHM identifies human factor issues (e.g.,

human failures, sociological and cultural factors, leadership, and organization staffing)

that affect IA.

C. Assets

Defining the components both tangible and non-tangible entities, which constitute

information networks is a critical step in protecting military personnel and equipment,
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and executing countermeasures against all types of threats.  Tangible assets include

hardware and physical entities, and non-tangible assets include information or data

commonly called digital or intellectual assets.  Although information cannot be assured

100% of the time, it is important to: 1) understand what assets need protection, 2)

understand what risks are associated with protection and restoration of critical assets,

and 3) understand what resources are available in assuring information.

Trustworthiness is extremely important where dependence of systems is

essential to the overall performance of the entire system.  A trustworthy entity is one that

deserves to be trusted and is something you attribute to a system [Survivability, 1990].

The notion of trustworthiness is a core attribute within IA and developing information

systems.  The hardware, and information systems are the backbone in achieving

information superiority and full spectrum dominance.  The assets should not be limited to

command, control, communications, computers, intelligence, reconnaissance and

surveillance (C4ISR) [C4ISR, 2000] systems, and include lethality technologies.  The

GIG encompasses many of the systems that will be used in executing operations in the

upcoming decades.  The HHM encompasses the risk scenarios relevant to military

assets (e.g., asset restoration, hardware vulnerabilities, hardware security mechanisms

and hardware failures) in order to understand what assets need protection, what risk are

associated with protecting and restoring critical assts, and what resources are available

within a specific operational environment.

D. Software Failures

Software is an expression of human thought and consciousness, which allows

the necessary interface between hardware and the user.  Currently, commercial-off-the-

shelf software constitutes over 90% of the information system procured by DoD [IW

Defense, 2000].  Millions of lines of codes currently represent one program or application
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and one flaw in one line of code could cause failure or security vulnerability during a

military operation.  Algorithms, protocols, applications, detectors and databases make up

only a few of the ways in which software is used.  Complex communication and

information systems require reliable software code.  The interdependencies and

interconnectedness of information systems increase the complexity of software and

great precautions must be taken in the software design, testing, and engineering phases

of software development.  A router failure in one line of code cannot affect a robust

network but if all the routers in the network were running the same software, cascading

events would occur.  The HHM depicts several factors (e.g., computer languages,

operating systems, protocols, software attributes, and software failures) affecting

software reliable, availability and trustworthiness, which are essential components for

military information systems and information assurance.

E. Threats

There are groups that target military organizations and operations to convey their

opposition and change national opinion.  Although some of these groups use physical

attacks to destroy infrastructures, others have turned their attention to cyber attacks.

Distant attacks provide less exposure to adversaries; enhance their capabilities; cause

more damage and use fewer adversarial resources.  This asymmetric war is very

attractive to adversaries [Haimes, 2001b].  Some nation-states are developing

information warfare capabilities and currently practicing offensive computer network

attacks.  Current intelligence numbers estimate 30 or more countries with a robust

information warfare capability [US GAO, 1996].  Although no country would attempt to

fight conventional US military forces, targeting the US by destroying or damaging its

critical infrastructures is very probable.  Adversaries are likely to attack our

infrastructures, specifically targeting the information infrastructure in order to achieve
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four objectives: 1) assist foreign government-sponsored corporations to gain a

competitive edge against US corporations, 2) damage US economic, financial, and

industrial resources, and 3) affect military operations, and 4) damage to our national

security.

Information assurance threats (e.g., natural and manmade threats) appear in all

shapes and sizes and from many directions while representing varied impacts to an

organization.  It is critical to technically, culturally, and socially understand all facets

about the threats that pose the greatest risk to an organization.  Natural events are part

of the everyday occurrences that cause a majority of the outages in telecommunications

systems.  Tornadoes, hurricanes, strong windstorms and water from floods and rain

cause service outages to information systems and networks but are limited to geography

and time.  Manmade (unintentional) threats are grouped into blunders, errors and

omissions.  Evidence suggests that incompetent personnel, and unintentional errors

cause a large fraction of system incidents, information loss and system downtime.

Manmade (intentional) threats have varied approaches to destroy, degrade or

manipulate a critical infrastructure.  Manmade intentional threats are planned and

executed by attackers or attacker groups will the willful goal of gaining access to an

organizations computer systems.  Deliberate unauthorized attacks on a system continue

to make sense for any potential threat when: 1) the attacker benefits in some capacity

from the intentional attack, and 2) the act requires very little exposure and effort in

comparison to the potential gains.

Information networks continue to assist commanders, decisionmakers and

warfighters gain information superiority and information dominance on this digital

battlefield.  The HHM captures the multi-dimensional threats affecting information

superiority, and information assurance in military operations.  The HHM also helps to

identify consequences about protecting critical assets and information networks.
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F. Architecture

The architecture HHM identifies the structure, position and connectedness of the

systems storing, processing, and moving essential data in planning, directing,

coordinating, and executing military operations. Mike Martin and Roland Schinzinger

cited in Ethics in Engineering that, “Engineers should recognize that reducing risk is not

an impossible task, even under financial and time constraints.  All it takes in many cases

is a different perspective on the design problem [Leveson, 1995]”.

Information superiority and dominance necessitates designing and implementing

several different architectures to meet specific decisionmaking and knowledge

requirements. Military information systems must be dynamic and adjustable to assure

information between systems.  This assurance property represents a tradeoff with other

critical properties such as system functionality and performance (Figure 12).  The

characteristic or function of an information system may define system 2 (Figure 12)

representing a specific assurance, functionality and performance but each not at a 100%

level.  Although 100% assurance is currently unachievable, it is an objective within

organizations.

Current architectures are interdependent, and highly complex systems that

require some basic quality attributes such as reliability, robustness, survivability,

mobility, and security [Ahlin, 2001 and Alberts et al., 1999].  Other attributes (e.g.,

unrestrictedness, controllability, attentiveness, adaptability [Dublin, 2001]) may form

trade-offs with secondary attributes (i.e., light and small (transportability)).  Each attribute

represents different risk scenarios for the total system.  For example there is often a

trade-off between reliability, mobility and security.  This trade-off forms the basis for risk

scenarios affecting the system.
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Figure 12: Information Assurance Tradeoff Analysis [Saydiari, 1999]

Other architecture attributes (i.e., speed and optimization) form two-dimensional

trade-off relationships between less than optimal allocations and decisionmaking control,

and optimization with centralized control [Alberts, 2001].  The military must maximize

these attributes within the multidimensional-layered information networks that will link

decisionmakers, and users to information as well as give them reach back capabilities

via the Internet to various places (i.e., higher headquarters and home station).  The HHM

identifies the architecture and infrastructure attributes, and system interaction

characteristics relevant to IA.

G. Information Environment

Army forces today are likely to encounter conditions of greater ambiguity and

uncertainty.  Doctrine must be able to accommodate this wider variety of threats.  In so
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doing, the Army is prepared to respond to these worldwide strategic challenges across

the full range of possible operations as part of a joint and combined team [FM 100-5,

2000].  Military forces, specifically the US Army must be trained and be able to conduct

military operations in any environment.  These environments range from the usual

tactical environments of the past to recent peace enforcement operations (e.g., Bosnia),

humanitarian assistance operations (e.g., Somalia), domestic support (e.g., Hurricane

Andrew) and counter operations (e.g., drug enforcement in South America and border

patrol operations).  Other military environments including Noncombatant Evacuation

Operations (NEO) [FM 100-5, 2000], show of force operations (e.g., Desert Shield),

sanctions enforcement (e.g., Iraq), and information operations (e.g., Bosnia) show the

wide range of IA conditions that will exist in the future.

Decisionmakers are forced to make appropriate decisions using past information

and current intelligence that is affected by spatial, temporal, spectrum and mode

considerations.  Temporal is usually a greatly overlooked category to most risk based

systems but must be expressed in a dynamic, and complex system.  Joint Vision 2020

revolves around global telecommunications using a heavy reliance on commercial

assets.  The environment alone constitutes a major source of failure due to the

composition of complex, non-linear subsystems.  It is important to understand the roles

and relationships within a system’s environment because the environment has

interaction with even the smallest and simplest system [Leveson, 1995].  Army forces

today are likely to encounter conditions of greater ambiguity and uncertainty.  Doctrine

must be able to accommodate this wider variety of threats.  In so doing, the Army is

prepared to respond to these worldwide strategic challenges across the full range of

possible operations as part of a joint and combined team [FM 100-5, 2000].  Military

forces, specifically the US Army must be trained and be able to conduct military
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operations in any environment representing different risks to the organization, its

objectives and its personnel.

The HHM captures information environmental factors including environmental

and system interaction principles relevant to information systems.  Successful execution

of new technologies by designers, implementers and maintainers is a result of having

strong infrastructure principles and understanding coupling interactions.  The potential

risks of a system are associated with their system interaction (i.e., complex or linear) and

coupling attribute (i.e., tight or loose) [Perrow, 1995].

H. Information Operations

Former Secretary of Defense William S. Cohen stated “The Army’s ability to use

information to dominate future battles will give the United States a new key to victory, I

believe, for years, if not for generations to come [Shanahan, 2000].  Information

operations (IO) [Shanahan, 2000] integrate all aspects of information to support and

enhance the elements of combat power, with the goal of dominating the battlespace at

the right time, at the right place, and with the right weapons or resources [FM 100-6,

2000].  Information operations is defined as “continuous military operations within the

military information environment that enables, enhances, and protects the friendly force's

ability to collect, process, and act on information to achieve an advantage across the full

range of military operations; IO includes interacting with the Global Information

Environment (GIE) and exploiting or denying an adversary's information and decision

capabilities [FM 100-6, 2000].

Effective C4ISR systems are a critical element in the success of all military

operations.  The overall systems of a C4ISR information network is composed of several

individual networks integrated to provide military service and support to all US military



56

units, multinational military forces (i.e., British and French coalition forces), and possibly

local or world humanitarian organizations (e.g., Red Cross).

These systems provide situational awareness for integration and coordination of

joint element maneuvers and sensor-to-shooter connectivity for weapons employment.

The networks that support C4ISR must be integrated, operable, highly trustworthy and

reliable.  The Army Command and Control areas are the key components of a

successful military operation and IA operation.  Real-time, accurate, and reliable

information requires parallel and mutually supported network to carry critical information

to commanders (decisionmakers) and soldiers in order to execute decisive operations.

The networks are communications systems comprised of the voice, data, and video

spectrums connected to the Internet using leased lines and commercial systems.  The

synergy of the spectrums depends on the size of the operation, types of units deployed,

environment and communication support required.
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Figure 13: Information Operations Element State Space [FM 100-6, 2000]
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Information operations (Figure 13) depend on a range of assorted activities in

support of military operations on the battlefield.  The activities include: 1) acquiring

information on the enemy or threats, 2) denying critical information to the enemy or

threat, 3) using information to gain a decisive edge in current and future operations, 4)

exploiting gained enemy or threat information to disrupt the enemy decision making

cycle and operations, and 5) protect and manage critical information to allow our forces

to make accurate real-time decision, and delay and interrupt their decision making

ability. [FM 100-5, 2000]  The HHM depicts an assorted array of command and control

areas representing possible areas of failure, and attack across a wide-range of

operations.

I. Knowledge Management

This HHM head-topic identifies knowledge management as the core component

of effective information superiority.  With the plethora of information systems currently

being tested within the military, the commander inherently faces information overload.

Knowledge management sometimes called dominant battlespace management or

situational awareness encompasses all facets of managing information and its

environment.  It has the ability to filter the information based on current and future

assessments.  As used here, knowledge means a dynamic mix of information in context,

experience, insight, and values.  It encompasses understanding information and its

relevance through inputs, and known relationships.  It is important to derive knowledge

from information to minimize risks, and minimize uncertainty.  The definition accepted by

the NSA for knowledge management is “strategies and processes to create, identify,

capture, organize, and leverage vital skills, information, and knowledge to enable people

to best accomplish the organizations missions [Joint Military Intelligence College

Foundation, 2000]”.  By this definition, the emphasis is on people where the knowledge
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resides.  People within organizations will ultimately make the difference in IA and

JV2020.

Knowledge management addresses the processes, and behavioral norms and

practices that are key to knowledge creation and use in any organization [Joint Military

Intelligence College Foundation, 2000].  Knowledge management and IA have similar

foundations.  The HHM captures various management aspects, i.e., security, intrusion,

encryption-key, and IA aspect relevant to knowledge management.

J. Models and Methodologies

This HHM head-topic identifies the risks associated with IA methods and

functions.  “To manage risk, one must measure it” constitutes the scope for risk

management.  Models and methodologies are the road maps that guide the organization

throughout the journey of risk assessment. [Haimes, 1998]  Risk is commonly defined as

a measure of the probability and severity of adverse effects [Lowrance, 1976].

There are risks associated with modeling and implementing the wrong

technology, tactic, technique, or procedure.  Methodologies and procedures are

roadmaps and frameworks that allow for continuous improvement in dynamic systems.

A roadmap establishes a focal point, identifies certain random and exogenous variables,

develops possible prevention processes and technologies, employs reaction procedures,

and formally iterates the process using certain techniques.

Processes are sequential steps that begin and end with events, and have

applications such as planning, system and process design, and continuous

improvement.  Processes focus organizational efforts and resources in order to solve the

problem.  Tools are those resources used in support of execution of process steps.

Metrics equate to standard measures used to record events.  Metrics are then

used to compare events, both current and past measurements, and make decisions
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based on those measurements.  The success of information assurance methodologies

relies on mitigating risks within the processes, tools and metric implementation.  The

subtopics listed in the HHM build a foundation to accurately assess risks across the

models and methodologies head-topic.
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Chapter 6  Information Assurance Metrics

Werner Karl Heisenberg (1901-1976) cited in Physics and Philosophy,  “Since

the measuring device has been constructed by the observer…we have to remember that

what we observe is not nature itself, but nature exposed to our method of questioning.”

[Berard, 2000]

6.1 Introduction

One objective of this thesis is to determine and develop a set of appropriate

Information Assurance Metrics (e.g., measures of effectiveness, risk, cost, etc.) to

determine and measure the usefulness of the risk scenario mitigation policies generated

from model and methodology, or compare information assurance systems (e.g.,

cryptographic system A is more reliable than cryptographic system B).  The topic of IA

metrics is not the core subject of the thesis and is itself its own research topic.

The problem in developing IA metrics is the violation of the Heisenberg

Uncertainty Principle, which states that is it is physically impossible to measure both the

exact position and exact momentum of a particle at the same time.  In IA terms, it relates

to simultaneously measuring the risks to the system, and the efficacy of deploying risk

assessment and management on the system when no protective actions are taken and

the system has fundamentally changed [Longstaff et al., 2000].  Information assurance

metrics have a crucial operational impact on many organizations to include improving

situational awareness and intelligence about the costs, risks, benefits and security about

IA initiatives.  In order to generate appropriate IA metrics, this chapter is arranged as a

taxonomy for metric development.  The results of this chapter are to: 1) present an IA

metric taxonomy, 2) add value and context to IA metrics, and 3) provide a well-

researched list of metrics that organizations can apply to risk scenarios to gauge the
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usefulness of current and future policies.  Information assurance metrics should have the

following qualities [Skroch, 1999]:

1. Computable within a time frame that is useful to decisionmakers and cost to

obtain the metrics must be considered.

2. Makes intuitive sense and is easily understood.

3. Has consistency across systems and can be repeated.

4. Measures what you think it measures.  Metrics are comprehensive, relevant,

easy to use and measure what their intent.

5. The scale (bounds on the metric) is meaningful to the user and the decision

maker.

6. Quantifiable metrics should have precision within its significant digits and its

uncertainty has a known source.

7. Metrics have value to an organization in order to meet goals of the system (e.g.,

design, operation).

8. Information assurance metrics are needed to reduce, transfer, eliminate or

accept the effect of risk.

6.2 Metrics Overview

Prudent management of any entity calls for making cost effective decisions about

resource investment [Longstaff et al., 2000].  Information assurance risk assessment

and management must have metrics that evaluates the efficacy of risks within each

system.  Metric identification, and evaluation has proven difficult but it is extremely

valuable and must not be abandoned.

Metrics are stand alone measurements chosen to specify and record a situation,

compare it to similar past measure, and make decisions through figures of merit [Skroch,

1999].  Metrics for IA must have special qualities, which quantify the costs, risks and

benefits of any action as well as represent the level of trust or credibility of the system.

Metrics must have a common language and understanding between the hierarchies of

people associated with the systems (e.g., designers, operators, maintainers).  Metrics
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are related to the concept of benchmarks, which provide insight that humans can readily

understand and utilize [Skroch, 1999].

Security metrics attempt to assess the degree to which a system can provide

some security related property (i.e., system security against a given set of attacks).

Many literary documents and papers from academia and industry relate IA metrics to

security.  The “Development of a Science-Based Approach for Information Assurance”

[Skroch, 1999] and “Challenge: Assurance Metrics” [Koob, 2000] relate IA metrics to

security attacks.  For example, a security metric for “insiders” may answer: 1) how to

differentiate an insider threat from a non-threat within an organization or 2) what is the

organization’s performance in reference to “insiders.”

Information assurance metrics are much broader and relate to system trust and

credibility.  Information assurance metrics answer a different set of questions, which are

related to trust and credibility such as:

1. How quickly does the organization return trust to the systems and its users?

2. What policies or education is the organization providing to ensure that there is

increased awareness for “insiders”?

3. Is it difficult for an un-trusted source to access the organization’s trusted

sources?

They should support the objective of improving, renewing and stabilizing the trust

between user and system or information within an information infrastructure.  Information

assurance metrics are useful in allowing a system designer to evaluate design trade-offs

for assurance and other design factors [Koob, 2000].  It can also serve to determine if a

system design criterion meets the specified requirements.  It may be necessary to

develop metrics for different parts of a system or component’s lifecycle.  “If you do not

know where you are, any direction will do [Koob, 2000].”  Metrics will tell us our location

and direction and serve as a navigation system for future IA problems.
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6.3 Metric Assignments

Metrics have value when we assign the units and context within a specific

measurement scenario.  Measurement is the assignment of numbers to a system,

process or event that attempts to represent or preserve observed relations [Roberts,

1979].  In order to assign measurements to a process, two fundamental issues must be

addressed: representation and uniqueness [Roberts, 1979].  These issues are illustrated

in Figure 14, which describes three IA metrics characteristics: type of measurement,

metric category, and metric scale.

Fundamental

IA Metric

Derived

Quantification
Interval

Nominal

Types of
Measurements

Metric Scales

Temporal
Interval

Nominal

Dynamic

Static

Qualification
Ratio

Ordinal

Metric Categories

Temporal
Attributes

Figure 14: Metric Characteristics

6.3.1 Types of Measurement

The measurement type defines when the measurements are taken.

Fundamental measurements are taken at the initial stages of system operation or design

while derived measurements are taken during the duration of system operations, and are

defined in terms of previously taken measurements [Dombroski, 2001].
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6.3.2 Metric Categories

Metrics are expressed within three fundamental categories: quantity, quality, and

time [Cramer, 1997].  For this thesis, the terms “Quantification”, “Qualification”, and

“Temporal” are used to denote the IA metric categories.  Temporal metrics or time-based

metrics have an additional representation.  Temporal metrics are taken at a specific time

t (e.g., beginning of an operation) or constantly measured throughout the lifetime of an

IA process or system.  The first scenario describes a static measurement and the later

describes a dynamic measurement.

Quantitative and temporal metrics can be used in automated tools (e.g.,

simulation and analytic software) verses qualitative metrics.  Quantitative and temporal

metrics are science-based measurements that have mathematical relationships to other

metrics.  Qualitative metrics are categorical measurements that are not represented by

numbers per se.  Qualitative metrics need a common reference, language, and

understanding.  All IA metrics should allow the user to correlate and extract information,

and apply benchmarks to metrics.

6.3.3 Metric Scales

The difficulty in developing metrics and measurement scales is the preservation

of relations [Dombroski, 2001] and the accuracy and value of those relationships.  A

relation is a comparison of two or more entities or properties pertaining to a system.

Chankong and Haimes [1983] describe in detail relational properties and system

comparisons.

Scales are important because they provide uniqueness, and meaningfulness

[Dombroski, 2001].  There are many types of measurement scales (e.g., absolute,

multidimensional) but this thesis addresses four scale types when identifying IA metrics

such as Nominal, Interval, Ordinal and Ratio.  Each scale represents different functions
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and meaningfulness.  The highest form of measurement equating to the most useful is

ratio scales followed by interval, ordinal and nominal scales, respectively.  The stronger

the scale type, the more arithmetic operations can be performed on the data without

losing information or meaning.

Measurement scales form a relationship between characteristics of entities (e.g.,

risk scenarios) we want to measure and a corresponding number system.  Each

measurement involves a mapping of one relational system to another in order to

preserve the correct context.  For example, specifying a system is twice as available as

another is meaningless without the scale.  A scale is meaningful if and only if its truth (or

falsity) remains unchanged under all admissible transformation s of all scales developed

[Roberts, 1979].

Ratio scales have a “natural zero,” preserves ordering, and multiplying the scale

by a positive constant changes the measurement units.  It is sometimes useful to

represent a system by comparing two or more systems.  System A is more reliable than

System B.  Length is an example of a ratio scale because a length of zero corresponds

to no length and conversion from one unit of length to another (e.g., miles to kilometers)

involves multiplying by a positive constant.

Interval scales lack an “absolute zero” while preserving order and difference but

are not ratios.  Their scales can be defined equal interval along the scale.  Interval

scales capture information about the size of the jump from one class to another [Fenton,

1996].  The transition between Fahrenheit and Celsius scales is an interval scale

because no zero point is varied for each scale.  Addition and subtraction are acceptable

operators on interval scales but not multiplication and division [Fenton, 1996].

Ordinal scales have objects that can be ranked and ordered.  The ordinal scales

represent information about an ordering of classes or categories, and defines a

monotone increasing transformation function.  The numbers represent ranking only and
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applying arithmetic operations (e.g., addition and subtraction) has no meaning [Fenton,

1996].

Nominal scales have categorical distinctions but no distinct counting order.  Any

distinct numbering or symbolic representation of the classes is an acceptable measure,

but there is no notion of magnitude associated with the numbers or symbols [Fenton,

1996].  With nominal scales, no judgment is inferred about the severity of the

measurement.

6.4 Metric Taxonomy Development

“What is not measurable make measurable,” sited by Galileo [Fenton1996]?”

6.4.1 Objective Oriented Metrics

Before developing the metric taxonomy, we first introduce a concept of objective

oriented metrics.  Utility is in the eye of beholder [Fenton, 1997] and a particular metric is

only useful if it helps the user recognize system or process improvement.  Goal-

Question-Metric Method (GQM) [Fenton, 1997] is an effective approach in developing

metrics for specific goals within an organization.  The question portion of GQM refers to

the accomplishment of the sub-objectives in order to determine if the top goal is met.

The metrics address the question, “what is being measured?”  The method is similar to

value hierarchy structure development and is used extensively by AT&T [Fenton, 1997].

GQM fails at developing metric scales, objectivity or feasibility.  The metric taxonomy

presented in this thesis addresses the above failures of GQM and uses objectives

instead of goals.



67

Evaluation Measure

Objective
A1.1

Evaluation Measure

Objective
A1.2

Sub-function
A.1

Evaluation Measure

Objective
A2.2

Sub-function
A.2

Function A

Evaluation Measure

Objective
B1.1

Sub-function
B.1

Function B

Evaluation Measure

Sub-function
C.1

Evaluation Measure

Sub-function
C.2

Function C

Evaluation Measure

Objective

Sub-function

Function ........

Overall GoalWhy?
How?

Figure 15: Generic Objective Value Hierarchy Structure [Willis, 2000]

A value hierarchy structure (Figure 15) is developed to add value and meaning to

IA metrics.  The top of the structure represents the top-level objective (goal) and the next

layer represents major critical functions.  If possible there is further development of the

structure into sub-functions and the lowest level objectives require an evaluation

measure or metric.  The value hierarchy structure or goals tree as it is referred to quite

often, asks the question, “why” ascending the tree and “how” descending the tree.

6.4.2 Metric Taxonomy

There is a major concern within all organizations on how to develop appropriate

metrics to evaluate IA policies and manage critical resources.  In order to generate IA

metrics, Skroch [1999] believes that the following questions must be answered

comprehensively and systematically.

• What do you want to measure?

• How are the metrics manifested?

• How do you measure them?

• How can you use them?

With these questions, the use of the Hierarchy Structure Method (presented

earlier in this chapter) and literary research, a metric taxonomy was designed and is

addressed in this section.  Information assurance metrics characterize the “trust” and
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“credibility” to that filtered subtopic alone.  Steps one through five allow organizations to

determine the best set of useful and meaningful IA metrics for a specific set of risk

scenarios by selecting the appropriate organizational objectives.  The metric taxonomy

(Figure 16, Page 68) allows for an input (a measurement requirement) and output

(evaluate the trust and credibility of the system) functions to determine the overall

effectiveness of the desired IA system.  In general, metrics answer questions about

effectiveness, risk, system capability, classification and number, and assist

decisionmakers in selecting an appropriate policy and managing a policy or system

through its lifecycle.
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Figure 16: Information Assurance Metric Generation Framework

In Figure 16, each circle represents a step with the taxonomy and each is

described in the following sections.  The expressions between the circles (e.g., Metric

Evaluation Table) represent the results after the previous step is completed.  Chapter 7
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illustrates the IA metric taxonomy in the context of the methodology and the scenario-

based example.

6.4.2.1 Step 1 (Determine the Organizational or Systems Objectives)

The initial step in the metric taxonomy is to determine the overall needs for

measuring the system by developing an objective value hierarchy structure.  This

includes formulating a definition for each objective and defining appropriate sub-

objectives.  This section addresses the major objectives associated with IA metrics in

order to develop a common language and environment.  Through literary research and

expert evidence, 19 information assurance objectives are listed in Table 4 (Page 71).

The list corresponds to objectives that are highly coupled with “trustworthiness” and

“credibility.”  The list is not inclusive and organizations may want to define, use and

measure others in the context of the taxonomy.  The justification for using 19 objectives

is:

1.  The objectives represent the main effort in defining and measuring the efficacy

of an IA system, and

2. The metrics are ultimately related to trust through relationships, comparisons and

values.

Several iterations were used to build the value hierarchy structure in Figure 17

(Page 72).  In the figure trustworthy and credibility systems are the overall goal an IA

environment and represent the top-level objective.  Each objective or sub-objective is

represented by several IA metrics useful in adding value to an organization’s operations

and policy selections.  The top-level objectives (i.e., Risk (A.1), Availability (B.1), Cost

(C.1), and Survivability (D.1)) have several sub-objectives beneath them, which are used

to further define the organization’s critical objectives.  It may be necessary to prune or

rearrange Figure 17 into a structure that meets organizational needs and desires (Figure
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18, Page 72).  Sub-objectives are not always necessary but metrics are identified,

defined and mapped for the lowest level objectives, e.g., in Figure 17, the objective

uncertainty (A.1.1) has metrics but risk itself would not.  It also may be easier to define

organizational objectives with only six objectives and no sub-objectives.  Reading the

figure from top to bottom helps to answer the question “how is the objective being

measured,” and reading the figure from bottom to top helps to answer the question “why

are we measuring the objective.”
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Defined Objective Meaning

Availability

The Assurance that information and services are there for
the user when required [Cramer, 1997].  The probability that
a system performs a specified function under given condition
at a prescribed time [McCormick, 1981].

Cost

Typically, the amount of dollars, manpower or time used for a
specific service, process or system and the assurances for
those entities.  Within the IA spectrum, cost can be
measured in: 1) effort of design, implementation,
maintenance, and operations of a product or service, and 2)
value of information lost or gained.

Expected Damage
The average damage expressed in cost, manpower or
resources given by the combination of hazard and
vulnerability.

Extreme Events An event or events with a low probability of occurrence and a
high impact to an organization or project.

Information Loss The decrease in amount, magnitude, or degree of
information between two systems or users.

Integrity The assurance that information and systems are not altered
or corrupted [Cramer, 1997].

Maintainability The ability to undergo repairs and modifications during
normal and adverse operations [Randell, 1992].

Operability

A process is operable if the available set of inputs is capable
of satisfying desired steady-state and dynamic performance
requirements defined at the design stage, in presence of
anticipated set of disturbances, without violating any
process, equipment, or machinery constraints [Vinson,
1996].

Redundancy Redundancy refers to the ability of extra components of a
system to assume the functions after failure [Haimes, 2001c].

Reliability

Continuity of correct service; failure free operation in a
specified environment [Storey, 1996].  The probability that a
specified fault event has not occurred in a system for a given
period of time t and under specified operating conditions
[McCormick, 1981].

Return on Investment (ROI)
[Putnam, 1992]

The practice of recapturing funds advanced to improve
process productivity over the period funds are in use for this
purpose [Putnam, 1992].

Risk A measure of the probability and severity of adverse effects
[Lowrance, 1976]

Security
Measures taken to decrease the likelihood and impacts of
threats to information system, which include: attacks,
failures, and accidents.

Situational Awareness
The ability to identify, process, and comprehend the critical
elements of information about what is happening to the team
with regards to the mission.

Surety Surety is defined as the measure of the acceptable system
performance under an unusual loading [Ezell, 1998].

Survivability
The capability of a system to achieve its mission objectives
in a timely manner in the face of accidents, failures, and
attacks [Longstaff and Haimes, 1999]

Uncertainty The lack of knowledge or sureness about the probabilities,
and consequences of the risks inherent to the system.

Table 4: IA Metric Value Hierarchy Objective Characteristics
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Figure 17: Information Assurance Metric Value Hierarchy Structure (Example 1: Overall)
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6.4.2.2 Step 2 (Determine Impacts and Consequences needed to be

Measured)

The second step is to determine the impacts and consequences needed

measuring within the system.  This second step asks, “what do you want to measure

(e.g., loss of life, mission failure, loss of trust),” and “how are these impacts represented

(e.g., loss of capability, modification of information, diminished operations [Skroch,

1999])?”  Another way of looking at this step is to ask, “what happens if we do not

measure the organizational top-level objectives (e.g., maximize availability or minimize

risk)?”  Answering these questions helps the organization understand the impacts and

consequences of measuring the filtered risk scenarios.

6.4.2.3 Step 3 (Determine the Appropriate Metrics)

In the third step, the analyst determines the appropriate metrics, their utility, type

and function within the system.  This third step asks, “how do you measure a specific

risk scenario (e.g., virus, insider, weather) in the context of the organization’s

objectives?”  The concept to be measured must be clearly defined by mathematical or

empirical relational sets [Jacquet, 1997].  Each bottom level objective in the value

hierarchy structure is mapped to specific metrics that is used to measure that objective

(e.g., survivability or risk).

6.4.2.4 Step 4 (Determine Range, Benchmark, and Metric Units)

In the fourth step, the analyst determines any benchmarks, ranges, and

measurement unit for each metric through expert evidence or literary research and forms

a metric evaluation table.  A numerical assignment rule is described through descriptive

text or mathematical expressions.  The first type of description is used when the
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measurement method is applied.  The second type is required in the analysis of

mathematical properties.

6.4.2.5 Step 5 (Determine Validation and Implementation Rules)

In the last step, the analyst examines validation and implementation rules for the

metrics and asks, “how can you use them,” and “how are you going to get results from

the metrics?”

6.5 Information Assurance Metrics (Definitions and Representation)

Table 36 (Appendix C) represents an alphabetical list of IA metrics, which were

developed or expanded based on literary research and expert evidence.  The table

forms a “grab bag” of metrics that organizations can use to:

1. Measure the consequences and impacts of risk scenarios.

2. Measure the trust associated with an IA system through relationships,

comparisons and values.

3. Measure the usefulness of current and future policies, and operations.

4. Measure risk assessment and management identification and mitigation policies

and procedures.

5. Measure the value of a system based on quantitative or qualitative means.

6.6 Information Assurance Metric Characteristics and Value

The section identifies several IA metrics useful in obtaining optimal trustworthy

and credible IA systems.  The results of this section help individuals understand IA

metrics by assigning utility and value to the metrics in order to measure specific risk

scenarios.  Table 37 encapsulates the metric characteristics and is illustrated in

Appendix D.
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Chapter 7  Description and Demonstration of the IA

Methodology

7.1 Methodology Description and Introduction

The IA methodology consists of three phases: formulation (Steps A, B, C),

analysis (Steps D, and E), and interpretation (Steps F, and G).  This chapter

demonstrates the efficacy of the IA methodology by integrating a detailed description of

each step in the methodology within a scenario-based example.  The example serves as

a roadmap or “prototype” for organizations to implement the methodology in real-world

IA environments.  Specific steps of the methodology, i.e., Hierarchical Holographic

Modeling (Chapter 5 ), IA Metrics (Chapter 6 ), Fault-tree and Fractile Distribution

Analyses (Chapter 8 ), and IA Case Study Analysis (Chapter 9 ) are the core topics of

the methodology and form the major contributions of this thesis.  These topics are

presented as separate chapters due to size and scope.

The following scenario-based example serves the purpose of providing

guidelines for organizations to execute the steps in the IA methodology.  It also acts as a

conduit to understanding the complexity, interdependencies and interconnectedness of

the issues surrounding IA, and justifies the need to execute systematic and

comprehensive risk assessment and management.  A US Army Division is offered as the

example organization because it represents an entity that has a large personnel base;

sub-units may be geographically dispersed making command and control difficult; large

and diverse information infrastructures; and reliance on technology, information and

personnel to maintain those critical information systems.  Each organization possesses

its own objectives and goals, and is subject to different organizational IA scenarios.  It is

important to note the key tasks within the IA methodology because they form the basis



76

for understanding IA problems and developing the appropriate solutions, regardless of

the organizational scenario.

7.2 Information Assurance Scenario

The following scenario is a hypothetical case and illustrates one set of

circumstances in which the methodology may be used.  XYZ Division is on a two-week

new equipment fielding and command post readiness training exercise in which only

headquarter staffs are deployed to evaluate new equipment.  The new equipment

consists of command, control, communications, computers, intelligence, reconnaissance

and surveillance system for the division.  Some of these systems include the Advanced

Field Artillery Tactical Data System (AFATDS) modernizes the Army's fire support

command, control and coordination system; the All-Source Analysis System (ASAS) is

the intelligence electronic warfare (IEW) sub-element of the Army battle command

system; The Army Data Distribution System (ADDS) provides tactical commanders and

their staffs with automated, secure, near-real time radio communications systems with

data distribution capability between computers and position, location and navigation

reporting of their combat elements in support of tactical operations; The Battlefield

Combat Identification System (BCIS) provides battlefield fratricide incident minimization;

The Forward-Area Air Defense Command and Control (FAADC2) System provides

forward- area air defense weapons with target data to protect friendly aircraft and

facilitate management of the air battle [AUSA, 2001].  These systems are part of the

Joint Vision 2020 concept in modernizing the military to achieve full-spectrum

dominance on the battlefield.  The exercise hinges on reliable and available voice and

data communications between units.  Reliability is the key measurement for the exercise

and used in modeling, fault-tree analysis and extreme event analysis.  The training

exercise consists of all divisional headquarters units, division staff and related higher unit
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attachments (i.e., Corps Support Groups and Logistic units).  One battalion headquarters

from the division acted as the opposing force (OPFOR) for the exercise.  The new

equipment resides in all battalion, brigade and division command posts in order to

improve information superiority at crucial points in the battle; suffer fewer chance

encounters with the enemy; improve initiative opportunities for small mobile units; ensure

reliable information systems and communications between command posts, improve

commander decisionmaking capabilities; improve time and accuracy within the division’s

targeting capabilities; improve information sharing among high tempo and mobile units,

and logistic units; reduce interference and jamming; improve information operations,

time management and coordination between different staffs.  In a month, the division

deploys all headquarters and troops to evaluate the command, control and

communication procedures between command posts and their troops.  The higher

headquarters (Corps) plays a bigger part by deploying additional units for the fielding

exercise.

Communications for the exercise connects the division into the Internet so their

higher headquarters, which is not present for this exercise, could monitor the progress of

the training exercise.  Leased lines from AT&T were used as the primary means to

connect the two headquarters due to distance and limited divisional satellite elements.

The division is testing new TTPs for a new tactical command post communications

network and integration package.

The innovative package allows command posts, down to the battalion level to

seamlessly and reliably share information and intelligence to successfully execute

operations and missions within any environment.  After the conclusion of the exercise,

the division commander gathered with the division staff, division unit representatives and

product vendors, and held an After Action Review (AAR) and issued these assessments:
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1. The division is scheduled to deploy on another exercise in one month and during

the exercise information systems between the command posts experienced

diminished reliability and availability.  The next exercise has an increase in unit

and equipment quantity as well as higher volume of troop movement.  There is a

concern for the safety of the division and its soldiers and a risk assessment

process should be accomplished prior to the next exercise.

2. The higher headquarters plans to offer assistance and resources to conduct the

risk assessment.  This includes assistance in buying software and hardware or

implementing training for operators.

3. The division wants to identify the courses of action (i.e., hardware, software,

training, and organizational policies) necessary to fix the IA problems seen on

this past exercise.   An information assurance project team is formed with key

individual from different units and different staff section, which include one

person from each division staff (i.e., personnel, intelligence, operations, logistics,

signal), two representatives from each brigade (i.e., one officer and one non-

commissioned officer), one representative from the Corps operations cell and

any contractors or vendors associated with the fielding exercise.

4. A progress briefing is scheduled in two weeks to assess the risk assessment

process.

5. The exercise was a partial success but the division commander feels that there

are training issues for our operators and he is concerned about our connection to

the Internet and the opportunity it plays for Hackers.  The commander also feels

that human error might have played a large part in the information assurance

problems experienced during this exercise.
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7.3 Step A: Problem Definition

The first step within the Formulation element of the IA

Methodology is Problem Definition.  This encompasses

addressing all organizational decisionmaking levels, addressing

risk assessment question one and using Hierarchical holographic

Modeling to address all sources of risk.

The first and sometimes most difficult step in engineering

design or a decision process is defining the problem.  Defining

scope of the problem focuses the effort toward solving the

problem.  One should consider the “end in mind” when developing

the problem statement.  This involves describing the bounds of the

problem, and stakeholder objectives.  If one is to attempt the

assurance of an information system, then one must study and understand the problem

from a whole systems viewpoint [Craft, 1999].  If we fail to identify and understand the

problem, we often expend resources in designing, implementing and managing a

solution that solved the wrong problem.  This step must capture the needs, wants, and

desires of the decisionmakers and the goals of the organization.  By the end of Step A,

the analyst understands the problem and associated challenges, and understands the

stakeholders’ needs and desires.

The problem definition step encompasses engineering problem statement and

stakeholder analysis.  The engineering problem statement is a mutual agreement

between the client and analysts, which captures the problem spirit and essence.  Steps

A.2 and A.3 facilitate redefining the engineering problem statement and identifying any

additional challenges that complicate the problem solving process.

Address
 Sources of Failure

A.3.1

Risk Filtering, Ranking,
& Management (RFRM)

HHM (Phase I)  A.3

Address Risk Assessment
Question 1

A.2

Address All
Decision-making Levels

A.1

Problem
Definition

Step A

Formulation
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The problem definition in this scenario-based example is how to: 1)

systematically and comprehensively identify and assess the risk scenarios impacting the

organization, 2) generate appropriate policies in order to mitigate or transfer those risk

scenarios by applying the necessary resources, and 3) measure the effectiveness of the

policies selected by the organization.  The IA challenges are centered on four critical

areas: modeling, complexity, system uncertainty and metrics.

• Challenge 1 (Modeling): Accurately representing large-scale and complex

systems while capturing the best tools and methodologies to simplify and

improve these systems.

• Challenge 2 (Complexity): Capturing the interconnectedness and

interdependencies of information assurance in information networks.

• Challenge 3 (System Uncertainty): Determining probability distributions and

likelihood of information assurance events in information networks.  Determining

the level of completeness of the HHM and the modeling process.

• Challenge 4 (Metrics): Measuring the effectiveness of a system and its

components by relating the metric to trust of the system.

The stakeholder analysis identifies the needs and desires of people who directly

affect the problem.  Step A.1 facilitates identifying and understanding the people, and

their priorities and needs within the stakeholder analysis.  In order to model and

understand any problem, the perspectives of different stakeholders must be

documented.  The relationship between goals and stakeholders is documented using a

stakeholder-goal priority table [Kontio, 2000].  Table 5 (Page 81) allows a means to

document the priorities for a given stakeholder but priorities between stakeholders

cannot be derived (a lower number equates to a higher priority for that individual).

Kontio [2000] uses goals but within this IA methodology, the term “objective” is used to

denote an obtainable and achievable organizational ambition defined by some set of

bounds.  Interpretation across columns and in the same column within the table is not
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useful because the table uses ordinal numbers and is not weighted.   Table 5 represents

a set of one possible stakeholder-objective priority lists.  The numbers are generated to

illustrate that decisionmakers and key individuals impact operations and the problem

solving process in different ways.  The table is extremely useful in risk analysis and

management because it allows for better filtering and ranking of risks within Step B of

the IA methodology.
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Table 5: Stakeholder-Objective Priority Table

7.3.1 Step A.1: Address All Decision Making Levels

Many real world-world decisions are made not by single individuals but by groups

of individuals.  Each decisionmaker characterizes and interprets the value of the

objectives under consideration differently.  Decisionmaking under uncertainty

encompasses every fact, dimension and aspect of our lives [Haimes, 1998].  Decisions



82

made at one level (personal, corporate or government levels) inherently affect people at

different phases (planning, operational, design, management or strategic).  The goal of

this step is to identify all decisionmaking levels in order to decrease the uncertainty

about incomplete risk assessment.  With the US Army there are three decisionmaking

levels: operational (people executing planned orders), planning (people planning future

operations and managing current operations), and strategic (typically Corps, and above

and managing decisions at a much higher level (i.e., Pentagon and DoD).  Each level

has different and overlapping IA risk scenarios associated with it.

7.3.2 Step A.2: Address Risk Assessment: Question One

In order to understand risk assessment question one, it is essential to understand

the building blocks of risk assessment and management, and the questions it attempts

to answer.  The products of Step A.2 are a description of those questions and their role

in the IA methodology.  Preparatory or reactive risk management actions intended to

increase confidence in critical infrastructures specifically addressing information

infrastructures are a thesis focus.  In 1999, CSI and the FBI conducted a survey of 521

organizations and found that although 51% acknowledged financial losses, only 31%

could quantify their losses, and a very small amount conducted risk assessment and risk

management to mitigate their information security losses [CSI, 1999].  The risk and

uncertainty inherent in all systems designed by human beings are frequently magnified

by the application of large-scale technology [Haimes, 1998] such as the case with IA.

What is the damage that is caused to a military operation if confidential information was

lost, damaged or misinterpreted?  There are many costs associated for information or

system reconstitution such as additional personnel training, and lost revenues for the

institution.  Risk assessment and management are essential tasks to identify critical

assets and potential threats; to identify and assess organizational vulnerabilities within
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technology, personnel and infrastructure; to recognize the probabilities associated with

the risks, and cost estimates associated with losses.  Some questions usually surface

when conducting risk assessment and management in safeguarding information and

computer networks.

• Where does the organization begin in protecting information and equipment?

• Why should I worry about these details when I have insurance policies to cover

my losses?

• How can my “small” organization deal with real threats and vulnerabilities?

Organizations asking these questions want a business case to exist before the

organization commits dollars and resources to IA.  Making the business case for industry

to conduct IA research and risk analysis is currently the sticking point for many

organizations and corporations.  If it costs an organization $200,000 to implement IA

procedures, which includes the cost for conducting risk analysis and they only lose

$190,000 for doing nothing, the organization is inclined to do nothing.  This is only a

short-term plan that results in increased asset loss.  That can be extremely risky since it

rarely pays to do nothing and current estimates have organizations saving dollars,

resources and information when using risk assessment, and risk management.  Also,

this is an investment in longer periods of potential threats and uncertainty.

A key IA issue is what resources (i.e., money, time, people, technology) should

be applied to tackle inherent and future issues.  Information assurance is a solvable

problem with our current arsenal of resources using proactive risk management.  Short-

term investment in IA challenges will have enormous long-term benefits to include:

• Assuring the US military is successful in any mission on the information

battlefield.

• Reducing the long-term costs of IA.
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• Reducing the costs of disruptions, lost productivity and information loss in our

current information infrastructure.

• Reducing fratricide on the battlefield due to increased military information

technology integration; the Warfighters environment is information intense.

Risk assessment is distinguished from risk management from the questions it

attempts to answer.  In risk assessment, the analyst attempts to answer the following set

of questions:

1. What can go wrong?

2. What is the likelihood that it would go wrong?

3. What are the consequences? [Kaplan and Garrick, 1981]

Answering these questions help identify, measure, quantify and evaluate risks

and their impacts on the systems.  In Steps A.2 and A.3, only question one is

considered, where questions two and three are addressed in Step B of the IA

methodology.  In risk management, the analyst considers a second set of questions,

which are answered in step D of the methodology:

1. What can be done and what options are available?

2. What are the associated trade-offs in terms of all costs, benefits and risks?

3. What are the impacts of current management decision on future options?

[Haimes, 1991, 1998]

Risk assessment and risk management must be a part of the decisionmaking

process and is an integral part of building the HHM.  It is most effective if used during the

entire planning process and introduced early.  Although risk assessment and risk

management are distinctly two different, there is overlap within the process.  The entire

risk assessment and management process contains [Haimes, 1998] five steps
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(answering six questions), which are integrated within the methodology (location shown

in parenthesis):

1. Risk identification (Step A)

2. Risk quantification and measurement (Step B)

3. Risk evaluation (Step B)

4. Risk acceptance and avoidance (Step D)

5. Risk management (Step D)

Risk assessment and management bridges the gap and identifies “that to be

defended and that which can be defended.”  Current countermeasures do not work well

against future threats and vulnerabilities but proper risk assessment and management

can increase assurance levels by transferring, mitigating or accepting current and future

IA risks.

7.3.3 Step A.3: Hierarchical Holographic Modeling

Hierarchical Holographic Modeling effectively identifies most, if not all important

and relevant sources of risk [Haimes, 1981, 1998] as discussed in Chapter 5 .  This step

answers the risk assessment question, “What can go wrong?”  Information assurance is

a complex system of components performing a myriad of functions, responding to

diverse elements and is composed of hundreds, and thousands of entities.  Although not

all such components are on the critical path of the operability of the overall system, there

is a need to identify and understand the multiple perspectives of the functionality

associated with IA [Haimes, 1981, 1998].  The HHM attempts to capture the sources of

risk associated with the complexity, interconnectedness and interdependency of IA.

In order for organizations to be successful in the area of identifying IA risk

scenarios, two main concepts should be followed:
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1. Risk identification is accomplished through structured brainstorming techniques

to generate ideas [Norton et al., 1998].  It is essential to ensure many diverse

people and departments come together to identify the risks (engineers, analysts,

management personnel, etc.) associated with the organization and its information

systems.

2. Comprehensive and systematic scenario risk identification necessitates the need

for organizations to identify interlocking community circles (Figure 19).  In this

example, the division, a US Army major command has information system within

the DII.  An organizational structure and mission define many different

interlocking circles, which characterize the interdependencies,

interconnectedness, and complexity of the problem and the associated risk

scenarios.  Figure 19 illustrates two interlocking communities used to generate

the total HHM and the HHM used in the scenario-based example.  The two

communities are not inclusive, and are limited only by the imagination of the

analyst.

GII NII FII DIIGII NII FII DII

Defense Information Infrastructure- DII
Federal Information Infrastructure- FII
National Information Infrastructure- NII
Global Information Infrastructure- GII
DoD- Department of Defense

LEGEND

DoD Corps DivisionArmyDoD Corps DivisionArmy

Figure 19: Information Assurance Interlocking Community Complexity

To identify all conceivable risk scenarios that the US Army might encounter

within IA, a HHM was developed in Chapter 5 .  With the time constraint facing the

division, the division IA project team selected a reduced set of head-topics from the

complete set in Appendix B.  One head-topic from the 10 global topics is selected.

Figure 20, Figure 21, and Figure 22 (Pages 88-90) illustrate the potential risk scenarios

associated with the head-topics (Table 6).  The reduced version of the selected HHM
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head-topics is presented to illustrate the IA methodology within the scenario-based

example.  An organization that builds an HHM based on their particular scenario initial

uses all generated head- and sub-topics.

Reference # Global Topic Head-Topic
A Organizational Organizational Errors
B People (Human Factors) Sociological Factors
C Assets Asset Recovery
D Software Software Based Errors
E Threats DII Threats (Who?)
F Architecture Computer Layers
G Information Environment Telecommunication Aspects
H Information Operations (IO) Interoperability
I Knowledge Management Encryption Key Management
J Models and Methodologies Metrics

Table 6: HHM Global and Sub-Topics Selected for the IA Methodology
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Overlooking or Ignoring
Defects/Problems {A.8.8}

Understaffed
A.8.7

Lack of Qualified Personnel
A.8.6

Lack of Counseling
A.8.5

Paranoia
A.8.4

Lack of Job Challenges/Motivation
A.8.3

Retention Program
A.8.2

Work Environment
A.8.1

Awards, Promotions & Incentive Programs
A.1.5.17

Lack a Security Program
A.8.16

Tendency to accept the most
Favorable Hypothesis {A.8.15}

Lack of Inspections
A.8.14

Missing Signals or Valuable Data
A.8.13

Lack of Clearly Defined Goals
A.8.12

Communication Breakdown
A.8.11

Lack of Team Building
A.8.10

Lack of Leadership
A.8.9

Lack of Institutional Knowledge
A.8.26

Lack of Flexibility and Innovation
A.8.25

Time Management
A.8.24

"Kill the Messenger" Syndrome
A.8.23

Lack of Documentation
A.8.22

Span of Control
A.8.21

Under-funded
A.8.20

Lack of Situational Awareness
A.8.19

Complacency
A.8.18

Honest Evaluation Reports
A.8.32

Covering-up Mistakes
A.8.31

Lack of Risk Assessment
A.8.30

Lack of Quantative Assessment
A.8.29

Lack of a Long-term Road Map
A.8.28

Lack of Daily Organization
A.8.27

Organizational Errors
A.8

Organizational
A

Figure 20: Partial HHM (Head-topic A.8)
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Leadership
B.2.13

Unsupervisory Environment
B.2.12

Organizational Work Load
B.2.11

Complacency
B.2.10

Keeping Secrets
B.2.9

Encryption Policies
B.2.8

Social Engineering
B.2.7

Wire Tapping
B.2.6

Violation of Privacy
B.2.5

Economic Gaps
B.2.4

Ignorance
B.2.3

Open Society
B.2.2

Dynamics of Societal Change
B.2.1

Sociological Factors
B.2

Knowledge (Human Factors)
B

Hardware/Software (Tangibles)
C.5.9

Information
C.5.8

Critical Support (Staff Funcitons)
C.5.7

Internal Interfaces
C.5.6

Backup Information Storage Sites
C.5.5

Hot, Warm and Cold Sites
C.5.4

Communications (Command and Control)
C.5.3

Command Posts Elements
C.5.2

External Interfaces/Connections
C.5.1

Asset Recovery
C.5

Assets
C

COTS
D.7.9

Interface Issues with Hardware
D.7.8

Poor System Configuration
D.7.7

Complexity
D.7.6

Trap Doors
D.7.5

Unused Security Features
D.7.4

Excess Privileges
D.7.3

Engineering Flaws
D.7.2

Viruses
D.7.1

Software Based Errors
D.7

Software
D

Well-intentioned Employees
E.9.a.11

Hacker Groups & Individuals
E.9.a.10

Intelligence Services
E.9.a.9

Organized Crime
E.9.a.8

Thieves
E.9.a.7

Information Warfare
E.9.a.6

Foreign Governments
E.9.a.5

Natural Disasters
E.9.a.4

Disgruntled Employees
E.9.a.3

Terrorists
E.9.a.2

Thrill Seekers
E.9.a.1

Threat (Who?)
E.9.a

DII Threats
E.9

Threats
E

Information Assurance

Figure 21: Partial HHM based (Head-topics B.2, C.5, D.7, and E.9)
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Physical
F.4.7

Data-Link
F.4.6

Network
F.3.5

Transport
F.3.4

Session
F.3.3

Presentation
F.3.2

Application
F.3.1

Computer Layers
F.3

Architecture
F

Cellular (Wireless)
G.5.6

Radio
G.5.5

Telephone
G.5.4

Cable
G.5.3

Satellite
G.5.2

Television
G.5.1

Telecommunication Aspects
G.5

Environment
G

Common Goals
H.7.4

Common Threats
H.7.3

Common Technology
H.7.2

Common Communication Platforms
H.7.1

Interoperability
H.7

Information Operations (IO)
H

Deducing Key Structure and Content
I.3.4

Setting Incorrect or Easily Vulnerable Keys
I.3.3

Intercepting Encryption Keys
I.3.2

Substituting Encryption Keys
I.3.1

Encryption Key Management
I.3

Knowledge Management
I

Measures of Effectiveness
J.4.7

Trust
J.4.6

Recovery and Reaction
J.4.5

Survivability
J.4.4

Cost
J.4.3

Security
J.4.2

Risk
J.4.1

 Metrics
J.4

Models and Methodologies
J

Information Assurance

Figure 22: Partial HHM based (Head-topics F.3, G.5, H.7, I.3, and J.7)
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7.3.4 Step A.3.1: Addressing Sources of Failure

Accidents are not due to lack of knowledge, but failure to use the knowledge we

have as cited in Perrow [1999] by Trevor Kletz.  The strategy of identifying all sources of

risk revolves around several decompositions and multiple iterations.  To effectively

deploy the next step within the IA methodology (Risk Filtering, Ranking and

Management (RFRM) [Haimes et al., 2001]), one might identify all risks and sources of

failures including hardware, software, human and organizational failures (Figure 23).

Addressing all possible failures characterizes the holistic risk management approach

involving all aspects of the system’s planning, designing, constructing, operation, and

management [Haimes, 1998].  Including the four sources of failures in risk assessment

and management encompasses everyone concerned – senior and junior management

as well as lower levels of the organization (i.e., designers, engineers, and blue-collar

workers).

Hardware
Failure

Human
Failure

Organiza-
tional

Failure

Software
Failure

Hardware
Failure

Hardware
Failure

Human
Failure
Human
Failure

Organiza-
tional

Failure

Organiza-
tional

Failure

Software
Failure

Software
Failure

Figure 23: Sources of Failure [Haimes, 1998]

After an incident or accident, many focus on the technology aspects as a failure

point but most failures of critical engineering systems are caused by organizational or
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human errors.  In some studies human error has accounted for 32% of computer

network failures (Figure 25, Page 94) [Schweber, 1997] leading to lost information,

system downtime and loss of revenue.  This focus on technical solutions (hardware and

software solutions) is due to the way risk and failures are analyzed in the current

information age.

Each source of failure is composed of several dimensions and requires total

involvement of each of these dimensions in the risk assessment and management

process.  The four sources of failure are not necessarily independent and affect each

other based on their inter-relationships.  Although, it is not always clear in defining the

boundaries between hardware and software, and organization and human, the four

sources provide a meaningful foundation to build total risk assessment framework.

Table 7 (Page 93) depicts some AT&T examples of failure from each of the

sources, their percent of occurrence, their root cause and their interconnected cause.
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SOURCES OF
FAILURE

PERCENT
OCCURRED6 ROOT CAUSE INTERCONNECTED

CAUSE

Hardware 19% Hardware reconfiguration
and redundancy, and
recovery procedures

Organizational errors
while reconfiguration or
recovery procedures are
executed.  Software
errors appear during
recovery mode.

Software 14%

Errors in one line of

switching code

Software code glitch
reacting to a human
input

Organizational

Poor operator equipment
maintenance.  Lack of
leadership and spot-
checking.

Human error, mainly
complacency, causes
hardware and software
errors and decreases
communication reliability
and availability.

Human

49%7

Configuration changes, and
patch installations of voice
and data switches

Errors in software
upgrade and changes
following software
maintenance procedures

Table 7: Sources of Failure in the Public Switched Telephone Network

[Kuhn, 1997]

Figure 24 and Figure 25 (Page 94) represent two pie charts from two different

sources depicting the impacts of sources of failure on a system.  The figures illustrate

the high impact (55% and 32%, respectively) on information and information networks by

human error.  The figures depict viruses (4% and 7%, respectively) as a minor but

consistent risk within information networks.  The figures also represent a need to

understand the connectedness and interdependent natures of all sources of risk and

their impact on information networks.

                                          

6 Vandalism accounts for 1%; Overloads in this context are considered a hardware and
organizational source of failure, and accounts for 6% but is not represented in Table 7; and Acts
of nature account for 11%.
7 Human and Organizational sources of failure jointly account for 49% together and Kuhn [1997]
does not distinguish between the two sources.
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Information Loss Breakdown

Human Errors
55%

Physical Security 
Problems

20%
Viruses

4%

Outsider Attacks
2%

Disgruntled 
Employees

9%

Dishonest 
Employees

10%

Figure 24: Information Loss Breakdown (Crime/Loss Breakdown)

[Icove et al., 1995]

Computer Network Operating System Failures

Sofware
14%

Viruses
7%

Natural Disasters
3%

Hardware
44%

Human Errors
32%

Figure 25: Computer Network Operating System Failures [Schweber, 1997]
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7.4 Step B: Analytical System Evaluation

7.4.1 Step B.1: Address Risk Assessment: Questions Two and Three

This step answers the risk assessment

questions, “What is the likelihood and what are the

consequences?”  It is impractical to apply risk

quantitative risk analysis to thousands of sources of

risk.  Eight major phases within the RFRM are used to

reduce the number of entries in the HHM to provide

priorities in the scenario analysis.  Risk ranking and

filtering is necessary when hundreds or thousands of

subtopics are identified through the initial HHM

process (Step A.3), which impact the total IA system.

The primary purpose of this step is to reduce the HHM

to a manageable level.  This manageable level varies

but for complex systems, the number is around 10 by

the use of expert evidence (domain knowledge),

common sense or quantitative data.  These top 10 are

used to understand the components that have the largest impact on the total system.

Information assurance consists of several complex challenges that span across

several disciplines (social science, engineering, design, management, etc.).  The RFRM

method is essential to focusing efforts and resources to critical sources of risks that

affect specific levels of an organization.  The key aspects of the RFRM method are

[Haimes, 1998]:

• A quantification of risk by measurable attributes.

Hierarchical
Decison-Making Process

Filtering based on
Scope, Domain, Level of
Decision Maker (Phase II)

Filtering based on Ordinal
Version U.S. Air Force
Risk Matrix (Phase III)

Multi-Attribute Evaluation
(Phase IV)

Filtering based on Cardinal
Version U.S. Air Force
Risk Matrix (Phase V)

Risk Filtering, Ranking,
& Management (RFRM)

(Phases II-V)  B.2

Address Risk Assessment
Questions 2 and 3

B.1

Analytical System
Evaluation

Step B

Formulation

B.2.1

B.2.2

B.2.3

B.2.4

Hierarchical
Decison-Making Process

Filtering based on
Scope, Domain, Level of
Decision Maker (Phase II)

Filtering based on Ordinal
Version U.S. Air Force
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(Phase IV)

Filtering based on Cardinal
Version U.S. Air Force
Risk Matrix (Phase V)

Risk Filtering, Ranking,
& Management (RFRM)

(Phases II-V)  B.2

Address Risk Assessment
Questions 2 and 3

B.1

Analytical System
Evaluation

Step B

Formulation

B.2.1

B.2.2

B.2.3

B.2.4

B.2.1

B.2.2

B.2.3

B.2.4
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• A graphical risk “fingerprint” is used to distinguish among critical items.

• A telescoping filter approach to reducing the critical item list to the most critical

number of sources of risk often referred to as the “top number”.

• Once the risk components are filtered to the top 50, ranking is then used to

further reduce the number to 10-20.

• A “bookkeeping” method is used to track the risk scenarios throughout the

methodology.  Bookkeeping methods are only bound by the users imagination

and there are several methods of bookkeeping within the RFRM process but only

one is discussed in this thesis (i.e., table tabulation).

7.4.2 Step B.2: Risk Filtering, Ranking and Management (RFRM)

7.4.2.1 Step B.2.1: Filtering Based on Level of Decisionmaking, Organizational

Scope, and Temporal Domain

The total number of head-topics and subtopics are overwhelming for IA for any

decisionmaker.  Not all HHM topics are of immediate and simultaneous concern to all

decisionmaking levels at all times.  The US Army decisionmaking levels, myriad of

environments (scopes) and temporal domains were the basis for the HHM.  This step

reflects the judgment of decisionmaker of whether a HHM topic is incorporated for

further analysis, and reduces the thousand of IA risk sources to around 50-100 for a

decisionmaking level, scope and temporal domain.  Table 8 (Page 97) depicts the

decisionmaking levels, scope, and temporal domains.  The sources of risk within the

HHM are filtered based on the interests and responsibilities of the individual risk

manager, risk analyst or decisionmaker.  For example, a decisionmaker in the Pentagon

has different needs and visions from decisionmakers in a Division or an operations

section within a battalion or a civilian contractor.  Each organization chooses different

considerations for identifying and filtering the risks associated with their organization

based on their mission, composition, and goals.
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The appropriate risk filtering considerations are highlighted in Table 8, and

deemed significant or of immediate concern based on the organization.  The risk

scenarios survive based on these considerations, which are highlighted in Table 9 (Page

98).  This step narrows the amount of risk scenarios from 92 to 50.  The HHM affords

duplication in the risk scenario identification process in different head-topics.  In this

case, only one topic from the “complacency” (A.8.18 and B.2.10) and “leadership” (A.8.1

and B.2.13) sub-topics are carried over to the next step.

Decisionmaking Level Scope Temporal Domain
Strategic Training First 48 hours
Planning Deployment Short-term (days)
Operational Operations in Peace-

time
Intermediate-term (months)

Operations after
deployment

Long-term (years)

Information Operations
Redeployment
Equipment Fielding

Table 8: Step B.2.1 Risk Filtering Considerations
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# HHM Sub-Topic
A.8.1 Work Environment
A.8.2 Retention Program
A.8.3 Lack of Job Challenges/Motivation
A.8.4 Paranoia
A.8.5 Lack of Counseling
A.8.6 Qualified Personnel
A.8.7 Understaffed

A.8.1 Overlooking or Ignoring
Defects/Problems

A.8.9 Lack of Leadership
A.8.10 Lack of Team Building
A.8.11 Communication Breakdown
A.8.12 Lack of Clearly Defined Goals
A.8.13 Missing Signals or Valuable Data
A.8.14 Lack of Inspections

A.8.15 Tendency to Accept the Most
Favorable

A.8.16 Lack of Security Program

A.8.17 Awards, Promotions and Incentive
Programs

A.8.18 Complacency
A.8.19 Lack of Situational Awareness
A.8.20 Under-funded
A.8.21 Span of Control
A.8.22 Lack of Documentation
A.8.23 “Kill the Messenger” Syndrome
A.8.24 Time Management
A.8.25 Lack of Flexibility and Innovation
A.8.26 Lack of Institutional Knowledge
A.8.27 Lack of Daily Organization
A.8.28 Lack of Long-term Road Map
A.8.29 Lack of Quantitative Assessment
A.8.30 Lack of Risk Assessment
A.8.31 Covering-up Mistakes
A.8.32 Honest Evaluation Reports
B.2.1 Dynamics of Societal Change
B.2.2 Open Society
B.2.3 Ignorance
B.2.4 Economic Gaps

# HHM Sub-Topic
B.2.5 Violation of Privacy
B.2.6 Wire Tapping
B.2.7 Social Engineering
B.2.8 Encryption Policies
B.2.9 Keeping Secrets
B.2.10 Complacency
B.2.11 Organizational Work Load
B.2.12 Un-supervisory Environment
B.2.13 Leadership
C.5.1 External Interfaces/Connections
C.5.2 Command Post Elements

C.5.3 Command and Control
Communications

C.5.4 Hot, Warm and Cold Sites
C.5.5 Backup Information Storage Sites
C.5.6 Internal Interfaces
C.5.7 Critical Support (Staff Functions)
C.5.8 Information
C.5.9 Hardware/Software (Tangibles)
D.7.1 Viruses
D.7.2 Engineering Flaws
D.7.3 Excess Privileges
D.7.4 Unused Security Features
D.7.5 Trap Doors
D.7.6 Complexity
D.7.7 Poor System Configuration
D.7.8 Interface Issues with Hardware
D.7.9 COTS
E.9.a.1 Thrill Seekers
E.9.a.2 Terrorists
E.9.a.3 Disgruntled Employees
E.9.a.4 Natural Disasters
E.9.a.5 Foreign Governments
E.9.a.6 Information Warfare
E.9.a.7 Thieves
E.9.a.8 Organized Crime
E.9.a.9 Intelligence Services
E.9.a.10 Hacker Groups and Individuals
E.9.a.11 Well-intentioned Employees

# HHM Sub-Topic
F.4.1 Application
F.4.2 Presentation
F.4.3 Session
F.4.4 Transport
F.4.5 Network
F.4.6 Data-link
F.4.7 Physical
G.5.1 Television
G.5.2 Satellite
G.5.3 Cable
G.5.4 Telephone
G.5.5 Radio
G.5.6 Cellular (Wireless)

H.7.1 Common Communication
Platforms

H.7.2 Common Technology
H.7.3 Common Threats
H.7.4 Common Goals
I.3.1 Substituting Encryption Keys
I.3.2 Intercepting Encryption Keys

I.3.3 Setting Incorrect or Easily
Vulnerable Keys

I.3.4 Deducing Key Structure and
Content

J.4.1 Risk
J.4.2 Security
J.4.3 Cost
J.4.4 Survivability
J.4.5 Recovery and Reaction
J.4.6 Trust
J.4.7 Measures of Effectiveness

Table 9: Initial HHM Tracking

Table
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7.4.2.2 Hierarchy Decisionmaking Process

Information assurance is a large multiple-objective decisionmaking problem.  The

decisionmaker’s decisions can affect all levels of an organization as benefits, risks, and

costs, etc.  Decision problems fall into two broad categories: decisionmaking under

uncertainty and under risk.  Organizations are hierarchical in nature and can represent

vertical, horizontal, external, and geographic structures [Ashkenas, 1995].  A

decisionmaker is an individual or a group of individuals who directly or indirectly

influence value judgments on a list of alternatives, which affects the final outcome.

Information assurance relates to trade-offs that affect a decisionmaker and their

decisions.  It is essential to identify, and understand the complexity of decisionmaking

within IA.  A US Army division is a complex and highly dynamic organization.  Although

decisions are not made in a vacuum or in a stovepipe, it was essential during the

previous step to select those decisionmaking risk-filtering considerations (Table 8) to

filter out the risk scenarios that are not immediate and detrimental risks to the

organization and the decisionmakers.

7.4.2.3 Step B.2.2: Filtering and Ranking Using the Ordinal Version of the US

Air Force Risk Matrix

This step unites the joint contributions of two different types of information – the

likelihood of “what can go wrong,” and the associated consequences, which are

estimated using expert or available evidence.  In this step, one develops an ordinal

matrix (Figure 26, Page 102) in order to reduce the risk scenarios to about 20.  The

matrix was built by the US Air Force [1988] and the McDonnel Douglas Corporation

[Haimes et al., 2001c] and is a two dimensional table represented by first dividing the

likelihood of a risk source into five discrete ranges (along the top) and then categorizing
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the output severity into four- or five-level scales (along the side).  The cells of the matrix

are assigned relative levels of risk severity (i.e., low, moderate, high, extremely high).

As an example, a risk scenario that occasional occurs and has an impact on “loss of

mission” has a high level of severity.  The impact column is flexible to meet the specific

goals and missions of the organization.  In some scenarios, it may be necessary to

assign “loss of information”, “loss of capability after a mission” or “not achieving the set

objectives of a mission” to the “A” row. The likelihood column is equally flexible by using

other representations, e.g., moderate, remote, improbable, incredible, and impossible

[Leveson, 1995].

The division IA project team is concerned about Extremely High- and High-risk

severity levels.  The team continues to filter the risk scenarios based on an assessment

of the risk scenarios and determines a set threshold depicted by the stepped line in

Figure 26.  Figure 27 (Page 103) describes each risk severity interpretation used

throughout the IA methodology.  Risk scenarios falling above the stepped line survive to

the next step (B.2.3) and the scenarios falling below the stepped line (i.e., low and

moderate severity boxes) are filtered because they do not pass a predetermined risk

threshold.  The team keeps track of the filtered risk scenarios (those falling below the set

threshold) to facilitate the risk management process within Steps D and E.

They depicted the risk scenarios that survive for the next step as highlighted cells

within Table 10 (Page 104).  The data in the table is generated to illustrate the

methodology and reduces the number of risk scenarios from 50 to 21.  Although the data

is fictitious, organizations obtain data used in this section and throughout the

methodology through expert evidence and statistical data within the organization as well

as conducting simulation testing.  The following notation for Table 10 is used to

represent the likelihood, the likely effect and the risk severity columns.  The letters U, S,

O, L and F represent the likelihood column based on Figure 26 (e.g., U denotes Unlikely
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and F denotes Frequently).  The letters A, B, C, D, and E represent the impact column

based on Figure 26 (e.g., A denotes Loss of Life/Asset).   The letters EH, H, M and L

represent the risk severity column based on Figure 27 (e.g., EH denotes Extremely High

and L denotes Low).
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E. No effect

D. Loss of some 
capability, with no effect 
on mission

C. Loss of capability 
with compromise of 
some mission

B. Loss of Mission  

A. Loss of Life/Asset

Frequent
(F)

Likely
(L)

Occasional
(O)

Seldom
(S)

Unlikely
(U)

Likelihood

Most Likely Effect

E. No effect

D. Loss of some 
capability, with no effect 
on mission

C. Loss of capability 
with compromise of 
some mission

B. Loss of Mission  

A. Loss of Life/Asset

Frequent
(F)

Likely
(L)

Occasional
(O)

Seldom
(S)

Unlikely
(U)

Likelihood

Most Likely Effect

Low Risk Moderate Risk High Risk Extremely 
High Risk

Figure 26: Risk matrix with natural language for Step B.2.2

Stepped Line
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[Haimes et al., 2001c]

L

M

H

EH

Notation

The risk scenarios are very unlikely to 
cause damage with little or no impact to 
mission capabilities. Resources are not
committed to mitigate risks at this time.

Low

The risk scenarios are unlikely to cause 
damage while degrading mission 
capabilities.  Resources are not
committed to mitigate risks at this time.

Moderate

The risk scenario may have catastrophic 
potential while significantly degrading 
mission capabilities.   Resources may 
need to be committed to mitigate risks.

High

The risk scenario has catastrophic 
potential with loss of ability to accomplish 
mission.  Resources should be
committed to mitigate risks. 

Extremely High

InterpretationRisk SeverityShades

L

M

H

EH

Notation

The risk scenarios are very unlikely to 
cause damage with little or no impact to 
mission capabilities. Resources are not
committed to mitigate risks at this time.

Low

The risk scenarios are unlikely to cause 
damage while degrading mission 
capabilities.  Resources are not
committed to mitigate risks at this time.

Moderate

The risk scenario may have catastrophic 
potential while significantly degrading 
mission capabilities.   Resources may 
need to be committed to mitigate risks.

High

The risk scenario has catastrophic 
potential with loss of ability to accomplish 
mission.  Resources should be
committed to mitigate risks. 

Extremely High

InterpretationRisk SeverityShades

Figure 27: Color Assessment and Interpretation Table
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A.8.2 Retention Program O C M
A.8.3 Lack of Job Challenges/Motivation S D L
A.8.6 Qualified Personal L B H
A.8.7 Understaffed O B H

A.8.1 Overlooking or Ignoring
Defects/Problems

O B H

A.8.9 Lack of Leadership L A EH
A.8.10 Lack of Team Building U B M
A.8.11 Communication Breakdown O A H
A.8.12 Lack of Clearly Defined Goals S C M
A.8.14 Lack of Inspections S B H
A.8.18 Complacency O A H
A.8.19 Lack of Situational Awareness F A EH
A.8.21 Span of Control U C L
A.8.24 Time Management O C M
A.8.25 Lack of Flexibility and Innovation S C M
A.8.26 Lack of Institutional Knowledge L B H
A.8.30 Lack of Risk Assessment L A EH
B.2.11 Organizational Work Load O C M
B.2.12 Un-supervisory Environment L B H
C.5.1 External Interfaces/Connections S C M
C.5.2 Command Post Elements O B H
C.5.3 Command and Control Communications L B H
C.5.6 Internal Interfaces U D L
C.5.7 Critical Support (Staff Functions) S B M
C.5.8 Information L A EH
C.5.9 Hardware/Software (Tangibles) L C H
D.7.1 Viruses L C H
D.7.2 Engineering Flaws U B M
D.7.3 Excess Privileges U D L
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D.7.4 Unused Security Features S C M
D.7.5 Trap Doors U D L
D.7.6 Complexity S B M
D.7.7 Poor System Configuration S B M
D.7.8 Interface Issues with Hardware S C M
D.7.9 COTS L C H
E.9.a.1 Thrill Seekers S C M
E.9.a.10 Hacker Groups and Individuals O C M
F.4.4 Transport U E L
F.4.5 Network O C M
G.5.2 Satellite O B H
G.5.3 Cable U D L
G.5.5 Radio O B H
G.5.6 Cellular (Wireless) S D L
H.7.1 Common Communication Platforms U C L
H.7.2 Common Technology O B H

I.3.3 Setting Incorrect or Easily Vulnerable
Keys

S D L

J.4.1 Risk O C M
J.4.2 Security O C M
J.4.4 Survivability O C M
J.4.6 Trust O A H

Table 10: Risk Severity for Risk Scenarios in Step B.2.2
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7.4.2.4 Step B.2.3: Multi-Attribute Evaluation

The main goals of this step are to avoid eliminating important subtopics and

assist subtopic reduction by quantitative risk analysis in the next step (B.2.4).  The

information in this step is used as source material to accurately represent the likelihood

of each risk scenario in Step B.2.4.  In the preceding step (Step B.2.2), qualitative

assessments of likelihood and severity are applied to filter a set of scenarios in a matrix

[Haimes et al., 2001c].  In this step (Step B.2.3), four attributes are grouped, into 19

categories to illustrate the ability of each remaining scenario to defeat the defensive

properties of the system attributes.  The attributes include redundancy, resilience,

robustness and assurance are grouped in Figure 28.  These attributes reflect the

seriousness of the threat that a scenario poses to IA as a system.  The risk scenarios

are rated against natural-language scale levels (high (H), medium (M) and low (L))

defined for each of the 19 sub-categories.  The judgment of the severity of the scenario

determines whether the scenario should remain for further consideration or should be

filtered out [Haimes et al., 2001c].  Figure 28 (Page 108) identifies the sub-categories

under each attribute and Table 13 (Page 111) displays the rated scale levels for each

sub-category under an attribute.  An attribute is definable for each risk scenario or it is

“not applicable (NA)” and discarded for that set of risk scenarios.  For a set of risk

scenarios, several important attributes are discarded and therefore, critical information is

lost.  Although not within the scope of this thesis, minimizing lost information is a key

concern and critical improvement in future research.

The project team wants to reduce the risk scenarios to a more manageable level

in the next step in order to apply quantitative risk analysis to those remaining scenarios.

Table 11 (Page 107) lists the remaining 21 subtopics (risk scenarios), and exemplifies a

more specific situation description.  The division specifies “failure of the exercise” as loss
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of soldier’s life, unresolved IA problems for more than 24 hours, loss of radio

communication with a field unit for more than one hour, and loss of a data network for

more than four hours.
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Subtopic Risk Scenario Description

Qualified Personal

Failure of the exercise is based on a lack of qualified personnel
on any C4ISR system or in any command post.  Qualified
personnel provide a level of adequate knowledge, service and
effort toward an objective.

Understaffed Failure of the exercise is based on a lack of sufficient personnel
to execute any mission during the exercise.

Overlooking or Ignoring
Defects/Problems

Failure of the exercise for overlooking or ignoring defects and
problems causing equipment related failures.

Lack of Leadership Failure of the exercise related to lack of sufficient leadership
present during crucial times.

Communication Breakdown Loss of communications and the ability to share information
between staffs, units and individuals during the exercise.

Lack of Inspections Failure of the exercise is based on lack of conducting proper
inspections during the exercise.

Complacency Failure of the exercise is based on unit and individual
complacency.

Lack of Situational Awareness
Failure of the exercise is based on lack of situational
awareness causing loss of the ability to mitigate risks and
knowledge about a unit’s environment.

Lack of Institutional Knowledge
Failure of the exercise is based on lack of institutional
knowledge in command posts and field units during the
exercise.

Lack of Risk Assessment Failure of the exercise is based on conducting improper risk
assessments or failing to execute a risk assessment.

Un-supervisory Environment Failure of the exercise is based on un-supervisory critical
events.

Command Post Elements

Failure of the exercise is based on the compromise of any
brigade and above level command post or logistics center by a
software virus, hacker, network failure or other IA incident
causing situational awareness and mission success.

Command and Control (C2)
Communications

Failure of the exercise is based on compromise of a brigade
and above level C2 voice or data links for more than one hour.

Information Failure of the exercise is based on loss, availability or
degradation of division information networks.

Hardware/Software (Tangibles)
Failure of the exercise is based on critical hardware or software
entities (i.e., voice and data switches, satellite units, relays, and
retransmission units).

Viruses Failure of the exercise is based on software viruses.

COTS Failure of the exercise based on commercial-off-the-shelf
software failures.

Satellite Failure of the exercise is based on loss of satellite
communications for a field unit of more than 4 hours.

Radio

Failure of the exercise is based on loss of a division radio
network (voice or data) for a field unit of more than 2 hours.
This includes loss of a retransmission station for more than 2
hours.

Common Technology
Failure of the exercise is based on common technology
problems (i.e., interface issues with higher headquarters or
supporting units).

Trust Failure of the exercise is based on lack of information network
trust and lack of ability to measure that trust.

Table 11: Risk Scenario Descriptions
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Multiple Paths to Failure

Uncontrollability

Undetectability

Error Potential (HW/SW/OR/HM)

Redundancy

Irreversiblity

Cascading Effects

Duration of Effects

Availability

Reconstitution Capability

Maintainability

Resilience

Operating Environment

Wear and Tear

Complexity and Emergent Behavior

Design Immaturity

Risk Factor Interfaces (HW/SW/OR/HM)

Robustness

Integrity

Credibility

Confidentiality

Dependability

Assurance

Risk Factors

Legend
• Hardware (HW)
• Software (SW)
• Organizational (OR)
• Human (HM)

Attributes

Sub
Categories

Figure 28: Attributes and Sub-categories for Filtering Scenarios

Classification of the attributes (redundancy, resilience, robustness (called the 3

R’s) [Haimes et al., 2001c] and assurance were chosen as the defenses of the IA

system in Step B.2.3.  The 3 Rs are well known in large-scale systems (i.e. water-

resources, space, information and infrastructure systems) and the assurance attribute

comprehensively covers specific risk factors associated with IA.  Redundancy refers to

the ability of extra components of a system to assume the functions after failure [Haimes

et al., 2001c].  Resilience is the ability of a system to repair and bounce back following

an emergency.  Robustness refers to the ability of a system to perform its intended

function over the expected useful lifetime in the presence of external stresses or noise.

Assurance refers to a system or the information contained within the system to provide

trust and credibility to the user.  The sub-categories are defined alphabetically in Table

12 (Page 110) and attribute scales are presented in Table 13 (Page 111) from the major

defensive attributes of the system.

Availability, confidentiality, dependability, design immaturity, integrity,

maintainability, multiple paths to failure, reconstitution capability, risk factor interfaces,

uncontrollability and undetectability are discarded attributes based on the set of risk

scenarios.  Based on this step, the organization rated the risk scenarios against seven

attributes represented in Table 14 (Page 112).  This step assists the project team in the
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reduction process in Step B.2.4 by putting a magnifying glass on the probabilities of the

risk scenarios.
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Availability: Indicates a scenario for which the system provides correct service during
normal and adverse operations.
Cascading Effects: Indicates a scenario for which the effects of an adverse condition
readily propagate to other systems or subsystems.
Complexity and Emergent Behavior: Indicates a scenario in which there is a potential for
system-level behaviors that are not anticipated simply from knowledge of components
and the laws of their interactions [Haimes et al., 2001c].
Confidentiality: Refers to a scenario in which the system has the ability to ensure
information is disclosed only to authorized entities.
Credibility: Indicates a scenario in which the system provides a level of confidence about
itself and its information.
Dependability: Indicates a scenario that has the ability to deliver service that is justifiably
trusted.
Design Immaturity: Indicates a scenario that lack of system experimentation, design
experimentation or insufficient concept understanding leads to adverse conditions.
Duration of Effects: Indicates a scenario for which the duration of adverse consequences
is long.
Error Potential: Refers to a scenario in which the system has the ability to produce faults,
failures or errors by hardware, software, organizational practices or human interaction.
Integrity: Indicates a scenario in which all sub-components work together to accomplish
the system mission.
Irreversibility: Indicates a scenario in which the adverse condition cannot be returned to
the initial, operational condition [Haimes et al., 2001c].
Maintainability: Refers to a scenario in which the system has the ability to undergo
repairs and modifications during normal and adverse operations.
Multiple Paths to Failure: Indicates a scenario in which multiple and unknown methods
lead to damage to the system.
Operating Environment: Indicates a scenario that results from external stresses [Haimes
et al., 2001c].
Reconstitution Capability: Indicates a scenario in which the system has the ability to
rebuild the information lost or damaged after an IA incident.
Risk Factor Interfaces: Indicates a scenario that is sensitive to interfaces among diverse
sub-systems (i.e., hardware, software, organizational or human).
Uncontrollability: Indicates a scenario in which there is no need to regulate or adjust the
system to prevent damage to the system.
Undetectability: Refers to the likelihood that the system does not recognize the initial
events of a scenario before damage occurs to the system.
Wear and Tear: Indicates a scenario that results in degrading effects or performance of
the system.

Table 12: Defensive Attributes of the System
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High Medium Low Not
Applicable

Availability
Unknown or a
below 90%
availability rate

Medium availability
rate (between 90%
and 99%)

High availability
rate (above 99%)

Not
applicable

Cascading
Effects

Unknown or many
cascading effects

Few cascading
effects

No cascading
effects

Not
applicable

Complexity and
Emergent
Behavior

Unknown or high
degree of
complexity

Medium degree of
complexity

Low degree of
complexity

Not
applicable

Confidentiality Inflexible Semi-flexible Flexible Not
applicable

Credibility Unknown Partially known Well-known Not
applicable

Dependability Unknown or low
potential

Medium potential High potential Not
applicable

Design
Immaturity

Unknown or high
immature design Immature design Mature design Not

applicable
Duration of
Effects

Unknown or long
duration

Medium duration Short duration Not
applicable

Error Potential Unknown or
catastrophic Moderate Low Not

applicable

Integrity Always questioned Partially
questioned Never questioned Not

applicable

Irreversibility Unknown or no
reversibility

Partial reversibility Reversible Not
applicable

Maintainability
Unknown or
requires constant
maintenance.

Moderate
maintenance or
maintenance is
difficult to execute

Minimal
maintenance or
maintenance is
easy to execute.

Not
applicable

Multiple Paths to
Failure

Unknown or many
paths to failure

Few paths to
failure

Single path to
failure

Not
applicable

Operating
Environment

Unknown
sensitivity or very
sensitive to
operation
environment

Sensitive to
operating
environment

Not sensitive to
operating
environment

Not
applicable

Reconstitution
Capability

Not understood or
not well defined.
Not easily adapted
and executed

Either understood
or not well defined.
Partially adaptable
and some set up
time required to
execute

Understood, well
defined and easily
adapted and
executed

Not
applicable

Risk Factor
Interfaces

Unknown
sensitivity or very
sensitive to
interfaces

Sensitivity to
interfaces

No sensitivity to
interfaces

Not
applicable

Uncontrollability Unknown or
uncontrollable Imperfect control Easily controlled Not

applicable

Undetectability Unknown or
undetectable Late detection Early detection Not

applicable

Wear and Tear Unknown or much
wear and tear

Some wear and
tear

No wear and tear Not
applicable

Table 13: Scale levels for the criteria [Haimes et al., 2001c]
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Qualified Personal H M M H M M M
Understaffed M L M M L H H
Overlooking or Ignoring Defects/Problems H M H H L H M
Lack of Leadership H H H H M H H
Communication Breakdown L M M H L H H
Lack of Inspections M M M H L M M
Complacency M H M M H H H
Lack of Situational Awareness H H H H M H M
Lack of Institutional Knowledge M M H H M H M
Lack of Risk Assessment M M M H M L L
Un-supervisory Environment M M L M M M M
Command Post Elements M H M H M H H
Command and Control Communications H H M H M M H
Information H M M H H M L
Hardware/Software (Tangibles) H H M M H M H
Viruses H H H M L H H
COTS H H M M H M M
Satellite L H M M L M M
Radio H M M H M H H
Common Technology M M M L L L M
Reliability M M H H M M M
Availability M M H H M M M
Data Integrity M M H H M M H
Dependability L M L M M M M

Table 14: Rating Risk Scenarios Against the Seven Attributes
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7.4.2.5 Step B.2.4: Filtering and Ranking Using the Cardinal Version of the US

Air Force Risk Matrix

This step reduces the number of entries in the IA HHM from approximately 20 to

10.  In previous steps, qualitative methods were used to filter risk scenarios.  In this step,

quantitative and specifically estimating the absolute likelihood of a scenario is used,

when possible.  The use of ranges of likelihood has advantages and averts linguistic

confusion when interpreting natural language expressions such as “high”, “low”, etc.

Numerical approaches makes matrix mapping tractable and easily modifiable.  Figure 29

(Page 114) depicts the cardinal version (probabilities along the top axis) of the risk

matrix first deployed in Step B.2.2.  The probabilities are only a guideline and are

adjustable to meet an organization’s needs.  Deciding on the probabilities along the top

axis can be difficult and is based on an organizations ability to gather data on the filtered

risk scenarios.  Data mining using statistical and historical data, expert evidence and

simulation results are several ways of generating probability data on risk scenarios.  The

IA project team sets the same threshold as in Step B.2.2 to filter all risk scenarios below

the high risk severity level, and denotes the threshold by the stepped line in Figure 29.
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E. No effect

D. Loss of some 
capability, with no effect 
on mission

C. Loss of capability 
with compromise of 
some mission

B. Loss of Mission  

A. Loss of Life/Asset

0.6< Pr≥1.00.2<Pr≥0.60.05<Pr≥0.20.01<Pr≥0.050.001≤Pr≥0.01

Likelihood

Most Likely Effect

E. No effect

D. Loss of some 
capability, with no effect 
on mission

C. Loss of capability 
with compromise of 
some mission

B. Loss of Mission  

A. Loss of Life/Asset

0.6< Pr≥1.00.2<Pr≥0.60.05<Pr≥0.20.01<Pr≥0.050.001≤Pr≥0.01

Likelihood

Most Likely Effect

Low Risk Moderate Risk High Risk Extremely 
High Risk

Figure 29: Cardinal risk matrix version [Haimes et al., 2001c]

Stepped Line
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The following notation for Table 15 (Page 116) is used to represent the impact

and risk severity columns.  The data within the table is fictitiously generated to illustrate

the methodology.  The letters A, B, C, D, and E represent the impact (e.g., A denotes

Loss of Life/Asset) and the letters EH, H, M and L represent the risk severity column

(e.g., EH denotes Extremely High and L denotes Low) based on Figure 29.  The project

team identifies the seven manageable sets of risks in Table 15 (Page 116) depicted by

highlighted cells.
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Sub-topic Likelihood of Failure Impact Risk Severity

Qualified Personal 0.20 A H
Understaffed 0.01 B M
Overlooking or Ignoring Defects/Problems 0.20 C M
Lack of Leadership 0.15 C M
Communication Breakdown 0.10 C M
Lack of Inspections 0.01 B M
Complacency 0.05 B M
Lack of Situational Awareness 0.50 A EH
Lack of Institutional Knowledge 0.25 C M
Lack of Risk Assessment 0.10 B M
Un-supervisory Environment 0.15 C M
Command Post Elements 0.05 B H
Command and Control Communications 0.80 B EH
Information 0.05 B M
Hardware/Software (Tangibles) 0.45 D M
Viruses 0.07 B H
COTS 0.75 C EH
Satellite 0.55 D M
Radio 0.45 B EH
Common Technology 0.15 D L
Reliability 0.01 B M
Availability 0.01 B M
Data Integrity 0.005 B L
Dependability 0.001 B L

Table 15: Results from Step B.2.4
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Examples of the assessments that the project team completed as part of their in-

dept analysis of the likelihood impact estimates are list below.  Only the extremely high-

risk severity scenarios are listed for brevity purposes.

• Qualified Personnel: Likelihood of failure = 0.20; Most Likely Effect = A (Loss of

Life), Risk Severity = High.

­ The failure of any unit or command post lacking qualified personnel may

cause the failure of a mission or exercise goal.  The division is adding

several technology-based systems to its arsenal to aid in seeing, hearing,

and visualizing the battle.  The technology-based systems require

qualified individuals to run, maintain, and manage critical organizational

systems.

• Lack of Situational Awareness: Likelihood of failure = 0.50; Most Likely Effect = A

(Loss of Life/Asset), Risk Severity = Extremely High.

­ The failure of any unit or command post lacking situational awareness at

critical times during the exercise might produce a circumstance where

loss of life or assets occurs.  Situational awareness is defined as

individuals or elements having definite knowledge of their environment

and the battle command environment.  In a military operation or exercise,

lack of situational awareness has let to fratricide, loss of equipment and

life, and loss of mission objectives.  Situational awareness is a key

component of total spectrum dominance and achieving information

superiority.

• Command Posts Elements: Likelihood of failure = 0.005; Most Likely Effect = B

(Loss of Mission), Risk Severity = High.

­ Command post elements at all levels of the military play important roles in

collecting, storing, retrieving, transmit and present information for



118

command and control purposes.  An integrated and skilled command post

gathers the information necessary to allow decisionmakers to allocate

resources, firepower, and maneuver forces to defeat the enemy or

accomplish unit objectives.  Protecting command posts represent critical

nodes that move information around the battlefield and are key

components to the success of any military operation.  The failure of any a

division command post may cause the failure of a mission or exercise

goal.  Protecting those critical elements during the exercise from human

error, system failure or enemy degradation is essential in full spectrum

dominance.

• Command and Control Communications: Likelihood of failure = 0.80; Most Likely

Effect = B (Loss of Mission), Risk Severity = Extremely High.

­ Communications is used extensively during any military operation to

control forces, and resources while ensuring the safety of forces and

tracking the exercise objectives.  Reliable and available command and

control communications is essential during this exercise.  The failure of a

command and control system may cause the failure of a mission or

exercise goal.  The exercise hinges on communications and connectivity

between systems and units.

• Viruses: Likelihood of failure = 0.07; Most Likely Effect = B (Loss of Mission),

Risk Severity = Extremely High.

­ The exercise uses many computers within several command posts

integrated to the Internet for reach back purposes.  Data, information and

intelligence are passed from one computer system to another

automatically or manually.  Some of the systems are connected to the
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Internet and inadvertent virus downloads may cause system loss or

degradation, and affect information flow among the division elements.

• Commercial-off-the-shelf Software (COTS): Likelihood of failure = 0.75; Most

Likely Effect = C (Loss of Capability and compromise to some mission), Risk

Severity = Extremely High.

­ Many of the commercial-off-the-shelf software products are used to store,

transfer and modify data, maintain information networks, and

communicate between elements in a tactical and non-tactical

environment.  The security of the telecommunications system (i.e.,

telephone system and the Internet) largely depends on the integrity and

reliability of COTS technologies that constitutes and supports these

systems.  The division’s tactical communications network has COTS

products that can hinder or degrade operations if the software fails.

• Radio: Likelihood of failure = 0.45; Most Likely Effect = B (Loss of Mission), Risk

Severity = Extremely High.

­ The main communications technology within a division is its radio

systems.  The radio system affords the division the capability of secure

line of site communications with real-time applications.  Although many

radio nets are overlapping, the loss of one or more radio nets based on

operator error, compromise, hardware failure, key security error or failure

may hinder or degrade the mission and operations within the division.

7.5 Step C: System Modeling and Analysis

Modeling enables predicting or estimating the variables and elements affecting IA

risk scenarios, and their interaction with each other.  There is an art and science to

model building, which uses theories, philosophies, tools and methodologies to define the
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model.  It is almost always cheaper and faster to work with a model than to directly study

the dynamics of a large-scale system.  A model assists analysts in understanding the

complexity of the problem by graphically representing the problem.  It is essential to

identify, construct and interpret the models accurately to reflect the characteristics of the

real system.  After the reduction and filtering process of the HHM, a model in the form of

an Input-Output model for the entire risk scenario subset and an influence or event tree

diagram for each individual scenario are constructed to identify the functional

relationships among the system components and its environment.  The analyst decides

which model diagram is most useful to the IA process and methodology, and it may be

necessary to model a risk scenario with both influence and event tree diagrams.

Sometimes it is impractical to use quantifiable risk analysis on certain risk scenarios,

therefore, qualitative means are used.

The I-O model is a starting point for the development of modeling diagrams as

the least mature of the other modeling techniques (Figure 30, Page 121).  An influence

diagram (illustrates interconnectedness or interdependencies) or an event tree diagram

(illustrates actions leading to an event) is developed for each risk scenario.  The end

result of the modeling process is a fault-tree configuration for each policy (design)

option, if appropriate.  Fault-tree analysis is well known and used and justified as a

modeling technique.  This process leads to more precise analysis of extreme events

through expert evidence or Fractile distribution method (Step D.4).
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Initial I-O Model

Event Tree Diagrams

Influence Diagrams

Policy Options

A
B
C

D
E
F
.
.
.

Fault Tree A
Fault Tree B
Fault Tree C

Fault Tree D
Fault Tree E
Fault Tree F
Fault Tree .
Fault Tree .
Fault Tree .

Step C.1

Step C.2

Step D.3

Step D.4

Illustrates the
relationships with
the risk scenarios 

Illustrates the
interconnectedness and
interdependencies of a 

risk scenarios 

Illustrates the
actions leading to the

occurrences of a risk scenario

Competing trade-off functions
within the system cause

the generation of several
policy options

Illustrates the necessity 
to generate

fault tree diagrams
for each policy option

Figure 30: Modeling Diagram Roadmap

7.5.1 Step C.1 Model Building and Model Representation (Input-Output

Modeling)

In order to analyze the relationship of the variables, it is

necessary to determine an appropriate mathematical model and

system representation after Step B is complete.  Mathematical

model formulation has a set of equations that describe and

represent the real system [Haimes, 1998].  Although no single

modeling technique would totally encompass the complexities,

and interconnectedness of information systems, it is important to

identify the interrelationships between the variables.

An Input-Output (I-O) [Willis, 2000] model is used to

understand the variables, and their complexities.  Mathematical relationships,

constraints, and assumptions within the I-O model are important but not developed in

this chapter.  Critical assumptions and constraints are also identified within the I-O

model construction.  Constraints are restrictions or limitations within the system such as

Influence Diagrams
Event Trees

C.2

Model Building
Model Representation

C.1

System Modeling
and Analysis

Step C

Formulation
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resources, physical, economic, institutional, or legal limitations.  Assumptions are facts

or statements (e.g., proposition, axiom, postulate, notion), which is understood and

taken for granted.  The I-O model is also useful in developing other modeling techniques

(e.g., influence diagrams and event tree diagrams) discussed in Step C.2.  Figure 31

(Page 124) illustrates an I-O model for the set of filtered risk scenarios.  The model

centers on trust and credibility as characterized by its state variables.  The states of the

system must have some measurable attribute and the project team identified four states

of the system: trust, maintainability, surety and human effort.

• Trust is defined as the confidence in or reliance on some quality or attribute of a

system or piece of information is measured in the form of reliability.  Reliability is

the conditional probability that the system will perform correctly throughout the

interval [t0, t] [Johnson, 1989].

• Maintainability is defined as a measure of the ease with which a system can be

repaired, once it has failed [Johnson, 1989] is measured in the form of

availability.  Availability is the probability that a system is operating correctly and

is available to perform its functions at the instant of time t [Johnson, 1989].

• Surety is defined as the measure of the acceptable system performance under

an unusual loading [Ezell, 1998].  Survivability is the capability of a system to

achieve its mission objectives in a timely manner in the face of accidents,

failures, and attacks [Longstaff and Haimes, 1999].

• Human Effort is defined as the effective force or exertion against any possible

resistance to accomplish a particular goal or objective.  Mean time to human

error is the expected mean time of a human error occurrence related to the

human performance reliability function [Dhillon, 1999].  The equation is

expressed in the Chapter 6 , Information Assurance Metrics.
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There are five variables that are used in this I-O model formulation [Haimes,

1998].

1. Decision Variables  (x) are measures controlled by the decisionmaker such as

policy and legislation, organizational environment, education, resources, etc.

2. Input Variables (u) are materials entering the system but may not be controllable

by the decisionmaker such as organizational structure and size, and information

system configurations.

3. Random Variables (r) are events that happen with some associate probability

and are described by an associated probability distribution (discrete random

variable) or probability density function (continuous random variable).

4. State Variables (s) represent the quantity and quality level of a system in time.

State variables may fluctuate within a system over time.

5. Output Variables (y) are closely related to the state of the system, the decision

and random variables [Haimes, 1998] and often are written as functions of state

variables.   
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Input Variables (u)

• u1: Location of critical elements/entities and radios

• u2: Security around critical elements/entities 

• u3: Level of decision making at critical elements/entities

• u4: Level of C2 at critical elements/entities
• u5: Level of situation awareness at critical 

elements/entities

• u6: Hardware/software interface configurations

• u7: Division Radio Procedures

Output Variables (y)

• y1: Lack of Situational 

Awareness

• y2: Survival rate of critical 

elements/entities

• y3: Survival rate of 
communication sites

• y4: Availability of 

communication links

• y5: Reliability of data network 

• y6: Probability of successful 

exercise

•y7: Survivability and reliability 

of command posts

Decision Variables (x)

• x1: Information 

Infrastructure Configuration

• x2: Location of redundant 

hardware & software 

• x3: Level of virus protection

• x4: Virus protection policies

• x5: Level of COTS testing
• x6: Number of Command 

and Control (C2) system

• x7: Information 

dissemination procedures

• x8: Exercise testing 

guidelines

• x9: Division exercise goals

Random Variables (r)

• r1: Weather

• r2: Threats (insiders or outsiders)

• r3: Software Failure

• r4: Hardware Failure

• r5: Human Error

• r6: Organizational Failure
• r7: Power Interruptions

• r8: Enemy Forces (OPFOR)

• r9: Viruses

State Variables (s)

• s1: Trust
Ø Reliability

• s2: Maintainability
ØAvailability 

• s3: Surety
ØSurvivability

• s4: Human Effort 
ØMean Time to Human Failure

Information Assurance

Figure 31: Information Assurance I-O Model

7.5.2 Step C.2: Influence Diagrams and Event Trees Diagrams

In this chapter, only the risk scenarios qualified personnel and radio

communications are used to illustrate the remaining tasks within the methodology.  The

risk scenario qualified personnel is modeled with an influence and event tree diagram,

where radio communications  is modeled with only an event tree diagram.

7.5.2.1 Influence Diagrams

One of the most basic, logical and intuitive of modeling building is the influence

diagram [Haimes, 1998].  Influence diagrams are unlike the HHM and mathematical

model building, although both can assist in identifying the components of the diagram.

Organizations need to generate mitigation policies based on the nodes with the most
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interaction or correlation and therefore, have the most effect upon the organization in

terms of risk, cost and effectiveness.  Influence diagrams have the following attributes:

1. Influence diagrams represent casual relationships of a large number of variables.

2. The diagrams use conventional symbols i.e., decision nodes and chance nodes,

to capture system randomness.

3. Involves brainstorming as the principle data-gathering tool.

4. Forms a reliable model for decisionmakers and analysts to use for planning and

managing the cost, benefits and risks associated with a specific system.

5. Correlation among components can be represented through data or scenario

analysis within the diagram.  Generally, high correlation is depicted by plus signs

(+) and low correlation depicted by negative signs (-) within the diagram.

Training
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Efficiency

Time to
Repair

Training
Costs

Maintenance
Actions due
to Operator

Errors

Equipment
Availability

+
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Time to 
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with Vendor
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Level
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Tempo

Team
Work
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+
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+

+
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etc.)
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Figure 32: Qualified Personnel Influence Diagram
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The division project team represents the risk scenario, qualified personnel and

isolates several key components from the diagram (Figure 32).  Maintenance Actions

due to Operator Errors play a significant role in the diagram by having five connections

with other nodes.  These connectors represent a high correlation and interdependency

between events.  Equipment availability, operation tempo, time to train, time to repair,

and training cost represent similar correlations and interdependencies.  These critical

nodes have a major effect on having qualified personnel within the organization.  Policy

generation should focus on these nodes in order to mitigate or transfer risks within the

organization and on future operations.  Another component of this influence diagram is

the interconnectedness with another filtered risk scenario, i.e., situational awareness in

Figure 33 (Page 127).  The division IA project team identifies the relationship and

develops a situational awareness influence diagram to capture any additional

interdependencies.
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Figure 33: Situational Awareness Influence Diagram

7.5.2.2 Event Tree Diagrams

An event tree is an analytical tool that asks, “what happens if” to determine the

sequence of risk scenarios that lead to consequences taking in all the various factors

that affect the system.  Events trees are useful in understanding how an outcome occurs

as it transitions through mitigating events [Ezell, 1998] and starts with an initiation event.

Within the event tree the probability density and exceedence probability (1-conditional

density function) functions are produced for each path.  These probability functions can

be generated for the current systems and compared to future policy options, which

serves as a useful model to understand measures of outcome [Ezell, 1998].
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The consequences are conditioned on the occurrence of the initiating event and

subsequent mitigating events (e.g., denial of service attack through a firewall or intrusion

detection platform, or human error through sensors, detectors, and fault alarms).  In

event tree, each event is defined by the success of the event with probability p and

failure of the event with probability 1-p.  The objective of the event tree development is to

define a comprehensive set of initiative event sequences that encompasses the effects

of all realistic and physically realizable potential failures involving the system [Tulsiani,

1989].  Figure 34 and Figure 35 represent event trees for the risk scenarios radio

communication and qualified personnel, respectively.  In Figure 34 (Page 129), the event

tree reads as follows: given the division radio network falls below the set threshold

(98%), does improper COMSEC cause the event?  The answer is YES with probability

p1 and NO with probability p2 (p2=1-p1).  The probability of each event is displayed

conditional on the occurrence of events that precede it in the tree [Tulsiani, 1989].  The

total event tree represents paths of mitigating events and may represent a success or

failure scenarios.  Event tree diagrams like fault-tree diagrams are qualitative tools that

are evaluated quantitatively [Tulsiani, 1989].  Organizations need to generate mitigation

policies based on the events with the highest occurrence probability and therefore, have

the most effect upon the organization in terms of risk, cost and effectiveness.
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Figure 34: Radio Communications Event Tree Diagram
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Figure 35: Qualified Personnel Event Tree Diagram
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7.6 Step D: Synthesis of Alternatives

7.6.1 Step D.1: Metric Identification

In this step, after the head-topics and subtopic of the HHM

are decomposed and 10-20 topics remain, appropriate metrics are

developed (e.g., measures of effectiveness, risk, cost) to each

topic to gauge the usefulness of the model and policies (Figure 36,

Page 132).  After the risk scenarios are filtered, each scenario is

mapped into a matrix, which describes the metric by type (quantify,

qualify or temporal) and by what metric scale (nominal, interval,

ordinal, and ratio), which are described in Chapter 6 .  The HHM

topics are decomposed for the purpose of quantitatively or

qualitatively characterizing the knowledge sought by

decisionmakers with different needs.  As an example, if the

subtopic “insiders” from the head-topic “threats” remains after decomposition, a metric is

derived that represents the characterization of that subtopic.

Quantitative Risk
Identification & Analysis

D.4

RFRM (Phase VI)
Risk Management

D.3

Address Risk Management
Questions 1, 2 and 3

D.2

Metric Identification
(Measurement Theory)

D.1

Synthesis of
Alternatives

Step D

Analysis
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Figure 36: Filtered Risk Scenario Metric Representation

Metrics are needed to establish scales (bounds) and benchmarks for evaluating,

designing, installing, operating and maintaining the appropriate level of assurance for

specific risk scenarios.  The overall goal is a single IA measurement for a specific risk

scenario to compare across systems while being useful to the decisionmaker.  IA metrics

for the seven risk scenarios (subtopics from the HHM) are formulated by using the five-

step metric taxonomy developed in Chapter 6 .

7.6.1.1 STEP 1 (Determine the organizational or system objectives)

Figure 37 (Page 133) depicts some organizational objectives generated for the

upcoming exercise.  The project team chose to measure the next fielding exercise with

four base objectives (i.e., risk, availability, information loss and cost).  Risk, availability,
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and information loss are decomposed further into sub-objectives to help measure the

top-level objectives.

Maximize
Security

A.1.1

Maximize
Situational Awareness

A.1.2

Minimize
 Risk
A.1

Minimize
Maintainability

B.1.1

Maximize
Reliability

B.1.2

Maximize
Availability

B.1

Maximize
Redundancy

D.1.1

Maximize
Survivability

D.1.2

Minimize
Information Loss

D.1

Minimize
 Cost
C.1

Optimal System Trustworthiness and Credibility
Overall Objective

Figure 37: IA Division Project Team Exercise Metric Value Hierarchy Structure

7.6.1.2 STEP 2 (Determine the impacts and consequences needed to be

measured)

The end result of this step is the development of three tables.  The first table,

Table 16 (Page 134) represents five consequences of information assurance for the

division established by the project group and their interpretations.  The second table,

Table 17 represents the interpretation of the impacts that is used in the last table.  The

last table is a fusion of the first two tables.  Table 18 (Page 135) illustrates a mapping of

consequences and objectives and their relative impacts on the mission, which is used by

organizations as a priority list for metric implementation or data gathering.  Table 18 is

based on the objective that the metric is attempting to measure and not the metric itself.
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A U.S. Soldiers dies from enemy contact, lack of situational awareness or 
fratricide.

Loss of Life

Leaders and elements have lost partial or total trust in a system or 
systems.  The lost of trust is affecting situational awareness and dominant 
battlespace knowledge.

Loss of 
System/Information 
Trust

Information and knowledge about the battlespace are critical to assist 
leaders to make timely battlefield decisions.  The loss of information 
assurance hinders such capabilities as superiority, initiative, ability to 
fight in a “deliberate” setting, the ability to make and communicate 
sound decisions faster than the enemy and increases the probability of 
chance encounters with the enemy [Lamm, L., 2001]

Loss of Information

Equipment such as vehicles, tanks, and other weaponry are either
destroyed or degraded due to information assurance issues.Loss of Equipment

Loss of the commander’s or unit leaders ability to execute decisive 
decisions on the battlefield.  The loss hinders such capabilities as 
initiative, ability to fight in a “deliberate” setting and the ability to make 
and communicate sound decisions faster than the enemy [Lamm, L.,
2001].

Loss of 
Decisionmaking 
Capability

InterpretationConsequence

A U.S. Soldiers dies from enemy contact, lack of situational awareness or 
fratricide.

Loss of Life

Leaders and elements have lost partial or total trust in a system or 
systems.  The lost of trust is affecting situational awareness and dominant 
battlespace knowledge.

Loss of 
System/Information 
Trust

Information and knowledge about the battlespace are critical to assist 
leaders to make timely battlefield decisions.  The loss of information 
assurance hinders such capabilities as superiority, initiative, ability to 
fight in a “deliberate” setting, the ability to make and communicate 
sound decisions faster than the enemy and increases the probability of 
chance encounters with the enemy [Lamm, L., 2001]

Loss of Information

Equipment such as vehicles, tanks, and other weaponry are either
destroyed or degraded due to information assurance issues.Loss of Equipment

Loss of the commander’s or unit leaders ability to execute decisive 
decisions on the battlefield.  The loss hinders such capabilities as 
initiative, ability to fight in a “deliberate” setting and the ability to make 
and communicate sound decisions faster than the enemy [Lamm, L.,
2001].

Loss of 
Decisionmaking 
Capability

InterpretationConsequence

Table 16: Metric Impact and Consequences [Lamm, L., 2001]

Little or no impact to mission 
capability.

Low

Degrades mission capability.Medium

Significantly degrades mission 
capability.

High

Loss of ability to accomplish 
mission. 

Extremely 
High

InterpretationImpact

Little or no impact to mission 
capability.

Low

Degrades mission capability.Medium

Significantly degrades mission 
capability.

High

Loss of ability to accomplish 
mission. 

Extremely 
High

InterpretationImpact

Table 17: Metric Impact Interpretation [Lamm, L., 2001]
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Medium

High

Extremely 
High

High

Extremely 
High

Minimize 
Risk

LowExtremely 
High

Extremely 
High

Loss of System/Information 
Trust

High
Extremely 

HighMediumLoss of Life

MediumExtremely 
High

Extremely 
HighLoss of Information

Minimize
Cost/Effort

Minimize
Information

Loss

Maximize
Availability

Metric

Consequence

LowHighHighLoss of Equipment

Medium
Extremely 

HighHigh
Loss of Decisionmaking 
Capability

Medium

High

Extremely 
High

High

Extremely 
High

Minimize 
Risk

LowExtremely 
High

Extremely 
High

Loss of System/Information 
Trust

High
Extremely 

HighMediumLoss of Life

MediumExtremely 
High

Extremely 
HighLoss of Information

Minimize
Cost/Effort

Minimize
Information

Loss

Maximize
Availability

Metric

Consequence

LowHighHighLoss of Equipment

Medium
Extremely 

HighHigh
Loss of Decisionmaking 
Capability

Mission Impact

Table 18: Objective-Consequence Mapping Table for Mission Impacts

7.6.1.3 STEP 3 (Determine the appropriate metrics for the filtered risk

scenarios)

The lowest level objectives are mapped to metrics that are used to measure the

effectiveness of the system or compare the system to other systems.  In this case, the

project team has some measurements from the last exercise and gauges the usefulness

of policies, systems and procedures generated by the organization.  Table 19 (Page

136) depicts the filtered subtopics mapped to a specific IA metric with its type and units.

7.6.1.4 STEP 4 (Determine range, benchmark, and metric units)

Metric units are represented in Table 19.  Benchmark and ranges for each metric

are not within the scope of this thesis and are not represented in this chapter or step.  A

metric unit depicting none represents a qualitative metric.
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7.6.1.5 STEP 5 (Determine metric validation and implementation rules)

The division project team has issued guidance on what measurement data is

needed prior to the exercise and on a daily basis throughout the exercise.  Metrics like

mean effort to repair a system and number of qualified radio operators are known prior

to an operation, others like mean time to reach target and redundancy ratio are

calculated continually throughout an operation or lifecycle.  Metric validation and

implementation rules consist of steps necessary to successful and accurately measure

specific metrics (e.g., what element or person is collecting the metric data, when is the

metric data collected, and how is the metric data collected).

Risk Sub-topic IA Metrics Metric Type Metric Units
Personnel Turnover Rate Quantify Percent
Standard Stability Measurement Qualify NoneQualified

Personal Mean time to Human Error Quantify Seconds/Minutes
Expected Effect on Adversary
Decisionmaking Abilities

Qualify NoneLack of
Situational
Awareness Potential Effect (Type I Error) Quantify None

Detectability Quantify None
Redundancy Ratio Quantify None
Mean Effort to Reach Target Temporal Days

Command Post
Elements

Buffering Effect Quantify None
Duration of the Effects Temporal Seconds/Minutes
Number of Dissimilar Systems Quantify Systems
Hardness Qualify None
System Design Adequacy Quantify None
Mean Time to Repair Temporal Seconds/Minutes

Command and
Control
Communications

Likelihood of Gaining Access to a
Sub-system or the Total System

Quantify None

Viruses Number of Eradicated Viruses Quantify Viruses
Lifecycle Costs Quantify Dollars
System Spoilage Qualify Percent
Software Capability Maturity Qualify NoneCOTS

Defect Density Measure Qualify Defects/LOC
System Flexibility Qualify None
Mission Time Temporal Seconds/MinutesRadio
Repair Rate Function Quantify Systems/unit time

Table 19: Subtopic IA Metric Mapping
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7.6.2 Step D.2: Address Risk Management Questions

In this step, we answer the three-risk management question discussed in Step

A.2 (Page 84) and related questions depicted in Table 20 (Page 138).  These questions

provide the framework for risk management and serve as the stopping criteria for this

section.  Risk management asks, “what can be done and what options are available”,

“what are the associated trade-offs in terms of cost, benefits, and risks”, and “what are

the impacts of these decisions.”  Each of these questions introduces related questions

(Table 20) associated with risk management that guides the decisionmaker and analyst

through the process of generating policy options.
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Questions Additional questions
What Design modifications or operational changes could reduce
the risk associated with these scenarios?
How much would it cost to implement these options?
What is the risk reduction from the identified scenarios?

What can be
done and what

options are
available?

Would these options create new risk scenarios?
Which policy options are in direct conflict within a specific
technology, resources or cost?
Which policies can be grouped together by category (i.e., cost,
resource, technology, etc.)
Are all the goals or policies critical?

What are the
associated trade-
offs in terms of
cost, benefits,

and risks?
Can we learn from other projects?
What are the vulnerabilities of the current decisions (perceived or
real)?
What future paradigms shifts will affect future options (i.e.,
technology, policy, etc.)?
What known limitations will effect future options (i.e., technology
(processing speed), policy (time), etc.)?

What are the
impacts of

current
management

decision on future
options?

Are all the expectations realistic?

Table 20: Risk Management Questions and Sub-questions

7.6.3 Step D.3: Risk Management

Risk management is the optimal balance between uncertain benefits and

uncertain costs.  The premise that risk management must be an integral part of the

overall decisionmaking process necessitates following a systemic, holistic approach in

dealing with risk [Haimes, 1998].  In this step, we conduct quantifiable risk management.

Risk management is successfully accomplished when applied to a small number of risk

scenarios.  During the previous steps within the IA methodology, the following tasks

were accomplished:

• Identified risk scenarios associated with IA (STEP A).

• Quantified the consequences of the scenarios (STEP B).

• Quantified the likelihood of the scenarios (STEP B).

• Identified IA metrics associated with remaining risk scenarios (STEP C).

• Modeled the remaining filtered and ranked risk scenarios (STEP C)
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During the course of modeling (i.e., influence and event tree diagrams) and

addressing the risk management questions, policy options for the risk scenario: qualified

personnel (i.e., for tactical network system administrators) were generated in Table 21

(Page 140).  The policy options parallel the People Capability Maturity Model (P-CMM)

[Curtis, 1995].  The P-CMM is a process that guides organizations to improve their

organizational capabilities and increase personnel quality.  Although not all risk

scenarios afford the opportunity to match policy options to a model or structure, it is

important not to “recreate the wheel.”  The IA project team decides that cost, number

qualified, level of qualification and organizational unreliability are attributes that

represent the policy options.  There may be other attributes (e.g., time away from

station) that organizations feel are important and these attributes form trade-offs.  The

computation of the costs for the different scenarios was computed taking the cost for the

basic scenario (do nothing policy option) and assigning it the lowest value of 0 while the

highest cost is assigned 100.  The cost may be assigned any monetary value (e.g.,

thousands, millions) by the organization and the cost function can be related to cost of

effort or implementation.  Actual cost figures should be used if available.  Organizational

unreliability is a subjective measurement defining the quality of service the unit supplies

to its customers.  In this example, automation personnel must install, and maintain data

networks for the division, reliably.  Organizational unreliability measures the lack of

effectiveness, lack of effort or training of the unit.

The set of policies form a trade-off between capability (number trained, level of

qualification) and cost although other attributes may be considered.  The execution the

Multi-objective Trade-off Analysis is conducted in Step F.1 and the risk scenario:

qualified personnel there is no further need for additional quantitative analysis.
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A

Do not mitigate the risk
scenario even though there
is a lack of qualified
personnel within the
division.

0 2 Low 0.10

B

Centralize DAMO support
at the division main
command post and
disperse technical support
based on priority and
situation. Conduct internal
classes within DAMO.
Train additional personnel
in each brigade and above
unit to augment the DAMO
with certain tasks.

55 10 Medium 0.03

C

Improve personnel
competency development
by sending all of the
soldiers (8) for a one-week
networking and information
system course with
vendors. Conduct any
other unit improvement
training (e.g., leadership,
military occupation,
specialty, management)

30 10 High 0.04

D

Increase DAMO staffing by
2-5 soldiers. Conduct
internal classes within
DAMO. Decentralize
DAMO at each division and
brigade command post.

100 12-15 Low 0.01

E

Send 5 soldiers to one-
week networking and
information system vendor
certification course.

15 10 High 0.05

Table 21: Policy Options for the Risk Scenario: Qualified Personnel

The project team decides that the risk scenario radio communication requires

further quantitative analysis after the modeling and risk management steps.  The policy

options in Table 22 (Page 141) represent a mix of decisions (i.e., training and technology

aspects) for quantitative analysis.  Mitigating these risk scenarios increases the
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reliability, availability and trust of the information networks and systems.  Policy options

may be combined at the decisionmaker’s discretion in Step F.2 prior to executing any

recommendation from the project team.  Again, the computation of the costs for the

different scenarios was computed taking the cost for the basic scenario (do nothing

policy option) and assigning it the lowest value of 0 while the highest value is assigned

100.  The costs for Policy H and I do not represent additive costs between their

respective policy options.

Policy
Option

Policy Description Cost

A Status Quo; do nothing. Do not mitigate the risk scenario. 0
B Conduct division wide radio operator training classes. 15

C Conduct unit radio operator training classes with division
auditing.

50

D
Increase the number of division retransmission elements for
the command net.  Use parallel retransmission elements to
increase reliability.

90

E
Increase the number of division retransmission elements for
the command net.  Use serial retransmission elements to
increase the range of the radio net.

100

F Centralize radio maintenance on the battlefield 25
G Decentralize radio maintenance on the battlefield 35
H Policy Option C and F. 45
I Policy Option C and G. 65

Table 22: Policy Options for Risk Scenario: Radio Communications

7.6.4 Step D.4: Quantitative Risk Identification and Analysis

This section has two key components.  First, determine the appropriate risk

analysis tools to facilitate decisionmaking within IA.  The tools developed in this section

are interpreted for decisionmaking in Step F.  Second, execute quantitative risk analyses

on the information collected throughout the methodology.  There are an assorted

number of risk techniques, and tools to assist decisionmakers with IA.  Tools such as

Fault-tree analysis, Risk of Extreme Event analysis, Partitioned Multi-objective Risk

Method (PMRM) [Haimes, 1998], Fractile Distribution Analysis, and Uncertainty and
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Sensitivity Analysis are applied to the risk scenarios to validate and demonstrate the

benefits of risk analysis and management for IA problems.  Within the scenario-based

example the tools are explained and illustrated with the exception of the Uncertainty and

Sensitivity Analysis.  The Uncertainty and Sensitivity Analysis is only described in

Section 7.6.4.5 but for more information consult Haimes [1998].  The risk scenario radio

communications is used to illustrate quantitative risk analysis.  Table 23 represents

some of analysis tools that may be used within this methodology and their associated

level of effort.

Requires Less Quantitative Analysis Requires More Quantitative Analysis
• Fractile Method • Probability Distributions
• Triangular Distribution Method • Statistical Analysis
• Scenario Analysis • Simulations

Table 23: Quantitative Analysis Effort

7.6.4.1 Fault-tree Analysis

Fault-tree analysis is discussed briefly here as it pertains to the methodology but

is illustrated in Chapter 8  within the context of this scenario example.  Fault-trees are an

analytic and graphical technique, which asks the question, “how could it happen?”  It is a

principle method used to identify potential system weaknesses within a sequential

combination of faults.  It is a diagnostic tool for predicting the most likely causes of

system failure or system breakdown.  The results of the fault-tree analysis allow the

analyst to construct the fractals of each policy option by applying the overall

measurement (e.g., reliability) to the median value in the fractile.

In fault-tree analysis, the sequence of events leading to the probable occurrence

of a predetermined event is systematically divided into primary events whose failure

probabilities are estimated [Haimes, 1998].  The system is analyzed to fine all credible

ways in which an un-favored event can occur.  The HHM discussed in Step A.3 plays a
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major role in identification of most of the components needed to model within the fault-

tree analysis.  Influence diagrams and event-tree analysis also assists in identifying and

understanding the components.  The following steps summarize fault-tree analysis:

1. Specify the un-desired state of the system whose occurrence probability we are

interested in determining [Tulisani, 1989].

2. Specify all possible way the state of the system can occur until it is not feasible or

cost effective to obtain additional data.  Limited availability of data within the

analysis is overcome with approximations and subjective estimates of the failure

rates by a probability distribution.

3. The events are arranged in a tree representing levels of the tree diagram.  The

events form relationships between successive levels of the tree connected by

“gates.”  Figure 38 (Page 143) depicts the most common symbols used for fault-

tree and analysis and construction.

4. Determine if the fault-tree should represent discrete or continuous cases.

5. Calculate the probabilities according to the relationships among the events at

each step.  The failure probabilities may be estimated or analysts may use

simulation or numerical methods to approximate a probability distribution.

Undeveloped Event: Another event 
which is not developed further, either 
because it is of low consequence or 
because relevant information is not 
available.

Basic Event: An event which requires no 
further development. 

Top Event: The primary undesired event 
of interest for fault-tree analysis.

Undeveloped Event: Another event 
which is not developed further, either 
because it is of low consequence or 
because relevant information is not 
available.

Basic Event: An event which requires no 
further development. 

Top Event: The primary undesired event 
of interest for fault-tree analysis.

AND Gate: THE AND gate is used to 
show that the output fault event occurs 
if, and only if, all the input events occur 
(e.g., systems in parallel). There can be 
any number of inputs to an AND gate.

OR Gate: The OR gate shows that the 
out put event occurs only if one or more 
of the input events occur (e.g., systems 
in series).  There can be any number of 
inputs to an OR gate. 

Intermediate Event: A fault event which 
is developed further. 

AND Gate: THE AND gate is used to 
show that the output fault event occurs 
if, and only if, all the input events occur 
(e.g., systems in parallel). There can be 
any number of inputs to an AND gate.

OR Gate: The OR gate shows that the 
out put event occurs only if one or more 
of the input events occur (e.g., systems 
in series).  There can be any number of 
inputs to an OR gate. 

Intermediate Event: A fault event which 
is developed further. 

Figure 38: Fault-tree Symbols

There are three important limitations to fault-tree analysis.  First, it is possible to

overlook a system failure mode yielding an incomplete fault-tree based on gaps in the

identification of all risk scenarios associated with the system.  Second, it is difficult to
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apply Boolean logic to describe some component failure modes when their operation is

partially successful [Haimes, 1998].  Lastly, there is a lack of appropriate data on failure

modes even if the data is available.  This last limitation has the largest impact on IA

because human and organizational reliability rates are inaccurate and very sketchy at

best.  For more information on fault-tree analysis consult Fault Tree Handbook [NRC,

1981].

7.6.4.2 Risk of Extreme Event Analysis

Information assurance incidents (e.g., failures, attacks) are often low-probability

events having catastrophic effects within an organization.  Decisionmakers not only want

to know the expected risk of an IA event but also the expected maximum risk value.

Knowing the expected maximum risk and what measures can minimize that risk is a key

component of mission accomplishment.  Conducting risk of extreme event analysis

examines tasks or objectives that increase the risk of the total program and impact on

the mission success rate.  Organizations cannot afford an IA incident based on the

average set of conditions and events because many organizations have gone out of

business based on estimating on the average set of conditions.  Organizational critical

functions cannot be out longer than 4.8 days and if organizations do not recover within

10 days, never recover at all [Sibley, 1997].  Although the military cannot go out of

business, information and information systems are tied to the lives of military personnel.

Also it is particularly important not to support operations or projects on the average

amount of resources.  Catastrophic events may occur with organizations that only take

the average amount of personnel, equipment and systems.  Extreme events are difficult

to forecast but with this analysis one will be able to approximate those specific events

that might impact the current mission and future operations.  This analysis is conducted

in conjunction with Partitioned Multi-objective Risk Method (PMRM) [Haimes, 1998].
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7.6.4.3 Partitioned Multi-objective Risk Method

Partitioned multi-objective risk method is a risk analysis tool for solving multi-

objective problems of a probabilistic nature by analyzing risks of extreme events that

represent a low probability of occurrence and a high damage level or consequence.

PMRM uses conditional expected values instead of traditional expected values of risk,

which equates to f5 on the damage axis (Figure 39, Page 146).  Managing extreme

events using “expected values” or the mean can cause catastrophic harm to the system

and an organization.  Conditional expectation is the expected value of a random variable

given that this value lies within some probability range.  The PMRM allows

decisionmakers the ability to make sound judgments based on the partitioning of the

damage axis.  The analyst subjectively partitions the axis in order characterize the

nature of the extreme event (e.g., once ever year or once every 100 years).  Partitioning

is tied to a selection of a probability distribution to represent the given data for a specific

problem.  The general PMRM formulation solves for events that have [Haimes, 1998]:

1. A low severity and high exceedance probability (f2),

2. A moderate severity and medium exceedance probability (f3), and

3. A high severity and low exceedance probability (f4).

We are interested in two parts of the probability axis.  The f5 part (Equation 1)

equates to the tradional expected value function and the f4 part (Equation 2) equates to

the high severity and low exceedance probability (Figure 39, Page 146) of an event

(e.g., denial of service attack).  In this methodology, the fractile method is used as the

principle tool to examine the risk of extreme events using PMRM.
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Figure 39: Probability Density Function of Failure Rate Distributions

[Haimes, 1998]
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7.6.4.4 Fractile Distribution Analysis

Fractile distribution analysis is discussed briefly here as it pertains to the

methodology but is illustrated in Section 8.2.  Fractile method refers to a method that

dissects the [0,1] probability axis into section (fractals) and relates each outcome by

soliciting evidence-based assessments form one or more experts [Haimes, 1998].  The

major results of the Fractile Analysis are a cumulative distribution function (cdf) [Haimes,

1998], the probability density function (pdf) [Haimes, 1998] and the probability of

exceedence (1-cdf).  The Fractile method asks the best, median and worst case

scenarios, and categorizes the cases as fractals.

Equation 3 and Equation 4 relate a continuous random variable X of damages

(e.g., denial of service attack or computer network failure) to the cdf, P(x) and pdf, p(x).

The exceedance probability of x is defined as the probability that X is observed to be

greater than or equal to x, and is equal to one minus the cdf evaluated at x.

cdf: ][)( xXprobxP ≤=

Equation 3: Cumulative Distribution Function

pdf:
dx

xdP
xp

)(
)( =

Equation 4: Probability Distribution Function

7.6.4.5 Uncertainty and Sensitivity Analysis

Uncertainty is the inability to determine the true state of affairs of a system

[Haimes, 1998] and may represent an environment in which reasonable probabilities

cannot be assigned to potential outcomes.  This may be a factor of incomplete
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knowledge, parameter and decisionmaking variability, and stochastic processes.

Uncertainty arises from two main areas: variability or knowledge each represented by

several possible subheadings within the uncertainty taxonomy (Figure 40, Page 148).

Uncertainty variability is caused by a fluctuation in of the quality of concern and

uncertainty knowledge is caused when there is a lack of confidence in the data or

population of values.  The type and source of uncertainty impact the characterization

and the methods we deal with uncertainty.  The influence of uncertainty on methodology

and perception emphasizes the importance of indenting uncertainty types and sources

[Haimes, 1998].  Several facets of IA uncertainty impact model estimations, probabilities,

and metrics but acknowledging that uncertainty leads to better risk mitigation.

Uncertainty Taxonomy

Variability Knowledge

• Temporary
• Individual Heterogeneity
• Spatial

• Surrogate Variables
• Excluded Variables
• Abnormal Situations
• Approximations
• Incorrect Form
• Disagreement

Model Parameters Decisions

• Measurement
• Systematic
• Sampling
• Unpredictability
• Linguistic 
Imprecision

• Risk Measurement
• Social Cost of Risk
• Quantification of 
Social Values

Figure 40: Major Sources of Uncertainty [Haimes, 1998]
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7.7 Step E: Alternative Refinement

7.7.1 Step E.1: HHM Refinement

Reducing the initial large set of risk scenarios identified by

the HHM to a small number can potentially inadvertently screen

out scenarios that were originally minor but with current policy

implementation could manifest into important risk scenarios.  In

this section, we ask and answer the question: “How robust has

the policy selection and risk filtering/ranking process been [Haimes et al., 2001c]?”  This

section provides added confidence and redundancy that the proposed methodology

creates flexible reaction plans if indicators signal the emergence of new or earlier

undetected critical items.  Emerging critical threats and other risk scenarios must not be

overlooked in a dynamic and non-linear system (i.e., IA).  In order to execute this section

successfully, roper bookkeeping from Section B is essential.  The major tasks within this

section focus on:

1. Review the intra- and inter-dependencies among the various success scenarios

and sources of risk.

2. Determine if any risk management options developed in Step D affect any risk

scenarios discarded in Step B.

3. Revise any options based on step 1 and 2 in this section (above).  Generate

alternative options that were not applied during Step D in light of the new

knowledge gained in this section.

The guiding principle in this section focuses on revisiting possible overlooked

cascading effects based on the system complexity and the inter- and intra-dependencies

found within IA [Haimes et al., 2001c].  It may be necessary to revise the system’s

defensive properties (redundancy, resilience, robustness and assurance) addressed in

 RFRM (Phase VIII)
Conduct Case Studies

E.2

RFRM (Phase VII)
HHM Refinement

E.1

Alternative
Refinement

Step E

Analysis
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Section B.2.3 to ensure comprehensive and systematic risk assessment and

management.  This step is not executed within this thesis.

7.7.2 Step E.2: Information Assurance Case Studies

This step provides a significant contribution to the methodology and therefore, is

discussed extensively in Chapter 9 .  Case study analysis in general is useful in three

ways: 1) providing justification for conducting risk assessment and management within

an organization, 2) receiving information about the policy options in place by personnel

within the organization, and 3) receiving information about the methodology itself.

7.8 Step F: Decisionmaking

7.8.1 Step F.1: Multi-objective Trade-off Analysis

Multi-objective Tradeoff Analysis refers to an engineering

technique to improve the decisionmaking process.  Information

assurance is characterized by multiple and often conflicting

objectives.  In real world problems an optimum decision may not

exist because the solution is based on a myriad of factors including:

organizational goals; level of knowledge and position; credibility of the current and future

information.  Information assurance solutions are often a trade-off between assurance

and functionality or assurance and cost.  Because this tug-of-war exists, it is important

for the analyst to use multi-objective trade-off analysis to present many varied options

and their consequence to the decisionmaker.  This analyst facilitates a timely decision

being made verses a “no decision” or “bad decision.”  Figure 41 (Page 151) illustrates a

multi-decision trade-off analysis between cost (i.e., level of implementation or effort) and

organizational unavailability.  Each decision represents a particular cost and

Addressing the
 Affect Heuristic

F.2

Multi-objective
Trade-off Analysis

F.1

Decision
Making

Step F

Interpretation
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organizational unreliability (e.g., Policy Option B).  The figure depicts the data on the risk

scenario qualified personnel taken from Step D.  The policy options characterize five

different decisions that a decisionmaker or organization might face within this analysis.

Multi-objective trade-off analysis assists the decisionmaker in making the best decision

with an analytical foundation and the amount of knowledge present.
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Figure 41: Multi-objective Trade-off Analysis

7.8.2 Step F.2: Addressing the Affect Heuristic

Neither the decisionmaking process nor the decisionmakers’ preferences can be

well understood, evaluated, and possible improved upon if they are viewed, perceived,

and envisioned form a single, one-dimensional perspective [Haimes et al., 2001a].  Any

course of action that involves human nature and the component of technology is a

complex process within the resource and time constraining organizational environment.

System Engineers and analysts have their expertise within systems and quantitative

analysis, and not within the behavioral sciences.  This step of the methodology gives the

analyst some insight that decisionmakers make decisions based on “gut feeling” and not

expert evidence.  Being aware of a decisonmakers “gut feeling (positive or negative)”,

the analyst can maximize the effectiveness and usefulness of the quantitative analysis.
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Damasio [1994] argues that some guidance form our “felling is always needed [Haimes

et al., 2001a].

The analyst must understand, recognize, appreciate and validate the affect

element and emotional dimension of the decisionmaker.  Affect refers to subtle feelings

of which people are often unaware.  Our analytical system of experimentation is not

optimally designed to assist decisionmakers to understand the impacts and effects of

low-probability, high consequence underlying threats. [Haimes et al., 2001a]

Technology has increased our perception of risks and the complexity of risks.  Solutions

to problems should not only have technology answers but blend intuition, analytical

rationality, and coupled with policy, organizational and human solutions.

Decisionmakers and engineers do not approach the problem with the same combat

tools.

Finucane et al. [2000] argue, “people use an affect heuristic to make judgments."

That is representations of objects and events in people’s minds are tagged to varying

degrees with affect [Haimes et al., 2001a].”  Information assurance, like many complex,

large-scale and hierarchical systems is grounded on the metric of time.  Decisions are

made quickly under uncertainty with many external factors (e.g., limited resources,

organizational, personal) pulling and pushing on the decisionmaker.  Time pressure

constitutes an important factor and forms a large influence on the affect-based judgment.

This section is about understanding the affect heuristic and directing the decisionmaking

process toward a balanced approach involving engineering science and behavioral

science.  In the context of all military operations, staffs must understand the

commander’s intent and objectives.



153

7.9 Step G: Plan of Action

7.9.1 Step G.1: Decision Making Process (Execute

Recommendations)

Decisionmakers plan for action based on the

recommendations developed in this methodology.  Preparation for

executing the decision is paralleled with simultaneous processes

including conducting additional research and risk assessments,

and developing simulations and additional testing methodologies.

7.9.2 Step G.2: Gather Additional Information (Re-evaluate)

In this section any additional information received by the decisionmaker(s) is

applied to the methodology to ascertain any impacts to the current decisions.

7.9.3 Step G.3: Iterate (Repeat Steps E and F)

Any decisions and information resulting from this methodology must be updated

through an organization’s lifetime.  New information through research, new technologies,

new personnel, and organizational mission modifications are applied through the

iterative process of the methodology.  The IA Risk Analysis Methodology is a recursive

process adapting to the dynamic and complex nature of IA.  This section specifically

focuses on repeating Steps E and F of the IA methodology but can include identifying

additional risk scenarios (Step A), adjusting filtering and ranking attributes or methods

(Step B), and modeling or metric reevaluation (Steps C and D, respectively).

Iterate
 Repeat Steps E & F
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Chapter 8  Fault-tree Analysis and Fractile Distribution Method

Analysis

The goals of this chapter are to illustrate fault-tree analysis and fractile

distribution method in conjunction with Risk of Extreme Events and PMRM as tools

within the methodology in order to quantify the risks associate with IA systems.  The risk

scenario radio communications that remained after filtering form our analysis in Chapter

7 acts as a conduit to conduct the goals of this chapter.  The data is fictitious and is used

to illustrate the methodology as a “prototype.”  Data for fault-tree analysis may be

obtained using expert evidence, statistical and historical data and simulations.

8.1 Fault-tree Analysis

The fault-tree analysis of the division command operations network serves as an

example to evaluate and measure the generated policy options and risk mitigations of

Step D within the IA methodology.  Fault-tree analysis within this methodology must

account for the various policy options, which may have human, organizational, and

technology components.

8.1.1 Problem Definition

Radio communications within military operations and exercises is a critical

command and control information system.  Radio communications is a broad topic within

the Army and the fault-tree analysis focuses in on the division’s command operations

net.  The command operation net is a frequency modulation radio system transmitting

and receiving in the 30-88 Megahertz range and primarily uses the Single Channel

Ground Airborne Radio System (SINCGARS).  Figure 42 (Page 155) lists the typical

command operations network formed at the division and brigade level, which is used
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primarily to control forces, and transmit and receive reports that require immediate

dissemination and mass distribution.  It is an essential component of C4ISR elements.

The net control station acts as the focal point to control the stability of the network and

issue guidance when necessary.
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Figure 42: Command Operation FM NET [FM 11-32, 2000]

Figure 42 is transformed into a configuration hierarchy of units, which is

interpreted with fault-tree analysis.  The analysis is helpful in assuring information and

improving the trust within information systems used in large architecture schemes that

have several error or fault points (e.g., human, organizational, and technology).
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Figure 43: Radio Net Configuration Example 1

Figure 43 illustrates one possible radio net configuration or hierarchy of units for

a division.  In this configuration, a retransmission element serves as a relay station

between two units.  A retransmission element contains two radios, two antennas, one

power source and one communications security device (referred to as COMSEC).

Although the retransmission element has the ability to run on alternate power, i.e.,

vehicular power, this is considered only a short-term solution.  We assume that the

power generation unit is the prime power mechanism.  We also assume that Field Unit A

and B require the retransmission unit due to terrain, weather, or distance constraints,

which is depicted by triangle 1.  Triangle 2 depicts an alternate means for direct

communication between the two field units, by passing the retransmission element.

Figure 44 is a varied radio net configuration based on the need of two

retransmission elements.  Finally, Figure 43 and Figure 44 are transformed into fault-tree
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diagrams representing each policy option generated by the project team.  A

development of the fault-tree process begins in Section 8.1.3.
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Figure 44: Radio Net Configuration Example 2

8.1.2 Reliability

Reliability (R(t)) is used to measure the operational rates of the radio network in

the fault-tree analysis.  The reliability of a system is defined as the conditional probability

that a system performs correctly throughout a specified interval of time [t0, t], given that

the system was performing correctly at time t0 [Johnson, 1989].  Reliability is a critical IA

metric and discussed in Chapter 6 Information Assurance Metrics.  Other metrics may

be used to measure the differences in policy option, e.g., percent downtime, availability,

percent damage, or loss of trust on the system or organization.

Unreliability (Q(t)) is the probability that the system fails during interval of time [t0,

t], given that the system was performing correctly at time t0 [Johnson, 1989].

Information assurance metrics are interwoven within the entire methodology and very

important in quantifying objectives (i.e., risk).  The mean time to failure is considered as
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the reliability rate for all basic events.  For example, a 0.995 reliability has an average

failure rate of 5%, and a unreliability rate of 0.005.

8.1.2.1 Series Systems

A system fails when subsystems are connected in series (Figure 45) and at least

one of the subsystems fails.

Subsystem A Subsystem B Subsystem C

Figure 45: Components in Series

Series components are depicted with an OR gate (sometimes illustrated with a

plus sign (+)), which represents the union of the events attached to the gate.  Fault-tree

analysis is based on Boolean algebra, where the events either occur or do not occur

[Haimes, 1998].  Only one subsystem event must occur to cause the event above the

gate to occur (Figure 46).  Haimes [1998] and Tulsiani [1989] describe fault-tree analysis

and its relationship to extreme event analysis but for more information on fault-tree

analysis and its applications to engineering consult Fault Tree Handbook [NRC, 1981].
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Figure 46: OR Gate

The reliability probability of the total system is equivalent to the product of the

reliability of each subsystem (Equation 5).

)(*)(**)()(  tRtRtRtRSystem CBA=

Equation 5: System Series Reliability

8.1.2.2 Parallel Systems

A system fails when subsystems are connected in parallel (Figure 47, Page 160)

and all subsystems fails.
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Figure 47: Components in Parallel

Parallel components are depicted with an AND gate (sometimes illustrated with a

dot (•)), which represents the intersection of the events attached to the gate.  All the

subsystem events must occur to cause the event above the gate to occur (Figure 48).
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Figure 48: AND Gate

The reliability probability of the total system is equivalent to the one minus the

product of the unreliability probabilities of each subsystem (Equation 6).  Equation 6

depicts several sub-equations for calculating reliability with AND gates but illustrates the

importance of unreliability in the calculations.  The equations are grounded on the

principle that the system assumes only two phases: operational or failure.
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Equation 6: System Series Reliability

8.1.3 Description of each event

The cost of each policy option depends on the scope and size of the operation,

and effort of implementing the policy; therefore, a scaled cost function between 0 and

100 is used to demonstrate the use of fault-tree analysis.  Policy A (Do nothing) forms

the base policy and is assigned a value of zero (Table 24, Page 162).
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Policy
Option

Policy Description Cost

A Status Quo; do nothing. Do not mitigate the risk
scenario.

0

B Conduct division wide radio operator training classes. 15

C Conduct unit radio operator training classes with division
auditing.

50

D
Increase the number of division retransmission elements
for the command net.  Use parallel retransmission
elements to increase reliability.

90

E
Increase the number of division retransmission elements
for the command net.  Use serial retransmission
elements to increase the range of the radio net.

100

F Centralize radio maintenance on the battlefield 25
G Decentralize radio maintenance on the battlefield 35
H Policy Option C and F. 45
I Policy Option C and G. 65

Table 24: Radio Net Policy Options

This particular problem has a total of 14 events containing four levels.  There are

8 intermediate events and five basic event blocks.  The top level has three antecedent

events connected though an OR gate.  The policy options vary the basic events and

levels below those antecedent events by modifying the architecture of the figure or

modifying the gates through which the events flow.  Each policy option represents an

iteration of the fault-tree analysis and may depict an improvement or decline in the

reliability of the system based on the configuration of the events or the scenario.  The

events are numbered (1-14) from top down where events on the same level are

numbered left to right, and repeating events are not numbered more than once.  A

detailed description and a list of assumptions for each event are given starting in Section

8.1.3.  Fault-tree diagrams for the remaining policy options are illustrated in Appendix B.
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8.1.3.1 Event 1: Division Command Radio Net Failure

This is the top event and occurs when any one of the three antecedent event

acting through an OR gate occur.  This event covers the failure of the division command

radio network and occurs when one field unit cannot communicate within the network for

more than 2 hours.

8.1.3.2 Event 2: Organizational Failure

The intermediate event occurs when operator or leadership failures occur within

the organization.  These failures have a significant impact on IA and consist of logistic

errors, network architecture errors, resource allocation errors, and maintenance errors.

8.1.3.3 Event 3: Relay Elements

This intermediate event block addresses the failure of retransmission elements

within the network.  The relay elements are critical components in adding robust, reliable

and available communications.  The retransmission elements are connected to the relay

element through a gate if the policy option contains two retransmission elements,

otherwise the gate is removed and the reliability rates (e.g., policy option A, B, C, F, G, H

and I) are the same.

8.1.3.4 Event 4: Retransmission Elements

This event occurs when any one of the four antecedent events (i.e., antenna,

power, COMSEC, and radio) occurs.  Retransmission elements extend range to field

units outside the normal communication radius, provide area coverage to field units not

in line-of-sight of other field units based on terrain or weather, and provide robustness
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and reliability to the total network.  The antecedent failures are hardware, software or

human failures.

8.1.3.5 Event 5: Field Unit Radio Elements

This intermediate event block addresses the communication failure of any field

unit within the network.  In this example, 12 units are considered active subscribers and

communication failure of any one unit for more than two hours initiates the event.

8.1.3.6 Event 6: Operator Failure

This basic event covers an operator or user error impacting the organization and

the radio network.  For example, communication operators may issue incorrect

frequency ranges for field units or retransmission elements.

8.1.3.7 Event 7: Leadership Failure

This basic event covers leadership failures impacting the organization and the

radio network.  For example, lack of supervision during maintenance of critical

communication components impacts the reliability of the network.

8.1.3.8 Event 8: Antenna

This intermediate addresses one of the critical components within the network.

The antenna component covers all mechanical elements (e.g., cables, connectors) that

allow units to transmit and receive information.  This antecedent failure event occurs due

to hardware and human failures.



166

8.1.3.9 Event 9: Power

This intermediate addresses the critical component of power generator or

batteries to run radios.  Operational radios and a radio network require power generation

or batteries.  This antecedent failure event occurs due to hardware, software, and

human failures.

8.1.3.10 Event 10: COMSEC

This intermediate covers communication security, commonly referred to as

COMSEC.  The division radio networks operate securely based on a 128-bit

cryptographic key used to secure transmission between field units, which is stored in a

COMSEC device.  This antecedent failure event occurs due to hardware, software (i.e.,

cryptographic algorithm) and human failures (i.e., improper key distribution and

management).

8.1.3.11 Event 11: Radio

This intermediate covers the critical component and the nucleus of the network.

Other components provide support functions for the radio at each field unit and

retransmission element.  This antecedent failure event occurs due to hardware, software

and human failures (i.e., improper radio operator training causing reliability problems).

8.1.3.12 Event 12: Hardware Failure

This basic event addresses hardware failures related to the radio network and is

an antecedent event for all components in the retransmission and field unit elements.

For example users may not conduct maintenance on the radio, power unit or antenna

elements causing an increase in radio failures or radio unreliability.
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8.1.3.13 Event 13: Software Failure

This basic event addresses software failures as a major failure component in the

radio network.  This event is an antecedent event for all components in the

retransmission and field unit elements except for the event antenna.  For example

software failures in the radio may cause a degradation of signal, which increases radio

and network unreliability.

8.1.3.14 Event 14: Human Failure

This basic event addresses human failures related to the radio network and is an

antecedent event for all components in the retransmission and field unit elements.  This

is a critical component of IA and causes a majority of network failures.

8.1.4 Policy Option Designs

A total of nine fault-tree design options corresponding to the generated policy

options (Table 24) are considered for this scenario.  The objective of the data (reliability

probabilities) is to demonstrate the applicability of the methodology; therefore, effort in

data collection is not expended.  The policy options are not inclusive but form a

framework for the analyst and decisionmaker to conduct quantitative analysis.  Another

objective for conducting fault-tree analysis is to provide a means to mitigate the risks

associate with an event.  For instance, the organization may decide to allocate

resources in order to increase the reliability of the radio components by conducting

random maintenance checks prior to the exercise.  The overall system reliability then

forms multi-objective trade-off analysis in section 8.1.5.
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Within this example, antenna and radio events appear twice because of their

redundancy capabilities.  We assume antenna and radio reliability probabilities are

independent but equal for the retransmission elements.  Also, we assume 12 field units

are in the radio network and their reliability probabilities are independent but equal.  The

total system reliabilities are a function of only two field units based on the problem

definition.  We also assume that there is a correlation between hardware reliability rates

for the different components (i.e., antenna, power, COMSEC and radio) although sub-

organizations affect the reliability rates differently.  The organization assigns software a

0.98 reliability rate across all policy options (normalizes the basic event) because the

organization feels that it has not played a part in recent exercises.

Table 25 (Page 171) represents the subjective reliability probabilities for the

intermediate events, and basic events for the nine policy options.  These reliability rates

are used to calculate the total reliability rate for each fault-tree diagram.  Each policy

option represents a reduction or increase in the basic events of the fault-tree diagram.

For example, policy B increases the reliability of the human and hardware basic events

by 4% and 3%, respectively through large-scale training sessions within the

organization.  The organizational reliabilities are increased by 7.7%.

Policy C increases the human and hardware reliabilities for all radio components

by improving the training aspects within the organization.  Small unit training affords

better quality training sessions and improves on the reliability values in Policy B.  The

human and hardware reliability rates increase by 7% from the base policy (Policy A).

Policy D and E are variations of Policy C.  Policy D adds an additional

retransmission element in parallel to improve the radio net reliability.  Policy E adds an

additional retransmission element in series to extend the range of the radio net.

Policy F and G improve the aspect of maintenance and the locality of

organizational maintenance elements.  Policy F considers centralizing maintenance on
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the battlefield, which increases the human and hardware reliabilities for components by

fixing and maintaining non-operational components within the organization.  The human

and hardware reliability rates increase by 4% and 2%, respectively from the base policy

(Policy A) for Policy F.  Policy G considers decentralizing maintenance on the battlefield

and further increasing human and hardware reliability rates.  Decentralizing maintenance

affords better reliability by dispersing experts and resources throughout the organization.

The human and hardware reliability rates increase by 6.6% and 7.5%, respectively from

the base policy (Policy A).  Human and hardware reliability rates are reduced for

organizational events because of the lack of training aspects for Policy F and G.

Policy H and I are variations on Policy C and combine the aspects of individual

unit training with division auditing and maintenance locality.  Policy H assumes a

reduction in hardware reliability rates from Policy C by decentralizing maintenance by

1.5%.  Policy I increases human and hardware reliability rates by 0.03% and 2.3%,

respectively from the Policy H.  Policy I improves organizational basic events (i.e.,

operator and leadership) reliability rates by 0.05% over Policy H and 9.5% over the base

policy (Policy A).

Figure 50 (Page 170) represents the reliability rate designs for all policy options

but only captures values for four basic events.  The basic events are depicted in the

following order (top to bottom) for each policy option: human, hardware, leadership and

operator.
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Policy Options

Intermediate
Event

Basic
Event

(Failures)
A B C D E F G H I

Operator 0.900 0.975 0.990 0.990 0.990 0.980 0.980 0.990 0.995
Organizational

Leadership 0.900 0.975 0.990 0.990 0.990 0.980 0.980 0.990 0.995

Hardware 0.920 0.950 0.990 0.990 0.990 0.970 0.995 0.975 0.999
Antenna

Human 0.920 0.960 0.992 0.992 0.992 0.980 0.985 0.992 0.995

Hardware 0.920 0.950 0.990 0.990 0.990 0.970 0.995 0.975 0.999

Software 0.980 0.980 0.980 0.980 0.980 0.980 0.980 0.980 0.980Power

Human 0.920 0.940 0.992 0.992 0.992 0.980 0.985 0.992 0.995

Hardware 0.920 0.950 0.990 0.990 0.990 0.970 0.995 0.975 0.999

Software 0.980 0.980 0.980 0.980 0.980 0.980 0.980 0.980 0.980COMSEC

Human 0.900 0.940 0.992 0.992 0.992 0.980 0.985 0.992 0.995

Hardware 0.920 0.950 0.990 0.990 0.990 0.970 0.995 0.975 0.999

Software 0.990 0.990 0.990 0.990 0.990 0.990 0.990 0.990 0.990Radio

Human 0.900 0.940 0.992 0.992 0.992 0.980 0.985 0.992 0.995

Total System Reliability 0.057 0.180 0.647 0.748 0.547 0.402 0.617 0.523 0.774

Table 25: Reliability Data for Policy Options

8.1.5 Analysis of the Fault-Tree

In the analysis, reliability rates are converted into unreliability rates in order to

form a trade-off analysis between cost and unreliability.  Table 26 (Page 172) represents

the cost, the reliability and unreliability rates for each policy option.  The table is sorted

(descending) by the unreliability rate.
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Policy Cost Reliability R(t) Unreliability Q(t)
E $100,000 0.547 0.453
D $90,000 0.748 0.252
I $65,000 0.774 0.226
C $50,000 0.647 0.353
H $45,000 0.523 0.477
G $35,000 0.617 0.383
F $25,000 0.402 0.598
B $15,000 0.180 0.820
A $0 0.057 0.943

Table 26: Fault-tree Analysis Data

Figure 51 (Page 173) represents the cost and unreliability plot for all policy

options.  Policy G dominates policy H by having a lower cost function and lower

unreliability.  Policy I dominates Policy D and E by having a lower cost function and

lower unreliability.  A policy is selected based on the decisionmaker and the objectives of

the organization.  Each policy equates to a specific cost or effort and an unreliability rate.

This plot may be used in the multi-objective trade-off analysis (Step F of the

methodology) to aid decisionmakers.
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Fault-Tree Analysis
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8.2 Fractile Distribution Analysis

In the previous section, fault-tree analysis is used to compute the expected value

of unreliability of the division radio system.  The expected value is the mean or the

average measure of the parameters specified by the model (i.e., human, hardware,

software, and organizational unreliability rates).  There are other factors that influence

unreliability rates not characterized by fault-tree analysis (e.g., enemy, weather, and

terrain).  These factors affect the risk scenario in many different ways.  Risk of extreme

event analysis focuses on low-probability and high severity events rather than medium-

probability and moderate severity events, which is based on expected values (mean).

This section is necessary because the US Army and other organizations do not plan

operations or projects based on expected values.  For example, A logistics unit does not

plan to bring the average number of rations or ammunition, and military planners do not

send the average number of solders to execute a mission.  Put into IA terms, it is

necessary to plan for extreme events with information systems, considering their value

within the organization.

The goal of this section is to present a comparison between the traditional

expected value (f5) and the conditional expected value (f4).  The former represents the

mean of the policy option and the latter represents the risk of extreme event calculation.

Probability distributions represent fictitious data, which generated the fractals in Table 27

(Page 175).  Data for this section may be generated by simulation, or organizational,

statistical and decisionmaker knowledge about the system.  The median values are

taken from the fault-tree analysis conducted in Section 8.1.4 and for simplistic purposes

the 25th and 75th fractals are calculated as the average between the best and worst case

scenarios, respectively.
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Policy Description
Best
(0) 25th

Median
50th 75%

Worst
(100)

A Status Quo; do nothing. Do not
mitigate the risk scenario. 0.7500 0.8464 0.9428 0.9714 1.0000

B Conduct division wide radio operator
training classes. 0.6000 0.7098 0.8195 0.8948 0.9700

C Conduct unit radio operator training
classes with division auditing. 0.2000 0.2763 0.3525 0.4513 0.5500

D

Increase the number of division
retransmission elements for the
command net.  Use parallel
retransmission elements to increase
reliability.

0.0800 0.1659 0.2518 0.3509 0.4500

E

Increase the number of division
retransmission elements for the
command net.  Use serial
retransmission elements to increase
the range of the radio net.

0.1000 0.2766 0.4532 0.5166 0.5800

F Centralize radio maintenance on the
battlefield 0.5000 0.5490 0.5979 0.6490 0.7000

G Decentralize radio maintenance on
the battlefield 0.2600 0.3217 0.3834 0.4117 0.4400

H Policy Option C and F. 0.0800 0.2786 0.4771 0.5636 0.6500

I Policy Option C and G. 0.0500 0.1378 0.2256 0.2978 0.3700

Table 27: Risk Scenario (Radio) Unreliability Probabilities

To demonstrate the methodology, policy E is used as an example throughout the

Fractile Distribution Analysis.

• Worst case of unreliability: 0.1000

• Best case of unreliability: 0.5800

• Median value (equal likelihood of being great than or less than the value;

obtained from fault-tree analysis): 0.4532

• 25th percentile is (0.1000 + 0.4532/2) = 0.2766

• 75th percentile is (0.4532 + 0.5800)/2) = 0.5166
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Cumulative Distribution Function (CDF)
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Figure 52 and Figure 53 (previous page) depict the cumulative distribution

function and the probability density function.  In order to illustrate Figure 52, geometry is

used to compute the height of each fractile.  For example, the height of the first bar is

equal to its area (0.25) divided by its base (0.2766-0.1000), i.e., 0.25*(0.2766-0.1000) =

1.4156.  Table 28 represents each fractile and its appropriate base and height.  The

cumulative probability of the four fractals adds to 1.

Fractile Cumulative % Base Height
1st 0.25 0.1766 1.4156
2nd 0.50 0.1766 1.4156
3rd 0.75 0.0634 3.9433
4th 1.00 0.0634 3.9433

Table 28: Probability Density Function Statistics for Figure 53

The expected value (f5) of the unreliability rate is calculated geometrically by

using Equation 7.  The f5 values are depicted in Table 29 (Page 178) and an illustration

of the f5 calculation is represented in Equation 8.  The f5 value represents the extreme

event measure for each policy option.

443322115 )(][ xpxpxpxpfxE +++=•=

Equation 7: Traditional Expected Value
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Equation 8: Policy E Traditional Expected Value Calculations

Policy
Option

Cost f5

A 0 0.9089
B 15 0.7923
C 50 0.3638
D 90 0.2584
E 100 0.3966
F 25 0.6115
G 35 0.3667
H 45 0.4211
I 65 0.2253

Table 29: Cost and Traditional Expected Value

Figure 54 (Page 179) represents a graphical depiction of the cost verses the

expected value of the unreliability of policy E.
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Cost verses Unreliability (f5)
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Figure 54: Cost verses Traditional Expected Value (f5)

The organization is interested in the worst 10% scenario, which signifies the

expected value of unreliability, given that the unreliability occurs with a probability of

0.10, or lower.  This equates to a partition point on the unreliability axis corresponding to

0.10 or α = 0.90.  Figure 55 (Page 181) illustrates a geometric means of calculating the

unreliability which corresponds to a probability of exceedance (1-cdf) of 0.10 for Policy E

and Table 30 (Page 180) depicts the worst 10% scenario for all policy options, labeled

as x.  In Figure 55, 0.5546 represents the 1-α probability exceedance, which is

calculated with Equation 9.
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Equation 9: Probability of Exceedance at the 0.10 (Policy E)

Policy Option x
A 0.9886
B 0.9079
C 0.5105
D 0.4104
E 0.5546
F 0.7196
G 0.4287
H 0.6154
I 0.3651

Table 30: Worst 10% Unreliability Calculations for Policy Options
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Figure 55: Exceedance Probability and Unreliability Rate for Policy E

The partitioned points computed as the exceedance probability at 0.10 (x) are

used to calculate the conditional expected values (f4) by averaging the exceedance

probability and the highest value.  Integration can also be used to solve the problem.

Both methods are depicted in Equation 10 and Equation 11.  Haimes [1998] describes

both methods in detail.
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Equation 11: Conditional Expected Value for Policy E by Integration

Table 31 summaries the results of the fractile distribution analysis and Figure 56

(Page 183) plots conditional expected value (f4) along side of traditional expected value

(f5).

Policy
Option

Policy Description Cost f5 f4

A Status Quo; do nothing. Do not mitigate the
risk scenario.

0 0.9089 0.9943

B Conduct division wide radio operator
training classes.

15 0.7923 0.9190

C Conduct unit radio operator training
classes with division auditing.

50 0.3638 0.5303

D

Increase the number of division
retransmission elements for the command
net.  Use parallel retransmission elements
to increase reliability.

90 0.2584 0.4302

E

Increase the number of division
retransmission elements for the command
net.  Use serial retransmission elements to
increase the range of the radio net.

100 0.3966 0.5673

F Centralize radio maintenance on the
battlefield

25 0.6115 0.7348

G Decentralize radio maintenance on the
battlefield 35 0.3667 0.4343

H Policy Option C and F. 45 0.4211 0.6327
I Policy Option C and G. 65 0.2253 0.3826

Table 31: Summary of Results for Policy Options

The analysis of Figure 56, Policy Options E, D, C, H and I have a larger risk of

extreme events.  In the figure, the dotted line represents conditional expected values

and the solid lines represent traditional expected values.  Using only the expected

values, it appears that Policy C and G have similar unreliability rates.  If random factors

play an increasing part (i.e., enemy, terrain, weather) in the unreliability rates, then the

conditional expected value for Policy G is more stable than Policy C and more favorable.

Policy options B, F G, and I have the smallest differences between f5 and f4 and are the

most stable policy option, with policy G having the smallest difference.
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Cost verses Unreliability
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Chapter 9  Information Assurance Case Studies

9.1 Introduction

This section identifies examples of organizations that employ or fail to employ

risk assessment measures within the IA spectrum to illustrate proactive risk assessment

investment equates to an increase in IA.  The case studies verify the suitability of the

methodology as a “prototype” for this complex problem, and identify gaps and weakness

of the risk assessment process within the methodology.  This process analyzes the

wealth of statistical data on IA losses due to system failures, to intrusions or to

vulnerabilities.  Executing a risk assessment and management methodology may save

millions of dollars in assets and lost production time.  The separate “organizational

anecdotes” are converted into valuable statistical information that can further be

converted into probabilistic analysis.  This analysis adds credibility to quantification of

the efficacy of risk management (Figure 57, Page 185) due to the existence of the

Heisenberg principle within IA.  The results from several organizations are normalized in

order to make general comparisons using statistical information.
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As an example, organization “A” conducts risk assessment and management for

$250,000 and has an increase cost (delta (∆1)) compared to organization ‘B’ which did

not conduct any risk assessment and management (Figure 57).  Over time n-years,

organization “B” pays $1 million in IA related incidents (i.e., failures, attacks, faults) while

organization “A” pays $250,000 in IA related incidents.  There is no 100% assurance

with any system and therefore, organization “A” pays the initial $250,000 in risk

assessment costs plus an additional $250,000 in IA related incidents for a total of

$500,000 (shown as Alpha (α) in Figure 57).  This section provides in depth statistical

data that risk assessment and management saves money, resources and lives (reducing

or eliminating delta (∆2)).
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The methodology is improved based on the feedback and information gathered

on several organizations dealing with IA concepts.  Data collection from these

organizations will improve the overall methodology in several areas:

1) New sources of risk may be discovered and applied to the HHM (this is important

because the HHM is never thought to be complete) and enhances the robustness

of the HHM.

2) New benefits, costs, and risks may be discovered which have relevance to the

identified organizational policy options in Step D of the IA methodology.

3) The organizational information is used to show the risk assessment and

management process saves money, resources and lives within the IA spectrum.

4) Help the analyst to train the model (i.e., calibrate the parameters) and then test

and verify the suitability of methodology.

Table 32, Table 33 and Table 34 (Pages 187 to 189) represent case study

material to illustrate the importance of proper risk management.  The organizational

names are generically defined (e.g., Case A) due to the sensitivity of the information.

Some numbers are slightly rounded-off to conceal any organization’s identity.  Some of

the information contained in the tables was researched at CERT/CC with their approval.



187

Attributes Scope
(Size)

Personnel
Strength

Organizational
Type

Specific IA
Incident Type

Duration of
Incident (t)

Cases

A Worldwide Production
Corporation   ~1500+8 Industry; Production Computer Network

Upgrade 3 Months

B Local City IPO • 2 FTE9

• 13 PTE10 Industry; Small Business Intrusion (Hacker) 5 Days

C Global Web-based
Service Provider   ~1000+ Industry; Web Services

Hardware &
Organization
Failure
(Network Crash)

25 Hours

D
University
Assets in 2000: $4.4
Billion

10,500 Academia; Large Virus
(“I Love You”) 2 Days

E Education Web-based
Service

• 50 Personnel
• 5 UM11 Educational Sector Root Compromise

(Hacker) 1 Day

Table 32: Information Assurance Case Study Attributes

                                          

8 Number indicates approximate personnel values.  A plus sign (+) denotes numbers are probably higher than number listed.
9 Full-time Employees
10 Part-time Employees
11 Upper Management
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Attributes Loss
Estimates ($)

Other Impacts Number of
Targets

Cases

A $18 Million
(Lost Revenues)

• 19% Net Income Loss (yr)
• 9% Sales Loss (yr)
• Stock Shares Fell (yr)
• Increased Freight and Warehousing Costs

Entire Network

B $40,000 • Loss of Customers
• Insurance Settlement

1 Computer

C

$6.1 Billion (Lost Revenues)

$6.6 Billion (Total Losses between two
incidents)

• $3-5 million (customer compensations)
• $48 decrease per share (one week)
• 4% 1-day drop in share price
• $5 million loss; 26% loss in share price

(1-quarter)

Entire Network

D
• $3,000 Recovery Person hours
• 1,500 hours of lost production ($45,000)
• $0 hardware and software

• User Downtime
• System Trust

§ 100 workstations
§ 2500 workstations (partial)

E $10,000 (man-hours, 2 people) • Spent 5 days investigating the incident 1 Multipurpose Server (email,
web, etc.)

Table 33: Information Assurance Case Study Attributes (Continued)



189

Attributes
RA/RM

Invested ($) prior
to Incident

Reoccurrence
(Yes or No)

Action Taken
after Incident

Cases

A $0 N • Risk Assessments
• Hired IT personnel to fix the problem

B $0 N

• Reconstitution
• Risk Assessment

costing ~$5,000
• Contracted out to fix the problem

C $10 Million12
Y

(Lost $0.5 Million
Last Time)

• $14 million spent in redundancy, warm backup sites and disaster
recovery assessments

• $40 Million on total architecture and redesign engineering investments

D

Very Negligible

• Antivirus Software
• Training (education)

Y
(Minor Last

Time)

• Reconstitution
• Virus Protection
• Alerts and notifications

E
$5,000

• Training (education)
N • Hired IT personnel to fix and investigate the problem

• Some Education about the incident

Table 34: Information Assurance Case Study Attributes (Continued)

                                          

12 There is no actual data on risk assessment and management for this organization.  We estimated the invested amount at $10 million,
which equates to a quarter of their total engineering and architecture investments for that organization based on expert evidence.
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9.2 Analysis of Case Studies

Table 35 is a summation of the case study results and represents the percent

spent on risk assessment prior to and after an IA incident.  Percentages within the table

are calculated based on a ratio between the amount spent on risk assessment and the

amount lost for a particular incident.  The table illustrates the case organizations

conducted risk assessment and management after an IA incident and in the course of

returning their information systems to normal operations.  Although the numbers vary

greatly, Cases B and E both stated that they believed if some level of proactive risk

assessment and management was conducted their losses due to the IA incidents would

have been mitigated.

Cases
Percent spent on risk

assessment prior to IA
incident

Percent spent on risk
assessment after the IA

incident
A 0% 0.2%
B 0% 12.5%
C 0.15% 0.6%
D Not enough data 10.42%
E Not enough data 50.00%

Table 35: Case Study Results
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Chapter 10  Conclusions and Future Research

10.1 Conclusions

A methodology is practical if it can be applied easily and aids the decisionmaking

process in an acceptable timeframe.  The proposed methodology merges two separate

engineering processes (United States Military Academy Systems Engineering Design

Process (SEDP), and Risk Assessment and Management Engineering Process) to

produce a comprehensive and systematic “prototype” to assess and manage information

assurance risks.  The methodology is adaptable for all organizations and focuses on

improving the level of trust between user, and information or system.  Information

assurance is a multi-dimensional issue and requires a methodology that: 1) identifies all

levels of decisionmaking and risk, 2) allows users to manage those levels, 3) allows

behavioral and human aspects to emerge during the process, 4) allows users to qualify

and quantify the risks and generated policy options for the system, and 5) allows multiple

perspectives to attempt to model the entire system.

The US Army engages in a future that is characterized with greater ambiguity

and presents unique challenges in IA with an increase in technology reliance for military

operations.  The methodology contributes to handling current and future uncertainty and

risks facing the US Army.  The methodology provides the system engineering and the

military communities with: 1) an initial HHM that may be adapted to any organization

based on their mission and scope, 2) quantitative risk analysis tools which utilize both

the mean and extreme event values, and 3) a IA metric taxonomy to generate

organizational objectives and system metrics in order to measure the improvement in

reducing IA risks.
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10.2 Future Research

Joint Vision 2020 is a strategic plan for a large-scale hierarchical system of

systems.  Information Assurance is a core focus of Joint Vision 2020 in achieving

information superiority on the future battlefield.  Information systems will play a crucial

role in enhancing the capabilities of the military for the next two decades and beyond.

As an instructor and researcher at the United States Military Academy, I plan to conduct

research within the IA spectrum.  My focus consists of improving information assurance

modeling, metrics, simulation methods, and automating the IA methodology.

1. Modeling: Construct Leontief [Haimes, 2000b] interconnected and interaction

matrices of all C4ISR systems to improve the critical IA measurements (e.g.,

reliability, availability) of the Army’s information networks and decrease the

complexity of those networks.

2. Metrics: Improve IA metrics with simulation and scenario testing of Army

information networks and products.  Research or develop lower and upper

bounds, benchmarks for IA metrics.

3. Simulation:  Build simulation guidelines that identify potential IA problems and risk

of extreme events on C4ISR systems within the Army through the use of

simulation software.   The simulation results will focus on reducing the risks of

information assurance and identify gaps in systems.

4. Methodology: Ultimately, decisionmakers will make the decisions affecting IA and

an automated process increases the chance for success when dealing with large,

complex and integrated systems.  The methodology can be enhanced with the

use of decision support tools, and automation to allow users to better and quickly

identify and manage IA risks.
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Appendix A: Fault-tree Diagrams
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Figure 58: Fault-tree Diagrams for Policy Options A, B, C, F, G, H, and I
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Appendix B: HHM Figures
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A.2.3

Land Information Warfare Activity (LIWA)
A.2.2

Department of Defense (DOD)
A.2.1

Director of Information Systems for Command,
Control Communications and Computers (DISC4)

A.2.16

Joint Task Force - Computer Network Detection (CND)
A.2.15

Other CERT's, IRC's & IRT's
A.2.14

Intelligence Community (IC)
A.2.13

Secretary of the Army
A.2.12

Army Major Commands (MACOM's)
A.2.11

Army Training Command (TRADOC)
A.2.10

CERT Coordination Center (CERT/CC)
A.2.9

Army Information Systems Security
Management Office (ISMO)

A.2.24

Army C2 Protect Triad: DCSOPS, DCSINT, DISC4
A.2.23

Central Intelligence Agency (CIA)
A.2.22

Army IA Directorate
A.2.21

National Information Protection Center (NIPC)
A.2.20

National Security Agency (NSA)
A.2.19

Other Service Departments (Navy, Airforce, Marines)
A.2.18

Department of the Army (DA)
A.2.17

Army CERT (ACERT)
A.2.31

Signal Center, FT Gordon
A.2.30

Army Signal Command (ASC)
A.2.29

 Army Joint Staff (J6K) orJTF
A.2.28

Defense Infomation Systems Agency (DISA)
A.2.27

Space Command (SPACECOM)
A.2.26

Communications Electronics Command
A.2.25

IA Army Operations Organizations
A.2

Organizational
A

Figure 61: HHM Diagram (Head-topic: A.2)
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Academia
A.3.9

Defense Science Board Task Force
A.3.8

National Aeronautical Space Agency (NASA)
A.3.7

Army Signal Command (ASC)
A.3.6

Signal Center, Fort Gordon
A.3.5

National Science & Technology Council (NSTC)
A.3.4

Joint Command and Control Warfare Center
A.3.3

National Infrastructure Advisory Council (NIAC)
A.3.2

National Institute of Standards and Technology (NIST)
A.3.1

Director of Information Systems for Command,
 Control Communications and Computers (DISC4)

A.3.18

Industry
A.3.17

Army Electronic Proving Grounds
A.3.16

Science Applications International Corporation (SAIC)
A.3.15

CERT Coordination Center
A.3.14

Director for OPS Readiness Mobilization (DAMO-OD)
A.3.13

Information Warfare Executive Board (IWEB)
A.3.12

Information Assurance Group/Committee (IAG/C)
A.3.11

Information Warfare Research Center (IWRC)
A.3.10

Professional Organizations
A.3.27

Government/Federal Sector
A.3.26

Defense Threat Reduction Agency (DTRA)
A.3.25

Army Research Labortaory (ARL)
A.3.24

Survivability/Lethality Analysis Directorate (SLAD)
A.3.23

Private Sector, Commercial Vendors
A.3.22

Software Engineering Institute (SEI)
A.3.21

RAND Corporation
A.3.20

Information Sharing & Analysis Center (ISAC)
A.3.19

National Security Telecommunications
Advisory Committee (NSTAC)

A.3.36

System Administration, Networking & Security
 Institute (SANS) A.3.35

Computer Science and Telecommunicaitons Board
(CSTB) A.3.34

Critical Infrastructure Coordination Group (CICG)
A.3.33

MITRE Corporation
A.3.32

National Research Council (ARC)
A.3.31

Center for Army Lessons Learned (CALL)
A.3.30

Defense Advanced Research Projects Agency
(DARPA) A.3.29

Communications Electronics Command (CECOM)
A.3.28

 IA Research & Development Organizations
A.3

Organizational
A

Figure 62: HHM Diagram (Head-topics: A.3)
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President's National Security Telecommunciations
Advisory Commitee (NSTAC)

A.4.8

U.S. Security Policy Board (SPB)
A.4.7

Federal Communicaitons Council (FCC)
A.4.6

Office of Net Assessment (ONA)
A.4.5

Federal Emergency Management Agency (FEMA)
A.4.4

Executive Office
A.4.3

Directory for Strategy, Plans & Policy (DAMO-SSP)
A.4.2

National Information Protection Center (NIPC)
A.4.1

The Office of National Coordinator of Security,
 Infrastructure, Protection & Counter-terrorism

A.4.16

Critical Infrastructure Assurance Office (CIAO)
A.4.15

Local & State Crisis Management Services
A.4.14

Central Intelligence Agency (CIA)
A.4.13

Government Accounting Office (GAO)
A.4.12

Network Incident Analysis Cell (NIAC; NSA)
A.4.11

National Security Agency (NSA)
A.4.10

National Communications Service (NCS)
A.4.9

President's Commission on Critical Infrastructure Protection (PCCIP)
A.4.23

U.S. Intelligence Community (USIC)
A.4.22

Local & State Law Enforcement
A.4.21

Federal Bureau of Investigations (FBI)
A.4.20

Department of Justice (DOJ)
A.4.19

Department of Energy (DOE)
A.4.18

Computer Security Institute (CSI)
A.4.17

 IA National Organizations
A.4

Organizational
A

Figure 63: HHM Diagram (Head-topic: A.4)
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CERT Coordination Center (CERT/CC)
Carnegie Mellon

A.5.7

German Research Network Computer
Emergency Response Team (GRN-CERT)

A.5.6

Austrialian CERT (AusCERT)
A.5.5

Navy CERT
A.5.4

Air Force CERT
A.5.3

Army CERT
A.5.2

Department of Defense CERT
A.5.1

Defense Information Agency Center for Automated
Systems Security Incident Support Team (ASSIST)

A.5.16

Automated Systems Incdient Response Capability
(NASIRC) A.5.15

NASA Automated Systems Incident
Response Capability

A.5.14

Computer Incident Advisory Capability
CIAC (U.S. Dept of Energy)

A.5.13

Forum of Incident Reponse and Security Teams
(FIRST) A.5.12

Federal Computer Incident Response Capability
(FedCIRC) A.5.11

Security Improvement Modules (CERT/CC)
A.5.10

Naval Computer Incident Response Team
(NAVCERT) A.5.9

Army Network and Systems Operation Center
A.5.8

CERTs, IRTs, IRCs
Computer Emergency Response Teams (CERT)
Incident Response Teams/Capability (IRT/IRC)

A.5

Military
A.6.4

Government
A.6.3

Industry
A.6.2

Academia
A.6.1

Organizational and Structure Types
A.6

Operation
A.7.3

Planning
A.7.2

Strategic
A.7.1

Decisionmaking Levels
A.7

Organizational
A

CERTs

IRTs/IRCs

Figure 64: HHM Diagram (Head-topics: A.5, A.6 and A.7)
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Overlooking or Ignoring
Defects/Problems {A.8.8}

Understaffed
A.8.7

Lack of Qualified Personnel
A.8.6

Lack of Counseling
A.8.5

Paranoia
A.8.4

Lack of Job Challenges/Motivation
A.8.3

Retention Program
A.8.2

Work Environment
A.8.1

Awards, Promotions & Incentive Programs
A.1.5.17

Lack a Security Program
A.8.16

Tendency to accept the most
Favorable Hypothesis {A.8.15}

Lack of Inspections
A.8.14

Missing Signals or Valuable Data
A.8.13

Lack of Clearly Defined Goals
A.8.12

Communication Breakdown
A.8.11

Lack of Team Building
A.8.10

Lack of Leadership
A.8.9

Lack of Institutional Knowledge
A.8.26

Lack of Flexibility and Innovation
A.8.25

Time Management
A.8.24

"Kill the Messenger" Syndrome
A.8.23

Lack of Documentation
A.8.22

Span of Control
A.8.21

Under-funded
A.8.20

Lack of Situational Awareness
A.8.19

Complacency
A.8.18

Honest Evaluation Reports
A.8.32

Covering-up Mistakes
A.8.31

Lack of Risk Assessment
A.8.30

Lack of Quantative Assessment
A.8.29

Lack of a Long-term Road Map
A.8.28

Lack of Daily Organization
A.8.27

Organizational Errors
A.8

Organizational
A

Figure 65: HHM Diagram (Head-topic: A.8)
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Technical Support Personnel
A.9.9

Detectors
A.9.8

Biometrics
A.9.7

Secure Areas/Safes
A.9.6

Policy Servers
A.9.5

Visualization Tools
A.9.4

Antivirus Software
A.9.3

ID Tags
A.9.2

Spying
A.9.1

Virtual Private Networks (VPN)
A.9.18

Information Classification
A.9.17

Review Unexpected Behavior
A.9.16

Information Sharing
A.9.15

Policies
A.9.14

Reports
A.9.13

Network Tracking Tools
A.9.12

Electronic Certificates
A.9.11

Sensors
A.9.10

Security Programs
A.9.27

Security Checks
A.9.26

Guards
A.9.25

Investigations
A.9.24

Leadership Presence
A.9.23

IA Monitors
A.9.22

Dedicated IA Personnel
A.9.21

Training/Seminars
A.9.20

Cameras
A.9.19

Review System Logs
A.9.35

Reaction Teams
A.9.34

Intranets
A.9.33

Escorts
A.9.32

Signature Files
A.9.31

Encryption
A.9.30

Passwords
A.9.29

Meetings
A.9.28

Organizational Practices
A.9

Organizational
A

Figure 66: HHM Diagram (Head-topic: A.9)
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Institute for Defense Analysis
IDA Paper P-1357

A.10.11

Institute for Defense Analysis
IDA Document D-1792

A.10.10

DOD Directive 3600.1
A.10.9

Computer Security Act of 1987
A.10.8

Federal Govt Policies
A.10.7

National HUMIT Directive
A.10.6

Defensive Planning Guidance (DGP)
A.10.5

NSTISSP Number 11
A.10.4

Joint Warfare Capability Assessment (JWCA)
A.10.3

Information Warfare Policy (CJCSI 3210.01)
A.10.2

Military Critcal Technology List (MCTL)
A.10.1

CJCSI 6510.01A
Defensive Information Warfare Implementation

A.10.22

Preparation of Joint Docrine for IW
Joint Publicaiton 3-13

A.10.21

 DOD Information Warfare: Implementing the Vision
A.10.20

Defense Doctrine 8000.1
A.10.19

National Security Directive 42
A.10.18

Executive Order 12864
A.10.17

Executive Order 12356
A.10.16

Executive Order 13010
A.10.15

PPD 62 (Classified; President Clinton)
A.10.14

PPD 63 (Unclassified; President Clinton)
A.10.13

PPD 39 (President Bush)
A.10.12

Email Policy
A.10.30

Encryption Policy
A.10.29

OMB Circular A-130 (NSA & NIST)
A.10.28

Defense Doctrine 5200.28
A.10.27

DISA WWW Policy (DPL 1998-7)
A.10.26

Public Law 100-235
A.10.25

INFO Systems Security Program
A.10.24

DISAI 630-230-19
A.10.23

National, DOD & DISA Policies
A.10

Organizational
A

DISA Policies

National & DOD Policies

Figure 67: HHM Diagram (Head-topic: A.10)
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Strategic, Departmental and Operational
IEW Operations (FM 34-37)

A.11.10

Antivirus Policy
A.11.9

Informaiton Security (AR 380-19)
A.11.8

Computer/Network Security Policies
A.11.7

DoD Directive 5200.25
A.11.6

Army Security Regulation (AR 380-53)
A.11.5

Army Security Regulation (AR 380-19)
A.11.4

Army Security Regulation (AR 25-1)
A.11.3

Army Secruity Regulation  (AR 70)
A.11.2

Army Information Operations (FM100-6)
A.11.1

Executive Order 12958; Classifying
National Security Information

A.11.17

Password Control Policies
A.11.16

Email Policies
A.11.15

CDAP
A.11.14

DISC4 Policies
A.11.13

DoD Web Policy
A.11.12

C2 Protect Library (6 Volumes)
A.11.11

Army Policy and Regulations
A.11

United Nations (UN)
A.12.8

G8
A.12.7

NORAD
A.12.6

NATO
A.12.5

Local
A.12.4

State
A.12.3

Regional
A.12.2

National
A.12.1

Institutional
A.12

Emergency Operations
A.13.5

Daily Operations
A.13.4

Communication
A.13.3

Subordinate Structure
A.13.2

Decisionmaking Structure
A.13.1

Organizational Structure
A.13

High Technology
A.14.12

Local Government
A.14.11

Federal Government
A.14.10

State Government
A.14.9

Education
A.14.8

Retail
A.14.7

Medical
A.14.6

Military
A.14.6

Transportation
A.14.5

Telecommunications
A.14.4

Financial
A.14.3

Manufacturing
A.14.2

Utility
A.14.1

Organizational Categories
A.14

Organizational
A

Figure 68: HHM Diagram (Head-topics: A.11, A.12, A.13 and A.14)
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National/International Jurisdiction
A.15.10

Computer Fraud & Abuse Act
(Title 18, Section 1030) A.15.9

Access Device Fraud Act
A.15.8

Atomic Energy Act of 1954
A.15.7

Privacy Protection Act of 1980
A.15.6

National Air & Space Act of 1958
A.15.5

Telecommunications Act of 1996
A.15.4

Privacy Act of 1974
A.15.3

Patents
A.15.2

E-Commerce Act
A.15.1

Proprietary Rights
 (Ward vs. Califormia 1972) (A.15.19)

Law of Armed Conflict
A.15.18

Federal Statutes
A.15.17

42 U.S. Code (USC) 2451
A.15.16

UN Charter
A.15.15

Computer Security Act of 1987
A.15.14

Public Law 100-235
A.15.13

International Law
A.15.12

U.S. Constitution Privacy Component
A.15.11

1994 Communcations Assistance for
Law Enforcement Act (CALEA) {A.15.28}

Uniform Code of Military Justice (UCMJ)
A.15.27

Foreign Intelligence Survellience Act
A.15.26

Information Technology
Management Reform Act {A.15.25}

Computer Security Enhancement
Act of 1999 (A.15.24)

Exclusionary Rule
A.15.23

Freedom of Information Act
A.15.22

U.S. Customs Security Policy
A.15.21

Paperwork Reduction Act
A.15.20

Legislation (Legal) Issues
A.15

Personnel, Organizational Privacy
A.16.6

Ecomomic Competitors
A.16.5

International Law
A.16.4

Cyber Boundaries
A.16.3

Computer Network Attack
A.16.2

Computer Network Exploitation
A.16.1

International Issues
A.16

Protect, Detect, React, Restore
A.17.5

Protect, Detect, Manage
A.17.4

Protect, Detect, React
A.17.3

National Security Strategy
A.17.2

Defensive Information Warefare Strategy
A.17.1

Strategies and Doctrine
A.17

Organizational
A

Figure 69: HHM Diagram (Head-topics: A.15, A.16, A.17 and A.18)
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Interim External Certificate Authorization (IECA)
 A.18.8

Key Management Infrastructure (KMI)
A.18.7

Intrustion Detection & Monitoring
A.18.6

Readiness Assessments & Red Teaming
A.18.5

Secret and Below Interoperability (SABI)
A.18.4

Critical Asset Assurance Program (CAAP)
A.18.3

Defense-wide Information Assurance Program (DIAP)
A.18.2

Vulnerability Assessment & Analysis Program (VAAP)
A.18.1

Force XXI Initiative (Digitizing the Military)
 A.18.15

Reaction & Recovery
 A.18.14

Emergency Response Teams (ERT)
 A.18.13

Institute Information Infrastructure Protection (I3P)
 A.18.12

Federal Cyber Service (FCS)
 A.18.11

Private Key Infrastructure (PKI)
 A.18.10

Federal Intrusion Detection Network (FIDN)
 A.18.9

Other CIP Programs (Critical Infrastructure Programs)
 A.18.22

Computer Defense Assistance Program (CDAP)
 A.18.21

Army Information Security Program (AISP)
 A.18.20

Protect, Detect, React
 A.18.19

Software Managment Initiative (SMI)
 A.18.18

Automated Intrusion Monitoring System (AIMS)
 A.18.17

Network Security Improvement Program (NSIP)
 A.18.16

Predictive Analysis Mehodology (PAM)
 A.18.29

User and System Administration Training
 A.18.28

Defense-in-Depth
 A.18.27

Installation Information Infrasturcture Modernization
Program  A.18.26

Tactical Command & Control System Program
 A.18.25

Warfighter Information Network Program
 A.18.24

Information Assurance Vulnerability Alert (IAVA)
 A.18.23

Information Assurance  Programs
A.18

Organizational
A

Figure 70: HHM Diagram (Head-topic: A.18)
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Too much trouble
A.19.4

Adversaries
A.19.3

Competitors
A.19.2

Negative Publicity
A.19.1

Non-reporting Intrusion Reasons
A.19

Software Dependability
A.20.7

Network Engineering Development
A.20.6

Security Technology Development
A.20.5

Vulnerability Analysis
A.20.4

Failure Analysis
A.20.3

System Architecture
A.20.2

Policy Research
A.20.1

Behaviorial & Social Engineering
A.20.13

Systems Engineering
A.20.12

Component Development
A.20.11

Simulation
A.20.10

Fault Tolerance
A.20.9

Dependability Assessments
A.20.8

IA Research Areas
A.20

Organizational
A

Figure 71: HHM Diagram (Head-topics: A.19 and A.20)
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Retention, Awards, Promotions
B.1.11

Stress/Pressure
B.1.10

Cost or Incentives
B.1.9

Motivation
B.1.8

Challenges
B.1.8

Intelligence Leaks
B.1.7

Unfrequent changing of passwords
B.1.6

Lack of Background Checks
B.1.5

Imcompetence
B.1.4

Proper Security Levels
B.1.3

Password Policies
B.1.2

Training
B.1.1

"Robin Hood" Syndrome
B.1.22

Underfunded
B.1.21

Understaffed
B.1.20

Time
B.1.19

Work Environment
B.1.19

"Planned Errors or Damage"
B.1.18

Temptations
B.1.17

"Honest Errors"
B.1.16

Complacency
B.1.15

IA Situational Awareness
B.1.14

Leadership
B.1.13

Security Practices
B.1.12

Human Failures
B.1

Social Engineering
B.2.7

Wire Tapping
B.2.6

Violation of Privacy
B.2.5

Economic Gaps
B.2.4

Ignorance
B.2.3

Open Society
B.2.2

Dynamics of Societal Change
B.2.1

Leadership
B.2.13

Unsupervisory Environment
B.2.12

Organizational Work Load
B.2.11

Complacency
B.2.10

Keeping Secrets
B.2.9

Encryption Policies
B.2.8

Sociological Factors
B.2

Organizational Reward System
B.3.14

Decetralization
B.3.13

Independence
B.3.12

Open Communication
B.3.11

Worker Autonomy
B.3.10

Differences in Justice
B.3.9

Standards of Living
B.3.8

Traditions
B.3.7

Education
B.3.6

Lack of IA Understanding
B.3.5

Reactive vs. Proactive
B.3.4

Trused Responsibilty
B.3.3

Computer Proficiency (Novice, Expert)
B.3.2

Age
B.3.1

Cultural Factors
B.3

People (Human Factors)
B

Figure 72: HHM Diagram (Head-topics: B.1, B.2 and B.3)
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International Connections
B.4.a.3

Recruitment/Attraction
B.4.a.2

Organizational Structure
B.4.a.1

Organizational Characteristics
B.4.a

Tactics/Methods Used
B.4.b.3

Level of Expertise
B.4.b.2

Planning
B.4.b.1

 Operational Characteristics
B.4.b

Potential Weaknesses
B.4.c.3

Personal Characteristics
B.4.c.2

Motivation
B.4.c.1

Behavioral Characteristics
B.4.c

Support Structure
B.4.d.3

Minimum Equipment Required
B.4.d.2

Training
B.4.d.1

Resource Characteristics
B.4.d

Computer Criminal Characteristics
B.4

People (Human Factors)
B

Figure 73: HHM Diagram (Head-topic: B.4)
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Strategies and Heuristics
B.5.a.5

Schema Properties
B.5.a.4

Resource limitations
B.5.a.3

Change-enhancing bias
B.5.a.2

Ecological Constraints
B.5.a.1

Basic Error Tendencies
B.5.a

Action Control
B.5.b.8

Inferential Processing
B.5.b.7

Judgmental Processing
B.5.b.6

Recognition Processing
B.5.b.5

Long-term Memory
B.5.b.4

Temporary Memory
B.5.b.3

Input Selection
B.5.b.2

Sensory Registration
B.5.b.1

 Information Processing Domains
B.5.b

Reasoning Errors
B.5.c.8

Errors of Judgement
B.5.c.7

Inaccurate and Blocked Recall
B.5.c.6

Recognition Failures
B.5.c.5

Unintended Words and Actions
B.5.c.4

Memory Lapses
B.5.c.3

Attentional Failures
B.5.c.2

False Sensations
B.5.c.1

Primary Error Groupings
B.5.c

Human Errors in Modeling
B.5

Actions
B.6.a.4

Skills
B.6.a.3

Attributes
B.6.a.2

Values
B.6.a.1

Parameters
B.6.a

Strategic
B.6.b.3

Organizational
B.6.b.2

Direct
B.6.b.1

Levels of Leadership
B.6.b

Leadership Aspects
B.6

People (Human Factors)
B

Figure 74: HHM Diagram (Head-topics: B.5 and B.6)
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Mentor Apprenticeships
B.7.8

Research
B.7.7

Training wiht Industry (Internships)
B.7.6

Clinical Rotations
B.7.5

Computer/Internet Based
B.7.4

Peer Learning
B.7.3

Student-centric
B.7.2

Teacher-centric
B.7.1

IA Education Trainng Methods
B.7

DISA Infosecurity Awareness Training
B.8.5

Industry Courses (i.e. Microsoft's
Certification Course) B.8.4}

Academia Information Assurance &
Information Security Courses B.8.3}

Defense Security Service (DSS)
B.8.2

Information Security Training
B.8.1

IA Training
B.8

People (Human Factors)
B

Figure 75: HHM Diagram (Head-topics: B.7 and B.8)
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Computers
C.1.12

Tactical Radios
C.1.11

Electric Power
C.1.10

Policy Servers
C.1.9

Internet Service Site
C.1.8

Phone Lines
C.1.7

Microchips
C.1.6

Microwave
C.1.5

Satellites
C.1.4

Routers
C.1.3

Servers/Hosts
C.1.2

Government Off the Shelf Hardware (GOTS)
C.1.1

Defense Satellite Communications System (DSCS)
C.1.24

Biometrics
C.1.23

Cellular Ground Sites
C.1.22

Firewalls/Guards
C.1.21

Video Teleconferencing (VTC)
C.1.20

Fiber
C.1.19

Cables/Wires
C.1.18

Mass Storage Devices
C.1.17

Data/Voice Switches
C.1.16

Voice Switches
C.1.15

Wireless
C.1.14

Commercial Off the Shelf Hardware (COTS)
C.1.13

Computer Chips/RAM/ROM/Silicon entities
C.1.36

GPS Ground & Space
C.1.35

C4ISR Systems
C.1.34

Internet Service Providers (ISP)
C.1.33

Boundary Controllers
C.1.32

Local Area NetworksLANs
C.1.31

Bandwidth Technologies
C.1.30

File Servers
C.1.29

SONET Backbones
C.1.28

ATM Backbone
C.1.27

Web Servers
C.1.26

Domain Name Servers (DNS)
C.1.25

Defense Information Systems Network (DISN)
C.1.47

Fortezza Smart Cards
C.1.46

Intranet/Virtual Private Networks (VPN)
C.1.45

Bandwidth on Demand (Adaptive Bandwidth)
C.1.44

Internet Backbone
C.1.43

Kernels
C.1.42

Wide Area Networks (WANs)
C.1.41

Common Datalink (CDL)
C.1.40

DOD Non-Secure Data Networks (NIPRNET)
C.1.39

DOD Secure Data Networks (SIPRNET)
C.1.38

Sensors (FIDNET)
C.1.37

Hardware Failures
C.1

Assets
C

Figure 76: HHM Diagram (Head-topic: C.1)
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Training and Awareness
C.2.a.11

Antivirus Technology
C.2.a.11

Sensors
C.2.a.10

PGP Technology
C.2.a.9

Survivability Systems
C.2.a.8

Digital Signatures & Recognition
C.2.a.7

Monitoring
C.2.a.6

Cryptography
C.2.a.5

Authentication
C.2.a.4

Automatic Detection
C.2.a.3

Intrusion Detection
C.2.a.2

Firewalls
C.2.a.1

Defensive
C.2.a

Datamining and Data Visualization
C.2.b.10

Virus Detection and Irradication
C.2.b.9

Malicious Code Detectors
C.2.b.8

Network Operation Centers
C.2.b.7

Network Sniffers
C.2.b.6

Research, Development  & Acquisition
C.2.b.5

Information Gathering
C.2.b.4

Surveillance
C.2.b.3

Audits
C.2.b.2

Background Security Checks
C.2.b.1

Offensive
C.2.b

Standard Operating Procedures (SOPs)
C.2.c.9

Emergency Plans
C.2.c.8

Biometrics
C.2.c.7

Offsite Backup Sites
C.2.c.6

New Protocols
C.2.c.5

Wireless
C.2.c.4

Network (Shared) Applications
C.2.c.3

Alternate Operations Center
C.2.c.2

Bandwidth
C.2.c.1

Infrastructure
C.2.c

Technologies and Systems
C.2

Delaying
C.3.4

Corrupting
C.3.3

Compromising
C.3.2

Availability
C.3.1

Trustworthiness Components
C.3

Any Sensitive Document, Manual or
Report {C.4.9}

Future Plans or Operations
C.4.8

Personnel or Organizational Evaluation
Reports {C.4.7}

Operational Plans (SOPs)
C.4.6

Personnel Records (SSN, etc.)
C.4.5

Detailed Plans, Drawings for Weapons,
Infrastructures, Equipment C.4.4

Personnel, Unit & Equipment Movements
C.4.3

Operations Orders (OPORDs)
C.4.2

Major Exercise Planning
C.4.1

Critical Documents and Reports
C.4

Assets
C

Figure 77: HHM Diagram (Head-topics: C.2, C.3 and C.4)
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Hardware/Software (Tangibles)
C.5.8

Critical Support (Staff Funcitons)
C.5.7

Internal Interfaces
C.5.6

Backup Information Storage Sites
C.5.5

Hot, Warm and Cold Sites
C.5.4

Communications (Command and Control)
C.5.3

Command Post Elements
C.5.2

External Interfaces/Connections
C.5.1

Assets and Information Recovery
C.5

Reliability
C.6.6

Accuracy
C.6.5

Object Re-use
C.6.4

Accountibility
C.6.3

Access Control
C.6.2

Identification/Authentication
C.6.1

Computer System Vulnerabilities
C.6

Token-Based Mechanisms
C.7.4

Biometric Techniques
C.7.3

Cryptographic Authentication
C.7.2

Network-Based Authentication
C.7.1

Identification & Authentication Mechanisms
C.7

Assets
C

Figure 78: HHM Diagram (Head-topics: C.5, C.6 and C.7)
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Commercial-off-the-shelf Software (COTS)
D.1.9

Malicious Code Detectors
D.1.8

Cookies
D.1.7

Public Key Algorithms
D.1.6

Intelligence Tracking Systems
D.1.5

Datalink Protocols
D.1.4

User Applications
D.1.3

Network Protocols
D.1.2

Operating Systems (OS)
D.1.1

Govenment-off-the-shelf Software (GOTS)
D.1.18

Secret Key Algorithms
D.1.17

Command & Control Tracking Systems
D.1.16

Tactical Specific Software
D.1.15

SCADA Systems
D.1.14

Intrusion Detectors
D.1.13

Internet Software
D.1.12

Databases
D.1.11

File Transfer Protocols
D.1.10

Force XXI Battle Command Brigade & Below (FBCB2)
D.1.27

Army Ground Command Control System (AGCCS)
D.1.26

Protocols/Protocol Monitors
D.1.25

Other Army Specific Software Systems
D.1.24

Movement Tracking System (MTS)
D.1.23

Combat Service Support Control System (CSSCS)
D.1.22

Maneuver Control Systems (MCS)
D.1.21

Army Battle Command System (ABCS)
D.1.20

Web Based Servers
D.1.19

Algorithms
D.1.36

Firmware
D.1.35

Datamining Tools
D.1.34

Authentication Protocols
D.1.33

Warfighter Information Network-Tactical (WIN-T)
D.1.32

Infrastructure Applications: (Biling, Switching, Routing)
D.1.31

Financial Software
D.1.30

Defense Messaging System (DMS)
D.1.29

Electronic Mail Systems
D.1.28

Software Failures
D.1

Software
D

Figure 79: HHM Diagram (Head-topic: D.1)
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Practical Extraction & Report Language (PERL)
D.2.11

Oracle, Access Database Languages
D.2.10

Shared Code/Languages
D.2.9

Mobile Code/Languages
D.2.8

Machine Languages
D.2.7

UNIX
D.2.6

FORTRAN
D.2.5

C-Code (All Versions; C, C++, etc.)
D.2.4

BASIC
D.2.3

HTML
D.2.2

JAVA
D.2.1

Computer Languages
D.2

Disk Operating System (DOS)
D.3.7

LINIX
D.3.7

UNIX Based OS
D.3.5

Apple OS
D.3.4

Solaris (SUN OS)
D.3.3

Windows NT (all versions)
D.3.2

Windows 9x, 2000
D.3.1

Operating Systems
D.3

Algorithms
D.4.5

System Protocols
D.4.4

Network Protocols
D.4.3

Communication Protocols
D.4.2

Electronic Mail Protocols
D.4.1

Protocols
D.4

Network Traffic Monitoring Activity
D.5.11

Profile Activity
D.5.10

Server Activity
D.5.9

System Administrator
D.5.8

Host Based
D.5.7

Program Specific
D.5.6

Network Connection
D.5.5

Route Table
D.5.4

System Activity
D.5.3

Process Activity
D.5.2

User Activity
D.5.1

Log Types
D.5

Software
D

Figure 80: HHM Diagram (Head-topics: D.2, D.3, D.4 and D.5)
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Understandability
D.6.13

Portability
D.6.12

Reusability
D.6.11

Enhancability
D.6.10

Repairability
D.6.9

Testability
D.6.8

Security
D.6.7

Efficiency
D.6.6

Usability
D.6.5

Reliability
D.6.4

Robustness
D.6.3

Completeness
D.6.2

Accuracy
D.6.1

Software Attributes
D.6

COTS
D.7.9

Interface Issues with Hardware
D.7.8

Poor System Configuration
D.7.7

Complexity
D.7.6

Trap Doors
D.7.5

Unused Security Features
D.7.4

Excess Privileges
D.7.3

Engineering Flaws
D.7.2

Viruses
D.7.1

Software Based Errors
D.7

Easily Quessed Sequence Numbers
D.8.1

Weak Authentication/Identification
D.8.1

Unused Header Fields
D.8.1

Protocol Based Errors
D.8

Mathematical Algoritm Flaws
D.9.1

Inadequate Character Selection
D.9.1

Inadequate Key Size
D.9.1

Cryptography Based Errors
D.9

Component-based Software
Development D.10.5

Autonomous Software
D.10.4

Active Software
D.10.3

End-user programming
D.10.2

Software Engineering
D.10.1

Software R & D Areas
D.10

Software
D

Figure 81: HHM Diagram (Head-topics: D.6, D.7, D.8, D.9 and D.10)
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Tailoring, Testing, &
Validation D.11.a.4

Configuration Management
D.11.a.3

Evolving Technology &
User Interface D.11.a.2

System Integration
D.11.a.1

Architecture, Structure,
and Patterns D.11.a

Internal or External Data
D.11.b.6

 Data Quantity
D.11.b.5

Data Consistency
D.11.b.4

Data Sources
D.11.b.3

Data Entry and Exit
Procedures D.11.b.2

Data Formats
D.11.b.1

Data
D.11.b

Functionality
D.11.c.4

COTS Hardware
D.11.c.3

Compatibility
D.11.c.2

Configuration
D.11.c.1

Equipment (Hardware)
D.11.c

Professional Quality of the Producer
D.11.d.4.a

Vendor Marketing Literature
Accuracy {D.11.d.4.b}

User and Vendor
Incompatibility {D.11.d.4.c}

Vendors
D.11.d.4

Suppliers
D.11.d.3

Operators
D.11.d.2

Customers
D.11.d.1

Users
D.11.d

User's Behavior
D.11.e.3

Desired Behavior
D.11.e.2

Emergent Behavior
D.11.e.1

Behavior
D.11.e

Commericial-off-the-shelf (COTS) Software
D.11

Assets
D

Figure 82: HHM Diagram (Head-topic: D.11a-D.11e)
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Operational Environment
D.11.f.7

Polices
D.11.f.6

Constraints
D.11.f.5

Business Drivers
D.11.f.4

End-user Processes
D.11.f.3

Non-functional Requirements
D.11.f.2

Functional Requirements
D.11.f.1

System Context
D.11.f

Vendor Conflicts
D.11.g.5

Component Interaction
D.11.g.4

Multiple Components
D.11.g.3

Single Component
D.11.g.2

COTS Documentation
D.11.g.1

Faults & Failures
D.11.g

Security Vulnerability Patches
D.11.h.3

Dynamic Software Upgrades
D.11.h.2

Dynamic Software Use
D.11.h.1

Applications Service
Providers D.11.h

Maintenance
D.11.i.5

Interface
D.11.i.4

Compatibility
D.11.i.3

Modifiability
D.11.i.2

Functionality
D.11.i.1

Complexity
D.11.i

Organizational Changes
D.11.j.10

Individual Changes
D.11.j.9

Worker Skill Improvement
D.11.j.8

Adversary Mentality
 D.11.j.7

User Ignorance
 (Products and Vendors) {D.11.j.6}

Marketplace Drivers Knowledge
D.11.j.5

End-user and COTS Product
Processes Mismatch {D.11.j.4}

Marketplace Leveraging
D.11.j.3

Constant COTS Upgrades
D.11.j.2

Resisting Business Evolution
D.11.j.1

Culture
D.11.j

Custom Development
D.11.k.3

Surgical Modification
D.11.k.2

Non-surgical Tailoring
D.11.k.1

COTS Modifications
D.11.k

Commericial-off-the-shelf (COTS) Software
D.11

Assets
D

Figure 83: HHM Diagram (Head-topic: D.11f-D.11k)
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Foreign Organizations
E.1.12

National States
E.1.11

Religious
E.1.10

Ethnical
E.1.9

Militia
E.1.8

Organized Crime
E.1.7

Drug Cartels
E.1.6

Extremists Groups
E.1.5

Anti-Government Groups
E.1.4

Cults
E.1.3

Political Groups
E.1.2

Coordinated Hacker Groups
E.1.1

Threat Groups
E.1

High Energy Radio Frequency (HERF)
E.2.11

Natural Disasters (Weather)
E.2.10

Sabotage
E.2.9

Coordinated IO Efforts
E.2.8

National Security
E.2.7

Extreme Catastrophic Events
E.2.6

Low Energy Lasers (LEL)
E.2.5

Vendors/Contractors
E.2.4

Electromagnetic Pulse (EMP)
E.2.3

Employees
E.2.2

Terrorists
E.2.1

Vulnerabilities
E.2.21

University Computer Harnessing
E.2.20

Fraud
E.2.19

Hackers
E.2.18

Orchestrated Tactical IW
E.2.17

Tactical Countermeasures
E.2.16

Criminals
E.2.15

Espionage
E.2.14

Insiders
E.2.13

Power Disruptions
E.2.12

Creating Nonauthorized Local Accounts
E.2.31

Blunders, Errors, Omissions
E.2.30

Advisary/Enemy Attacks
E.2.29

Message Blocking
E.2.28

Physical Attacks
E.2.27

Denial of Service (DOS)
E.2.26

Scans
E.2.25

Probing
E.2.24

Message Bombardment
E.2.23

Distributed Attacks
E.2.22

Threats
E.2

Recrational Hackers
E.3.2

Institutional Hackers
E.3.1

Hacker Types
E.3

Threats
E

Figure 84: HHM Diagram (Head-topics: E.1, E.2 and E.3)
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Back (Trap) Door Installed
E.4.11

Network Flooding
E.4.10

Packet Filtering
E.4.9

Rewrite Code
E.4.8

VPN Tampering
E.4.7

Viruses
E.4.6

Database Tampering
E.4.5

Denial of Information
E.4.4

Firewall Tampering
E.4.3

IP Spoofing (DNS Spoofing)
E.4.2

Denial of Service (DOS)
E.4.1

Installation of Unwanted Files
E.4.22

Hijacking
E.4.21

Software Damage
E.4.20

Password Hacking
E.4.19

Packet Sniffing
E.4.18

Probing
E.4.17

Political War
E.4.16

Psycological War
E.4.15

Chipping
E.4.14

Protocol Attacks
E.4.13

Hacking/Cracking
E.4.12

Distributed Denial of Service (DDOS)
E.4.33

Routing System Attacks
E.4.32

Time Bombs
E.4.31

Name Server Attacks
E.4.30

Hardware Damage
E.4.29

Mock Requests
E.4.28

Malicious Code
E.4.27

Worms
E.4.26

Trojan Horse
E.4.25

Fictitious Alerts
E.4.24

Quality of Service (QOS)
E.4.23

Password Shadowing
E.4.44

Spamming
E.4.43

GUI Changes
E.4.42

Disrupt Information
E.4.41

Physical Damage/Destruction
E.4.40

Network Routing Changes
E.4.39

Web Page Altering
E.4.38

Information Stealing
E.4.37

Information Altering
E.4.36

Information Distruction
E.4.35

Logic Bombs
E.4.34

Infrastructure Attacks
E.4

Threats
E

Figure 85: HHM Diagram (Head-topic: E.4)
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Email Message (Body, Text)
E.5.8

Shrink Wrapped
E.5.7

Email Attachment
E.5.6

Web Browsing
E.5.5

Email
E.5.4

Internet Download
E.5.3

Compact Disk (CD)
E.5.2

Diskette
E.5.1

Sources of Virus Infection
E.5

Database Attacks
E.6.4

Protocols Attacks
E.6.3

Routing System Attacks
E.6.2

Name Server Attacks
E.6.1

Malicious Attacks
E.6

Polymorphic
E.7.8

Companion
E.7.7

Password
E.7.6

Email
E.7.5

Data Storage
E.7.4

Application
E.7.3

Boot Sector
E.7.2

Macro
E.7.1

Hardware
E.7.15

Non-destructive
E.7.14

Anti-CMOS
E.7.13

File Infectors
E.7.12

Stealth
E.7.11

Zoo
E.7.10

Encrypted
E.7.9

Virus Types
E.7

Password/Encryption Automated
Deciphering E.8.7

Stealth Tools
E.8.6

Distributed DOS Tools
E.8.5

Whois Service?
E.8.4

Point and Click Hacker Tools
E.8.3

Remote Exloitation
E.8.2

Automated Attack Tools
E.8.1

Sophisticated Attack Tools
E.8

Threats
E

Figure 86: HHM Diagram (Head-topics: E.5, E.6, E.7, and E.8)
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Well-intentioned Employees
E.9.a.11

Hacker Groups & Individuals
E.9.a.10

Intelligence Services
E.9.a.9

Organized Crime
E.9.a.8

Thieves
E.9.a.7

Information Warfare
E.9.a.6

Foreign Governments
E.9.a.5

Natural Disasters
E.9.a.4

Disgruntled Employees
E.9.a.3

Terrorists
E.9.a.2

Thrill Seekers
E.9.a.1

Threat (Who?)
E.9.a

Identification Items
E.9.b.11

Security Items
E.9.b.10

IT Personnel
E.9.b.9

Databases
E.9.b.8

Web Sites
E.9.b.7

Back-ups
E.9.b.6

Resources
E.9.b.5

Software
E.9.b.4

Data/Information
E.9.b.3

Physical Hardware
E.9.b.2

Networks
E.9.b.1

Assets (What?)
E.9.b

Peak Time
E.9.c.2

Down Time
E.9.c.1

Time (When?)
E.9.c

Global
E.9.d.7

National
E.9.d.6

Regional
E.9.d.5

Local
E.9.d.4

Centralized
E.9.d.3

Other than CONUS (OCONUS)
E.9.d.2

Continental U.S. (CONUS)
E.9.d.1

Location (Where?)
E.9.d

Thrills
E.9.e.6

Political Gain
E.9.e.5

Information Gain
E.9.e.4

Malicious
E.9.e.3

Strategic Gain
E.9.e.2

Financial Gain
E.9.e.1

Intent (Why?)
E.9.e

Physical
E.9.f.2

Cyber/Electronic
E.9.f.1

Methods (How?)
E.9.f

Defense Information Infrastructure (DII) Threats
E.9

Threats
E

Figure 87: HHM Diagram (Head-topic: E.9)
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Earthquake
E.10.6

Tornado
E.10.5

Dirt
E.10.4

Forest Fire
E.10.3

Flood
E.10.2

Lightning
E.10.1

High Temperatures
E.10.12

Time (Aging Media)
E.10.11

Snow/Ice Storm
E.10.10

Hurricane
E.10.9

Rain/Water Damage
E.10.8

Humidity
E.10.7

Natural Threats
E.10

Unauthorized Copying
E.11.a.6

Physical Damage
E.11.a.5

File Sabotage
E.11.a.4

Computer Viruses
E.11.a.3

Hacking
E.11.a.2

Theft
E.11.a.1

Manmade (Intentional)
E.11.a

Air Conditioning Unit Failure
E.11.b.10

Programmer Error
E.11.b.9

Aging Facilities
E.11.b.8

Magnetic Fields
E.11.b.7

Lost Encryption Keys
E.11.b.6

User Error
E.11.b.5

Power Fluctuations
E.11.b.4

Lost Documentation
E.11.b.3

Spilled Beverages
E.11.b.2

Equipment Failure
E.11.b.1

Manmade (Unintentional)
E.11.b

Manmade Threats
E.11

Threats
E

Figure 88: HHM Diagram (Head-topics: E.10 and E.11)
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Interdependent
F.1.3

Parallel (Independent)
F.1.2

Serial (Independent)
F.1.1

Security Mechanism Relationship
F.1

Interoperability
F.2.7

Security
F.2.6

Ubiquitous
F.2.5

Mobility
F.2.4

Survivability
F.2.3

Robustness
F.2.2

Reliability
F.2.1

Technology & Network Architecture
F.2

Physical
F.4.7

Data-Link
F.4.6

Network
F.3.5

Transport
F.3.4

Session
F.3.3

Presentation
F.3.2

Application
F.3.1

Computer Layers
F.3

Architecture
F

Figure 89: HHM Diagram (Head-topics: F.1, F.2 and F.3)
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Global Information Infrastructure (GII)
F.4.4

National Information Infrastructure (NII)
F.4.3

Federal Information Infrastructure (FII)
F.4.2

Defense Information Infrastructure (DII)
F.4.1

Interlocking Computer Systems
F.4

Emergency Law Enforcement & Fire
F.5.9

Information
F.5.8

Federal Sector/Government
F.5.7

Public Health
F.5.6

Water Supply
F.5.5

Transportation
F.5.4

Communcation
F.5.3

Energy
F.5.2

Banking
F.5.1

National Infrastructures
F.5

Information Management
F.6.11

C4ISR
F.6.10

Personnel
F.6.9

Health Affairs
F.6.8

Security
F.6.7

Emergency Preparedness
F.6.6

Logistics
F.6.5

Space
F.6.4

Public Works
F.6.3

Transportation
F.6.2

Financial Services
F.6.1

Defense Infrastructures
F.6

Architecture
F

Figure 90: HHM Diagram (Head-topics: F.4, F.5 and F.6)
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Hetrogeneity
G.7.2

Homogeneity
G.7.1

Infrastructure System Component
Structure F.7

Tight
G.8.4

Loose
G.8.3

Complex
G.8.2

Linear
G.8.1

System Interaction/Coupling
F.8

System Integrity
F.9.4

Failsafe Operation
F.9.3

Availability
F.9.2

Reliability
F.9.1

Dependability
F.9.8

Maintainability
F.9.7

System Recovery
F.9.6

Data Integrity
F.9.5

Engineering System Model
Characteristics F.9

Architecture
F

Figure 91: HHM Diagram (Head-topics: F.7, F.8 and F.9)
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Video
G.1.3

Data
G.1.2

Voice
G.1.1

Analog
G.1.6

Multimedia
G.1.5

Digital
G.1.4

Spectrums
G.1

Global
G.2.5

Tactical
G.2.4

Theater
G.2.3

Strategic
G.2.2

National
G.2.1

Spatial
G.2

Cyber
G.3.4

Electronic
G.3.3

Mental
G.3.2

Physical
G.3.1

Mode
G.3

Long-Term (Months/Years)
G.4.4

Mid-Term (Weeks)
G.4.3

Short-Term (Hours/Days)
G.4.2

Immediate (Real Time)
G.4.1

Temporal
G.4

Information Environment
G

Figure 92: HHM Diagram (Head-topics: G.1, G.2 G.3 and G.4)
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Cellular (Wireless)
G.5.6

Radio
G.5.5

Telephone
G.5.4

Cable
G.5.3

Satellite
G.5.2

Television
G.5.1

Telecommunication Aspects
G.5

Dominance
G.6.5

Superority
G.6.4

Alacrity
G.6.3

Knowledge
G.6.2

Information Assurance
G.6.1

Infrastructure Principles
G.6

Technology
G.7.5

People
G.7.4

Needs
G.7.3

Regulations
G.7.2

Resources
G.7.1

Telecommunications
Infrastructure Princples G.7

Management (Knowledge and Security Managment)
G.8.6

Application Design and Implementation
G.8.5

Infrastructure and Services
G.8.4

Data Collection and Adminstration
G.8.3

Standards
G.8.2

Information Availability
G.8.1

Information Technology Management
Principles G.8

Information Environment
G

Figure 93: HHM Diagram (Head-topics: G.5, G.6, G.7 and G.8)
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Noncombatant Evacuation Operations (NEO)
H.1.13

Informations Operations
H.1.12

Nuclear War
H.1.11

Regional Conventional Conflict
H.1.10

Peace Enforcement
H.1.9

Limited Conflict
H.1.8

Sanctions Enforcement
H.1.7

Counter Operations
(Drug Interdiction, Border Patrols) H.1.6

Show of Force
H.1.5

Peace Operations
H.1.4

Humanitarian Assistance
H.1.3

Environmental Operations
H.1.2

Domestic Support
H.1.1

Army Operational Environments
H.1

Wireless Transmissions
H.2.9

Troposphere Transmissions
H.2.8

Satellite Ground Terminals (SATCOMs)
H.2.7

Commercial Interfaces
H.2.6

Strategic Interfaces
H.2.5

Large Switches
H.2.4

Small Switches
H.2.3

Nodes
H.2.2

Gateways
H.2.1

Unit Radio Transmissions (SINCGARS/CDL)
H.2.18

Microwave Transmissions
H.2.17

Multichannel Satellites
H.2.16

Retransmission Sites
H.2.15

Relays
H.2.14

Routers
H.2.13

File, Web Servers
H.2.12

Sensors
H.2.11

Intelligence Nodes
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Figure 94: HHM Diagram (Head-topics: H.1 and H.2)
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Figure 95: HHM Diagram (Head-topics: H.3, H.4, H.5, H.6 and H.7)
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Figure 96: HHM Diagram (Head-topics: I.1, I.2, I.3 and I.4)
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Figure 97: HHM Diagram (Head-topic: I.5)
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Encryption
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Figure 98: HHM Diagram (Head-topics: I.6 and I.7)
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Figure 99: HHM Diagram (Head-topic: J.1)
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Figure 100: HHM Diagram (Head-topic: J.2)
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Figure 101: HHM Diagram (Head-topic: J.3a-J.3f)
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Figure 102: HHM Diagram (Head-topic: J.3g-J.3k)
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Figure 103: HHM Diagram (Head-topic: J.4)
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Appendix C: IA Metric Definitions and Representations

Table 36 encapsulates the IA metrics, their definitions and representation.  The table has

four columns depicting the following attributes:

• Column-one: Represents the reference numbers for each IA metric.

• Column-two: Depicts the IA metric nomenclature.

• Column-three: Depicts a definition for each IA metric, which shows the conditions

where the metric could be used.

• Column-four: Illustrates an equation or a representation for each metric that

clearly shows the context and value of the metric.
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# IA Metric Metric Definition Equation or Representation

M.1 Algorithmic Efficiency Reflects the complexity of the algorithm
implemented to solve the problem.

Defined as the Big-O Notation where O means on
the order of [Fenton, 1997].  Algorithm efficiency
is an excellent comparison metric.
Examples of the worst case:

• Quick Sorting List Algorithm: O(n log(n)).
• Bubble Sorting Algorithm: O(n2).
• Comparison Algorithms: O(n2).

M.2 Bit Error Rate (BER)
[Whatis.com, 2001]

The percentage of bits that have errors
relative to the total number of bits
received in a transmission.  The BER is
an indication of the quantity of
retransmission bits for a given
transmission.  BER is usually expressed
as ten to a negative power [Whatis.com,
2001].

N

Errors
BER

∑
∞

= 1 , where

• Errors are the number of incorrect bits.
• N is the total number of bits for a set

transmission.

M.3 Buffering Factor

The number of components (i.e., security,
authentication and authorization
interfaces, gateway and proxy servers,
and firewalls) in place that increases the
difficulty and effort in gaining access to
information storage and access points.

 ...)()()(Factor  Buffering
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; where

• i=1 to n (n is a relative small number).
• ai is the first type of interface component.
• bi is the second type of interface

component.
• And so on.

M.4 Complexity (Coupling)
Coupling complexity is the number of
lines (connections) entering and leaving a
system or component [Jones, 1998].

Complexity (Coupling) = length (fan-in * fan-out)2

• Length is may be measured by Lines of
Code, length of connections or some other
size metric.

• Fan-in and fan-out are the measure of
entering and leaving connections from the
component.
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M.5 Complexity (Halstead)
[Jones, 1998]

The Halstead complexity metric (H)
[Jones, 1998] is based on information
theory and psychology and measures
software complexity using number of
operators and operands instead of length.

222121 loglog nnnnH += ; where
• n1 is the number of distinct operators in the

software.
• n2 is the number of distinct operands in the

software.

M.6 Complexity, Software
(McCabe) [Jones, 1998]

The McCabe software complexity metric
measures the decision complexity within
loops and conditional statements in
software.  The metric places the same
weight on nested and un-nested loops.

McCabe Software Complexity =
One more than the number of binary decisions for
a proper program

M.7 Complexity, Structure
(McCabe) [Jones, 1998]

The McCabe Cyclomatic Complexity
Metric (M) [Jones, 1998] measures the
number of linearly independent paths of a
system.

M = L-N+2P; where
• L is the number of links into and out of the

system.
• N is the number of nodes or

subcomponents of the system.
• P is the number of disconnected parts (if

none then P=1).

M.8 Confidentiality Levels

The number of informational categorical
divisions arranged for the purpose of
segregating information away from
unauthorized personnel.

Confidentiality Levels =
# of unique information separation categories
within an organization or system (e.g., secret,
classified, unclassified).



244

M.9 Coupling Interaction Index

Measures the relationship between
components and systems.  A level and a
scale  (e.g., extremely high, low)
represent the index.  Extremely high
corresponds to a system with large
consequences but low occurrence
probabilities.  Low corresponds to a
system with small consequences but
moderate to high occurrence probabilities.
These relationships are indicated with a
coupling interaction index.  Tight coupling
systems have very little slack between
them.  Loose coupling systems have
flexibility between them.  Linear
interactions are those expected
production or maintenance sequences
that are visible even if unplanned.
Complex interactions are unfamiliar or
unplanned sequences that are not visible
or not immediately comprehended
[Perrow, 1999].

Index:
• Extremely High: Tight, Complex (e.g.,

space, aircraft and nuclear operations).

• High: Loose, Complex (e.g., military
functions and missions).

• Moderate: Tight, Linear (e.g., power grids,
and dam operations).

• Low: Loose, Linear (e.g., Assembly line
productions).

M.10 Cryptographic Work Factor
(Number)

Number of operations required to break a
cryptographic system [Nichols, 1999].

Quantitative number usually written as 2n.  Where
n is the number of bits contained in the
cryptographic key.  The higher the number, the
longer it takes to break the key structure.
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M.11 Cryptographic Work Factor
(Time)

The amount of time it takes to break a
cryptographic system.

Temporal number related to number of system
operations used to break a cryptographic key
structure.  For example, the amount of time to
break a 40, 56, 64 and 128-bit key for 1995, 2000,
and 2005 (predicted based on Moore’s Law) is
listed below, respectively [Erkomaa, 1998].

• 40-bit: 68 hours, 8.6 minutes, 1.07 minutes.
• 56-bit: 7.4 weeks, 6.5 days, 19 hours.
• 64-bit: 36.7 years, 4.6 years, 6.9 months.
• 128-bit: 6.7x1017 millennia, 8.4x1016

millennia, and 1.1x1016 millennia.

The Data Encryption Standard (DES) algorithm
uses a 56-bit key and was broken by a distributed
network in 22 hours [Stallings, 1999].
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M.12 Data Immunity The probability that the information from a
system is correct and can be validated.

• Probability (0.00 to 0.25): The information is
from an un-trusted source.  Interaction with
the system has never been executed prior
to this time.  There is no system or policy in
place to validate or verify the receiving user
or system.

• Probability (0.26 to 0.50): The information is
from a fairly un-trusted source.  Interaction
with the system has been executed a few
times or on an irregular basis.  There is no
system or policy in place to validate or
verify the receiving user or system.

• Probability (0.51 to 0.75): The information is
from a trusted source confirmed with the
use of technology or policy.  Interaction with
the system is executed on a fairly regular
basis.  There is a system or policy in place
to validate or verify the receiving user or
system.

• Probability (0.76 to 1.00): The information is
from a trusted source and transactions are
executed on a daily basis.  There is
technology or a policy in place to validate or
verify the receiving user or system, which is
constantly upgraded and maintained.

M.13 Data Transfer/Access Rate The rate of bits that can be transferred or
accessed on a system per second. T

N
=Rate Date ; where

• N is the number of bits for a specific interval
of time (T).
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M.14 Defect Density Measure

This measure is used to determine the
reliability growth of a system during the
design phase [Dhillon, 1999].  This metric
requires the generation of defect severity
categories and must possess some
ambiguity.

∑
=

=
α

θ
1i

i
cd L

N
; where

• θcd is the cumulative defect ratio for design.
• α is the total number of reviews.
• Ni is the total number of unique defects, at

or above a give severity level, discovered in
the i th design review.

• L is the number of source lines of design
statement express in thousands (non-
commented and commented lines).

M.15
Defect Density per Line of
Code (LOC)
[Humphrey, 1989]

The number of defects (i.e., the improper
program conditions resulting from an error
related to improper program packaging or
handling) per 1000 lines of source code
[Humphrey, 1989]. CLOC  NCLOCLOC
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) DetectedDefects(

(LOC) Defects
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• NCLOC is non-commented lines of code.
• CLOC is commented lines of code.

M.16 Detectability
Refers to the likelihood that the system
recognizes the initial events of a failure or
attack before damage to the system. Occur)  will Damage| ctedEvent Dete(                   

lity)(Detectabiy Probabilit =

M.17 Duration of Effects The total range of time of the
consequences related to an IA incident.

)(t

)(t

n mitagedor  elimated are ce(Consequen                   

-   DetectedesConsequenc Inital(                   
 Effect theof Duration

0

=

where,
• T0 is the time when the initial negative

event leading to a consequence is noticed.
• Tn is the time when the consequence from

the negative event is eliminated or
mitigated.
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M.18 Effort

The formula represents Boehm’s effort
model, which states that the effort
required to develop a software system
(measured by E in person months) is
related to size (measured by S in
thousands of delivered source states)
[Fenton, 1996].

baSE = ; where

• a and b  parameters are determined by the
type of software system developed.

• Examples of a and b constants [Fenton,
2000]

- Organic Systems: a=2.4, b=1.05
- Organic Systems: a=3.0, b=1.12
- Organic Systems: a=3.6, b=1.20

M.19 Expected Effect on Adversary’s
Decisionmaking Abilities

A categorical representation of the
measure of consequence due to an
organization’s countermeasures prior to a
system attack.  For example, by
increasing the level of security for
equipment and personnel or increasing
the amount of detection capabilities
through technological advances, an
organization can impact purposely or
inadvertently an adversary’s
decisionmaking cycle.

High: Adversary decisionmaking capabilities are
diminished and show a considerable delay in
execution.

Medium: Adversary decisionmaking capabilities
are degraded in some manner and show a minor
delay in execution.

Low: Adversary decisionmaking capabilities are
not impacted and show no delay in execution.

M.20 Expected Value of Risk
The sum of the product of the probabilities
and their associated random variable
values.

∫
∞

=
0

)(][ dxxxpXE ;  where

• x is a random variable.
• p(x) is the probability density function.
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M.21 Failure Rate

The number of failures (i.e., a malfunction
of a user’s installation, which may result
from a bug, incorrect installation,
communication interruption, a hardware
fault, etc. [Humphrey, 1989]) per unit of
measure for an integrated system or
circuit.  In this metric example, failure
rates are measured in failures per million
hours.

PETQL CC πππππλ )( 21 += ; where

• πL is a learning factor (process maturity).
• πQ is a quality factor (testing process).
• πT is a temperature factor (device

technology: operating temperature and
power dissipation, etc.).

• πE is an environmental factor (harshness).
• C1 and C2 are complexity factors.

Typical values for all variables are found in
Johnson [1989].

M.22 Fault Location Coverage
The measure of a system’s ability to
detect and locate a specific fault or failure
given that a fault exists [Johnson, 1989].

Coverage = Probability (Fault Recovery | Fault
Existence)

M.23
Frequency of Failure
(Unconditional Failure
Intensity)

The number of failures detected in a
system per unit time given that the
component was as good as new at time
zero [Whatis.com, 2001].

 
)(

)(
Frequency Failure 1

IntervalTime

X
i

i∑
∞

== ;

where
• Xi is the sum of the failures detected in the

system.

M.24 Hamming Distance

The distance between any two binary
strings representing the number of
differences in which information differs.
For example, the binary strings 0001 and
1001 have a hamming distance of 1.  The
measure gives insight into error detection
and correction, and information integrity
[Fenton, 1996].

Hamming Distance = The difference in the bit
arrangement of Transmission A and Transmission
A’.

• Transmission A is the original transmission
sequence and Transmission A’ is the
changed transmission sequence if any has
occurred.
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M.25 Hardness

A categorical measure of the difficulty in
partially or fully penetrating a system.
The metric is modeled after the Mohs
hardness scale used for minerals.  Five
minerals from the 10 standard minerals
were used to represent computer system
hardness.

Talc (Hardness Level 1): The product or service has
not been tested, validated and verified by any
independent agency and any claims representing the
difficulty of penetrating the product or service with
harmful intent is untrustworthy.  In the lifetime (i.e.,
being used in the marketplace) of the product or
service, there have been several documented
penetrations.

Gypsum (Hardness Level 2): The product or service
has not been tested, validated and verified by any
independent agency and any claims representing the
difficulty of penetrating the product or service with
harmful intent is untrustworthy.  In the lifetime of the
product or service, there have been numerous (more
than 5) documented penetrations.

Quartz (Hardness Level 3): The product or service was
tested, validated and verified by one  independent
agency to the difficulty of penetrating the product or
service with harmful intent.  In the lifetime of the product
or service, there have been a few (2-5) documented
penetrations and measures to fix the vulnerabilities
were actively taken.

Topaz (Hardness Level 4): The product or service was
tested, validated and verified by more than two
independent agencies to the difficulty of penetrating the
product or service with harmful intent.  In the lifetime of
the product or service, there is one documented
penetration and measures to fix current and future
vulnerabilities were actively taken.

Diamond (Hardness Level 5): Tested, Validated and
Verified by more than three independent agencies
(each agency is represented by Academia, Industry and
the Federal Government) to the difficulty of penetrating
the product or service with harmful intent.  In the lifetime
of the product or service, there were zero documented
penetrations.
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M.26 Hazard Function

The probability for failure at a specified
time, given that it survived to that time (t).
[McCormick, 1981].  Hazard function (h(t))
is expressed failures per unit time and
may be related to the Survivor function
(S(t)) by a probability density function (f(t))
[Leemis, 1995].
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• λ(t) is the hazard rate
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• λ is the positive scale parameter.
• κ is the positive shape parameter.

M.27 Hurdle Rate

The minimum rate of return (ROI) that
proposed investments is expected to
achieve in improving productivity
[Putnam, 1992].

 years)t) * (# of(Investmen
stment)ction-Inve(Cost redu=ROI ;

• This model ignores the time cost of money.

M.28 IA Personnel Trained
The percent of trained personnel on IA
related subjects above a described
threshold set by an organization.

100* 

)(

 PersonnelTrained IA 1
N

X
N

i
i∑

== ; where

• N is the total number of personnel in the
organization.

• Xi is the number of personnel trained in IA
tasks, process or functions defined by the
organization.
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M.29 Incident Occurrence The frequency of similar incidents that
transpire in a described range of time.

 

)(

OccuranceIncident 1
Time

X
i

i∑
∞

== ; where

• Xi is the number of similar incidents within a
specified timeframe.

M.30 Incident Recovery Time
The amount of time it takes a system to
recuperate its processes or components
to its original level of performance.

Recovery Time = Time (Tf) when system is equal
to or above “normal” operational threshold minus
Time (T0) when system has fallen below set
operational threshold.

M.31 Incident Response Time

The amount of time it takes a system to
identify and respond to an incident by
processing the type, level and severity of
the incident and taking appropriate
measures to correct the faults,
vulnerabilities, failures and damages.

 )(T Time-)(T TimeTime Response 0f= ;
where

• Tf is the final time when the appropriate
measures are completed.

• T0 is the initial time of identifying and
responding.

M.32 Information Corruption Rate

The amount of bits per unit time for a
system to accidentally destroy, degrade
and corrupt information residing on the
system within the context of ordinary use.
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M.33 Information Entropy

A measure of uncertainty (h (xi)) to each
random value xi, then the total uncertainty
(H (x)) is the lack of knowledge, or the
disorder in the space of the variable X.
Entropy is related to the concepts of
uncertainty, surprise, and predictability.  A
less probable event gives us more
surprise, less predictability but after the
event occurs there is an increase in the
amount of information to the user
[Kasobov, 2000].  Entropy is measured in
time and gives the user an understanding
of information loss or gain based on
received information.  Intrusion detection
and sensor information or lack of
information equates to some entropy and
value of the information.  Information
Entropy can be used to measure
uncertainty, rate of information acquisition
and selecting criterion for the chose of
probability distributions [Preuber, 1997]
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where

• Pi is the probability of the event and can be
related to N (Number of Occurrences).

• Preuber [1997] discusses Network
Performance and related variables.

• Willis [2000] discusses information loss
curve concept.

Shannon entropy:
1. No information

• Lots of order
• Shannon entropy small

2. Potentially lots of information
• Disorder
• Shannon entropy high

M.34 Information Timeliness
The difference in the amount of time it
takes for information to be requested and
received by a user or system.

)(T Time  Received-)(T Time Requested
Timeliness

rq

=
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M.35 Information Value

The net worth of information or
information system by relating its value to
the age of information, and the effort and
cost of constructing, protecting, storing
and rebuilding the information.

ECAn ValueInformatio ++= ; where
• A is the cost representing the age of the

information.  Cost of storing the information,
and the sensitivity of the information.

• C is the cost of constructing, protecting and
storing the information.

• E is the cost of effort (man-hours or man-
years) to construct, protect and store the
information.

M.36 Information Value Levels

A categorical depiction of the net worth of
the effects and consequences of losing
information or information systems [NSA,
1999].

Level 1: Violation of the information protection
policy would have negligible adverse effects or
consequences.
Level 2: Violation of the information protection
policy would adversely affect and/or cause
minimal damage  to the security, safety, financial
posture, and/or infrastructure of the organization.
Level 3: Violation of the information protection
policy would cause some damage to the security,
safety, financial posture, and/or infrastructure of
the organization.
Level 4: Violation of the information protection
policy would cause serious damage to the
security, safety, financial posture, and/or
infrastructure of the organization.
Level 5: Violation of the information protection
policy would cause exceptionally grave damage
to the security, safety, financial posture, and/or
infrastructure of the organization.
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M.37 Lifecycle Costs (LCC)
[Dhillon, 1999]

Lifecycle costs of a system are
represented by several unique inputs.
There are three general models
discussed in Dhillon [1999], which
estimate the lifetime cost of a system.

FCOCICLCC
DCCOSPCCRDCLCC

NRCRCLCC

++=
+++=

+=
; where

• RC is recurring cost consisting of
maintenance, operating, support, labor and
inventory costs.

• NRC is non-recurring costs consisting of
training, procurement, management,
support, transportation, research and
development, test equipment, installation,
etc.

• RDC is research and development costs
consisting of software, management,
engineering design, evaluation, etc.

• PCC is production and construction cost.
• OSC is operation and support cost

consisting of distribution, product operation,
sustaining logistic support costs.

• DC is disposal cost and is expressed by an
equation in Dhillon [1999].

• The third model is made up by three major
components consisting of initial costs (IC),
operating cost (OC) and failure cost (FC).
Each component is expressed by an
equation in Dhillon [1999].

M.38 Likelihood of Gaining Access to
System

The probability that a system is
penetrated through any entry point.  Event
trees are an excellent means to calculate
the system access likelihood.

trated)em is peneP(The systbabilityAccess pro =

M.39 Lost Information Percentage

The ratio of missing, stolen or corrupted
bytes of information over the total number
of bytes of information for a particular
system.

 
 Storeder of BitsTotal Numb

Bits LostNumber of mationLost Infor =
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M.40 Manpower Utilization Rate

The number of people utilized for a
defined project.  Measured in man-
months per month, or man-years per
year.  Manpower buildup follows a
Rayleigh distribution. [Putnam, 1992]
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; where

• y is the cumulative effort.
• y’ is the effort per time period (Man-months

per month).
• K is the total effort to the end of project (i.e.,

recovery project after an accident, attack or
failure).

• t is the elapsed from the start of the cycle.
• a is the shape parameter that governs the

rate at which the curve approaches peak
manpower.

M.41 Mean Effort to Reach Target

The average amount of force used by an
adversary to maneuver through the
shortest path of a system.  The mean
effort is measured in time and the
adversary’s intentions are to control to the
system to cause failure, vulnerability with
the system, organization or mission or to
extract information.

N
 units)(# of time

) t (Mean Effor ∑=Target ;

where
• Unit time can be measured in seconds,

minutes, hours, etc.  The units must be
consistent throughout the measurement.

• N is total number of times the experiment is
run on a particular system.

M.42 Mean Time Between Failures
(MTBF) [Storey, 1996]

The functional life of an item divided by
the total number of failures during that
time [Storey, 1996].

µ. ?  andconstant   are µ(t) and ?(t) If
)( )(   -1-1

<<
+= µλ  MTTRMTTFMTBF

• This also assumes that the system has
random repairs and no repairs after a
failure.
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M.43 Mean Time to Failures
(MTTF) [Storey, 1996]

The expected time that a system will
operate before the first failure occurs.
Availability is the MTTF divided by the
sum of the MTTF and the mean time to
repair (MTTR). [Storey, 1996]

λ
λ λ 1

)()(
0

1 === ∫
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−− dteTEMTTF t ; where

• λ is the failure rate of a component or
system.  E(T) is the expected value.

M.44
Mean Time to Human Error
(MTTHE)
[Dhillon, 1999]

The expected mean time of a human error
occurrence related to the human
performance reliability function [Dhillon,
1999].  The MTTHE equation can be used
with any know distribution function but
data indicates the Weibull, gamma, and
lognormal distributions fit the human error
data quite well.
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where
• Rh is the human performance reliability.
• t is measured in time (usually in hours).
• λ(t) is the error rate per hour.

M.45 Mean Time to Repair
(MTTR) [Storey, 1996]

The average time taken to repair a
system which has failed and return the
system to operational status [Storey,
1996].
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• µ-1 is the average repair rate.
• λj is the constant failure rate of unit j; for

j=1, 2, 3,…,k.
• k is the total number of units.
• Tj is the corrective maintenance or repair

time required to repair unit j; for j=1, 2,
3,…,k.

M.46 Mission Time
The measure of time at which the
reliability of a system falls below the level
r indicated by a user [Johnson, 1989].

λ
)ln(

][
r

rMT
−

= ; where

• λ is the constant failure rate
• r is the threshold reliability measured in

time.
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M.47 Natural Disaster Detection

Likelihood

The probability that a system or user
identifies a failure, or fault given a natural
disaster (e.g., wind, hurricane, tornado,
rain) occurs.  Event trees are an excellent
means to calculate this likelihood.

Disaster Probability =
P(Failure or Fault is Detected | A Natural Disaster
Occurs)

M.48 Number of Access Points per
System (Permeability)

The amount of system back door, entry
and exit points.  The number of attack
paths to target and/or critical failure points
within a system.  The metric is a measure
of the permeability of the total system.

Permeability = # of Access Points (Entry and Exit)

M.49 Number of Dissimilar Systems

Homogeneous systems imply that
component systems share vulnerabilities
[Trust, 1999].  Having dissimilar systems
increases the likelihood of organizational
operability when certain vulnerabilities are
exploited.

The number of dissimilar systems in a given
information network providing similar services
(e.g., common and control, database storage,
information retrieval).

M.50 Number of Documented Risks

The number of documented risks for a
given system, process or organization
using a systematic and comprehensive
tool (e.g., Hierarchical holographic
Modeling).  This is a subjective
measurement of the risk an organization
can potentially manage or mitigate.

Documented Risks = # of identified risks for a
particular system or process.

M.51 Number of Eradicated Viruses
The amount of viruses eradicated from
systems within an organization divided by
the total number of systems.

 
  
emser of SystTotal Numb

VirusesEradicatedNumber of
 VirusesEradicated =

M.52 Number of Parallel Security
Mechanisms

The number of parallel security
mechanism in the total system.  Parallel
mechanism provides more reliability,
availability, security and redundancy over
serial mechanisms.

Parallel Security Mechanisms = # of parallel
mechanisms within a specified system.

M.53 Number of Serial Security
Mechanisms

The number of serial security mechanism
in the total system.  Serial mechanism
provides less reliability, availability,
security and redundancy over parallel
mechanisms.

Serial Security Mechanisms = # of serial
mechanisms within a specified system.
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M.54 Outage-Index Metric

The outage-index metric (I(O))
characterizes a telecommunications
outage by incorporating service, duration
and magnitude weights [Snow, 2000].

∑
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• j-1,…..,N are the service impacted by the
outage, Ws=Service Weight, Wd=Duration
Weight, and Wm=Magnitude Weight.

• Magnitude Weights range from 0.00 to
16.67.  Magnitude weights must also be
multiplied by a Time Factor (TF) which
range from 0.00 to 2.50:

­ TF=1.00 for daytime
­ TF=0.3 for evening
­ TF=0.2 for weekends, and
­ TF=0.1 for late night

M.55 Performability

The probability that a system operates at
equal to or above a set threshold at a
specific instant of time.  It may also
represent the probability that a number of
processors or components are available
or that a component will accomplish a
specific mission or task at time t.  This
measure differs from reliability by focusing
on the likelihood that a subset of functions
is performed correctly [Johnson, 1989].

Performability = Probability (The system is
operating at a set threshold at time t)

M.56 Personnel Turnover Rate

The rate personnel in an organization
leave or are added to an organization for
a specified period of time.  This does not
include personnel reductions based on
organizational restructuring.

 100*
onOrganizati in the Personnel ofNumber  Total

onOrganizati Leaving Personnel
)T-(T RateTurnover  Personnel 0f =

;

• (Tf -T0) is the period of time considered.
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M.57 Predicted Number of Faults

The number of faults predicted (B) in a
program is based on Halstead’s belief that
software complexity is based on the
number of operators and operands
[Bryan, 1998].

3000
)log()( 2121 nnnn

B
++

= ; where

• n1 is the number of distinct operators in the
software.

• n2 is the number of distinct operands in the
software.

M.58 Potential Effect
(Type I Error)

The probability of rejecting truthful
information based on some set
conditions.  This equates to a false
negative reading.  An example is a Army
unit rejecting information on enemy
targets and designating them as friendly
forces.

Potential Effect (Type I Error) Probability =

Probability (Rejecting the Information and the
Information is True)

M.59 Potential Effect
(Type II Error)

The probability of accepting false
information on some set conditions.  This
equates to a false positive reading.  An
example is a unit accepts information on
tripped sensors and increases the
security of the unit even though the
sensor information is incorrect.  This has
less harm to an organization compared to
a Type I Error.

Potential Effect (Type II Error) Probability =

Probability (Accepting the Information and the
Information is False)

M.60 Processing Time for
Reconfiguration

The amount of time it takes for a system
to arrange the appropriate hardware
components, software processes or user
manual tasks to respond to a failure or
attack.

 )(T Time-)(T Time
ration)(Reconfigu Time Processing

0f

=
; where

• Tf is the final time when the appropriate
reconfiguration measures are completed.

• T0 is the initial time of reconfiguration.
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M.61 Processing Time for System
Update

The amount of time it takes for a system
or process to identify, request, receive
and then process an update in order to fix
a vulnerability or security flaw.

 )(T Time-)(T Time(Update) Time Processing 0f=
; where

• Tf is the final time when the update is
complete.

• T0 is the initial time of starting to update the
system or process to identify, request,
receive and then process a vulnerability or
security type update.

M.62
Recovery Operational
Percentage
(24-hours)

The operational percentage regained
within 24-hours, after critical functions or
operations are degraded from failures,
faults or attacks on a system.  It is critical
for an organization to become fully
operational after an IA incident.

 Percentage Operating Original
hours-24in  regainedPercent 

%Recovery =

M.63 Redundancy Ratio

The amount of hardware, software, or
information that the system operationally
requires divided by the amount of non-
redundant entities that perform the same
function [Johnson, 1989].
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• Hr and H nr is amount of Redundant
Hardware and Non-redundant Hardware,
respectively.

• Sr and Snr is amount of Redundant
Software and Non-redundant Software,
respectively.

• Ir and Inr is amount of Redundant
Information (Bits) and Non-redundant
Information (Bits), respectively.

M.64 Repair Rate Function

The function measures the rate in which a
system or components are repaired after
faults or failures are noted by the system
or user.  The repair rate is measured in
units of repairs per unit of time.

dt
tdN

tN
r

nr

)(
)(

1 RateRepair = ; where

• dNr(t) is the derivative of Nr(t), which is the
rate at which component are repaired at
time t.

• Nnr(t) is the amount of un-repaired
systems at time t.
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M.65 Resource Availability

The percentage of an essential resource
(i.e., time, personnel, information, cost,
system components) remaining after an
incident.  This can also represent the
amount of a resource consumed for a
given process (e.g., personnel for virus
eradication or time for incident response
procedures).

100*
Incident  Prior toe PercentagResource

e PercentagsourceCurrent Re
tyAvailabili Resource =

M.66 Risk Leverage

The difference between the risk exposure
before reduction and risk exposure after
reduction over the cost of risk reduction
[Pfleeger, 2000].  Risk exposure is the
probability that an event will occur
multiplied cost of the event occurring.

ReductionRisk  ofCost 
Reductionafter    ExposureRisk -Reduction  before  ExposureRisk 

LeverageRisk =

M.67 Risk Severity Classification

A matrix that defines frequency verses
consequences.  Frequency is depicted by
five classes (frequent, probable,
occasional, remote, and improbable) and
four accident risk classes (A, B, C, and
D), where A represents the most serious
and D the least serious [Storey, 1996].

The two-dimensional matrix is illustrated in Figure
26.  Each box depicts a cause and an effect for a
specific risk.  Other effect classifications include:
catastrophic, critical, marginal and negligible.
Other cause classifications include: moderate,
occasional, remote, improbable, incredible, and
impossible [Leveson, 1995].  The interpretation for
the effect and cause classifications is
organizational definitions.

M.68 Social Cost

A measure of the social costs of
disabilities by placing a value on a human
life.  The National Safely Council places
6,000 days typically are selected to be
equivalent to a fatality [McCormick,
19981].  This metric can be adapted to
approximate the cost of having a critical
system or infrastructure disabled from a
failure or attack.

60001

60001
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t,         i) NC(al CostTotal Soci t

where
• N is the number of individuals involved.
• C is the cost of one disability day.
• i is daily interest rate.
• t is the time in consecutive days of

disability.
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M.69 Software Capability Maturity
Model

A categorical representation of the set of
tools, methods, and practices used to
produce a functional and quality software
product.  The five levels are initial,
repeatable, defined, managed, and
optimized, and represent an increasing
order in formality [Humphrey, 1989].

• Level 1 (Initial): Few processes are defined
and are sometimes chaotic in nature.

• Level 2 (Repeatable): Basic project
management processes are established to
track cost, schedule and functionality of the
product.

• Level 3 (Defined): The engineering and
management activities are documented,
standardized and integrated into the
organizational process.

• Level 4 (Managed): Measures of the
process are collected and are quantitatively
analyzed and understood.

• Level 5 (Optimized): Continuous process
improvement using feedback mechanisms
and data analysis.
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M.70 Software Function and Feature
Points

Focuses on the software problems within
a product instead of the size of the
product.  Software engineering has
measured the productivity and cost (effort
of production and reliability) with lines of
code (LOC) [Fenton, 1996].  The metric is
called Non-Commented Single Lines of
Code (NSLOC) but does not capture the
complexity or the language level of the
code [Miller, 1993] [Fenton, 1996].
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Compexity Technical

• # of inputs: Each user input providing
distinct application-oriented data is
counted; queries counted separately.

• # of outputs: Numbers of reports, screens,
error messages, etc.

• # of inquires: On-line request followed by
an immediate response.

• # of files: number of master files.
• # of external interfaces: number of

machine-readable interfaces (e.g., data
files on tape or disk).

• Weighting factors (W) are different for
simple, average, complex system (e.g.,
average weights: 4, 5, 4, 10, and 7).

• Technical Complexity Adjustment =
- 0.65 + (0.01)(Total Degree of Influence)
- Total Degree of Influence Parameters
§ Not Present=0
§ Insignificant Influence=1
§ Moderate Influence=2
§ Average Influence=3
§ Significant Influence=4
§ Strong Influence, throughout=5



265

M.71 Software Vulnerabilities

This metric is based on Newman’s Law,
which states that the number of “bugs
(faults)” of a software product increases
as the square of the code size.  Security
vulnerabilities are approximately linear in
the number of program bugs even though
other flaws cause vulnerabilities [CS 551,
2001]

ode (LOC)Lines of C=itiesVulnerabil

• LOC includes non-commented and
commented lines of code

M.72 Standard Stability Measure
A measure of the expected changes to
the standard, product or service within the
next five years [Newton et al., 1997].

High: No changes expected within the next five
years.

Medium: Some changes expected within the next
five years.

Low: Many changes expected within the next five
years.

M.73 Survivor Function
The function is a generality of reliability
and is the probability that an item is
functional at any time t [Leemis, 1995].
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• Utilizing the Weibull Distribution.
• λ is the positive scale parameter.
• κ is the positive shape parameter.

M.74 System Design Adequacy
(Effectiveness)

The capability of a system to perform
satisfactory with in its specified
operational environment [Habayeb, 1987].
The quantification of a system’s design
limitations, physical failures, and
availability during operations.  It is
represented as a probability and is a
function of readiness, reliability and
design adequacy (performance)
[Habayeb, 1987].

))(P)(PP(AdequacyDesign    System srrda= ;
where

• The events may not be mutually exclusive
and may or may not be statistically
independent.

• Pda is system design adequacy, which is 1-
P (System Design Limitation).

• Pr is reliability given system readiness (Psr).
Pr is based on operating within a specified
period of time.  Psr is based on operating
time, down time, free time, and availability.
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M.75 System Flexibility (Diversity)

The ability to expand, improve and adapt
to an environment or circumstance.  The
operation of the system is performed in
different ways in the hope that the same
fault is not present in different
implementations or the same vulnerability
does not cascade throughout the system.

High: The users can easily and readily adapt or
reconfigure the components of the system to meet
current threats or failures through at least two
means: software, mechanical or electrical.  The
organization controls the flexibility of the system.

Medium: The users can adapt or reconfigure the
components of the system to meet current threats
or failures through only one mean: software,
mechanical or electrical.  The organization may
control the flexibility of the system but vendor
interaction may be required.

Low: The users cannot adapt or reconfigure the
components of the system to meet current threats
or failures.  The organization has no control over
the flexibility of the system and requires vendor
interaction.

M.76 System Integrity Levels

Classifications of the ability of a system to
detect faults in its own operation and
inform a human operator or possible take
the necessary steps to correct the faults
[Storey, 1996].  The highest functional
requirement is class-1 and the lowest is
class-5.  These classes are modeled after
the integrity levels for computer systems
in German nuclear power plants.

Level 1: Systems that release automatic actions
for protection of human life and environment (i.e.,
data, components, interconnected systems).  The
ability to self-check and self-heal the entire
system.
Level 2: Systems that protects only critical
components and functions of the system and its
environment.  Possesses limited self-check and
self-heal capabilities.
Level 3: Systems that protects only critical
components or functions of the system and its
environment.  Possesses either a self-check or
self-heal capability.
Level 4: Human operators monitor the integrity of
the system by the use of alarms, screens and
queries.
Level 5: Systems for simple requirements, which
do not inform human operators or take
appropriate actions after a fault is noted.
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M.77 System Maturity Level The categorical measure depicting
whether the system is fully developed.

High: Component or system is newly developed;
many upgrades or fixes expected; not fully
certified, tested, verified or validated by an
independent organization.  Probability of failures,
faults and vulnerabilities is not probable.

Medium: Component or system is newly
developed; many upgrades or fixes expected; not
fully certified, tested, verified or validated by an
independent organization.  Probability of failures,
faults and vulnerabilities is unlikely.

Low: Component or system is newly developed;
many upgrades or fixes expected; not fully
certified, tested, verified or validated by an
independent organization.  Probability of failures,
faults and vulnerabilities is extremely likely.

M.78 System Non-Repudiation

Non-repudiation is defined as the ability of
the recipient of the transaction to prove to
a third party that the sender sent a piece
of information.  In this context, system
non-repudiation is the ability of a system
to verify the origin of a transaction (piece
of information or process) and that that
the receiving system received the same
transaction [AMS, 2001].

High: The user or system can prove that the
sender transmitted the transaction and that the
recipient received the same transaction.  Both
individuals can audit the transaction.

Medium: The user or system can prove that the
sender transmitted the transaction or that the
recipient received the same transaction.  One
individual can audit the transaction.

Low: The user or system cannot prove that the
sender transmitted the transaction and that the
recipient received the same transaction.  Neither
individual can audit the transaction.

M.79 System Spoilage Cost to fix post-release defects divided by
the total project cost [Fenton, 1996]. 100*

Cost System Total
defects release"-post"fix  Cost to
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M.80 System Value

This metric is based on Metcalfe’s Law
[CS 551, 2001], which states that the
value of a network is the square of the
number of users.

UsersNumber of =Value System

M.81 Test Cost Factor

System or product testing is a very
important consideration in assessing the
success of a system, and is essential in
minimizing the cost associated with
testing.  The test cost factor (TCF)
[Storey, 1996] is a useful metric in
measuring test expenditures.

enditureDesign ExpditureTest Expen
ditureTest Expen

TCF
+

=

M.82 Time to Assess Lost or
Damaged Information

The time needed to calculate the quantity
and worth of information lost or damaged
directly after a failure or attack.

 )(T Time-)(T TimeAssess  toTime 0f=
; where

• Tf is the final time when all calculations to
establish worth are completed.

• T0 is the initial time of reconfiguration.

M.83 Time to Withstand a
Continuous Attack

The amount of time a system can resist
the harmful effects of an attack or failure
by using security measures, redundancy,
reconfiguration measures, or detection
mechanisms.

 )(T Time-)(T Timeing)(Withstand Time 0f=
; where

• Tf is initial time when the effects on the
system cause failure, loss of functionality or
inoperability.

• T0 is the initial time of detected failures or
attacks.

M.84 Unreliability

The probability that a component has not
survived a specified time interval
[Johnson, 1989].  Unreliability and
reliability sum to 1.

)(1
)()(

)()(
)(

0
tR

tNtN

tN

N

tN
tQ

f

ff −=
+

== ;

where
• Nf(t) is the number of components that

failed at time t.
• N0(t) is the number of components that

are operational at time t.
• N is the total number of components.
• R(t) is the reliability of the system.
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M.85 Usability

Is the extent to which the product is
convenient and practical to use [Fenton,
1996].  The metric is related to the notion
of system user-friendliness and is
predominately used in the context of
software but has application in hardware
and policy functions.

Usability = Probability (The user of a system does
not experience a problem (e.g., failure, user
interface fault) during a given interval of time
under set conditions.

M.86 User-lost-erlangs (ULE) [Snow,
2000]

ULE is a logarithmic measure (e.g.,
Richter scale) of system survivability
[Snow, 2000].

)(log10 MDULE = ; where

• M is the magnitude of an outage (number of
customers affected) and D is the duration of
the outage (days).

M.87 Verification/Validation

Verification is the process of determining
whether the output of a lifecycle phase
fulfils the requirement specified by the
previous phase.  Validation is the process
of confirming a system specification is
appropriate and is consistent with the
user requirements [Storey, 1996].  The
metric uses the evaluation assurance
levels (EAL) [Rycombe, 2001] from the
common criteria levels to categorize the
verification and validation of products.

• EAL0: Product or System Failure.
• EAL1: Functionally tested.
• EAL2: Structurally tested.
• EAL3: Methodically tested and checked.
• EAL4: Methodically designed, tested, and

reviewed.
• EAL5: Semi-formally designed and tested.
• EAL6: Semi-formally verified design and

tested.
• EAL7: Formally verified design and tested.

Table 36: Information Assurance Metrics
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Appendix D: IA Metric Characteristics

Table 37 has five columns to the right of the IA metric depicting the characteristics of the

metric itself.  The following abbreviations are used within Table 37: Lines of Code (LOC), Minute

(Min), Second (Sec), and Return on Investment (ROI).

• Column-three: Represents a subjective assessment between the objective and a metric

and the representation is flexible to meet the needs of an organization.

• Column-four: Measurement type is depicted as either fundamental or derived.

• Column-five: Measurement category is depicted as quantitative (QN), qualitative (QL) or

temporal (TP).

• Column-six: Metric scale is depicted as nominal (N), interval (I), ordinal (O) or ratio (R)

scales.

• Column-seven: Metric units correspond to building blocks of each IA metric (e.g., inches

for length, bits per second for data rate).
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# IA

Metric
Objective

Association
Measurement

Type
Metric

Category
Metric
Scale

Metric
Units

M.1 Algorithmic Efficiency Maintainability Fundamental QN N None
M.2 Bit Error Rate Information Loss Derived QN N Bits/second
M.3 Buffering Factor Security Fundamental QN N Component
M.4 Complexity Redundancy Fundamental QN N None
M.5 Complexity (Halstead) Reliability Fundamental QN N None
M.6 Complexity, Software (McCabe) Reliability Fundamental QN N None
M.7 Complexity, Structure (McCabe) Reliability Fundamental QN N Paths
M.8 Confidentiality Levels Integrity Fundamental QN N Levels
M.9 Coupling Interaction Index Extreme Events Fundamental QL O None
M.10 Cryptographic Work Factor (Number) Security Fundamental QN N Keys
M.11 Cryptographic Work Factor (Time) Security Fundamental TP I Years
M.12 Data Immunity Integrity Derived QN I None
M.13 Data Transfer/Access Rate Operability Derived QN N Bits/second
M.14 Defect Density Measure Reliability Derived QL R Defects/LOC
M.15 Defect Density per Line of Code Reliability Fundamental QL R Defects/LOC
M.16 Detectability Survivability Derived QN I None
M.17 Duration of Effects Surety Derived TP I Sec or Min
M.18 Effort Cost Fundamental QN N Person*Months

M.19 Expected Effect on Adversary’s
Decisionmaking Abilities Uncertainty Derived QL O None

M.20 Expected Value of Risk Risk Derived QN I None
M.21 Failure Rate Operability Derived QN N Failures
M.22 Fault Location Coverage Survivability Derived QN I None
M.23 Frequency of Failure Survivability Derived QN N Failures/Time
M.24 Hamming Distance Information Loss Derived QN N Bits
M.25 Hardness Survivability Fundamental QL O None
M.26 Hazard Function Survivability Derived QN I None
M.27 Hurdle Rate ROI Fundamental TP I (Year)-1

M.28 IA Personnel Trained Situational
Awareness

Fundamental QN N People

M.29 Incident Occurrence Surety Derived QN N Incident/time
M.30 Incident Recovery Time Availability Derived TP I Sec or Min
M.31 Incident Response Time Survivability Derived TP I Sec or Min
M.32 Information Corruption Rate Integrity Derived QN N Bits/second
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# IA

Metric
Objective

Association
Measurement

Type
Metric

Category
Metric
Scale

Metric
Units

M.33 Information Entropy Information Loss
Uncertainty Derived TP N Time

M.34 Information Timeliness Surety Derived TP I Sec or Min
M.35 Information Value Cost Derived QN N Dollars
M.36 Information Value Levels Cost Derived QL O None
M.37 Lifecycle Costs Cost Fundamental QN N Dollars
M.38 Likelihood of Gaining Access to System Security Fundamental QN I None
M.39 Lost Information Percentage Information Loss Derived QL R None
M.40 Manpower Utilization Rate Cost Fundamental QN N People
M.41 Mean Effort to Reach Target Survivability Fundamental TP I Days
M.42 Mean Time Between Failures Reliability Fundamental TP I Sec or Min
M.43 Mean Time to Failures Reliability Fundamental TP I Sec or Min
M.44 Mean Time to Human Error Reliability Derived TP I Sec or Min
M.45 Mean Time to Repair Maintainability Fundamental TP I Sec or Min
M.46 Mission Time Reliability Derived TP I Sec or Min
M.47 Natural Disaster Detection Likelihood Survivability Fundamental QN I None

M.48 Number of Access Points per System
(Permeability)

Security Fundamental QN N Access Points

M.49 Number of Dissimilar Operating Systems Redundancy Fundamental QN N Operating Systems
M.50 Number of Documented Risks Risk Fundamental QN N Risks
M.51 Number of Eradicated Viruses Operability Derived QN N Viruses
M.52 Number of Parallel Security Mechanisms Security Fundamental QN N Parallel Mechanisms
M.53 Number of Serial Security Mechanisms Security Fundamental QN N Serial Mechanisms
M.54 Outage-Index Metric Surety Derived QN I None
M.55 Performability Surety Derived QN I None
M.56 Personnel Turnover Rate Cost Derived QN I Percent
M.57 Predicted Number of Faults Reliability Fundamental QN N Faults
M.58 Potential Effect (Type I Error) Uncertainty Derived QN I None
M.59 Potential Effect (Type II Error) Uncertainty Derived QN I None
M.60 Processing Time for Reconfiguration Operability Derived TP I Minutes
M.61 Processing Time for System Update Operability Fundamental TP I Seconds
M.62 Recovery Operational Percentage (24-hours) Expected Damage Derived QN R None
M.63 Redundancy Ratio Redundancy Fundamental QN R None
M.64 Repair Rate Function Maintainability Fundamental QN N Systems/time
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# IA

Metric
Objective

Association
Measurement

Type
Metric

Category
Metric
Scale

Metric
Units

M.65 Resource Availability Availability Derived QN R Percent
M.66 Risk Leverage Extreme Events Fundamental QN R None
M.67 Risk Severity Classification Risk Fundamental QL O None
M.68 Social Cost Cost Derived QN N Dollars
M.69 Software Capability Maturity Model Surety Fundamental QL O None
M.70 Software Function and Feature Points Availability Fundamental QN I Function Points
M.71 Software Vulnerabilities Operability Fundamental QN N Vulnerabilities
M.72 Standard Stability Measure Cost Fundamental QL O None
M.73 Survivor Function Reliability Derived QN I None
M.74 System Design Adequacy Surety Derived QN I None
M.75 System Flexibility Redundancy Fundamental QL O None
M.76 System Integrity Levels Integrity Fundamental QL O None
M.77 System Maturity Level Reliability Fundamental QL O None
M.78 System Non-Repudiation Integrity Fundamental QL O None
M.79 System Spoilage Cost Fundamental QL R Percent
M.80 System Value Expected Damage Fundamental QN N Users
M.81 Test Cost Factor Cost Fundamental QL R Dollars
M.82 Time to Assess Lost or Damaged Information Cost Derived TP I Minutes
M.83 Time to Withstand a Continuous Attack Survivability Derived TP I Minutes
M.84 Unreliability Reliability Derived QN I None
M.85 Usability Operability Derived QN I None
M.86 User-lost-erlangs Survivability Derived QN I User*Days
M.87 Verification/Validation Surety Fundamental QL O None

Table 37: Information Assurance Metric Characteristics
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