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AFIT/GAE/ENY/01M-09 

Abstract 

High-Cycle Fatigue is a major problem facing the gas turbine industry today. It 

has been investigated by many researchers, using many different methods. Due to its 

highly complex nature, designers still do not have adequate tools to accurately predict the 

onset of high-cycle fatigue. 

A three-dimensional Navier-Stokes program was used to perform a study of the 

unsteady aerodynamics on a compressor rotor. The effect of aerodynamic detuning on 

the forced response of a rotor blade was compared to a baseline tuned rotor case. 

Detuning consisted of a ten percent decrease in circumferential spacing between alternate 

pairs of blades. The high-cycle fatigue effects of this detuning were investigated by 

examining the unsteady forces and moments on the rotor blades and inlet guide vanes. 

Computations were performed using a three-dimensional NASA research code 

(ADPAC) on a cluster of five desktop PCs. Computational times were on the order of 

several days for a grid of approximately 500,000 cells. These computations showed that 

detuning of the rotor blade could result in a reduction in the forced response of the IGV 

and rotor blades. This reduction came without much loss in overall performance (less 

than ten percent) and therefore may be a viable option to reduce high-cycle fatigue. 
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COMPUTATIONAL INVESTIGATION OF AEROMECHANICAL HCF 

EFFECTS IN A COMPRESSOR ROTOR 

I. Introduction 

HCF Problem 

High-cycle fatigue (HCF) of turbomachinery components is a serious problem in 

the gas-turbine industry. It results from blade cracking or fracture due to a large number 

of cycles at stresses well below the yield strength of the material [1]. Although more 

than 90% of potential HCF problems are discovered during engine developmental testing, 

the remaining 10% account for nearly 30% of the total development cost [1]. HCF 

research is focused on the need for increased durability and reliability of turbomachinery 

components, since those characteristics impact operational and maintenance costs and 

flying safety. Still lacking though is a complete understanding of the flow physics within 

turbomachinery components. 

HCF typically describes failure associated with vibratory stress cycles resulting 

from resonant vibrations combined with moderate levels of steady stresses. The 

frequencies of interest usually range from 100 Hz to 20 kHz. Conceptually, this is a 

simple definition. However, turbomachinery designers still do not have robust methods 

to predict future HCF failures. This is due to the nature of the highly complex 



interactions in turbomachinery components. These include, but are not limited to, 

unsteady aerodynamics, material capability and vibratory stresses. 

Current engine design requirements demand a higher thrust-to-weight ratio and 

reduced specific fuel consumption. These requirements necessitate significant changes 

from previously successful design practices. Engines today have fewer compressor and 

turbine stages with higher stage pressure ratios, low aspect ratio blades and minimal axial 

spacing between stages. These factors result in blade designs that are highly stressed and 

that are subjected to increased levels of aerodynamic excitation with reduced overall 

damping. These factors are the primary drivers of HCF failures. 

As mentioned before, one of the driving factors behind HCF failures is the 

unsteady aerodynamics produced by blade row interactions. In a transonic compressor, 

the rotor blade operates with a supersonic relative velocity that has a subsonic axial 

component. Shocks form near the rotor blade leading edges and propagate upstream into 

the neighboring vane row. With closely spaced blade rows, these upstream-propagating 

shocks generate a strong forcing function to the upstream vane row. This generates a 

potential for HCF failures [2]. 

Upstream blade rows can also cause excitation of downstream blade rows. This 

excitation is caused by the passage of an upstream blade, which generates a wake. This 

wake travels downstream and excites the downstream blade. Each time an upstream 

blade passes, its wake produces unsteady loading, thereby exciting the downstream blade. 

In current engine design, the upstream blades are typically tuned (blade-to-blade spacing 

uniformity), and as a result, the excitation of the downstream row is periodic. This 



periodicity results in the downstream blade being excited at fixed frequencies. This 

fixed-frequency excitation is also a major driver of HCF failures. 

The unsteady aerodynamics that cause HCF failures are generated by strong blade 

row interactions due to the highly unsteady nature of the flow. This unsteady flow field 

is inherently three-dimensional. Therefore, to accurately predict HCF failures (and as a 

result, design blades for longer life), a three-dimensional Navier-Stokes solver should be 

employed. Current computer advances allow such codes to generate results in a time 

frame that is compatible with the early part of the design process. 

Computational Fluid Dynamics 

Recently, it has become practical to use Computational Fluid Dynamics (CFD) to 

solve turbomachinery problems using Euler solvers for inviscid or ideal flows or Navier- 

Stokes solvers for viscous flows. This is due to advancements in computer technology 

such as parallel processing, as well as developments in efficient numerical techniques. 

These advances allow for the solution of single or multiple blade rows to be generated in 

a reasonable amount of time. 

Given a proper computational mesh, current CFD codes do an adequate job of 

predicting unsteady aerodynamic loading trends on turbomachinery components [3]. 

This includes loading due to various factors such as potential interactions, waves, shocks, 

and flutter. 

Current engine design trends include uniformly spaced, highly loaded and fewer 

compressor and turbine blades. The uniformly spaced vanes or blades produce uniform 

and periodic wakes that excite downstream blade rows. These continuous excitations are 



at fixed high frequencies correlated with the engine rotation speed and are thought to be 

the leading cause of fatiguing and cracking of the blade. 

The uniformity of blade passages is exploited in most current CFD analyses, since 

the computational domain can be reduced by assuming that a single passage represents 

the blade row. This uniformity is not entirely realistic, however, since as-built 

components always experience some random blade-to-blade variability due to 

manufacturing tolerances and surface irregularities [4]. Intentional blade-to-blade 

variability, however, may present an opportunity to shift the stress-inducing frequencies 

to a lower level. Blade spacing variability would result in several different low- 

frequency modes being excited with each rotation of the rotor and may reduce fatigue 

cycles by an order of magnitude. 

The unsteady aerodynamic flow field generates two separate HCF effects [5,6] on 

blade rows. Flutter is defined as an individual blade oscillating in the presence of a 

uniform free stream flow. Flutter develops abruptly and grows until the blade fails. A 

second effect is called the forced response problem. The forced response problem is 

caused by a blade row generating an aerodynamic forcing function for the oscillation of 

neighboring blade rows. In a tuned rotor, this forcing function excites the neighboring 

blade row (upstream or downstream) in a periodic fashion. This periodic excitation can 

also cause HCF failures. 

Detuning 

Operating a compressor rotor in the transonic or supersonic regime produces both 

flutter and forced response HCF effects. These factors must be addressed in the design of 



a transonic axial flow compressor. One approach to control both the flutter and forced 

response problems is called detuning. Detuning is defined as a prescribed non-uniformity 

of some type in the design of the rotor. 

Detuning can be classified as either structural detuning or aerodynamic detuning. 

Structural detuning is defined as blade-to-blade differences in the natural frequencies of a 

blade row resulting from variations in blade structural properties [7]. Mathematical 

models have been developed that demonstrate even small amounts of variability (and 

hence, structural detuning) that occur in the manufacturing process can have an effect on 

the both the flutter and forced response of rotors [7]. Structural detuning has been 

investigated and its effects quantified by several investigators [8,9]. These effects show 

that structural detuning can eliminate the flutter problem, but can either alleviate or 

magnify the forced response problem, depending on the level of detuning and the specific 

geometry being investigated. Structural detuning is not universally accepted in the 

aerospace community as a means to eliminate or control vibrational forced response in 

the operation of a compressor [7]. This is because of the associated manufacturing, 

material, maintenance and cost problems, just to name a few. 

The other type of detuning is aerodynamic detuning. Aerodynamic detuning is 

defined as passage-to-passage differences in the aerodynamic flow field across a blade 

row. Aerodynamic detuning causes blade-to-blade differences in the unsteady forces and 

moments acting on a blade row. These blade-to-blade differences result in a blade 

response that is unlike the classical traveling wave typical of the vibrational forced 

response of an aerodynamically tuned rotor. Therefore, aerodynamic detuning affects the 



driving characteristics of vibrational forced response, the unsteady aerodynamic forces 

and moments on a blade row. 

In a classically tuned rotor, the downstream blade row responds at integral 

multiples of the rotor blade pass frequency. Aerodynamic detuning functions by 

breaking up the fundamental periodicity of the blade row forced response. This results in 

the downstream blade row responding not only at integral multiples of the blade pass 

frequency, but also at other integral multiples of the rotor shaft pass frequency [10]. This 

will affect the HCF problem, as the blade row will be excited at various frequencies, not 

just at the rotor blade pass frequency. This has the effect of spreading out the vibrational 

forced response over several frequencies, which should result in less fatiguing of the 

blade. 

Hoyniak and Fleeter performed a two-dimensional analysis of a flat-plate airfoil 

cascade embedded in a supersonic inlet flow field [7]. Using an influence coefficient 

technique, the effects of alternate blade-to-blade circumferential spacing on an unstalled 

supersonic turbofan cascade were investigated. Alternate blade-to-blade spacing 

effectively creates small changes in the blade solidity. Small changes in blade row 

solidity typically do not have a significant effect on overall performance. In their study, 

it was determined that aerodynamic detuning has a stabilizing effect on the flutter 

stability of a blade row. Therefore, it was determined that this type of detuning could 

potentially be beneficial with regard to the flutter of a blade row at a variety of rotor 

operating conditions. 

Chiang and Fleeter [5] also carried out a flutter analysis of aerodynamic detuning 

using an influence coefficient technique. Their analysis also suggested that aerodynamic 



detuning produces enhanced rotor flutter stability. An examination of the phase and 

magnitude of the steady and unsteady pressure differences showed that enhanced stability 

of the detuned rotor is associated with the effect of the aerodynamic detuning on the 

phase of the unsteady pressure difference. 

Another investigation of aerodynamic detuning was conducted by Spara and 

Fleeter [6]. This investigation used an influence coefficient method applied to three rotor 

geometries with a supersonic axial component. Each rotor geometry was investigated in 

three different configurations. One configuration was tuned, and the other two 

incorporated different levels of aerodynamic detuning. For each geometry, the forced 

response of the two detuned (10% and 20% detuning) cases was compared to the baseline 

tuned case for three gust modes. 

For the first blade geometry, detuning decreased the response amplitude for both 

detuning levels, and it was observed that a higher level of detuning resulted in a larger 

decrease in the response amplitude. For the second geometry tested, the 10% detuned 

case decreased the response for the two largest gust modes, but increased it for the 

smallest. The 20% detuning resulted in a decrease in the response amplitude for all gust 

modes. The final geometry tested showed that both levels of aerodynamic detuning 

increased the response amplitude for all gust modes. These results show that 

aerodynamic detuning may or may not alleviate forced response of a rotor blade. This 

depends on the specific level of detuning and the blade geometry under investigation. 

Spara and Fleeter's results will be somewhat different than results obtained from our 

effort, due to their supersonic axial velocity component compared with the subsonic axial 

component for this research. 



Research Proposal and Approach 

The purpose of this research was to utilize state-of-the-art CFD principles to 

perform a high-fidelity analysis of the potential HCF effects of aerodynamic detuning on 

the forced response of a compressor rotor. To this end, an experimental compressor 

called TESCOM was computationally investigated. TESCOM is a research compressor 

rig designed at the Air Force Research Laboratory (AFRL), and its first stage (inlet guide 

vane and rotor only) was the subject of this research. TESCOM Stage 1 has 

configurations designated 1A and IB, and configuration 1A will be investigated in this 

research. TESCOM represents several aspects of modern compressor design in that each 

stage is highly loaded, and the blades are of low aspect ratio. A further description of this 

compressor rig and its associate blade geometry can be found in Chapter 2. 

The flow field over the TESCOM geometry was calculated using a three- 

dimensional Navier-Stokes program called ADPAC (Advanced Ducted Propfan Analysis 

Codes). ADPAC is a research code developed by Allison Engine Co. in cooperation with 

NASA Lewis Research Center. A detailed discussion of ADPAC can be found in 

Chapter 3. 

To generate ADPAC solutions, a computational mesh was generated using the 

TIGER™ (Turbomachinery Interactive Grid generation) grid generator developed by 

Catalpa Research, Inc. TIGER™ is designed for generating H-type and C-type 

turbomachinery grids, including grids with sufficient resolution to adequately model 

viscous effects. A detailed description of the TIGER™ software follows in Chapter 4. 

Using a computational mesh that has appropriate resolution for a viscous solution, 

a steady state solution was generated. This steady-state solution was input as a starting 



solution for the unsteady calculations. Once the tuned case was investigated in both the 

steady state and unsteady analyses, a detuned rotor was analyzed. In order to accurately 

model a detuned rotor, a new computational mesh will be generated. This computational 

mesh models an alternately spaced ten percent detuned rotor geometry. The results from 

the unsteady calculations for the detuned rotor were then compared to the baseline tuned 

case. ADPAC generates output that describes the unsteady forces and moments on the 

blade. These unsteady forces and moments were analyzed to determine the potential 

HCF effects of aerodynamic detuning on a compressor rotor. 



II. TESCOM 

HSL Program 

TESCOM is a low aspect ratio, 3.5 stage axial flow compressor designed at the 

Air Force Research Laboratory (AFRL), Wright-Patterson AFB, Ohio. This rotor design 

was part of what is now called the High Stage Loading (HSL) project. The goal of the 

HSL program was to generate an 8:1 pressure ratio in three stages. Currently, two of 

these stages have been manufactured and tested. This compressor is to have an inlet 

corrected tip speed of 1250 ft/s, and a mass flow rate of 24.5 lbm/s (other performance 

data is given in Table 2, below). The HSL program took a stage-by-stage approach, in 

which one stage was designed, built and tested before the next stage design was 

undertaken [11]. To achieve the desired compression ratio, counterswirl was to be 

employed in each stage. This approach resulted in rotor sections with a combination of 

significant camber and high inlet relative Mach numbers. An axial view of the TESCOM 

rig is show in Figure 1, pg. 52. 

TESCOM Design 

The first stage (configuration 1A) was developed in 1979 [12]. This first stage 

includes an inlet guide vane, rotor and stator, and was designed for high stage loading. 

The performance objectives of the compressor were selected to reduce the required 

number of stages to generate a certain pressure ratio without compromising stage 

efficiency. A preliminary study was conducted, and it was determined that maximum 

10 



compressor efficiency would occur with an optimum balance of diffusion losses and 

shock losses. This condition determined the velocity diagrams at the rotor leading edge. 

For this research, an IGV blade row was included in the analysis in order to generate 

upstream wakes that would provide a forcing function to the downstream rotor blade row. 

The first stage (configuration 1A) was designed using a well-known streamline 

curvature through flow program, UD0300M [13]. An initial estimate of the blade 

geometry was known from the preliminary study, and was used as the starting point for 

UD0300M. This program utilizes the method of streamline curvature for aerodynamic 

analysis and analyzes compressor performance for a given blade geometry. 

UD0300M is divided into an aerodynamic analysis section and a blade geometry 

definition section. Using the initial estimate of the blade geometry from the preliminary 

study, the aerodynamic analysis was completed. The calculated relative flow angles are 

used to generate the resulting blade geometry. This blade geometry was input into the 

aerodynamic section to generate new flow angles. The program was iterated in this 

fashion a number of times to optimize the aerodynamic behavior and blade geometry. 

The geometry that results from this iteration is the "hot" geometry, i.e., a geometry that is 

untwisted with rotation. A correction for the rotation and blade untwist is applied to 

generate the "cold" geometry used for manufacturing. The resulting "hot" geometry of 

the TESCOM IGV rotor 1A can be seen in Figure 2. Other performance data of the 

TESCOM rig is given in the following table. 

11 



Table 1. TESCOM performance 
Rotor tip speed (corrected): 1250 ft/s 
Rotor hub speed (corrected): 803.62 ft/s 
Rotor mean speed (corrected): 1026.69 ft/s 
IGV Inlet Mach Number 0.2224 
Rotor Inlet Mach Number 0.5204 
Rotor total pressure ratio: 2.2631 
Rotor isentropic efficiency: 0.8893 

Previous TESCOM Research 

The one-stage TESCOM configuration 1A was tested in the Compressor Aero 

Research Lab (CARL) facility in 1983 [14]. It was tested at various equivalent speeds 

and flow rates to generate a detailed compressor map. This compressor map can be seen 

in Figure 3. This compressor map (at 100% speed) shows a very narrow operating region 

(where the curve begins to flatten out) before reaching the stall line. This is characteristic 

of this configuration of high stage loading and a low aspect ratio. 

More recently, a CFD analysis of the TESCOM rig was conducted in the CARL 

facility [11]. In this analysis, two different first stage rotors were tested, rotors RIA and 

RIB. Rotor RIA was designed by Air Force personnel, while Garrett Turbine Engine 

Company (currently Honeywell Corp.) designed RIB. In their work, Car and Puterbaugh 

[11] tested both configurations in the CARL facility. The experimental results showed 

that both configurations had acceptable performance, but 1A showed a slight shortfall in 

design-point mass flow and pressure ratio. Configuration IB achieved the design points 

in all aspects. Therefore, configuration RIB was selected for further CFD analysis by 

Car and Puterbaugh [11]. No further analysis has been conducted on the TESCOM 

(configuration 1 A) compressor rig. 

12 



HI. ADPAC 

General Concepts 

ADPAC (Advanced Ducted Propfan Analysis Codes) was developed by the 

Allison Engine Company under NASA sponsorship. It is a three-dimensional time- 

marching Navier-Stokes solver for the aerodynamic analysis of modern turbomachinery 

components. These components can have single or multiple blade rows. It is capable of 

generating either steady state or time-dependent solutions, and it can be executed in either 

serial or in parallel. 

ADPAC utilizes a multiple-block solution concept. This means that the solution 

domain is divided into logical blocks that can be solved simultaneously. An example of 

using multiple solution blocks would be dividing compressor or turbine stage geometry 

into two blocks, one block containing the rotor blade and one block containing the stator 

blade. ADPAC allows for an arbitrary number of solution blocks, which allows the user 

a lot of flexibility in specifying the solution domain. 

To generate a solution for multiple blade rows, there must be some method for 

predicting the interaction of relatively rotating blade rows. ADPAC offers two methods. 

For steady-state solutions, a mixing plane (an arbitrarily imposed boundary) is defined in 

the region between the two blade rows. In the mixing plane, the flow is circumferentially 

averaged. This mixing is designed to approximate the time-averaged conditions at the 

mixing plane and allows the for a steady-state solution for each blade passage to be 

performed. The flow variables on either side of the mixing plane are averaged 

circumferentially and passed to neighboring blade rows. This averaging smears out 

13 



circumferential non-uniformities, and because of this is only suitable for steady-state 

flows. 

For unsteady solutions, predicting the interaction of neighboring blade rows is 

much more involved and computationally expensive. To do this, multiple blade passages 

per blade row may need to be modeled. Multiple blade passages would be necessary in 

many unsteady situations, such as differing blade counts in neighboring blade rows, or in 

the case of non-uniform spacing of the blades in a blade row. If the blade counts for both 

blade rows are identical and the spacing between blades is uniform, then only one blade 

passage per blade row need be modeled. 

Numerical Algorithm 

The numerical algorithm employed by ADPAC is based on an integral 

representation of the strong conservation law form of the 3-D Reynolds-Averaged 

Navier-Stokes equations. It is a finite-volume technique, and the solution can be applied 

in either a cylindrical or Cartesian coordinate system [3]. ADPAC contains four different 

turbulence models that the user can select from. The Baldwin-Lomax algebraic 

turbulence model and a mixing-length turbulence model are the simplest and least 

computationally expensive. ADPAC can also employ the one-equation Spalart-Allmaras 

turbulence model or the two-equation k-SK turbulence model, which are more accurate, 

but also more computationally expensive. 

A multistage Runge-Kutta integration technique is used to step the solution in 

time. For simplicity, viscous flux contributions to the discretized equations are only 

calculated for the first stage (at each time level) of the Runge-Kutta integration, and the 

14 



values are frozen for the remaining stages. This reduces the overall computational effort, 

and does not significantly alter the solution. ADPAC offers the user three different 

Runge-Kutta schemes (two four-stage methods, and one five-stage method). 

For steady flow calculations, a local time-stepping method is employed. Local 

time-stepping allows for the maximum allowable time step to be utilized at each solution 

point. This greatly enhances convergence for steady-state problems. Global time- 

stepping is used for time-dependent calculations. 

Convergence Acceleration Techniques 

To improve solution quality, and to accelerate convergence, artificial dissipation 

terms must be added to the discretized form of the governing equations. A blend of 

fourth and second differences is used to provide a third order background dissipation in 

smooth flow regions and first order dissipation near discontinuities. The dissipation 

coefficients are pressure-based, and therefore can "sense" discontinuities such as shock 

waves. This allows the dissipation model to prevent non-physical oscillations that can 

occur near shock waves. The discrete dissipation function is given as follows: 

Du,k (Q) = (Df -Dt + D) -D) + Dl -Dt)Qu,k (1) 

The second and fourth order dissipation operators are determined by: 

D?ß„,t=V,(U,)..fV )A,ß,M (2) 
2 2 

D;ß,M=V,((^)|+i^)A,VfA,ß^ (3) 
2        2 ' 
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where A^ and V^ are forward and backward difference operators in the "t, direction. To 

maintain the damping properties of the scheme, a variable scaling is employed. This 

scaling is given by the following: 

(A,). x     =(4). ,    4>   ,   . (4) 
i+-,j,k 

2 
i\-,),k      i+-,J,k 

2 2 

The function <E> controls the relative importance of dissipation in the three coordinate 

directions as: 

<I>  ,     =l + max 
i+-J,k 

(\) 
\a 

i+-,j,k 
2 

(^). i 

yA 

i+-,j,k 
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The directional eigenvalue scaling functions are defined by: 
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2 2J 
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For three-dimensional grids, a value of a=0.5 was found to generate a robust scheme [3]. 

This is because three-dimensional grids generally have large variations in cell aspect 

ratio, which reduces the freedom in choosing a value of a. 

The coefficients in the dissipation operator use the solution pressure as a sensor 

for the presence of shock waves in the solution and are defined as: 

e ,     =K2 max(y,._, .>t, viJk, vMjk, vi+2} k) 
2 

V, ij.k 
\(Pi-l,j,k-2Pi,j,k+PMJ,k)\ 

(Pi-l,j,k+2Pi,j,k+PM,j,k) 

(9) 

(10) 
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£4,     =max(0,/if4-£2
1     ) (11) 

i+-J,k +-,j,k 
2 2 

where K2,K4 are user-defined constants. Typical values for these constants are: 

*2=\ (12) 

K>=-h (13) 
64 

The dissipation operators in the rj and C, directions are defined in a similar manner. 

ADPAC also uses an implicit residual smoothing method to accelerate 

convergence of the Runge-Kutta integration scheme. Jameson et al. [15] first applied this 

method to the Runge-Kutta scheme. This technique can be incorporated into a time- 

accurate explicit method without adversely affecting the unsteady results [16]. Residual 

smoothing is applied at each time step of the Runge-Kutta integration, and permits the 

use of larger time increments. 

The standard implicit residual smoothing operator can be written as: 

(1-£AV)/C=i?m (14) 

To simplify the numerical implementation, this standard operator is traditionally 

approximately factored into the following coordinate specific form: 

(1-^A^X1-VW(!-VV7^*'" =Rm (15) 

where the residual Rm is defined as: 

Rm=amy(Qm-DJ> m=l,m stages (16) 
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for each of the m stages in the Runge-Kutta multistage scheme. Here Qm is the sum of 

the convective and diffusive terms, Dm the total dissipation at stage m, and Rm the final 

(smoothed) residual at stage m. 

The smoothing reduction is applied sequentially in each coordinate direction as: 

Ä>(l-^)-'ÄB (17) 

iC=a-^AfvfriC (i9) 

Rm=lC (20) 

The coefficients (e) are allowed to vary in this scheme. This method was described for 

three-dimensional flows by Radespiel et al. [17] . 

To accelerate convergence, a multi-grid technique is incorporated into ADPAC. 

A multi-grid approach generates a coarser mesh from an initial, fine mesh by removing 

every other mesh line in each coordinate direction. This multi-grid method calculates the 

solution on the fine mesh, and copies it to the next coarser mesh. The appropriate forcing 

functions are calculated from the differences between the coarse mesh residual and the 

residual that results from a summation of the fine mesh residuals for the coarse mesh cell. 

The solution is then advanced on the coarse mesh. This sequence is repeated until the 

coarsest mesh is reached. A correction to the solution is then interpolated to the next 

finer mesh, and a new solution is defined for that mesh. This interpolation is repeated 

until the finest mesh is reached. 

For starting a solution, a different multi-grid technique is employed. Once a 

coarser mesh is generated, the solution is generated on the coarse mesh, and then that 
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solution is applied to the next finer mesh by interpolation. The solution procedure is then 

iterated on the finer mesh. Since a good approximation to the solution now exists on the 

finer mesh, convergence of the solution is more rapid. This multi-grid technique can be 

applied repetitively, resulting in coarser and coarser meshes. The solution procedure 

starts on the coarsest mesh, and the solution for one grid level is applied to the next finer 

one. Starting on the coarse mesh and applying the solution to successively finer meshes 

is called a "full" multi-grid startup procedure. This applies to starting a solution only, 

and is different from a typical multi-grid technique. 

In steady-state flow calculations, the solution algorithm is an explicit method. In 

time-dependent calculations, ADPAC utilizes an implicit time-marching procedure. This 

algorithm can utilize all the convergence acceleration methods given above for the 

explicit time-marching procedure. For a further discussion of this implicit method see the 

ADPAC documentation [3]. 

Boundary Conditions 

Inlet and exit boundary conditions are applied using characteristic theory. This 

method is essentially a reference plane method of characteristics based on Reimann 

invariants. This method uses a local rotated coordinate system, which is normal to the 

bounding cell face. Solid surface boundary conditions have either a no-slip condition 

applied (viscous flow) or a no flow-through condition (inviscid flow). Values of the 

variables in the phantom cells are calculated so as to satisfy these conditions. ADPAC 

can utilize both standard reflecting boundary conditions and non-reflecting boundary 
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conditions. The non-reflecting boundary condition method follows the method described 

by Giles [18] and Saxer [19]. 

To communicate results between blocks in a multiple-block solution, the 

boundary data from one block is simply copied to the phantom cells of the neighboring 

block. This method works for adjoining blocks that have coincident points along the 

block-to-block interface. Communicating data in this way uniformly enforces the 

conservation principles present in the governing equations. 

Turbulence Modeling 

The algebraic turbulence model used by ADPAC is a relatively standard version 

of the Baldwin-Lomax turbulence model. This model is computationally efficient and 

has been successfully applied to a wide range of geometries and flow conditions. For 

more details on this model, see the ADPAC documentation [3]. This turbulence model is 

valid provided that there is adequate grid density near solid surfaces to capture the 

viscous flow behavior. Typically, this implies that the first point off the wall should have 

a y+ value of one or less. ADPAC is very sensitive to mesh expansion ratios (basically 

the ratio of the lengths of two adjacent grid cells in any coordinate direction), and in 

order to keep mesh expansion ratios below a certain limit (around 1.3 for ADPAC), it 

may not be possible to comply with the y+ value of 1.0 without using an inordinately 

large number of grid points. As a result, the wall function method is used to empirically 

specify the wall shear stress. This method results in a large savings in computational 

time with only a minor sacrifice in accuracy. 
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The wall function method used in ADPAC involves manipulation of the near-wall 

eddy viscosity. Normally, the no-slip condition is relaxed in the wall function method. 

However, in this implementation, the no-slip condition was preserved. An overview of 

the development of this method follows. A shear stress at the wall such as: 

r„=„- (21) 

is calculated numerically as: 

^=/^«*^ (22) 

where, in this case, \i represents the combined turbulent and laminar viscosities: 

^+*.,)%^ <*> 2 Ay 

The subscript i,j indicates a mesh oriented cell-centered flow value, where i,l is the value 

in the phantom cell, and i,2 is the value at the first interior cell near the wall. The 

ADPAC implementation instead modifies the wall turbulent viscosity boundary condition 

through manipulation of the single term (ly. This implies that the turbulent viscosity at 

the wall is non-zero, which violates the normal specification. However, since the 

turbulent viscosity is used exclusively in the calculation of the wall shear stress and heat 

conduction terms, the resulting calculations are consistent with the desired shear stress 

specification. This formulation, in effect, also implies a wall function based on heat flux. 

For calculations in which heat transfer is unimportant, this effect is negligible. 

The shear stress specification used by ADPAC is based on the following formula 

for the wall shear stress coefficient: 

cf = -0.001767 + 0.03177/Re„ + 0.25614/Re* (24) 
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The term Ren is the Reynolds number based on near-wall velocity, density, and viscosity, 

where the length scale is the normal distance from the wall to the first interior domain 

calculation cell. The wall shear stress may then be calculated from: 

***=\cfPV« (25) 

where Vrei is the near-wall relative flow total velocity. 
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IV. TIGER 

General Concepts 

To successfully generate an ADPAC solution, a mesh for the solution domain 

must be generated. ADPAC does not generate its own mesh, so the grid must be 

generated by another method. For this research, the TIGER™ (Turbomachinery 

Interactive Grid generation) grid generator was used. TIGER™ is a commercial software 

package developed by Catalpa Research, Inc. It was designed specifically for 

turbomachinery applications, and has been used successfully for both internal and 

external flow fields. 

TIGER™ employs a graphical user interface (GUI) that allows the user to easily 

input geometry and generate a mesh [20]. It includes options that allow the user to 

specify the distribution of points (i.e. clustering near solid surfaces for a viscous grid). 

TIGER™ also includes options to allow the user to select from various grid solution 

techniques (elliptic, Laplace, TIGER, etc.). It can be run either interactively or in batch 

mode. Batch mode allows the user to specify the various input parameters in two input 

files. These files are then read and the input parameters are placed in the appropriate 

fields in the GUI. Executing TIGER™ in batch mode is the fastest way to get a grid 

generated, as the user can quickly step through the various input panels. 
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Grid Generation 

To generate grids in TIGER™, the points that define the geometry are input into a 

TIGER™ format geometry input file. The first part of this geometry file contains two 

axial-radial curves that define the flow path geometry. The second part of the geometry 

file reads in the coordinates that define the blade geometry. For a cylindrical coordinate 

system, the geometry file contains axial, radial and meridional coordinates for the suction 

and pressure surfaces. 

TIGER™ expects these points to be divided into several "slices" (at least five). 

These slices should stack up from hub to tip in the radial direction, but each slice need 

not be at a constant radial coordinate. Also, TIGER™ expects the points to be ordered 

from leading edge to trailing edge for both the pressure and suction surfaces. After much 

trial and error, it was determined that for best performance of the mesh generator, the first 

point in the file for both the pressure and suction surfaces should be the point which is 

farthest upstream in the axial direction, and the last point should be the point which is 

farthest downstream in the axial direction. These two points may or may not correspond 

to the actual leading and trailing edges of the blade geometry. Since TIGER™ requires 

the same number of points along both the pressure and suction surfaces, some reordering 

and interpolation of points along the blade may be required. 

The second input file required by TIGER™ supplies various input parameters for 

the generation of the grid. These parameters can also be input into the GUI. This history 

file defines the total number of points in each coordinate direction, the number of grid 

blocks represented by the associated geometry file (usually one for one), the number of 
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blades around the hub and what type of flow field (internal or external). This file also 

contains a flag that controls whether or not the blade needs to be cut or extended to the 

boundaries defined by the flow path, and the indices for the blade leading and trailing 

edges, the blade hub and tip, etc. 

From the input geometry, TIGER™ fits a spline to generate its grid boundaries. If 

there are not enough points present in regions of curvature (or in linear regions as well), 

the spline will produce oscillations that are not present in the actual geometry. To solve 

this problem, a few points can be linearly interpolated into the region of oscillations, and 

once there are enough points (this typically required around five new points to be 

interpolated), the oscillations in the spline fit will disappear. At this point, TIGER™ also 

determines if the blade geometry spans the entire flow path. If not, the program extends 

the blade geometry to the radial limits of the flow path through interpolation. If the blade 

geometry extends beyond the radial limits of the flow path, TIGER™ cuts the geometry 

to the exact radial dimensions required by the flow path. 

Grid Modification 

As stated earlier, TIGER™ allows the user to specify spacing along grid 

boundaries. For blade boundaries, a packing file is generated that contains the spacing 

coefficients along the blade leading and trailing edges, and along the blade hub and tip 

boundaries. To specify spacing along flow path boundaries (inlet, exit, hub, case), the 

spacing coefficients are input into TIGER™ interactively. In both the packing file and 

the GUI, the user can select a spacing method as well. The available methods are even 
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spacing, exponential clustering, or hyperbolic tangent clustering. The exponential and 

hyperbolic tangent methods can be selected to cluster toward the lower index, the upper 

index, or both. 

Once the spacing methods and coefficients are input, TIGER™ allows the user to 

view the proposed mesh before it is actually written to an output file. This view also 

allows the user to switch between various grid generation methods such as Laplace, 

elliptic, TIGER, etc. By inspecting the grid in a cascade view, the user can see where 

potential problem areas (such as highly skewed cells, or cells with negative volumes) in 

the grid might be. TIGER™ allows the user to shift major grid lines (such as the line 

connecting adjacent leading or trailing edges in a cascade view) to "fix" problem areas in 

the grid. These problem areas often occur near blade leading or trailing edges, where the 

geometry has a high degree of curvature. 

Once manual inspection and adjustment of the grid is done, TIGER™ can then 

actually generate the grid. During this process, all cell volumes are calculated, and if 

there are negative volumes, their locations are reported in an output file. TIGER™ 

outputs grids in PLOT3D format. 
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V. Grid Generation 

Geometry Modifications 

To generate a grid for this research, the TESCOM 1A configuration (IGV and 

rotor) geometry (blade and flow path geometry) was acquired from the CARL facility. 

This geometry was given in streamline curvature format (Figure 2). This format is 

Cartesian (X,Y,Z) points separated into pressure surface, suction surface, and leading 

edge points. These points were given along eleven different streamlines in a left-handed 

coordinate system. To prepare this geometry for use in TIGER™, several FORTRAN 

programs were written to read in the points and then output them in the proper format. 

The given flow path geometry included the entire length used in actual testing of 

the TESCOM rig. Since this research only involves the IGV and rotor blades, the flow 

path was cut off approximately sixty percent chord downstream of the rotor trailing edge. 

Upstream, the flow path was cut off approximately one chord upstream of the IGV 

leading edge. In order to accurately model the boundary layer growth in the bell mouth 

of the inlet, a grid was generated for this upstream region as well. Since this region 

contains no blade geometry, it could be modeled as a two-dimensional region that is 

symmetric around the centerline of the flow path (Figure 4). For clarity, this figure only 

includes the lines of constant radial location and not the lines of constant axial location. 

The blade geometry was converted to a right-handed coordinate system for use in 

TIGER™. An axial shift was applied so that the IGV and rotor would be in their proper 

locations relative to one another along the TESCOM flow path. To insure that the blade 
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geometry spanned the entire radial height of the flow path, the inner and outer blade 

streamlines were copied and shifted in the radial direction. This generated two new 

streamlines that were outside the radial limits of the flow path. 

As the blade geometry was given, the trailing edge of the IGV and rotor was a 

"block" trailing edge. TIGER™ requires a closed surface around the blade geometry. 

Using a three-dimensional vector approach, three trailing edge points were generated and 

appended to the pressure and suction surfaces. This created a closed trailing edge on the 

blade geometry. 

TIGER™ is very sensitive to abrupt changes in cell aspect ratio. This means that 

the spacing between one pair of points cannot differ greatly from the spacing between the 

next pair of points. Due to the nature of the given points, there was a large difference in 

spacing where the leading edge points joined the pressure and suction surfaces. To 

correct this problem, approximately ten points were interpolated using a three- 

dimensional vector approach between the last point of the leading edge and the first point 

of the pressure and suction surfaces. To gently smooth out the spacing across these ten 

points, the interpolated points were clustered slightly toward the leading edge. 

The original TESCOM geometry contains 36 IGV blades and 34 first stage rotor 

blades. A limitation of ADPAC is that it does not employ phase-lagged boundary 

conditions. Therefore, to model blade rows with dissimilar blade counts, it is necessary 

to model enough blade passages so that the entire circumferential span of the modeled 

portion of both blade rows is identical. In this case, that would require modeling 18 IGV 

passages and 17 rotor passages. This would result in a very large computational mesh, 

and the time required to generate a solution would be inordinately large. For this 
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research, it was assumed that both blade rows had 34 blades so that one IGV passage and 

one rotor passage could be modeled for a tuned geometry. 

These changes were applied to the TESCOM IGV and rotor geometry. Through 

trial and error, it was determined that the points describing the rotor blade needed to be 

modified. As mentioned in the previous section, it was found that for best performance 

of the mesh generator, the first point in the file for both the pressure and suction surfaces 

should be the point which is farthest upstream in the axial direction, and the last point 

should be the point which is farthest downstream in the axial direction. Since these 

points do not correspond to the actual leading and trailing edges of the rotor blade, a 

cubic spline interpolation routine was used to generate points along the suction and 

pressure surfaces of the rotor blade. These interpolated points were based on the given 

rotor geometry once the various modifications described above had been applied. To 

adequately resolve the curvature at the leading and trailing edges, these points were 

distributed in the axial direction using a cosine function. This cosine function clustered 

points to both the leading and trailing edges. 

To make the geometry compatible with TIGER™ format, the meridional 

coordinate was calculated using the formula: 

6 - arctan 'z
A 

(26) 
yyj 

The coordinates for both the flow path (axial, radial) and the blade geometry (axial, 

radial, meridional) were input into a TIGER™ input file. 
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Tuned Grid Generation 

As stated earlier, ADPAC uses a multi-grid technique to accelerate solution 

convergence. This means that any interval in the grid (inlet to blade leading edge, hub to 

case, etc.) needs to have an appropriate number of cells so that it can be divided into 

smaller pieces by removing every other mesh line. Typically, three levels of multi-grid 

are desired. This means that in any interval, the number of cells must be a number that 

can be divided in half at least twice and still remain an integer value. Typically integers 

that are a power of two are best at this, as they can be divided in half several times before 

becoming non-integer. TIGER™ allows the user to specify the indices for the various 

boundaries (blade leading edge, hub, case, etc.). This allows the user to set up the 

intervals so that the multi-grid technique can be used. These indices are specified in the 

history file. 

As mentioned before, TIGER™ accepts a packing file that indicates how the grid 

points are to be distributed along the blade surfaces, and it also accepts GUI input to 

apply point distribution to any other surface (inlet, hub, case, etc.). To generate a grid 

suitable for viscous calculations, a y+ value of 1.0 was assumed. Using standard day 

conditions and experimental data from the TESCOM data report [14], an actual y 

coordinate based on this y+ value could be calculated. This technique is outlined in 

Appendix A. 

TIGER™ expects a non-dimensional spacing coefficient in the packing file and in 

the GUI. This spacing coefficient is determined by dividing this actual y coordinate by 

the y value necessary to produce even spacing across the region of interest. Using a 

spreadsheet, this value could be computed for various locations, such as the inlet, the 
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IGV trailing edge, the rotor leading edge, etc. Applying these spacing coefficients at the 

proper locations in the packing file and in the GUI generated a grid that accurately 

represents the hub and case boundary layers. The chosen clustering method was a 

hyperbolic tangent function. This approach was also used for the blade-to-blade 

boundary layer in the circumferential direction. In this case, the Reynolds number was 

based on one-half chord length for the blade of interest. 

To accurately resolve flow properties near the leading and trailing edges of the 

blade, it is necessary to cluster points in the axial direction toward the leading and trailing 

edges of both blades. For the blade hub and case surfaces, this is accomplished by 

specifying a clustering method and spacing coefficient in the packing file. For the flow 

path surfaces, this is accomplished by inputting the desired clustering method and 

spacing coefficients into the GUI. In all cases, the clustering method used was a 

hyperbolic tangent method. To generate a smooth mesh, an appropriate spacing 

coefficient across the blade was assumed, and the coefficients for the neighboring 

sections of the flow path were determined by trial and error so that the spacing to the first 

point on either side of the blade edges would be identical. 

Final adjustments to the grid were made by using TIGER™ to curve some of the 

major gridlines (i.e. the line connecting the leading edges of neighboring blades in a 

cascade view). These lines were bowed in order to avoid the possibility of negative 

volumes, and to reduce the mesh expansion ratios. These modifications served to 

effectively "relax" the grid, so as to create a smoother mesh. Also, it was here that the 

grid generation solver (elliptic, Laplace, etc.) could be selected. For this grid, the TIGER 
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generation method was chosen. The TIGER method is a combination of algebraic and 

elliptic grid generation methods. 

After inputting this grid to the ADPAC solver, it was found that the ADPAC 

solution diverged once the multi-grid procedure reached the finest mesh level. After 

much trial and error, it was determined that ADPAC is extremely sensitive to mesh 

expansion ratios. It was found that the only way to prevent this from happening was to 

relax the viscous spacing present in the grid. 

TIGER™ only allows for two different clustering methods (exponential and 

hyperbolic tangent). In order to keep computational time down, only a certain number of 

points in each coordinate direction could be used. With a relatively small number of 

points and a very small spacing coefficient near solid boundaries, the mesh expansion 

ratios became too large for ADPAC to handle. To keep these ratios down, a compromise 

was reached by utilizing a larger spacing coefficient. This was chosen based on an 

approximate y+ value of ten instead of one. This value was chosen to agree with the 

empirical wall function implementation described in the ADPAC documentation [3]. In 

order to adequately model the boundary layer effects, wall functions were then set to 

always be on in the ADPAC solution routine, since a y+ value of ten does not produce 

adequate grid resolution near solid boundaries. 

With an estimated y+ value of ten, the mesh expansion ratios were reduced to less 

than 1.35 in each coordinate direction. ADPAC generates a warning message when the 

expansion ratios are greater than 1.3, but after much experimentation, it seems that the 

solution will converge with expansion ratios less than 1.35. The IGV and rotor grid were 

then converted to a left-handed coordinate system for use in ADPAC. These 
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modifications completed our mesh for the TESCOM first stage IGV and rotor. The IGV 

and rotor grid can be seen in Figure 5. Again, for clarity, only the lines of constant radial 

location are shown. 

Detuned Grid Generation 

Solving the detuned problem required a new mesh to be generated. ADPAC does 

not employ phase-lagged boundary conditions. Therefore, in order to model a detuned 

rotor blade, it was necessary to generate a computational mesh that modeled multiple 

blade passages. In the specific case of 10% alternate detuning, the circumferential span 

of two rotor passages (one narrow, one wide) exactly matches the circumferential span of 

two IGV passages. Therefore, two IGV passages were modeled as well as one narrow 

and one wide rotor passage. 

To create the two different IGV passages, two identical grids were generated (the 

same as the one for the tuned case). One of these grids was shifted in the negative 

circumferential direction by one IGV blade passage (360734 blades = 10.588°). To 

generate a mesh for the narrow rotor passage, the inputs to TIGER™ were modified from 

the tuned rotor geometry by applying a 90% scaling factor in the circumferential 

direction. The geometry in the axial and radial directions was unchanged. For the wide 

rotor passage, a 110% scaling factor was applied in the circumferential direction to the 

tuned rotor geometry. Once again, the axial and radial geometry was unchanged. The 

wide passage was shifted in the negative circumferential direction by an amount equal to 
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one circumferential span of the narrow rotor passage (0.9*360734 blades = 9.529°). 

These four grids were converted to a left-handed coordinate system for use in ADPAC. 

The two IGV passages together with the wide and narrow rotor passages describe 

a solution domain that repeats seventeen times around the circumference of the 

compressor geometry. This repeating geometry can be used by ADPAC to generate 

results for an alternately detuned rotor geometry. This computational mesh can be seen 

in Figure 6. Again, for clarity, only the lines of constant radial location are shown. 
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VI. Methodology 

Tuned Rotor Case 

The overall computational procedure consisted of preparing boundary condition 

and input files for a given mesh for a steady-state solution. The steady-state option is 

used to generate a first approximation to the solution. This steady-state solution is 

actually a quasi-steady solution that time-averages flow variable between the blade rows. 

The unsteady solution can then be started using the steady-state solution as an initial 

condition. The unsteady solution is then iterated until convergence is obtained. Overall 

convergence is determined by comparison of the inlet and outlet mass flow values. 

The full geometry consists of three sections, the upstream inlet, the IGV, and the 

first rotor. The upstream inlet section of the flow path does not contain any blade 

geometry, therefore it is symmetric around the centerline of the flow path. This 

symmetry enabled the solution for the upstream inlet to be run in two dimensions, which 

greatly improved the computational time. The solution was started using standard day 

stagnation conditions at the inlet (for both the tuned and detuned cases), and all walls 

were considered no-slip boundary conditions in order to generate the proper boundary 

layer growth. This two-dimensional solution produced a pressure and temperature profile 

at the exit of the upstream inlet. This profile could be used as the inlet condition for the 

IGV and rotor grid. This upstream inlet produced an inlet Mach number to the IGV of 

approximately 0.224. This solution of the upstream inlet was used for both the tuned and 

detuned cases. 
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For the tuned rotor case, the original computational mesh contained two blocks, 

one for the IGV passage and one for the rotor passage. To generate the appropriate 

boundary conditions, a utility called PATCHFINDER (included with ADPAC) was run 

and a boundary data file was generated. This file was modified to fit our problem 

precisely. An input file was also created that dictated the rotational speed of the rotor, the 

number of iterations to perform, the CFL number, etc. These two files were specific to a 

steady-state calculation. 

To determine the operating condition, the rotor rotational speed was obtained 

from TESCOM experimental data [14]. The point selected was one of maximum stage 

efficiency at 100% corrected speed. This data also included a mass flow rate, which was 

used for later comparisons. ADPAC requires an exit static pressure ratio to be specified 

for a steady-state solution. To determine what pressure ratio should be used, a 

compressor map was generated for the tuned geometry. This compressor map and 

efficiency plot can be seen in Figures 7 and 8. 

It was decided that the operating point would be located near the peak efficiency 

point. As can be seen from Figures 7 and 8, this point is located at an exit static pressure 

ratio of 1.35. However, in order to allow for some stall margin, the operating point was 

chosen to be at an exit pressure ratio of 1.3. This choice allowed for some stall margin, 

as points past 1.35 were in the stall region (the steady-state solution diverged). This 

choice does not reduce the efficiency very much. The mass flow rate for this point is 

30.522 lbm/s. This value is not equal to the mass flow rate given in the TESCOM data 

report (24.5 lbm/s), but it is of a similar magnitude. 
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The steady-state solution was set up to use three levels of multi-grid. A solution 

is first obtained on the coarsest level. This coarse solution is then interpolated to the next 

finest mesh level and a solution is obtained there. This solution is then interpolated to the 

finest mesh level and the final steady-state solution is obtained. For the tuned case, each 

of the coarser mesh levels was run for 1000 iterations, and the fine mesh for 

approximately 400 iterations. At this point the root mean square of the residuals had 

decreased by about six orders of magnitude. This convergence plot can be seen in Figure 

9. 

An oddity of ADPAC is that if a converged solution is continually iterated, then 

instabilities will develop and the solution will diverge. This divergence happens in an 

abrupt fashion, and that is why the fine mesh steady-state solution was not iterated for 

any longer than it was. This behavior has been observed and was documented in initial 

ADPAC testing. 

At the completion of a run, ADPAC generates a restart file that can be used to 

start a solution again at a later time. The restart file generated by the steady-state solution 

was used to start an unsteady solution. An unsteady boundary data file and input file 

were generated and the restart file from the steady-state solution was used as the initial 

condition for the unsteady solution. 

The unsteady solution algorithm used in ADPAC is an implicit procedure. This 

means that the solution is obtained for all points in the solution domain simultaneously at 

each global (physical) time step before moving on to the next global time step. The time- 

marching algorithm is comprised of computational time steps that are embedded in each 

global (physical) time step. The user sets the maximum number of computational time 
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Steps that are taken inside each global time step. For our calculations this value was set 

to 20 iterations. Also, the user can also specify a residual convergence level for each 

global time step. If the base ten logarithm of the root mean square of the residuals 

becomes less than this value before the maximum number of inner iterations is reached, 

then the solution is deemed to be converged at that global time step and the solution 

advances to the next global time step. For our calculations, this value was set to -6.5. 

Setting the maximum number of iterations and the convergence level to appropriate 

values can significantly improve computational time, especially on the coarser mesh 

levels. 

The unsteady solution does not use a full multi-grid startup routine as the steady- 

state solution did, since a solution already exists on the finest mesh level from the steady- 

state restart file. However, it has been shown [3] that by interpolating the steady-state 

fine mesh solution back to the next coarsest mesh level and iterating on that mesh level 

first, convergence can be significantly accelerated. Therefore, this procedure was 

followed for the unsteady solution. 

From prior research with ADPAC, it was known that a typical unsteady solution 

generally takes about one rotor revolution in time to converge. In the global sense, 

solution convergence is determined when the inlet mass flow value approaches the same 

value as the outlet mass flow (at least in a periodic sense), and the residuals have been 

reduced by approximately five orders of magnitude. Mass flow values are output by 

ADPAC, and the user can examine these values to determine whether convergence has 

been achieved. 
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A convergence plot of the tuned unsteady solution can be seen in Figure 10. The 

inlet mass flow rate has approached asymptotically the mean of the outlet mass flow rate, 

which exhibits periodic behavior. The mass flow rate at this point is approximately 

25.792 lbn/s, which compares favorably with the value of 24.554 lbm/s given in the 

TESCOM data report. 

Detuned Rotor Case 

For the detuned rotor geometry, the procedure was similar to the tuned case. 

Once again, an operating point had to be determined by using the steady-state solution. 

A compressor map was not generated, as the exit static pressure ratio was altered until the 

mass flow rate at convergence of the steady-state solution was the same as the mass flow 

rate at convergence for the steady-state tuned case (the mass flow rates matched within 

1.5%). This equality of mass flow rates insured that we were operating at approximately 

the same Reynolds number. An exit pressure ratio of 1.2 (as compared to 1.3) was 

needed to match these mass flow rates. A convergence plot of the steady-state detuned 

case can be see in Figure 11. This steady-state solution was used to start an unsteady 

calculation on the detuned geometry. The detuned case was run until convergence was 

achieved, the same as for the tuned case. 

All computations were performed on a cluster of five desktop PCs running under 

the Linux operating system. Parallel capability was obtained by using the MPI message- 

passing interface. The various machines were either Pentium II or Pentium III 

architecture, ranging in clock speed from 350 MHz to 1 GHz. Each machine contained at 

least 256 MB of RAM. These machines communicated with one another through a 100- 

Mbit Ethernet connection. 

39 



VII. Results 

The goal of this research was to determine the effects of detuning on high-cycle 

fatigue in turbomachinery blades. This requires an accurate analysis of the loading on the 

blades to be performed. The loading on the blade is due to a pressure distribution and 

viscous forces acting on the surface of the blades that gives rise to the six forces and 

moments contained in a 3-D solution. In order to facilitate this discussion of a detuned 

case versus a tuned case, Figure 12 shows a schematic of the method of detuning that was 

used, where the spacing differences are exaggerated for the sake of emphasis. Figure 12 

only shows the relative positioning of each blade in the computational mesh so the reader 

can identify where the various blades are located. It is not representative of the actual 

blade shapes used. Also, each IGV and rotor blade is labeled either A or B. These blades 

are referred to as such throughout this analysis. 

Grid Sensitivity 

In any CFD calculation, it is important to verify the sensitivity of the solution to 

different grid sizes. For this research a grid-sensitivity study was performed by using the 

multi-grid meshes generated by ADPAC and examining the forces and moments on the 

blades in a steady-state calculation. This technique is similar to a grid-independence 

study. Figure 13 shows a portion of the study, as the results for the other blades are 

essentially identical. The tuned case shows that at the finest mesh level, there is little or 

no sensitivity to grid size, which adds confidence to the results at the finest mesh level. 

Unfortunately, the detuned geometry shows that grid independence may not be 
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established, although only one force and one moment show this, so it may still be an 

acceptable mesh to use. 

Steady-State Results 

In order to generate an accurate unsteady solution, it is beneficial in terms of 

computational time to generate a converged steady-state solution to be used as a starting 

point for future unsteady calculations. The steady-state Cp distribution shows the average 

pressure distribution across the surface of the IGV. Figure 14 shows this distribution 

over the IGV for the tuned case at three radial locations. The jagged quality of the plot at 

the leading and trailing edge is due to poor grid resolution in that region. The mean 

appears to be around zero (as we would expect for a symmetric IGV), but the Cp profile 

at the tip is very strange, most likely due to boundary layer effects. Figures 15 and 16 

show the same steady-state profile for the detuned case. These figures are practically 

identical to that for the tuned case, indicating that detuning had little effect on the steady- 

state performance of the IGV (see Table 2, later). 

Figure 17 shows the steady-state Cp profile over the tuned rotor at three radial 

locations. There is also a jagged quality at the edges of the profile, once again due to 

poor grid resolution at the leading and trailing edges. The highly curved nature of these 

profiles is due to the presence of a shock located at about 30 percent chord. This shock is 

not being accurately defined in this region (it is "smeared out"), due to poor grid 

resolution in the axial direction. Figures 18 and 19 show the Cp profile for the two 

detuned rotor blades. For rotor A at the mean radius the shock has shifted slightly 
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towards the mid-chord of the rotor blade, and for rotor B, it has shifted slightly upstream 

to about 20 percent chord. From Figure 19 it can also be seen that rotor B may be 

operating off-design. This can be seen due to the crossing of the pressure and suction 

surface traces at the mean radius. This is reasonable to expect, as this IGV and rotor 

geometry was not designed for detuning. This moving of the shock should be expected in 

the detuned case as detuning creates passages of unequal width. In a narrow passage the 

point where the shock from a neighboring blade impinges on another blade will be farther 

upstream, and for a wider passage it will be farther downstream. 

Figure 20 shows the steady-state Mach number contours for both the tuned and 

detuned cases. There is a discontinuity between the IGV and rotor regions because at that 

interface, the reference frame shifts from the absolute frame to the relative frame. Also, 

the rotor blade can still be seen in the contour plot, because in the relative frame, the 

observer is effectively "sitting" on the rotor blade, and therefore appears not to have 

moved. The flow reaccelerates after it passes through the shock attached to the leading 

edge of the rotor, and that there is another shock further down in the passage. This two- 

shock system was also shown by Car and Puterbaugh [11]. Figure 20 indicates the source 

of the highly curved nature of the steady-state rotor Cp profiles. 

It can also be seen from the contour legend in Figure 20 (both tuned and detuned 

cases) that there may be a region of flow that is trying to separate near the trailing edge of 

the blade. At that point, the Mach number is very low, and therefore some separation 

would be expected to occur near this point somewhere in the flow field. Upon 

investigation of a contour plot of axial velocity (Figure 21), this region of separation was 

found to be near the hub at the trailing edge of the rotor. Figure 21 shows this aspect of 
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the flow field for both the tuned and detuned cases. The separation occurs (in both the 

tuned and detuned cases) very near the hub at the trailing edge of the rotor (where axial 

velocity becomes negative). Modern blade designs that have a low aspect ratio and high 

loading typically exhibit some small regions of separation, especially near the hub. 

Unsteady Results 

The unsteady Cp profiles for the IGV are shown for the tuned and detuned cases 

in Figures 22 and 23 respectively. The time levels shown represent one blade passage for 

the tuned case (ensuring that periodicity has been achieved), and two full blade passages 

in the detuned case (also ensuring periodicity). For the tuned case, the first time level 

(t/T=0) is defined as when the trailing edge of the IGV and the leading edge of the rotor 

are aligned in the axial direction. For the detuned case, the first time level (t/T=0) is 

defined as when the outer blades (IGV B and rotor B) are perfectly aligned (see Figure 

12). Only IGV A is included for the detuned case, as IGV B has a profile identical to 

IGV A (as expected). These plots show that the pressures over the IGV surfaces fluctuate 

in time. Also, there is a region of maximum pressure on either surface at about 96 

percent chord. The pressure fluctuation shown is caused by the shock attached to the 

leading edge of the rotor blade passing the trailing edge of the IGV. When this shock 

passes, it generates a weak pressure fluctuation (much weaker than a shock) that passes 

upstream and impinges on the suction surface of the IGV. The suction surface of the 

IGV is defined as the side of first approach of the rotor. This pressure fluctuation then 

"releases" from the pressure surface of the IGV and moves on towards the next IGV. 
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Since this pressure fluctuation first impinges on the suction surface, the fluctuations 

should larger on that surface, and that is exactly what Figures 22 and 23 show. 

From Figures 22 and 23, it can also be seen that the pressure fluctuation travels 

from the trailing edge of the IGV towards the leading edge. Using the flow condition in 

this region, the distance between two peaks of the pressure wave and the rotational speed 

of the rotor, it was determined that this wave is an acoustic wave, traveling upstream. 

The point of maximum pressure is not exactly the same for the pressure and suction 

surfaces. The traveling waves along each surface are therefore slightly out of phase, 

owing to the difference in time necessary for the pressure fluctuation to move from one 

side of the IGV to the other. 

Figures 22 and 23 also show that the pressure fluctuations seem to attenuate as 

they travel upstream. This should be expected since a small pressure fluctuation will do a 

small amount of work on the IGV (some small amount of energy will be generated). As 

the fluctuation travels upstream, the energy is acting over a larger and larger area and 

therefore as it moves toward the leading edge of the IGV there will be less and less 

energy to act over the surface of the IGV. The pressure surface shows a region (Figure 

22) where the Cp profiles appear to "cross," and then expand slightly again as they travel 

downstream. This crossing occurs around 50 percent chord, and it may be caused by the 

fact that the 50 percent chord point is very near the point of maximum thickness on the 

blade, and the flow is accelerating slightly again around the IGV curvature toward the 

leading edge, causing the pressure fluctuations to be reduced. 

Figure 23 shows the unsteady Cp profiles for the detuned case. They are very 

similar to the tuned case profiles, although the fluctuations are larger on both surfaces. 
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This owes to the fact that there is some non-uniformity already present in the geometry 

due to the detuning. The only real effect that detuning has had for these plots is that it 

has increased the magnitude of the pressure fluctuation on the IGV. 

The pressure fluctuation on the IGV caused by the passing of the shock attached 

to the leading edge of the rotor can be seen in five time "snapshots" in Figure 24. This 

contour plot shows pressure contours at five time levels (normalized by the tuned one- 

blade-passage period). The pressure fluctuation can be seen traveling away from the 

rotor leading edge and moving upstream and impinging on the surface of the IGV. This 

pressure fluctuation is a very weak one, as can be seen from the contour legend. 

The rotor unsteady Cp profiles are shown for the tuned and detuned cases in 

Figures 25-27. The first thing to note here is that there is very little fluctuation of the 

rotor pressures with time (more fluctuation on the pressure surface than the suction 

surface). This is due to the fact that there is no forcing function for the rotor coming 

from downstream blades as there is for the IGV. There is a forcing function for the rotor 

coming from the upstream IGV wake, but it obviously has only a very small effect on the 

surface pressures on the rotor blade. The similarity of the detuned pressure profiles to the 

tuned pressure profile over the rotor blade indicates that there is probably only a very 

small overall performance change across the rotor blade due to the aerodynamic detuning 

(more discussion on this follows). 

Another important factor to consider when investigating unsteadiness is the 

amplitude of the fluctuations in any given property. The pressure fluctuations on the 

blades have some amplitude, and this amplitude was estimated (Figure 28) by taking half 

of the difference in the minimum and maximum pressures for the each surface at any 
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given point along the blades. This calculation generates an estimate for the amplitude of 

the fluctuation (the differencing removes the mean value). This calculation was 

conducted for both blade rows for the tuned and detuned cases. It is immediately 

apparent (Figure 28) that the magnitude of the fluctuations on the IGV is much greater 

than those on the rotor (this has already been shown with the Cp profiles). Also, there is a 

peak in the amplitude of the fluctuations near the trailing edge of the IGV at about 90 

percent chord, and a much smaller peak on the rotor at about 95 percent chord. These 

peaks are also present when the detuned case is run. Once again, for the rotor, there 

appears to be very little difference between the tuned and detuned cases, and for the IGV, 

the magnitude of the fluctuations are increased slightly from about 50 percent chord on 

downstream to the trailing edge. 

A final factor to consider regarding the unsteady pressures on the blades is the 

loading profile. The loading is defined as the difference in the pressures on the suction 

surface and the pressure surface at any given time level. Plotting the loading value over 

the surface of the blade (Figures 29-31) can show where the location of maximum 

loading is. The loading for the IGV and rotor at the mean radius for both the tuned and 

detuned cases are shown in Figures 29-31. In all three cases the location of maximum 

loading on the IGV is not constant. It moves in time from about 65 percent chord to near 

the trailing edge and then back upstream until it repeats. If the point of maximum 

loading on Figure 29 (tuned case) is marked at each time step, the path traced is a single 

loop. This is due to the fact that the peak pressure point for the suction and pressure 

surfaces is not exactly at the same axial location along the blade surface (see Figures 22 

and 23). This means that the pressure fluctuations along each surface are slightly out of 
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phase and therefore the location of maximum loading is a traveling wave along the 

surface of the IGV. 

In the detuned case, IGV A and B have a nearly identical loading profile (as 

should be expected), and the location of maximum loading travels along the surface of 

the blade from about 50 percent chord to out near the trailing edge and then back 

upstream until it becomes periodic (see Figure 30). If the location of maximum loading 

in Figure 30 is marked at each time step, the path traced appears to be a smaller loop 

folded inside of a larger loop. These two loops are periodic. The smaller loop inside of 

the larger loop is most likely due to the fact that we have a narrow blade passage and a 

wide blade passage. Each of them form a single loop (just as in the tuned case) and they 

are linked when periodicity is achieved. 

Figures 29 and 31 also include the unsteady loading on the rotor. As was seen in 

the rotor Cp profiles (Figures 25-27), there is very little variation in time of the loading on 

the rotor. The location of maximum pressure is approximately constant at about 10 

percent chord (the spike near the leading edge is probably due to poor grid density and 

should not be considered). Detuning the rotor does shift the loading profile (Figure 31) 

toward the trailing edge, although the loading profile still has very little time dependency. 

Detuning does appear to influence the magnitude of the fluctuations, as they appear to be 

slightly larger than for the tuned case. This should be expected, as detuning has 

introduced some non-uniformity into the solution domain. 
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Force and Moment Analysis 

In determining what effect detuning has on the high-cycle fatigue problem, it is 

also necessary to examine the unsteady forces and moments on the blades. ADPAC 

generates a time history of the axial, radial and tangential forces and moments on each 

blade. These values represent the net force or moment on the blade in each direction, 

where the moment is calculated about the quarter-chord point. 

The time histories of the blade forces and moments and their associated Fourier 

transforms are shown in Figures 32-35. For each of these plots, the tuned case time 

history and Fourier analysis are the upper two plots, blade A's time history and Fourier 

analysis are in the middle two plots, and blade B's time history and Fourier analysis are 

in the lower two plots. From the time histories, it is obvious that the tangential force 

varies much more than any other force, and the radial moment varies much more than any 

other moment. The tangential force is the force that deflects the blade around the 

compressor hub, and the radial moment is the moment that causes blades to twist. It can 

also be seen that when the rotor is detuned (Figures 34 and 35), the axial and radial forces 

do not change by any significant amount, and that the axial and tangential moments do 

not change very much either. Therefore the tangential force and radial moment are the 

two quantities that will be most useful in this analysis. 

The time histories shown represent two full blade passages in both the tuned and 

detuned cases; This ensures that the entire solution domain has been swept through in 

time and periodicity has been achieved. Therefore, it is acceptable to take the discrete 

Fourier transform of these time histories to perform a frequency analysis. 
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From the time histories (Figures 32 and 34), detuning seems to reduce the mean 

of the tangential force on both the rotor and the IGV. It does not seem to have any effect 

on the mean of the radial moment (Figures 33 and 35). Upon examination of the Fourier 

transforms, it can be seen that in the tuned case the IGV exhibits the fundamental 

frequency that corresponds to the blade passing frequency. Detuning generates frequency 

energy in both the plus and minus half-harmonic side bands on the IGV. The 0.5 

harmonic is due to the fact that the geometry now consists of a pair of 17-blade sets (one 

with wide spacing and one with narrow spacing), and the half-harmonic is at the 

frequency that would correspond to one blade passage of a 17-bladed geometry. The 1.5 

harmonic could be due to the fact that detuning generates some of the frequency energy 

that would result from a rotor that had blades with spacing equal to the narrow passage 

spacing. This would effectively create a larger number of blades around the 

circumference, and hence a higher blade pass frequency. Since the level of detuning was 

fairly small, a lot of energy in the 1.5 harmonic side-band would not be expected. 

In the Fourier analysis (Figures 34 and 35), the tuned rotor exhibits the 

fundamental frequency that corresponds to the blade pass frequency, and it also exhibits a 

second-order harmonic (of a smaller magnitude). Detuning seems to shift some of the 

frequency energy into the neighboring half-harmonic side-bands, both around the 

fundamental and around the second harmonic. It seems that there is less energy in the 

half-harmonic side-bands for the rotor than for the IGV (Figures 32 and 33), and this 

could be due to the fact that there is no downstream forcing function on the rotor as there 

is for the IGV. 
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Figures 36 and 37 present a summary of the Fourier analysis for both the IGV and 

the rotor, and the effects of detuning on the tangential force and radial moment. These 

charts plot the amplitude in the frequency domain of the first (fundamental) harmonic. It 

is clear from the charts that the fundamental of tangential forces on the IGV are reduced, 

but the fundamental of the radial moment has increased. Conversely, for the rotor, 

detuning has increased the fundamental of the tangential forces, and reduced the 

fundamental of the radial moment. 

Overall Performance Analysis 

From the Cp profiles, it was hypothesized that detuning had little effect on the 

overall performance of the IGV and first rotor. This was due to the fact that the Cp plots 

for the rotor changed very little from the tuned case to the detuned case. Table 2 

summarizes the overall performance data along with the data given in the TESCOM data 

report [14]. 

Table 2. Overall Performance Comparison 

TESCOM Tuned % Diff. Detuned % Diff. 

Mass Flow Rate (lbm/s) 24.5 25.7 4.90 26.5 8.16 

Rotor total pressure ratio 2.2631 2.199 2.83 2.159 4.60 

Rotor isentropic efficiency 0.8893 0.875 1.61 0.8518 4.22 
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VIII. Conclusions and Recommendations 

The goal of this research was to investigate high-cycle fatigue effects in a detuned 

compressor rotor. It was hypothesized that detuning could result in a compressor that 

would maintain the overall performance of a tuned configuration while reducing high- 

cycle fatigue effects on the blades. Detuning effects have been investigated by many 

other researchers, but the author could not find any published papers where a three- 

dimensional computational model was used. The three-dimensional computation 

undertaken in this research provided an accurate prediction of the overall performance 

characteristics of a tuned compressor geometry as compared to experimental data. 

The detuned geometry showed very similar performance characteristics to the 

tuned case (see Table 2) and to the experimental data. This provides reassurance that 

detuning has had very little effect on the overall performance of the compressor. The 

force and moment analysis of the detuned case showed that detuning could change the 

unsteady aerodynamic forces on the blades. On the IGV the tangential force was 

decreased while the radial moment was increased, and for the rotor, the tangential force 

was increased while the radial moment was decreased. This implies that detuning affects 

each problem differently, depending on the specific blade geometry and the flow regime 

under investigation. The frequency analysis also showed that there were some higher 

harmonics generated on the blades, which may or may not be beneficial to the high-cycle 

fatigue problem. 

In conclusion, this research has shown that detuning has had very little overall 

effect on the performance characteristics of a compressor. It has also shown that 
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detuning could result in some reduction in the forced response of the blades. This 

reduction is a trade-off though, as decreasing a force or moment in one direction may 

increase one in another direction. This means that detuning should be applied to each 

problem individually, and a determination must be made about which force or moment 

should be reduced, and would it be acceptable for another to be increased as a result. 

This research has also shown that further investigations of detuning are needed, as 

only one level of detuning was investigated here. Also, the grid independence study 

suggested that some of the forces and moments could be very sensitive to the mesh size, 

and therefore a more dense computational mesh should be applied to the problem to 

generate a potentially more accurate solution. 
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Figure 1. CARL TESCOM Three-Stage Compressor Rig (Meridional View) 
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Figure 2. TESCOM Configuration 1A Streamline Geometry 
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Figure 16. Detuned IGV B Steady-State Cp Profiles 
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Figure 17. Tuned Rotor Steady-State Cp Profiles 

68 



-1.5 

& 

o 

-0.5 

0 

0.5 

1 

^—— 

^vZi^13 ^^>-~r/^ 

1.5 

2 

2.5 

3 

35 C 

:   ,    ,    ,    ,    i 1 i 
0.25 0.5 

x/c 
0.75 1 

Tip 

Figure 18. Detuned Rotor A Steady-State Cp Profiles 

69 



-0.8 

-0.6 

-0.4 

-0.2 

0 L V 
OL 

0.2 

0.4 

0.6 

0.8 -\i 
1 

1.2 

..!.... 1 i     t     i 1 

0.25 0.5 
X/C 

0.75 1 

Hub 

-0.8 r- 

-0.6 

-0.4 

-0.2 H                 \ 
0 

0.2 

O 
0.4 

06 

0.8 

1 

1.2 

1.4 r 

1.6 r 
1                                      1 i 

I.U( ) 0.25                                               0.5                                               0.75 
X/C 

1 

Mean 

-1.5 

-1 

-0.5 

0 

0.5 
____--^^==:=>J^ 

ü 1 

1.5 

2 

2.5 

3 

- 

1   
°'°( ) 0.25 0.5 

X/C 
0.75                                           1 

Tip 

Figure 19. Detuned Rotor B Steady-State Cp Profiles 

70 



N 

0.1   - 

0.2 

0.3 

0.4 

Us    H 

H 

M 
1.3960 
1.2564 
1.1168 
0.9772 
0.8376 
0.6980 
0.5584 
0.4188 
0.2792 
0.1396 

i    i    t    i _l I l l_l l I 
-0.2 -0.1 0.1 0.2 0.3 0.4 

Tuned, Mean 

Detuned, Mean 

Figure 20. Steady-State Mach Contours, Tuned and Detuned Cases 

71 



0 ran 

N 

0.1 

0.2 

0.3 

0.4 

w. 

u 
0.9395 
0.7700 
0.6006 
0.4311 
0.2616 
0.0922 

-0.0773 
-0.2468 
-0.4162 
-0.5857 

'     '     ' I I L—I I I I I I L I     ....     I I     I     I     I till 

-0.2 -0.1 0.1 0.2 0.3 0.4 

Tuned, Near-Hub 

N 

Ü 

0.05 

0.1 

0.15 - 

0.2 U 
1    1.0185 

0.25 B °-8340 
§1   0.6495 

- Ü   °-4651 

0.3 '- |   0.2806 

1   00961 
- H -0.0883 

0.35 B -0.2728 
■ -0.4573 

0.4 '- 
■ -0.6418 

®Si-: 

I       )       I _l__l I I I L. »     .     . rtii 

-0.2 -0.1 0.1 0.2 0.3 0.4 

Detuned, Near-Hub 

Figure 21. Axial Velocity Contours, Tuned and Detuned Cases 

72 



-0.8 i- 

-0.6 - 

ü 

0.6, J I I L. J I I L. _I__J I L. 

0.25 0.5 
x/c 

Pressure Surface, Mean 

0.75 

-0.8 r- 

-0.6  - 

-0.4 - 

ü 

Suction Surface, Mean 

Figure 22. Tuned IGV Unsteady Cp Profiles 

73 



-0.8 

-0.6 J}, 
^/sX ^ 

..-■*''s\S.jx\+ 
-0.4 -_                                                                   .M ■■■■■>-C / JKS^V .-■*.■\\, 

-0.2 
a 

ü 
0 i                                                              \  >i _ tr*    \s~° - —=— trr=o 

- —'— trr=o.i - ------- tn=o.2 
0.2 — t/T=0.3 

_..„ t/T=0.4 
_  o  tfT=0.5 
 o VT=0.6 

0.4 —-s tfT=0.7 
a      trr=o.8 

0.6 

_..„— trr=o.9 

i     .     i     i     1     i     i     i     i    1     i     i     i     i     1     i     i     i     i     1 

)                         0.2                       0.4                       0.6                       0.8                         1 
x/c 

Pressure Surface, Mean 

-0.8 i- 

U 

Suction Surface, Mean 

Figure 23. Detuned IGV A Unsteady Cp Profiles 

74 



N 

0.1 

0.2 

0.3 

0.4 

E 

p 
1.4964 
1.4060 
1.3155 
1.2251 
1.1347 
1.0442 
0.9538 
0.8633 
0.7729 
0.6824 

i   i   I   i   i   i   ■   i   i   ■   i   i   I   ■   ■   ■   ■   l   ■   i   ■   i   I   i   i   i—i_L_j—i_i_ 
-0.2 -0.1 0 0.1 

X 

1/T=0 

0.2 0.3 0.4 

N 

0 

0.05 

0.1 

0.15 

0.2 

0.25 

0.3 

0.35 

0.4 

■ m 
p 

1.5446 
1.4486 
1.3526 
1.2566 
1.1607 
1.0647 
0.9687 
0.8727 
0.7767 
0.6808 

J l_J I    I    I    I L. '    '     '     »    '    '    '     '    '    '    '    '    '—I—I—I—■—I    I    I 
-0.2 -0.1 0 0.1 

X 
t/T=0.2 

0.2 0.3 0.4 

Figure 24. Tuned Case Unsteady Pressure Contours 

75 



PpiS pi 
p 

1.5697 
1.4719 
1.3740 
1.2762 
1.1784 
1.0805 
0.9827 
0.8849 
0.7870 
0.6892 

t/T=0.4 

0.2 

i 
p 

1.6797 
1.4802 
1.3807 
1.2812 
1.1817 
1.0822 
0.9627 
0.8832 
0.7836 
0.6641 

I   I 

t/T=0.6 

0.05 

-0.2 -0.1 
X 

t/T=0.8 

0.1 0.3 

0.1 

N 0.15 
'■_ 

,TOB^ 

0.2 

0.25 

-   i    i    i    i    1    i    i , i   . 1    ,    ,    ,    ,    1    ,    ,    ,    ,    1    ,    , 

.'*,'■ w^ : - 

■■.::-^yf.-,';- 

,   ,  l' , , . , i , , , , 

p 
1.5709 
1.4724 
1.3740 
1.2755 
1.1770 
1.0786 
0.9801 
0.8816 
0.7832 
0.6847 

Figure 24 (cont). Tuned Case Unsteady Pressure Contours 

76 



ü 

-1.2 

-1 

-0.8 

-0.6 

-0.4 

-0.2 

0 

0.2 

0.4 

0.6 

0.8 

1 

1.2 

1.4 

 .  t/T=0 
 . t/T=0.2 
 VT=0.4 

OT"=0.6 
 o VT=0.8 

Pressure Surface, Mean 

Suction Surface, Mean 

Figure 25. Tuned Rotor Unsteady Cp Profiles 

77 



ü 

Pressure Surface, Mean 

o 

Suction Surface, Mean 

Figure 26. Detuned Rotor A Unsteady Cp Profiles 

78 



ü 

-1.2 p 

-1 I- 
-0.8 

-0.6 

-0.4 E- 

-0.2 

0 

0.2 

0.4 

0.6 

0.8 

1 

1.2 

1.4 

ü 

-  1/T=0 
    4  - trr=o.i 
 V-- - trr=o.2 
 *■■■■ tfT=0.3  *_. -  tfT=0.4 

-  VT=0.5 
  o— - tn=o.6 
 a- . -  VT=0.7 
 B- «T=o.e 
 &-- -  t/T=0.9 

Pressure Surface, Mean 

Suction Surface, Mean 

Figure 27. Detuned Rotor B Unsteady Cp Profiles 

79 



Tuned IGV 

-A— Pressure 

-•— Suction 

Tuned Rotor 

ie
 E

st
im

at
e 

o
  

  
o

  
  
o

 
o

  
  
o

  
  
o

 

A   Pressure 

~  0.20- 
Q. 

—•— Suction 

1 °-10; L _i_4 A A *^ j. A-A/*y 
O  0.00 ' !**££$**=**( I 

0                   0.5                   1 

X/C 

Detuned IGV A 

-A— Pressure 

-•— Suction 

Detuned Rotor A 

£  0.50 -I 
(0 

de
 E

st
ir

r 
o

  
  

o
 

o
   

  o
 

A    Pressure 

£  0.20- 
O. 

•   Suction 

1   0.10; I 

o 0.00- ^MF*Nfc**£#w 
0                     0.5                    1 

x/c 

0.50 -i 

IS 
E 0.40 - 

|o.30 
•a 
1 0.20 - 
Q. 
E 
< 0.10 - 

O 
0.00 -I 

c 

Detuned, IGV B 

—A— Pressure 

—•— Suction 

)                   0.5 

X/C 

Detuned Rotor B 

0.50 
S 
to 
E 0.40 

5 0.30 
■o 

£ 0.20 a 
E 
<  0.10 
a. 
ü 

0.00 
■!S*Z*i**i$ 

-A— Pressure 

-•— Suction 

0.5 

X/C 

Figure 28. Unsteady Cp Amplitude Estimates, Tuned and Detuned Cases 

80 



IGV, Mean 

-0.2 

0 

0.2 

0.4 

0.6 

0.8 

S   1 

12    1-2 (0 

5    14 
1.6 

1.8 

2 

2.2 

2.4 

: 
// 

A/ 

..■■*•. 

-*- -^ o^^ 

/ 

1         t         1         1         1         1 

—»— vr=o 
 •- - t/T=0.2 
—»— tnr=o.4 

vr=o.6 
—»— tn"=o.8 

1 j 2.6 c > 0.25 0.5 
x/c 

Rotor, Mean 

0.75                               1 

Figure 29. Unsteady Loading, Tuned Case 

81 



-0.8 i- 

x/c 
IGV A, Mean 

X/C 
IGV B, Mean 

Figure 30. Unsteady IGV Loading, Detuned Case 

82 



x/c 
Rotor A, Mean 

-0.2 
s&. 

0 ^*-°%f 
0.2 

r         ^pi^K ,j0^y 0.4 r                   JP^^^^iS: 
0.6 ~~     w ^&s-                  "iääP £#* 

'"                     fi* ^^3h--**szä&^^~ 0.8 
U>      1 
C       ' 

"8 1-2 

5    1-4 
.'  °  VT=0 

1.6  ■• t/T=0.1 
— -i VT=0.2 

1.8 >    VT=0.3 
_..., VT=0.4 

2 
\ 

 o  VT=0.5 
 o VT=0.6 

2.2 1 —-« t/T=0.7 
a          tn^O.8 

2.4 

26 C 

_..«...-_ tfr=o.9 

  J 
0.2 0.4                      0.6 0.8 1 

X/C 
Rotor B, Mean 

Figure 31. Unsteady Rotor Loading, Detuned Case 

83 



1 
 j.                   ,                     ,                     !                    !                    ,                    , 

"'«     Axial Fore« 

- Q    T«rv()»11»l Fore» 
0    R»dlil FOK* 

- 
- - 
- 0 - 
- - 

0 o's i                is                2                it               3               as                * «s                I 

1 
1 

1 1 1 1 
1 ■     Axial Fort* 

" 0    T»ng*liii Fore» 
Q    R*dial Fore* 

- 
- - 
- 

O 0 
- 

H - 
* 0 

3 05 1 s 2 2*S 3 3 5 "s                ? 

- 
1 1 1 

O 
0 

T 
ill Fore* 

- 
" - 
" O 0 - 
. . 

- ft o 

D OS IS 2 25 I 3°5 ? *5                  ? 

Figure 32. IGV Forces Time History and Fourier Analysis; Tuned, IGV A, IGV B 

84 



...^^*tf*ttmmWl^»u.,n|m||,,^*" 

- Axial Momanl 
- Tangatial Momanl 

Radial Moment 

O   Aiial Momanl 
s    Tangalial Mom ant 
0    Radial Momanl 

^^«■W"-****»-"*«^*^'.!- ,.  ^^-^4^^" 

  Tanyatlal Momanl 

1 
1 1 1 1 1 1 

0 Axial Momanl 

> , Tangalia) Momant 

- 0 Radial Momanl 

- - 

- 
o 
0 

0 
o 

- 
, ■ ¥ . 

Figure 33. IGV Moment Time History and Fourier Analysis; Tuned, IGV A, IGV B 

85 



. Axial For» 
- Tangalial Forei 

^HIIIHIIHIMHIIlliliMil i UM Hl H IHM I H 

l l 1 1 

o 
0 

Axial Fore« 
Tangatial Forca 

Radial Forta 

- 
- - 
- o - 

? 8 
o              o"s 1*5 2 2*5 3 T 4*5                     ? 

■ Axial Fort« 
- Tangatial Forca 

- Radial Fore« 

0 16 0 1* 

t 1 i 
■     Axial Forca 

Q   Tangatial Forca 

0    Radial Forca 

- - 

_ o - 
ö 

0 ff S 
A 3*5 Ä 

umiimiHM ■H-HMMUtii imiiit 

Figure 34. Rotor Forces Time History and Fourier Analysis; Tuned, Rotor A, Rotor B 

86 



1                      1 
1                             ' 1 

| -  ■ Axial Mom.ni 1 

-  Tangatial Momant    . 
-t-    Radial Momanl 

- - 
- - 

*+^-W-H 
... 

- 
_  - 

r                             [trii 

01 0.12 

1 1 
1 

i i 1 
i 

O    Axial Momanl 
H    Tangatial Momanl . 0    Radial Momanl 

■ 

- 

- - 

- 8 - 
—»— . —*— ? —»— —♦— —*— —♦ * 1 

O 05 2.S 3 3 5 

O   Aaial Momanl 
■    Tangolial Moment 
0    Radial Momanl 

0 0.9 

4- ItlMI HUI I IHM-tllll IUH..UIH-H.-HHIH,,.4U II I H-H-1 U I I I 1 I H 11 I 1 I I i | 11 I H nilHHH 

1 

i 

1 

o 
0 

I —«— 

i 

9 

1 

 •  

1 

—e— 

i 

—* < 

O   Axial Momanl 
*    Tangaiial Momanl 
0   Radial Moment 

» * < i 
0 05 

Figure 35. Rotor Moment Time History and Fourier Analysis; Tuned, Rotor A, Rotor 

87 



Tuned 

Figure 36. IGV First Harmonics 

Ft 1.50E-04 

Figure 37. Rotor First Harmonics 

88 



Appendix A: Y+ Calculation for Viscous Grids 

To determine the spacing necessary to resolve the boundary layer, the wall 

coordinate y+ is calculated using the procedure outlined below. 

To determine the Reynolds number, the local flow velocity must be calculated. 

From the given conditions (standard-day) of total pressure, total temperature and the 

mass flow rate from the TESCOM data report, the mass flow parameter ((> can be 

calculated using: 

<P = -±± (A.1) 
AP0 

where A is the local annulus area. To find the Mach number, another definition of the 

mass flow parameter is: 

r+i 

^fl'M(1+IrM2)*"" (A-2) 

where gc is the gravitational constant and R is the gas constant. Using a solver routine on 

a spreadsheet, the local Mach number can be calculated. Using standard-day conditions, 

we can calculate the local flow velocity from: 

U=M--JYRT (A3) 

The Reynolds number is then calculated from: 

Re  =^^ (A.4) 

If we assume a Blasius flat-plate solution, the skin friction coefficient is given by: 
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Assuming a y+ value of one, the local y value can be calculated from the following 

definitions: 

(A.6) cf 
*„ 

1 
2 

PU2 

v = 
p 

v+ = y_ IK 
V V P 

(A.7) 

(A.8) 
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