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Guest Editorial 

This special issue of Superlattices and Microstructures contains collected papers from the Third Inter- 
national Workshop on Surfaces and Interfaces in Mesoscopic Devices (SIMD'99), which was held on the 
Hawaiian island of Maui between December 6th and December 10th, 1999. Following on from the format 
of its predecessors, the focus of this workshop was on the fabrication of novel nanostructure devices, and 
the study of their transport properties. The workshop sessions included a number of key reviews and fo- 
cused on spin transport in semiconductors, the 2D metal-insulator transition, reliability issue in MOSFETs, 
quantum-wire transport, single-electron-transistor-based quantum circuits, nanostructure fabrication throught 
STM-induced surface modification, and transport in carbon nanotubes. More than a hundred researchers from 
the United States, Japan, and Europe participated in the workshop. This represented an increase of roughly 
twenty five per cent over the corresponding figure for the previous workshop, which was held just two years 
earlier. Most encouragingly, this higher level of participation was achieved through increased attendance of 
researchers from around the world, helping to make this workshop one of truly international significance. It 
is therefore my hope that the content of these proceedings will serve as a valuable, and timely, reference for 
researchers in this field. 

On behalf of the organizing committee of the workshop, I would like to take this opportunity to acknowl- 
edge the kind of sponsorship of the workshop by the Office of Naval Research and the Beckman Institute of 
the University of Illinois. As Guest Editor, I would also like to personally thank Cheryl Ream (Arizona State 
University) and Sara Starkley (University of Illinios) for their very kind assistance in helping to oversee the 
publication of these proceedings. 

Jonathan Bird 
Department of Electrical Engineering 
Arizona State University 

0749-6036/00/060287 + 01    $35.00/0 © 2000 Academic Press 



Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 
doi: 10.1006/spmi.2000.0829 
Available online at http://www.idealibrary.com on IDE KL 

Spintronics: electron spin coherence, entanglement, and transport 

S. DAS SARMA, JAROSLAV FABIAN, XUEDONG HU, IGOR ZUTIC 

Department of Physics,  University of Maryland, College Park, MD 20742-4111,  U.S.A. 

(Received 4 February 2000) 

The prospect of building spintronic devices in which electron spins store and transport in- 
formation has attracted strong attention in recent years. Here we present some of our rep- 
resentative theoretical results on three fundamental aspects of spintronics: spin coherence, 
spin entanglement, and spin transport. In particular, we discuss our detailed quantitative 
theory for spin relaxation and coherence in electronic materials, resolving in the process a 
long-standing puzzle of why spin relaxation is extremely fast in Al (compared with other 
simple metals). In the study of spin entanglement, we consider two electrons in a coupled 
GaAs double-quantum-dot structure and explore the Hilbert space of the double dot. The 
specific goal is to critically assess the quantitative aspects of the proposed spin-based quan- 
tum dot quantum computer architecture. Finally, we discuss our theory of spin-polarized 
transport across a semiconductor/metal interface. In particular, we study Andreev reflec- 
tion, which enables us to quantify the degree of carrier spin polarization and the strength 
of interfacial scattering. 

© 2000 Academic Press 
Key words: spintronics, spin coherence, spin relaxation, spin-hot-spot model, spin entan- 
glement, electron exchange, spin transport, Andreev reflection, spin tunneling. 

1. Introduction 

There has been a great deal of recent interest in the concept of spintronics [1] where active control and 
manipulation of electron spin in semiconductors and metals provide the basis of a novel quantum technol- 
ogy. Possible applications of spintronics include high-speed magnetic filters, sensors, quantum transistors, 
and spin qubits for quantum computers [2,3]. More fundamental research will, however, be needed before 
practical spintronic devices can be demonstrated, as much remains to be understood about spin coherence, 
spin dynamics, and spin transport. In this paper we discuss some of our recent theoretical work on under- 
standing spin dynamics in electronic materials. 

The existing spintronic architectures [1,4] and the proposed solid-state quantum computing schemes [3] 
rely on the relatively long spin coherence times of conduction electrons. Indeed, in the simplest spintronic 
scheme—the spin injection [5]—electrons with a definite spin polarization are supplied into a nonmagnetic 
metal or semiconductor from a ferromagnetic electrode. The farther (longer) the electrons in the nonmagnetic 
sample carry the spin coherence, the more useful the device is. Similarly, if an electron spin represents a qubit 
in a solid-state quantum computer, the longer the spin survives, the more reliably it can store information. 
The question of how spins of mobile electrons (and holes) lose their spin coherence is thus of the utmost 
importance for spintronic technology and for solid-state quantum computing. Unfortunately, the physical 

0749-6036/00/050289 + 07    $35.00/0 © 2000 Academic Press 
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picture of spin decoherence (or relaxation) we now have is far from complete. Most information comes 
from experiments, but experimental data are still scarce and often incomplete. The existing theories seem to 
provide a broad conceptual framework for understanding spin decoherence in metals and semiconductors, but 
the acute absence of realistic calculations for concrete materials makes it difficult to validate these theories. 
The hope is that with more complete experimental and theoretical understanding we will be able to choose 
or build materials with the longest decoherence times possible. In this paper we discuss, as an example, our 
detailed quantitative theory [6-8] of spin relaxation and coherence in a simple metal, Al. 

One challenge of spintronics is to study the possibility of using (electron or nuclear) spins as quantum 
bits (qubits) in a quantum computer (QC). QC has drawn growing attention in recent years because it can 
deliver significant speed-up over classical computers [2] for some problems due to inherent superposition 
and entanglement of a quantum system. Various QC architectures have been proposed, including several 
solid state models that may possess the important feature of scalability. We study a QC model [3] in which 
a double quantum dot in the GaAs conduction band serves as the basic elementary gate for a QC with the 
electron spins in the dots as qubits. The two-electron exchange coupling provides the necessary two-qubit 
entanglement required for quantum computation. Using a molecular orbital approach [9], we determine the 
excitation spectrum of two horizontally coupled quantum dots with two confined electrons, and study its 
dependence on an external magnetic field [10]. We particularly focus on the electron exchange coupling and 
double occupation probability, which are two crucial parameters for a QC architecture. 

Since potential spintronic devices are typically heterojunctions [5], it is important to understand how trans- 
port across the interface between different materials depends on the degree of carrier spin polarization and the 
interfacial transparency. Significant progress has been made in manipulating spin dynamics in semiconduc- 
tors [11], including various methods to create spin-polarized carriers [12], such as employing a novel class 
of ferromagnetic semiconductors [13] and spin injection from a ferromagnet [14]. These advances, together 
with tunable electronic properties (such as carrier density and Fermi velocity) and well-established fabri- 
cation techniques, provide a compelling reason to study hybrid semiconductor structures in the context of 
spintronics [1]. In particular, we consider spin-polarized transport in the semiconductor/superconductor hy- 
brid structures, which for low applied bias is governed by Andreev reflection [15]. Our aim is also to motivate 
study of the interplay between spin polarization and Andreev reflection in other areas, such as mesoscopic 
physics and quantum computing. 

2. Spin coherence in electronic materials 

Spins of conduction electrons decay because of the spin-orbit interaction and momentum scattering. At 
low temperatures (T < 20 K) spin relaxation is caused by impurity scattering and is temperature indepen- 
dent. At higher temperatures electrons lose spin coherence by colliding with phonons (phonons can induce 
a spin flip because in the presence of a spin-orbit coupling electronic Bloch states are not spin eigenstates). 
Spin relaxation rate \/T\ increases as temperature increases, with the growth becoming linear above the 
Debye temperature. This mechanism, discovered by Elliott [16] and Yafet [17], is the most important spin 
relaxation mechanism in metals and semiconductors with inversion symmetry. It gives typical values of T\ 
on the nanosecond scale, in agreement with experiment. To our knowledge the longest T\ in a metal has been 
reported to be a microsecond, in a very pure Na sample at low temperatures [18]. The situation is much more 
complicated in semiconductors [8]. Many interesting semiconductors such as GaAs lack inversion symmetry, 
so other mechanisms, in addition to the Elliott-Yafet one, become important [8]. These mechanisms oper- 
ate differently in different temperature regions, doping, and magnetic, strain, and confinement fields, so that 
sorting out the relevant mechanism(s) for a given material is a tremendous task which is yet to be carried out. 
Magnitudes of T\ in semiconductors are also typically nanoseconds, but recent experimental studies [11] in 
II-VI and III—V systems show that T\ can be artificially enhanced [8]. It seems, however, that intrinsic elec- 
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Fig. 1. Calculated phonon-induced spin relaxation time T\ in Al as a function of temperature T. Symbols with error bars are experimental 
data from [5,19] and the inset is a larger-scale log-log plot. There is good agreement between the theory and the experiment, but the 
absence of experimental data at temperatures above 100 K makes the calculation a prediction which is particularly useful for spintronic 
applications at room temperature. 

tronic properties may not allow T\ in technologically interesting materials to be longer than a microsecond 
at room temperature. 

Spin relaxation is very sensitive to the electronic band structure. Our ab initio calculation [6,7] of T\ in Al, 
whose result is shown in Fig. 1, shows that bandstructure anomalies such as the Fermi surface crossing of a 
Brillouin zone boundary or an accidental degeneracy line, can enhance spin relaxation (reduce T\) by orders 
of magnitude. Since such anomalies are ubiquitous in polyvalent metals (the Fermi surfaces of monovalent 
metals are well contained within the first Brillouin zone boundary and thus are free of anomalies), we gave 
them a special name: spin hot spots. Whenever an electron jumps in or out (as a result of a collision) of a spin 
hot spot, the electron's chance of flipping spin is greatly enhanced. As a result, 1/ T\ in Al and other polyva- 
lent metals is much greater than what one would naively expect. This is indeed what is measured [20]: While 
monovalent alkali and noble metals have their spin relaxation rates in accordance with simple estimates based 
on the Elliott-Yafet theory, polyvalent metals (only Al, Be, Mg, and Pd have been measured so far) have 1/ T\ 
larger than expected by typically one to three orders of magnitude. Take as an example Al and Na. They have 
similar atomic numbers, so one would expect that their corresponding spin-orbit couplings would also be 
similar (as is the case in the atomic state [17]), giving similar spin relaxation rates. However, the correspond- 
ing T\ at the Debye temperatures (150 K for Na and 390 K for Al) are about 20 ns in Na and 0.1 ns in Al! 
This huge difference is caused by the presence (absence) of spin hot spots in polyvalent Al (monovalent Na). 

The current fashion for electron spin aside, spin relaxation in electronic materials is a beautiful and impor- 
tant subject of its own. The field itself began in the 1950s with the advent of CESR (conduction electron spin 
resonance), but after some initial breakthroughs the subject went dormant until the current surge inspired by 
spintronics. The experimental focus has so far been on the simplest elemental metals like the alkali and the 
noble metals, and on just a handful of interesting semiconductors. This is understandable from the point of 
view of technological applications, but not quite right from the point of view of fundamental physical under- 
standing. What is clearly needed is catalogue of temperature-dependent spin relaxation times for different 
metals and semiconductors, a systematic study of the effects of impurities, alloying, and surfaces and inter- 
faces. Theory should have the same goal: performing realistic calculations of T\ for different metals within 
the existing framework laid out by Elliott and Yafet, and similarly for semiconductors taking into account 
other spin relaxation mechanisms as well. 
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Fig. 2. Calculated magnetic field dependence of A, the spin singlet-triplet splitting and B, double occupation probability in the singlet 
state for a two-electron double quantum dot. The dot size is 30 nm in radius, and the inter-dot distance 40 nm. There is a single-triplet 
crossing at about 4 Tesla, which is a result of competing Coulomb repulsion, exchange, and single particle kinetic and potential energies. 
DOP is relatively high at low magnetic fields, but is quickly suppressed as magnetic field increases. 

3. Electron entanglement through exchange interaction in a double quantum dot 

The exchange coupling (the splitting of the lowest singlet and triplet states) and the double occupation 
probability (the probability that the two electrons occupy the same orbital state in one dot) in a double dot 
are two important parameters for the spin-based quantum dot quantum computer (QDQC). The exchange 
coupling between two electrons establishes the necessary entanglement between spins, and determines how 
fast quantum gates can be. Quantum computation has very low tolerance for errors (it requires an error 
rate below 10~4), so that precise control and small errors are imperative for a QC. In a QDQC, individual 
quantum dots are tags which distinguish different qubits. If during a gating action two electrons jump onto 
a single quantum dot, their original tag information will be lost, which will result in an error. Thus, in 
designing a QDQC, double occupation probability (DOP) has to be minimized for the states that belong to 
the QDQC Hubert space. Figure 2 shows our numerical results on the magnetic field dependence of (A) the 
exchange coupling with three different central barrier heights, and (B) the ground state DOR The latter 
clearly decreases as B field increases. Physically, as B increases, the single-electron atomic wavefunctions 
are squeezed so that the inter-dot wavefunction overlap decreases, while the 'on-site' Coulomb repulsion 
energy for a single dot increases. The ground state DOP can also be seen in Fig. 2 to decrease significantly 
with increasing central barrier strength separating the two dots, as one would expect. 

As shown in Fig. 2, at zero magnetic field it is difficult to have both a vanishing DOP for a small error 
rate and a sizeable exchange coupling for fast gating, because the exchange coupling and the DOP have sim- 
ilar dependence on the inter-dot barrier and inter-dot distance. On the other hand, finite magnetic fields may 
provide finite exchange coupling for QC operations with small errors. However, a finite magnetic field will 
produce a Zeeman splitting in the triplet state, causing additional phase shifts. Therefore, a swap gate [3] in a 
QC would have to include additional single-qubit operations to correct the effects of these phase shifts [10]. 
This added complexity inevitably prolongs the gating time of a two-qubit operation, which in turn increases 
the chance of an error due to spin relaxation. Another implication of a finite magnetic field is small ex- 
change coupling—about an order of magnitude smaller than that at zero field. This means that the two-qubit 
operations will last as long as 10 ns, requiring the spin coherence time to be longer than 10 ßs in a semi- 
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conductor quantum dot. Whether GaAs or other electronic materials can provide such favorable environment 
for electron spins is yet to be determined, and many other questions need to be answered before practical 
spin-based QDQC can be realized. These questions include, but are not limited to, the effects of stray fields, 
the implication of a chosen geometry, and the effects of external noise introduced through active control. 

4. Spin transport 

The presence of spin-polarized carriers gives rise to both modified charge transport and intrinsic spin 
transport, absent in the unpolarized case. Each of these aspects provides information about the degree of spin 
polarization which can be utilized in spintronics. Here, we focus on the transport of spin-polarized carri- 
ers across the semiconductor/metal interface where the metal is in the superconducting state. The study of 
semiconductor/superconductor (Sm/S) hybrid structures has several important ramifications. Already in the 
context of spin-unpolarized transport [21], it has been demonstrated [22] that this configuration can be used 
to examine the interfacial transparency which for a Sm/normal metal is typically limited by a native Schottky 
barrier. In the presence of spin-polarized carriers, Sm/S structure can also serve to quantify the degree of 
spin polarization of a semiconductor and probe both potential and spin-flip interfacial scattering [12]. To 
understand such sensitivity to spin polarization and different types of interfacial scattering it is important to 
consider the process of Andreev reflection [15] which governs the low bias transport. In this two-particle pro- 
cess, an incident electron of spin a =f, | on a Sm/S interface is reflected as a hole belonging to the opposite 
spin subband, back to the Sm region while a Cooper pair is transferred to the superconductor. The probabil- 
ity for Andreev reflection at low bias voltage is thus related to the square of the normal state transmission 
coefficient and can have stronger dependence on the junction transparency than the ordinary single-particle 
tunneling. For spin-polarized carriers, with different populations in two spin subbands, only a fraction of 
the incident electrons from a majority subband will have a minority subband partner in order to be Andreev 
reflected. In the superconducting state, for an applied voltage smaller than the superconducting gap, single 
particle tunneling is not allowed in the S region and the modification of the Andreev reflection amplitude by 
spin polarization or junction transparency will be manifested in transport measurements. 

Prior to work from Ref. [12] the spin-dependent Andreev reflection was addressed in the context of ferro- 
magnet/S junctions [23] and calculations were performed assuming the equality of the effective masses [24] 
in the two regions across the interface. Such an assumption is inadequate for the Sm/S hybrid structures. We 
adopt here the scattering approach from Ref. [12] and solve the Bogoliubov-de Gennes [12,24] equations in 
a ballistic regime. At the flat interface between the Sm and S region we model the interfacial scattering by Za 

and F, orbital and spin-flip scattering strengths, respectively. Z-j- ^ Zj. can describe magnetically active in- 
terface and the effects of spin-filtering. We represent spin polarization by X, the ratio of spin subband splitting 
and the Fermi energy. In Fig. 3 we give normalized low-temperature results [12] for the three-dimensional 
charge conductance, G3 = G^ + G34,, as a function of the ratio of bias voltage, eV, and the superconduct- 
ing gap, A. Displayed charge conductance, which is calculated for vanishing interfacial scattering strength, 
depends strongly on the spin polarization X. The inset shows the effect of orbital and spin-flip scattering 
at a fixed spin polarization of X = 0.4 [12], G53 = G53t - GS3|- To study the intrinsic spin transport, it 
is convenient to define spin conductance. For eV < A and any spin polarization G53 = 0, since G^,; 
are each proportional to the corresponding spin component of the quasiparticle current and that there is no 
quasiparticle tunneling below the superconducting gap. For the unpolarized case, X — 0, Gs3t — Gsii and 
the spin conductance vanishes identically. For eV > A, G53 is a sensitive function of X and could be used to 
determine the degree of the spin polarization. Experimental studies of spin-polarized Sm/S junctions should 
provide an important test for feasibility of spintronic devices based on hybrid semiconductor structures, as 
well as stimulate future theoretical studies considering, for example, nonequilibrium processes, realistic band 
structure, and diffusive regime. 
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eV/A 

Fig. 3. Normalized charge conductance GjieV/A). Curves from top to bottom represent X = 0, 0.1, 0.2,0.3,0.4,0.5, 0.6 at Za = F = 
0. The inset shows X = 0.4 results. The upper four curves (from top to bottom at zero bias) have Za and F values of (0,0), (0.5,0.5), 
(0.5,0.25), and (0.5,0). For the bottom curve, which corresponds to kif/kif = 70, the Za and F values arc (0,0). Here the effective 
masses and the Fermi wave vectors are denoted by m; and kjj, where / = 1,2 correspond to the Sm and S regions, respectively. 

5. Conclusion 

We studied several issues related to spintronics. First, we demonstrated the importance of band structure 
effects in spin relaxation and established that special subtle features (spin hot spots) of electronic structure 
have profound effects on the magnitude of the spin relaxation rate in electronic materials. Since spin hot spots 
can be artificially induced, our work also shows a way of tailoring spin dynamics of conduction electrons. 
Next, our study of a quantum dot hydrogen molecule showed that the goal of having both a reasonable 
exchange coupling and a vanishingly small error rate can only be achieved at finite magnetic fields (4- 
8 Tesla), and one has to consider many factors (such as fast gating time, precise control, low error rate, etc) 
to produce a realistic spin-based quantum computer. Finally, we demonstrated that the low-temperature spin- 
polarized transport in Sm/S structures may serve as a sensitive and quantitative probe for determining the 
degree of spin polarization and the strength of interfacial scattering. In contrast to the unpolarized case, the 
junction transparency can be enhanced with the increase of the Fermi velocity mismatch in the two regions. 
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Spin injection into semiconductors has been a field of growing interest during recent years, 
because of the large possibilities in basic physics and for device applications that a con- 
trolled manipulation of the electrons spin would enable. However, it has proven very dif- 
ficult to realize such a spin injector experimentally. Here we demonstrate electrical spin 
injection and detection in a GaAs/AlGaAs p-i-n diode using a semimagnetic II-VI semi- 
conductor (Zni-j-yBe^MnySe) as a spin aligner. The degree of circular polarization of 
the electroluminescence from the diode is related to the spin polarization of the conduc- 
tion electrons. Thus, it may be used as a detector for injected spin-polarized carriers. Our 
experimental results indicate a spin polarization of the injected electrons of up to 90% and 
are reproduced for several samples. The degree of optical polarization depends strongly 
on the Mn concentration and the thickness of the spin aligner. Electroluminescence from 
a reference sample without spin aligner as well as photoluminescence after unpolarized 
excitation in the spin aligner sample show only the intrinsic polarization in an external 
magnetic field due to the GaAs bandstructure. We can thus exclude side effects from Fara- 
day effect or magnetic circular dichroism in the semimagnetic layer as the origin of the 
observed circularly polarized electroluminescence. 

© 2000 Academic Press 
Key words: spin injection, dilute magnetic semiconductors. 

Introduction 
Recently magnetoelectronics and spin-polarized transport have developed very rapidly [ 1 ]. However, while 

giant magneto resistance (GMR) in all-metal systems is already commercialized and tunneling magnetic 
random access memory (TRAM) is close to the market, spin injection into semiconductors has seen no 
considerable progress. Although various efforts have been made, all experiments published up to now show 
only very small results [2,3], which are difficult to interpret and may as well contributed to magnetoresistance 
or Hall effect. These experiments were mainly done using a simple device geometry with two ferromagnetic 
metal contacts on a semiconductor two-dimensional electron gas (2DEG) where the device resistance is 
expected to depend on the relative magnetization [3,4] of the contacts. 

Moreover, we have recently shown theoretically, that in the range of diffusive transport and linear response, 
these spin injection experiments will yield no detectable effects if typical metallic ferromagnets like Ni, Fe, 
or Co are used as contact materials [5], because of the finite degree of the spin polarization of the current 
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Fig. 1. Zeeman splitting in ZnBeMnSe in an external magnetic field (left) and possible radiative transitions in GaAs (right). In the 
ZnBeMnSe the electrons relax into the lower Zeeman level. In the GaAs the recombination probability with heavy holes is three times 
as high as for the light hole transition resulting in circularly polarized emission if the electrons are spin polarized. 

carrying electrons in these materials. We have therefore followed a different experimental approach, and 
used a semimagnetic semiconductor as a spin injection contact instead of a ferromagnetic metal. The current 
was injected into a GaAs/AlGaAs light-emitting diode, where the spin polarization could be detected via the 
circular optical polarization of the emitted light [6]. In the following, the detection principle is explained. 
The device as well as its fabrication process is described and the experimental results are presented. 

1. The device 

In GaAs, two radiative recombination mechanisms for holes and electrons are possible. An electron from 
the nondegenerate conduction band (rrij = ±1/2) may recombine either with a light hole (rrij = ±1/2) 
or a heavy hole (rrij — ±3/2), with the probability of the heavy hole process being three times as high as 
for the light hole process. The transitions are spin selective, e.g. a spin-up electron (rrij = +1/2) can either 
recombine with a spin-up heavy hole (rrij = +3/2) resulting in a a+ or with a spin-down (rrij = —1/2) light 
hole resulting in a o~ circularly polarized photon and vice versa (Fig. 1). If the electrons in the conduction 
band are partially spin polarized the spin polarization is defined as follows: 

n^ — n^ 

n> + no- 

where «| (nj,) is the number of the current carrying electrons with spin-up (spin-down), respectively. Radia- 
tive recombination processes with unpolarized holes will lead to the following circular polarization of the 
emitted radiation: 

pop, = cr+-cr~ = (3»t+n + )-(3H++»t) 
circ      a+ + cr-       (3nt+n^) + (3i^+«t)" U 

For degenerate light and heavy hole states the optical circular polarization will thus be half the value of 
the spin polarization of the recombining electrons (a = 2P"?'). If the degeneracy is lifted and we see only 
the heavy hole transition the degree of optical polarization and of spin polarization are equal (a = P"frc)- 
If a GaAs LED is driven by spin-polarized electrons from the n-side, while unpolarized holes are supplied 
from the p-side, the spin polarization may thus be determined from the degree of circular polarization P°fr' 
of the electroluminescence signal. ZnMnBeSe is a semimagnetic II-VI semiconductor which exhibits, at low 
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Fig. 2. Layer sequence (left) and band structure (right) of the spin aligner LED. The device consists of a GaAs/AlGaAs LED which has 
a spin aligning n-contact. The electrons are aligned in the II-VI layer and recombine in the GaAs with unpolarized holes coming from 
the GaAs substrate. 

temperature, a so-called giant Zeeman splitting in the valence band and the conduction band if an external 
magnetic field is applied (Fig. 1). This large splitting will lead to the relaxation of all conduction electrons 
into the lower Zeeman level while passing through a ZnMnBeSe layer. Thus, in contrast wit the ferromagnetic 
metals commonly used as spin injector, our II-VI spin aligner injects a 100% spin-polarized current into the 
nonmagnetic semiconductor layer. The material can thus be considered as a good candidate for a spin aligner. 

We have fabricated several LEDs. All structures consisted of a GaAs/AlGaAs p-i-n diode grown on a p- 
doped GaAs substrate. On top of the diode, a highly n-doped Zno.91Beo.06Mno.03Se spin aligner was grown 
(Fig. 2). Depending on the thickness of the spin aligner dsa an additional n-doped Zni-^-yBe^Mg^Se was 
added, to obtain an overall thickness of the II-VI layer of 300 nm. This was done in order to achieve identical 
current spreading in the different devices. The semiconductor layers were grown in in two different MBE 
chambers for the II-VI and the III-V layers, respectively, and transferred in vacuum. To complete the devices, 
the structures were covered by a 100 nm Aluminum layer deposited in situ, again without breaking the UHV. 
After removing the samples from the MBE system, a Mesa was etched and central Al contact pads were 
fabricated using thermal evaporation, optical lithography and lift-off. The LEDs fabricated this way were 
bonded and characterized in a He4 bath cryostate. 

2. Experimental results 
Three LEDs showed distinct circular polarization in the electroluminescence signal (Fig. 3). For a spin 

aligner thickness'Jja of 100 and 300 nm, P°f*c was about 45%. For a thickness of 3 nm P°?*c is still more 
than 10% while for 300 nm of nonmagnetic Zni-^-yBe^MgySe it was absent within the detection limit 
(Fig. 1). We attribute the large degree of optical polarization with a spin aligner contact to spin injection. The 
increasing polarization with the spin aligner thickness and a saturation at higher magnetic fields are well in 
agreement with theory, as the spin aligner exhibits a finite spin relaxation length and the spin polarization 
will be 100% as soon as the fc-field dependent Zeeman splitting is large compared with kT. As the GaAs 
layer was designed such that degenerate light and heavy hole states can be expected this would indicate a 
spin polarization of up to 90%. The Faraday effect and giant magnetic circular dichroism [7] were ruled out 
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Fig. 3. The degree of circular optical polarization is plotted over the external magnetic field for LEDs with different spin aligners. The 
electroluminescence signal shows a small polarization for dsa = 0 (no spin aligner). P°frc increases with the spin aligner thickness and 
saturates for dsa ^ 100 nm. The PL signal for dsa = 300 nm shows small polarization with opposite handedness originating from the 
Zeeman splitting. 

by an additional experiment in which unpolarized electrons and holes where excited in the well by optical 
excitation. In a magnetic field, the photoluminescence signal showed only a small circular polarization with 
a handedness opposite to the polarization which is caused by spin injection. The origin of this polarization is 
the intrinsic Zeeman splitting in the GaAs. Note that circular dichroism is well avoided in this structure by 
the fact that the bandgap of the spin aligner is almost twice as large as the gap of the GaAs. 
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A survey is presented on recent investigations of the metal-to-insulator transition in two- 
dimensional systems with special emphasis on n-Si-MOS structures. Experimental facts 
are presented and the currently open questions on the nature of this transition are ad- 
dressed. 

© 2000 Academic Press 
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1. Introduction 
The experimental evidence for a metal-insulator transition in two-dimensional (2D) electron systems, 

found by Kravchenko et al. [1] a few years ago, has created a widespread interest in this topic. The early 
observations on n-channel Si-MOS transistors were followed by experiments on 2D electron and hole sys- 
tems in Si/SiGe heterostructures, and also on holes and electrons in GaAs/GaAlAs structures. In all systems 
evidence for a metallic behavior was found. The early findings were subjected to a lot of scepticism, mainly 
due to the fact, that in 1979 a seminal paper on the one-parameter scaling theory on transport was published 
by Abrahams et al. [2], according to which the conductance in a 2D system vanishes for temperatures ap- 
proaching zero. The experimental observations of a more or less pronounced decrease of the resistivity with 
decreasing temperature signaling the presence of the metal-to-insulator transition are found for sample pa- 
rameters where the Coulomb interaction between the carriers is sufficiently strong, i.e. where the Coulomb 
energy is substantially larger than the mean kinetic energy of a carrier (rs > 1, where rs is the ratio of 
Coulomb interaction energy Eee to Fermi energy Ep), which lead to the assumption that carrier-carrier in- 
teractions are of decisive importance for the observation of the metal-to-insulator transition in 2D systems. 
Another equally important finding was the observation that magnetic fields applied parallel to the plane in 
which the 2D carriers are confined, suppress the anomalous metallic phase. This lead to the belief on the 
important role of the carrier spin for this type of MIT. Early reviews on general aspects of the MIT can be 
found in [3-5]. 

In the following we outline briefly the main physical considerations with respect to the MIT in 2D systems. 
In the one-parameter scaling theory of localization (OPST) by Abrahams et al. [2] the eigenfunctions of a 
quantum particle in a random potential are always localized when the number of dimensions is two or less. 
Therefore, the conductivity of infinite ID and 2D conductors with arbitrarily weak disorder should vanish 
with temperature, at least in the absence of interactions between electrons. For finite 2D systems, the theory 
also describes a crossover from weak localization (WL), when the localization length § is much larger than 
the system size L, to strong localization (SL), when £ <§; L. In the scaling theory, the temperature dependence 
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of the conduction is governed by quantum corrections which develop as the length scale increases, which is 
determined by phase breaking length lv = y/Dr^,. 

According to the OPST, there is no true metallic conduction and thus no metal-insulator transition pos- 
sible for dimensions lower than 3. Until recently, the WL theory supplemented by a perturbative treatment 
of the electron-electron interaction had enjoyed a convincing agreement with numerous experiments. This 
agreement strengthened the belief that the scaling theory's description of WL and SL as well as the WL to 
SL crossover is qualitatively correct, even in the presence of electron-electron interactions. 

The calculation of interaction quantum corrections meets essential difficulties for rs > 1. However, with 
progress in the growth and fabrication of cleaner and cleaner 2D systems, the measurements entered into the 
regime of rs as large as 10. The efforts to overcome substantial problems in the theoretical consideration of the 
scaling theory of the conductance were done by Finkelstein [6], Castellani et al. [7], Varma et al. [8], Belitz 
etal. [9], and resulted in the two-parameter scaling theory (TPST). In the TPST, not only the conduction, but 
primarily interaction itself is renormalized as the length scale grows (or temperature decreases). The two- 
parameter renormalization group equations predict a strong growth of the effective interaction constants, 
the process which finally should lead to an instability and magnetic phase transition in the electron spin 
subsystem. Concomitantly, the resistivity was predicted first to grow as T decreases (from the Drude limit) 
and then to drop; for lower temperatures the TPST assumptions become invalid. The applicability of this 
picture to the experimental systems under studies remains unclear so far. 

The first indications that the prediction of the WL theory of insulating states in 2D may not be universally 
valid were obtained in studies of the quantum Hall effect [1,11]. Extended states, which in high magnetic 
field B are located at centers of Landau bands, were found experimentally to merge and remain in a finite 
energy range as B —> 0. This behavior is not expected within the scaling theory, which predicts that the 
extended states 'float up' in energy in that limit [12,13]. A serious challenge to the scenario of the insulating 
ground state in 2D arose in 1994 and the following years, when metallic behavior of electrical transport in 
zero magnetic field was observed in low-density and ultra-high mobility Si MOSFET structures [14-16]. 
Subsequently, qualitatively but not quantitatively similar metallic states were found in other 2D systems, 
including Si/Ge [17,18], p-GaAs [19-22], n-GaAs [23,24], and n-AlAs [25]. 

The two important features of the experimental findings are as follows: 

(1) If the density of 2D carriers n is larger than some critical value nc, the temperature T dependence of 
the resistance p is metallic-like [26] 

p(r) = A) + Piexp(-7b(n)/7y (1) 

with dp/dT > 0, p ~ 1. The change in p can be as large as an order of magnitude in Si MOSFET [14, 
26,27] or as small as 10% in n-GaAs, [23]. 

(2) When n < nc, both the sign (dp/dT < 0) and the functional (exponential) form of the p(T) = 
exp(7b/7,)p dependence is characteristic of the insulating behavior. 

2. Strong temperature dependence of the resistivity. Phase transition, quantum or 
quasiclassical scattering effect? 

The exponential resistance drop as temperature decreases is the most striking appearance of the 'metallic' 
phase. For its explanation, a number of models were put forward, which are based on (i) Fermi liquid and 
(ii) nonFermi-liquid approaches. In the Fermi-liquid approach, the strong exponential increase of the con- 
ductivity, as the temperature decreases, is considered to be a finite temperature effect and several suggestions 
were put forward for its explanation: (i) unconventional spin-dependent carrier scattering [26], (ii) carrier 
localization and interaction with traps at the interface [28-31], or to (iii) disorder induced renormalization of 
the interaction [6-8,10]. 
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Table 1: Comparison of different material systems with 
respect to parameters yielding an rs value of 10. 

Material m*        sr n (1010 cm2) 

n-Si-MOS 0.19      7.8 6.7 
p-SiGe/Si 0.3       12.6 6.4 
n-Si/SiGe 0.19     11.7 3.0 
p-GaAs/AlGaAs 0.32     10.9 9.8 
n-GaAs/AlGaAs 0.067     10.9 0.43 

We note that for a Fermi-liquid system, the ground state is anticipated to be a conventional weakly localized 
state, unless the system experiences a transition to a new phase. A number of nonFermi-liquid models were 
suggested including: (i) a carrier singlet and triplet superfluid state [32-35], and (ii) a perfect metal state [36] 
with infinite G in the T — 0 limit. 

The mirror-reflection symmetry of the experimental data around the critical carrier density seems to be 
a strong hint for the metal-insulator transition (MIT) in two-dimensional systems. Figure 1 demonstrates 
temperature dependence of the resistivity in an n-Si-MOS sample for a wide density range from the insulating 
(n < nc) to the 'metallic' {n > nc) regime. The temperature is normalized by Ef in order to highlight the 
following important features. 

(1) The strong exponential drop in resistivity is a finite temperature effect observed in the range of JCQT = 
(0.1 — 0.5) Ef only. For higher temperatures, the system evidently enters the Drude regime, whereas 
for lower T's the mirror symmetry between insulating and 'metallic' regions is lost. 

(2) The strong drop in resistivity is not only present in the range of densities around nc, but is a rather 
generic property for very wide range of densities [37]. 

(3) At higher densities (n > 20 x nc), dp(T)/dT is metallic (positive) for higher temperatures (kßT > 
OAEf) but p exhibits a small (logarithmic) increase at low temperatures T < 0.01 Ef as in WL [37- 
40]. Thus, the exponential drop in R{T) and mirror-reflection symmetry cannot be considered as 
proof for the occurrence of a true metallic state in two dimensions. Another important conclusion 
may be drawn from this picture: the conductivity of the 2D system is limited by a finite value Gmax ~ 
I40e2/h whenever either T decreases or n increases, leaving thus no room for occurrence of the perfect 
metal [37]. 

Since the exponential drop in resistivity shown in Fig. 1 extends to temperatures as high as 50 K, it is very 
unlikely to be associated with the onset of a superconductivity as proposed in [32,33,35]. 

As already mentioned, a key parameter for the 2D systems exhibiting the MIT is the strength of the 
Coulomb interaction characterized by rs. In order to compare different materials, in Table 1 the parameters 
are given for which rs values of 10 are obtained. It can be seen that in n-GaAs/GaAlAs a very small carrier 
density of 4.3 x 109 cm-2 is required. 

3. Phonon scattering, intersubband scattering; quantum versus quasiclassical origin 
of the strong drop in resistance 

In the GaAs/AlGaAs system, due to the strong piezo-coupling, the contribution of electron-phonon in- 
teraction to the carrier scattering is not negligibly small. It was demonstrated in [22] that phonon scattering 
accounts for a maximum in R(T) at temperatures kßT > 0.5Ef. For n-type systems, especially, for Si lat- 
tices with rather weak deformation potential coupling, the phonon contribution is much less; calculations [41] 
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Fig. 1. Resistivity versus temperature (from 0.3 to 45 K) for a wide range of density and Fermi energy. Density values are between 0.707 
(top) and 35 x 1011 cm-2 (bottom). 

show that its contribution does not exceed 1% for temperatures of »50 K and raises to 10% in the limit of 
very high densities (n > 50 x 101' cm-2) and higher temperatures only. 

In the p-type GaAs/AlGaAs system the lowest heavy hole subband is degenerate and splits for higher 
values of the in-plane ^-vector in two bands. Consequently, inelastic scattering between these states is pos- 
sible for sufficiently high hole concentrations. Yaish et al. [42] have attributed the resistance decrease with 
decreasing temperature to inelastic interband scattering of the heavy holes, caused by acoustic plasmon me- 
diated Coulomb scattering. This results in the temperature-dependent drop of the resistivity by a factor of 
2 [42]. Such an interpretation can also be verified by measurements of the magnetoresistance in a weak per- 
pendicular field at a constant low temperature. Indeed in p-type GaAs/GaAlAs a positive magnetoresistance 
with a Lorentzian shape and of the same magnitude as the above-mentioned resistance drop with temperature 
is observed. According to this interpretation, the effect of the strong temperature-dependent resistance drop 
in p-GaAs/AlGaAs (by a factor of two) is therefore of classical origin and caused by interband scattering of 
carriers between the split heavy hole states of the lowest subband at finite ^-values. For even lower tempera- 
tures, the weak localization logarithmic quantum correction was found in p-GaAs/AlGaAs [39,40] to set in, 
replacing the 'metallic'-like ^-dependence. 

In n-Si-MOSFETs, the two-electron valleys are located rather far away in the Brillouin zone, close to 
X-points, and the intervalley scattering rate is negligible at low temperatures. In addition, for carrier concen- 

,-2 trations up to about n = 5 x 10    cm l the second electron subband is not occupied at low temperatures. 



Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 305 

In agreement with this properties of the Si-MOS system, no positive magnetoresistance is observed in a 
weak perpendicular field. Instead, a regular negative magnetoresistance occurs, which can be fitted with 
the digamma functional shape [15,43]; the interpretation of the weak field magnetoresistance as being due 
to an interference correction is supported by the corresponding small amplitude of the magnetoresistance 
Sp/p ~ 1-3% and its sensitivity to only the perpendicular component of the magnetic field. 

The effect of the strong drop in resistance takes place as mentioned above, in the range of temperatures, 
kßT ~ (0.1-0.5£». We have investigated the negative magnetoresistance due to the weak-localization 
effect for high electron densities in order to get information about the phase coherence time xv [43]. Figure 2 
shows magnetoresistance measurements on sample Si-43 for an electron density n — 2.6 x 1012 cm-2 for 
temperatures between 0.29 and 10.7 K. The measured data are represented by the points whereas the full 
line shows the best least square fit of the magnetic field dependence according to the single-electron weak 
localization correction to conductivity [45] 

„2 
«gyß 

~ 2n2h 

,1        h    \       (\        h 

•G 2     AeBDx ) \2     AeBDxv 
(2) 

where ^ is the Digamma function, B is the applied perpendicular magnetic field, D is the diffusion coef- 
ficient and T the momentum relaxation time. The values for D and x were deduced from temperature and 
density dependent Hall and resistivity measurements. The prefactor gv describes the valley degeneracy and a 
depends on the ratio of intra-valley to inter-valley scattering rates and was found to be between 0.5 and 0.6. 
Figure 3 shows the temperature dependence of the phase coherence time xv for several carrier densities in 
the range from 5.4 x 1011 to 3.5 x 1012 cm-2 for sample Si-43. It is found that xv increases by about a 
factor of 100 from 1 ps at 10 K to nearly 100 ps at 0.29 K. This result shows that the quantum phase breaking 
time x<p becomes less than xp, the momentum relaxation time at temperatures of about 10 K or ~0.1£>. In 
other words, at high densities the strong drop of the resistivity develops entirely in the quasiclassical temper- 
ature and length scale range, where the quantum renormalization has not yet started. We conclude that both 
for the GaAs/GaAlAs and the Si-MOS systems, the remarkable effect of the strong drop in resistance is a 
quasiclassical or classical but not a quantum phenomenon. 

4. Symmetry of the confining potential and the spin contribution 

The main evidence for the importance of electron spins for the resistance drop is considered to be obtained 
from the strong increase of the resistivity in a parallel magnetic field [15,46,47]. A remarkable feature is 
highlighted in the behavior of p(B\\) as shown in Fig. 4 ([15]). The resistance in a Si-MOS sample, increases 
substantially with increasing magnetic field up to a factor of about 30, depending on the sheet carrier density. 
The resistance saturates at magnetic fields where the Zeeman energy gßB equals the Fermi energy, as shown 
by Okamoto et al. [44]. This condition is equivalent to full polarization of the electron spins. 

Several theoretical models for parallel field magnetoresistance have been proposed so far. Das Sarma et 
al. [57] recently reported that the strong magnetoresistance arises due to a transition from the 2D- to 3D- 
character of the electronic transport, when the magnetic length becomes less than the thickness of the 2D 
layer (the width of the confining potential in z-direction is about 100 Ä). The predicted magnetoresistance 
is to be strongly anisotropic (by a factor of 2) with respect to the direction of the in-plane magnetic field 
along or perpendicular current. This strong anisotropy is indeed found for p-GaAs/AlGaAs [48], where the 
confining potential is rather soft, and is to a large extent determined self-consistently by the wavefunction of 
the charge carriers. However, in n-Si-MOS structures the anisotropy of the magnetoresistance was found [49] 
not to exceed 1-2% and thus cannot be associated with a 2D-3D transition. 

Finally, the contribution of the symmetry breaking of the confining potential was predicted to account 
for a specific anisotropy of the magnetoresistance in a parallel field [50]. The anisotropy factor is small 
(P|| — P_i_)/(P|| + P±) ~ 0.1 Az/akf ~ 1-3% at most, where pj_ and p\\ are the resistivity measured 
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Fig. 2. Change of resistivity versus magnetic field for n-Si-MOS sample Si-43 at an electron density of 2.6 x 1012 cm-2 at sev- 
eral temperatures. The dots represent the measurements and the full lines the results of model calculations for the weak localization 
dependence. 

across and along the in-plane magnetic field. This model predicts specifically, that the anisotropy factor is 
magnetic field dependent: it exhibits a sharp maximum at a field where the Zeeman energy Az is equal to 
spin splitting at the Fermi energy akp in the Rashba spectrum. Both of these predictions are seen in the 
measured magnetoresistance in a parallel field in Si-MOS structures [49]. Finally, in a weak perpendicular 
field in high mobility Si-MOS structures we found pronounced beatings of Shubnikov-de Haas oscillations, 
from which we calculate the corresponding difference in kp vectors and the zero-field spin splitting akp. We 
conclude that the asymmetry of the confining potential in Si-MOS structures does indeed correlate with the 
strong drop in resistance and may account for it. 
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5. Temperature dependence of the conductivity and the ground state of the system 
in the T = 0 limit 

All data presented above are related to the most striking feature, the strong exponential-like increase of 
the conductivity (or drop in resistivity) as T decreases. It is clear from the above analysis that at least for 
two systems most intensively studied, n-Si-MOSFETs and p-GaAs/AlGaAs, the effect is not of a quantum 
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origin. However, the origin of this anomalous quasiclassical scattering remains so far unclear at least for the 
Si-MOS system. 

In order to find experimentally the answer to the question on the nature of the ground state conduction, 
one should evidently make measurements in the range of sufficiently low temperatures, so that the influence 
of the quasiclassical scattering effects do not mask the quantum corrections. The latter ones were empirically 
found to occur for k^,T < 0.007£> [27,37,38]. In the analysis of the data for high mobility n-Si-MOS struc- 
tures, we used: (i) the logarithmic corrections from R(T) data at zero field, (ii) logarithmic corrections R(T) 
from the data measured at weak perpendicular field of 0.1 T, which suppresses the interference correction 
to the conductivity, and (iii) logarithmic temperature corrections to the Hall resistivity measured at field of 
0.1 T. As a result, we found that the interaction correction has the same localizing sign as the single-particle 
interference correction. For the range of temperatures from 0.007£> to 0.1 Ef we found the presence of a 
linear temperature dependence p{T) oc kßT/Ef predicted in [31,51-56]. This weak temperature depen- 
dence extends down to temperatures (~0.01£f) much lower than the exponential one does, and its presence 
creates the illusion of the existence of a delocalization or a temperature-independent conduction when data 
are taken at not sufficiently low temperatures [61]. 

6. Conclusion: Mobility edge or Mott-Anderson transition at finite temperatures? 
Ground state conduction 

In recent compressibility measurements [58,59], clear signatures of a step-like discontinuity in the chem- 
ical potential was found across the critical density nc as obtained from the low-temperature transport data 
in p-GaAs/GaAlAs structures. These results seem to imply that the metallic and insulating phase is indeed 
revealed in a thermodynamic property. Consequently, besides the scattering between the split lowest heavy 
hole subband as found by Yaish et al. [42] in p-GaAs/GaAlAs another mechanism might contribute to the 
change of the conductance with temperature. 

Similarly, in measurements of the thermoelectric power S performed across the critical density in n-Si- 
MOS structures [60], a sharp transition was found from metallic-like dependence S on T (for n > nc) to 
the divergence of S/T in the insulating regime. These results, in addition to the transport data, give a clear 
evidence for the mobility edge or Mott-Anderson transition being present at finite temperatures. However, 
for even lower temperatures this scenario fails; as soon as the length scale renormalization turns on, all the 
studied systems enter the WL regime, as anticipated for the regular Fermi liquid or the disordered metal. 

It remains still a puzzle why the conductance behavior appears to be so general for several different mater- 
ial systems. Another intriguing question remains unanswered, whether or not the strong interaction scenario 
suggested by the two-parameter scaling theory may dominate the weak localization correction for sufficiently 
low temperatures k^T <& 0.001 Ef in the metallic regime. 
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We present evidence for a re-entrant metal-insulator transition that arises in quantum dot 
arrays as the gate voltage is used to sweep their density of states past the Fermi level. 
The form of the temperature variation of the conductance observed in these arrays can be 
accounted for using a functional form derived from studies of the metal-insulator transition 
in two dimensions, although the values obtained for the fit parameters suggest that the 
behavior we observe here may be quite distinct to that found in two dimensions. 
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Key words: localization, metal-insulator transition, quantum dots. 

The existence of a metal-insulator transition in two dimensions has now been confirmed in a number of 
experiments, performed on a variety of semiconductor systems [1]. In this report, however, we provide exper- 
imental evidence for a metal-insulator transition in a system of even lower dimensionality, namely a linear 
array of coherently coupled quantum dots. These arrays are realized using the split-gate technique and no 
evidence for the metal-insulator transition is found prior to biasing the gates to form the arrays. With a suit- 
able voltage applied to the gates to form the array, its resistance is typically found to diverge with decreasing 
temperature, which behavior is characteristic of localization. At a small number of isolated gate voltages, 
however, the resistance actually decreases logarithmically with temperature, indicating that a transition to a 
metallic state has occurred. Based on studies of the metal-insulator transition in two dimensions, we are able 
to propose a simple functional form that accounts reasonably well for the temperature-dependent variation 
of conductance observed in many cases. We also propose a basic mechanism for the implied metal-insulator 
transition, which appeals to the discrete form of the density of states in the mesoscopic arrays. 

Linear arrays consisting of three identical quantum dots connected in series were realized using the split 
gate technique [2]. Au-Ti gates were deposited on GaAs/AlGaAs heterojunction Hall bars, whose low- 
temperature carrier density was 3.8x 10ucm~2 and whose mobilities ranged from 2x 105 to 106cm2V_1s_1. 

0749-6036/00/050311 + 04   $35.00/0 © 2000 Academic Press 
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Fig. 1. Resistance-gate voltage characteristic of a quantum dot array composed of three dots with lithographic dimensions of 0.4 x 
0.7 ßm. 

Five different arrays were investigated for this study, and were all found to reveal qualitatively similar be- 
havior. In three of the arrays, the lithographic size of each of the dots was 1.0 x 0.6 /jm, while the other two 
arrays were constructed from dots with dimensions of 1.3 x 0.8 /tm and 0.7 x 0.4 /xm. The key details of 
the behavior we discuss here were found to be reproduced after thermally cycling the devices to room tem- 
perature and after low-temperature illumination with a red LED. An analysis of the magneto-conductance of 
the arrays revealed the highly coherent nature of electron transport through them, with a phase breaking time 
of order 100 ps at the lowest temperatures and a corresponding ballistic path length of more than 30 jxm [3]. 
The arrays were mounted in good thermal contact with the mixing chamber of a Kelvinox 100 dilution re- 
frigerator and measurements of their linear conductance were made using small enough currents to avoid 
electron heating [3-5]. 

In Fig. 1 we show the results of measurements of the resistance-gate voltage characteristic of one of the 
arrays. The reproducible fluctuations, found to emerge on cooling to the milli-Kelvin range, are thought to 
result from a density of states variation that is induced as the dot size is modulated by the gate voltage [6]. Of 
interest here, however, is the existence of a small number of gate voltage values at which a metal-insulator 
transition appears to occur. As can be seen from Fig. 1, the general trend on decreasing temperature is for 
an increase in resistance, behavior that is characteristic of localization. At a limited number of gate voltages 
(marked by the arrows), however, the low-temperature value of the resistance is seen to drop below the 
higher-temperature curve, a variation that is indicative of a metallic state. Similar behavior to that shown in 
Fig. 1 was found in measurements performed on a number of different arrays. These measurements reveal 
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Fig. 2. Conductance variation with temperature, measured in a quantum dot array composed of three dots with lithographic dimensions 
of 1.3 x 0.8 /im. A, The gate voltage applied to the array in this case was adjusted such that the resistance corresponded to a local 
maximum. The solid line is a fit to the form of eqn (la) with the parameters Go = 2.975 e2/h, Gj = 0.0225 e2/h, Gi = 0.325 e2/h, 
TQ = 3.2 K, and p = 0.6. The inset shows the corresponding variation of resistance with temperature. B, The gate voltage applied 
to the array in this case was adjusted such that the resistance corresponded to a local maximum. The solid line is a fit to the form of 
eqn (16) with the parameters G0 = 1.648 e2/h, Gi = 0.017 e2/h, G2 = 0.28 e2/h, T0 = 2 K, and p = 1.2. The inset shows the 
corresponding variation of resistance with temperature. 

no obvious evidence for a dependence of the number of the metallic 'dips' on the component dot size, but 
instead suggest that this number is determined by the degree of disorder in the device. Indeed, studies of 
highly disordered arrays show no evidence for the metallic state whatsoever [2]. 

In order to more clearly demonstrate the observation of a metal-insulator transition, in Fig. 2 we show 
the results of temperature-dependent measurements of the conductance, at gate voltages corresponding to a 
local resistance maximum (Fig. 2A) and a local resistance minimum (Fig. 2B). Clearly, in the case of a local 
resistance maximum, the conductance decreases with increasing temperature, while for the local minimum 
the opposite behavior is found. The solid lines in Fig. 2 are functional fits to the forms [2,5]: 

Gins(T) = G0 + Gi In T + G2 exp 

Gmet(T) = G0-GilnT + G2 exp 

To 

T . 

T 

(la) 

(lb) 

In these equations, Gins is the conductance measured in the insulating regime while Gmet is that measured in 
the metallic regime. The motivation for these forms is discussed in detail in [2]. Basically, however, the ex- 
ponential term is thought to represent the excitation of carriers across some characteristic energy gap (kßTo). 
The main difference between the conductance in the insulating and metallic regimes is given by the sign of 
the logarithmic term. This term dominates the low-temperature (mK) behavior while at intermediate temper- 
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atures (T « 7o) an exponential decrease of conductance with decreasing temperature is found (see Fig. 2A 
and B). Quite generally, we find the value of the parameter p to be of order 1.5, which is considerably larger 
than the value of 1/2 expected for variable-range hopping in the presence of a Coulomb gap [7]. One possibil- 
ity is that this disagreement reflects the reduced dimensionality of the quantum dot arrays we study, although 
theoretical studied are required to confirm this possibility. Alternatively, the poor agreement of the power law 
exponent with the expected value of 1/2 may indicate that variable-range hopping is not responsible for the 
temperature-dependent variation of the resistance in the 'exponential' regime. As for the metallic-like state, 
this appears to be characteristic of low-temperatures and one possibility is that its onset may be related to the 
corresponding growth of the electron-electron interaction. Another feature of Fig. 1 to note is that, simply by 
variation of the gate voltage, it appears to be possible to cycle successively between metallic and insulating 
states. Since the gate voltage is known to sweep the discrete states of the dot past the Fermi surface [6], the 
suggestion is that the localized or metallic behavior arises as localized or extended regions of the density of 
states are swept past the Fermi surface. 

In conclusion, we have presented evidence for a re-entrant metal-insulator transition that arises in quan- 
tum dot arrays as the gate voltage is used to sweep their density of states past the Fermi level. The form of 
the temperature variation of the conductance observed in these arrays can be accounted for using a functional 
form derived from studies of the metal-insulator transition in two dimensions, although the values obtained 
for the fit parameters suggest that the behavior we observe here may be quite distinct to that found in two di- 
mensions. Further theoretical and experimental studies are required to clarify the nature of the novel metallic 
state that appears to form in this mesoscopic systems. 
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Magnetic characterization of a quantum dot array was carried out to extract the phase- 
breaking time as a function of temperature and current. These measurements indicate a sat- 
uration of the phase-breaking time at low temperature and low current. The phase-breaking 
time varies as l/T for temperatures above 1 K, which can be attributed to carrier-carrier 
scattering processes. Variation of the phase-breaking time with current yields an estimate 
for the electron temperature. 

© 2000 Academic Press 
Key words: magneto-transport, heterostructures, phase-breaking, coherent transport. 

As the electron temperature increases, the basic resistance of a mesoscopic structure changes as the mo- 
bility of the electrons is reduced. This causes decay in the phase-coherence time or the phase-breaking time 
of the device. It has been observed in previous experimental work that the phase-breaking time, x^, exhibits 
a power law variation [1,2] with temperature at temperatures above a few hundred mK and a saturation is 
observed in the value at lower temperatures, which is not associated with a corresponding saturation in the 
sample temperature and is, therefore, intrinsic to the system. This saturation is not predicted in present the- 
ories that do not take carrier-carrier scattering into account. However, this behavior is expected in both 2D 
and ID due to electron-electron scattering. 

The device studied is a quantum dot array consisting of four dots in series, with lithographic dot sizes of 
1.0 x 0.6 /an2 as shown in Fig. 1. The material used is a modulation-doped AlGaAs/GaAs heterostructure 
with a mobility of 243000 cm2 V-1 s_1, a zero field resistance of 483 Q, a carrier density of 3.68 x 1011 cm-2. 
This gives a momentum relaxation time of 9.1 ps. Split-gate pairs were connected together to achieve even 
depletion. Characterization of this structure was carried out in a dilution refrigerator system. The magnetic 
field was swept over a range of 0 to 4 T and the corresponding magneto-conductance oscillations were 
recorded over a temperature range of 0.01-4.2 K with a constant sample current of 0.5 nA and over a current 
range of 0.5-280 nA with a constant sample temperature of 0.01 K. The recorded traces were processed by 
performing background subtraction and computation of a correlation function [3]. The critical magnetic field 
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Fig. 1. SEM micrograph of the quantum dot array with four dots. The width of the quantum point contacts is 0.15 ßm and the lead 
opening is 0.2 /urn. Since the phase-breaking length computed for such a device on the basis of the measured values of the phase-breaking 
time is larger than its length, we must consider this device as a quantum dot array and not a quantum wire with constrictions. 

as a function of the magnetic field was determined from the correlation functions and the phase-breaking 
time was extracted by linear fits [4] to the critical magnetic field. The latter quantities are given by: 

%n2m*B 

Estimation of the electron temperature was carried out by equating the resistance-temperature and the 
resistance-current characteristics and extracting a current-temperature characteristic, to which the phase- 
breaking time data was fitted. Also, the energy relaxation time was determined by using the current-temper- 
ature characteristic to extract the power dissipated per electron at a given temperature. 

In 3D and 2D systems, the Hartree approximation shows that the electron-electron relaxation time, xee, 
varies as T~] under degenerate conditions and is independent of temperature since the interaction energy 
range is the energy itself in ID and 0D systems. From our experimental data shown in Fig. 2, we see that the 
decay of the phase-breaking time can be fit very well to the predicted T~~] behavior at higher temperatures. 
Such behavior has been previously observed by Bird et al. [5] and been attributed to a possible dimensional 
crossover. However, in the present experiments, saturation of the phase-breaking time occurs in the tem- 
perature range of 750-1050 mK whereas the predicted crossover temperature according to the dot area and 
energy level spacing is 132 mK, which is a factor of six smaller than the observed value. We also note that 
as the gate voltage is decreased, thereby increasing the dot size, the phase-breaking time decreases, corre- 
sponding to an inverse size scaling effect. Pivin et al. [6] reported a possible explanation for this behavior, 
where it is suggested that the phase-breaking interaction is a function of the total number of electrons in 
the dot. Measurements carried out by Marcus et al. [7] and Clarke et al. [8] using the power spectrum of 
the magneto-conductance fluctuations to determine the phase-breaking time yield similar results. The val- 
ues of the phase-breaking time measured in the present experiment are a factor of three lower than other 
experimental measurements and this could be due to some superlattice effect of the dot array. 

At low current values, we see that the phase-breaking time exhibits a saturation similar to that exhibited 
by it with variations in temperature. However, at higher values of current, carrier heating takes place and this 
leads to a rise in the electron temperature of the system and thereby causes the phase-breaking time to decay. 
If electron-electron scattering is the only dominant process, then the rate of decay of the phase-breaking 
time with lattice temperature should be the same as that with electron temperature [9]. The plots of phase- 
breaking time with electron temperature show that the decay rate agrees very well with that of electron- 
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Fig. 3. Energy relaxation time as a function of the electron temperature. 

electron scattering at higher gate voltages. At lower gate voltages, there seems to be an error in the fitting at 
high current values. This might be attributed to the fact that, at low gate voltages, a quantum wire behavior 
might be more dominant at higher current values, which leads to a r~2/3 decay of the phase-breaking time. 
The observed energy relaxation time, as shown in Fig. 3, is much higher than the phase-breaking time, being 
on the order of a few tens of nanoseconds. The power per electron curve shows a break point at about 2.5 K, 
which signifies the onset of a regime where the decay of the energy relaxation time takes place. This would 
clearly suggest that the energy relaxation process is not an electron-electron scattering process. 

Thus, we see that the phase-breaking time shows saturation at low temperature and currents and a T_1 

dependence at higher temperatures, which is expected in lower dimensional systems with electron-electron 
scattering. The energy relaxation time is three orders of magnitude higher than the observed phase-breaking 
time and can be attributed to scattering by acoustic phonon modes. This scattering process is seen to set in 
at about 2.5 K and become the dominant one at higher temperatures. Future work needs to study the size 
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scaling effects of these parameters, by measuring open quantum dot arrays with equal numbers of dots of 
different sizes, and superlattice effects, by creating samples with single and multiple quantum dots. 
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Böhm trajectories derived from the probability density and probability current density re- 
veal a simple picture of particle flow in quantum dots. A simple prescription is given 
showing how quantum vortices originate from the crossings of the underlying classical 
ray paths. 
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1. Introduction 

Recent simulation studies of magnetotransport fluctuations in open square quantum dots (see Fig. 1) have 
demonstrated the importance of the quantization of modes in the leads which causes the electrons to enter the 
dot in collimated beams [1-3]. This collimation has been conjectured to be responsible for a highly selective 
excitation of dot states. In addition, 'scarred wavefunctions' [3,4] have been observed in the simulations 
which are interpreted as having an amplitude which is maximized along a particular classical orbit. There is 
an obvious difficulty in interpreting the calculated probability densities as 'collimated flows' and 'classical 
orbits' because the orthodox interpretation of quantum mechanics precludes the existence of objective parti- 
cle trajectories. Here, however, we re-examine the simulations [3] in the light of the trajectory methodology 
introduced by Böhm [5] which identifies the momentum of an electron at a point r as the spatial gradient of 
the phase of the wavefunction at that point. The velocity field v(r, t) is thus very easy to calculate from the 
probability density p(r, t) and the current density j(r, t) 

p(r,t) 

Bohm's theory is mathematically identical to orthodox quantum mechanics and yields the same predic- 
tions [10], although it requires care when used as an a priori methodology in transport studies [6-9]. The 
advantage of the Böhm picture is that it permits the extraction of unambiguous velocity fields and spatial 
trajectories for electrons injected into a quantum dot without taking any classical limit. 
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Double aperture open 
square dot 

Single aperture throttle 

Fig. 1. Schematics of generic open quantum dot devices: single aperture throttle and the double aperture square dot. 

2. Trajectories and streamlines 

Previous studies have utilized numerical solutions to the steady state Schrödinger equation for square 
dots (0.3 yu.m2) using a self-consistent soft wall model [3]. Here we shall use analytical techniques on 
hard wall models to extract the underlying physics. The Böhm picture projects the Schrödinger equation 
for *(x, y) = ^/pexpliS/H] into two real equations: the continuity equation and (for the steady state) the 
energy conservation equation: 

V j = V • (pv) = 0 

E = T + V + VQ = T V 
2m   Jp 

(2) 

(3) 

where VQ is the quantum potential, T is the classical kinetic energy l/2wt;2, where the velocity is related to 
the gradient of the phase by v = {VS-eA)/m (allowing for a magnetic field described by vector potential A). 
V is the quantum dot confinement potential. 

The steady flow corresponding to (2) and (3) is described by two autonomous coupled equations for the 
particle position and velocity: 

dr 

d7 = u 

du 

d7 = {- 

(VS - eA)/m 

■V(V + VQ) + ev xB}/m. 

(4) 

(5) 

The autonomous system (4) and (5) describes velocity streamlines or trajectories which cannot cross because 
the wavefunction is single-valued [8-10]. The topology of the velocity flow may be established by using 
stability analysis to characterize the flow in the vicinity of the fixed points. 

3. Singularities in the flow 

There are two classes of singularity in the flow. Linear stability analysis around the velocity nodes, points 
r0 for which v = 0, reveals that for zero magnetic field the local flow pattern is hyperbolic; for nonvanishing 
magnetic field there occur in addition closed elliptical orbits due to the Lorentz force. The hyperbolic fixed 
points (saddle points) act to separate the flow, whereas the closed orbits surrounding fixed points which are 
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centres correspond to Lorentz vortices. A second class of vortex flow occurs even in the absence of a magnetic 
field when V x v = 0 everywhere except at the nodes in the amplitude of the wavefunction [8,9]. At the 
amplitude nodes the phase and hence the velocity is not defined. This is a purely quantum effect. The closed 
orbital motion around the centre of the quantum vortex is due to the quantum potential VQ (see eqn (3)), 
which in the vicinity of points where ^/p = 0, may exhibit a \r - ro|~2 dependence leading to closed orbits. 
In the case of the 2D quantum dot structures of Fig. 1 we therefore expect three classes of flow: (a) open 
orbits which connect the entry and exit leads of the dot; (b) hyperbolic orbits which link to the saddle points 
or terminate at hard wall boundaries; (c) Lorentz and quantum vortices. In the following we shall ignore the 
Lorentz vortices by setting B — 0. 

4. Single aperture 

The key elements of the velocity flows in the open square dot may be discovered in a simple analysis of the 
single aperture throttle (Fig. 1). Consider an incident propagating wave in a mode given by the wavevector 

k=(k„, nji/W) in the upstream lead region, where k„ = [k2 - (mit/ W)2]2 is the longitudinal component 
and nit IW (n = 1, 2,...) is the transverse component. For clarity we set h = m = 1. In an obvious notation, 
the solution upstream and downstream of the aperture (of width a at x = 0) is given by: 

M 

^ut(x,y;n) = eik"xd)n(y) + J2sLe-ikmX<Pm(y) (6) 

M 

*°t(X,y;n) = Y2s%ne
ikmX4>m(y) (7) 

m=l 

1 
where the {(pm(y) = (2/W)2 sin(mny/W); 0 < y < W} are the transverse components of the wavefunc- 
tions. {SmnD} are the S-matrix elements. At the aperture itself the solution is a superposition of aperture 
modes (y-axis points downwards) 

\I>£(x = 0, y) = ^ Cp sin(p7ty/a)       0 < y < a = 0 otherwise. (8) 
p 

The 5-matrix elements and the components Cp may be obtained by matching using the orthonormality of the 
transverse modes and the boundary conditions; Dirichlet boundary conditions at the hard walls; continuity of 
the wavefunction and its x-derivative at the aperture. 

For large incident transverse and longitudinal wavevectors the transmission coefficient is approximately 
a/W, the classical value. Under these conditions the coefficients Cp are only significant for mode numbers 
p « na/ W. The ^-matrix Smn elements are similarly concentrated around m — n. Under these conditions 
and defining kx=k„;ky= nit/ W;0 - arctan(ky/kx), we find the downstream scattered wave in the form: 

*0
D

M( w l- exp[i (kx + ky tan 9 - jr/2)]{4>(y - x tan 0) - <D(y + x tan 6)}. (9) 

Here the periodic function <J> (y) is defined by: 

O(y) = ^ Cp exp(ipny/a)       for \y - 2Na\ < a 
p 

<t>(y) = 0       for|y-2Na| >a (10) 

where the integer N is defined such that (y - 2Na) lies in the domain [-W, W]. At x = 0 the outgoing 
wave coincides with the aperture wavefunction eqn (8) as required. For x > 0 the outgoing wave is fo- 
cused within a reflecting ray path forming a strip of vertical width a and having straight sides inclined at 
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Fig. 2. Upstream and downstream flows in throttle device. 

angles ±6 to the x-axis. On the upward and downward paths the dominant part of the wave approximates to 
exp[i(kxx±ikyy)]. In these regions the Böhm velocity components are simply vx — Kkx/m; vy = ±hky/m. 
The aperture thus acts to filter out the propagating components exp[±ikyy] from the incident transverse 
mode. The boundaries of the ray paths are determined by classical ray trajectories reflecting off the walls 
at angles ±0. Within the ray path the downstream wave simply consists of the wave e\p[i(kxx — ikyy)] 
and its reflections in the boundary walls including a n phase change for each reflection (consistent with hard 
wall boundary conditions). Near the boundaries the upward moving component interferes with the downward 
component to select only the longitudinal motion where * « sm{kyy) exp[ikxx]. The exact solution reveals 
diffraction effects and small amplitude modulation superposed on the simple downstream wave. The velocity 
streamlines undulate and gradually spread away from the classical ray paths as demonstrated in an earlier 
analysis [11]. 

The upstream wave may be shown exactly to form a superposition of a standing wave sin(kyy) sin(kxx) 
(formed from the incident wave and its reflection at x = 0) and the mirror image of the downstream wave 
^out(~x' y)- The upstream probability density field is therefore a standing wave pattern scarred by interfer- 
ence with the reflecting ray paths. On a coarse scale the Böhm velocity field is therefore very similar to the 
downstream pattern. However, in fine scale the interference with the standing wave pattern generates vortex 
chains. The open streamlines thread their way through the vortex chains into the aperture and finally join the 
simple downstream flow. This simple model is illustrated in Figs 2 and 3. 

5. Double aperture 

A similar analysis of the square dot, essentially a double aperture device, reveals similar features to the 
throttle. Standing wave patterns are formed upstream of the first aperture and within the square dot itself. At 
the first aperture a strong propagating wave is injected which is approximately confined to a ray path of width 
determined by the aperture and which involves multiple reflections of the boundary walls before reaching the 
exit aperture. The reflecting ray paths interfere with the standing wave in the dot to form micro-vortices as 
with the upstream case in the single aperture. In addition, new and larger vortices form where the ray path 
loops back on itself due to reflections at the walls. At high wavevectors this is the dominant feature. The 
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Fig. 4. Construction of vortices and unbounded flow from classical bounce orbits. 

origin of the vortices may be seen in Fig. 4. To construct the vortices we imagine a classical path formed by 
a free particle bouncing between the walls of the dot where the injection direction is determined from the 
incident wave-vector components. Because quantum trajectories cannot cross, the quantum case is derivable 
from the classical cases by letting the classical streamlines repel each other near crossing points. The resulting 
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Fig. 6. Velocity vector field for inset region of Fig. 4. 

flow topology contains hyperbolic and vortex flows as shown in Fig. 4. This result is confirmed by analytical 
and numerical calculations. The net effect is that the complex classical ray trajectories associated with the 
quantum ray propagation separates the flow into localized flow around vortex centres and meandering open 
orbits which thread between them. Typically there are several open orbit paths some with minimum traversal 
times, others with very long paths and hence long traversal times. It is likely that dissipative processes will 
disrupt the latter flows. Beyond the exit aperture we again find a simple ray path propagation. These general 
features, although derived from a simple model, show clearly in our further analysis of data published in [3]. 
An example of the probability density field for a 0.3 /um square dot is shown in Fig. 5. Figure 6 shows 
clearly both vortices and hyperbolic flow separation in the computed velocity field for the region shown inset 
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in Fig. 5. The complete flow field for Fig. 5 corresponds qualitatively to the simple flow shown in Fig. 4 plus 
the additional flow complexity following from interference with the standing waves in the scarred regions. 

6. Conclusions 

It is concluded that the previously conjectured collimated states in open quantum dots correspond to highly 
focused meandering Böhm trajectories which link the square dot arena. It may also be shown that the pres- 
ence of a magnetic field produces noticeable curvature in the trajectories as might be expected from the 
action of the Lorentz force. There is no precise analogy between Böhm trajectories and the equivalent clas- 
sical orbits because of vortex formation which follows from the requirement that quantum orbits cannot 
cross. Nevertheless, a large portion of the flow topology and vortex formation can be understood from the 
underlying classical orbits and their crossing point topology. There are scars in the probability density close 
to propagating (nonclosed) velocity streamlines but the flow is interspersed with vortex pairs which may 
considerably distort the flow from any classical counterpart. 
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In recent studies of disordered quantum dot arrays, it was found that a re-entrant metal- 
insulator transition occurs in these structures as the gate voltage is varied, even though there 
is no change in carrier density or disorder. Here, we study resonances that appear with the 
quantum Hall effect in these dot arrays. Several resonances are observed on the side of 
the plateaus, which may be due either to charging of isolated islands or to transmission 
resonances in the quantum point contacts. Heating of the carriers causes these peaks to 
decrease with an energy relaxation time comparable to that of the dots themselves. 

© 2000 Academic Press 
Key words: quantum dots, magnetbtransport, heterostructures. 

In recent months, studies of small arrays of open quantum dots have revealed new and interesting behavior, 
with onset of exponential localization at low temperatures, and a novel localization-delocalization transition 
at still lower temperatures [1,2]. It is found that carrier heating in these structures occurs with a characteristic 
energy-relaxation time [3] that is significantly different from the phase-breaking time [4]. In this paper, 
we report studies on resonant peaks that appear in the zeros of the longitudinal resistance in the quantum 
Hall effect regime. These resonances can be either resonant reflection (in the longitudinal resistance) or 
resonant transmission (in the longitudinal conductance), but are thought to be coherent features of the overall 
transmission in the dot array [5]. We study the temperature and current dependence of these peaks, and show 
that they are characterized by a relaxation time that is closer to the energy-relaxation time rather than the 
phase-coherence time, a result that seems at odds with their coherent nature. The basic device structure is the 
same as that discussed in [1-4], although this array has only three dots, which are formed by bias applied to 
standard 'split' gates on the surface of the material. 

In Fig. 1 A, we plot the resistance as a function of temperature for this array. The resistance shows a sharp 
rise for T below about 2 K, and then a slower, almost logarithmic behavior for T < 0.5 K. This overall 
behavior characterizes a localization with the resistance diverging as the temperature approaches zero, and 
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Fig. 1. A, Resistance of the dot array as the temperature is varied. B, Comparison of the longitudinal magnetoresistance of the dot 
array and the bare electron gas. Our interest is in the resonances indicated by the arrows. The curve for Vg = —0.55 V has been offset 
vertically by 100 Ohms. 

is not present in the absence of bias on the depletion gates. Note that there is no weak localization, and the 
absence of the resistance increase at zero bias suggests that the material is not disordered to any extent. In 
Fig. IB, we compare Rxx in the dot array with that of the bare two-dimensional electron gas. It is apparent 
that dot confinement leads to a narrowing of the plateau as well as several resonances. It is the behavior of 
these resonances that is of interest here. To our knowledge, these resonances are not limited to a specific 
plateau. 

In Fig. 2, we illustrate the changes in these resonances that occur as the temperature is raised (panel A) 
and as the current through the device is raised (panel B). From these figures, we can see that increasing 
bias current leads to carrier heating that has a comparable effect to lattice heating. At the temperatures 
of interest here, the primary scattering mechanism is carrier-carrier scattering and some residual random 
potential scattering (from impurities and defects). In both cases, the single temperature in the scattering 
process is that of the electrons themselves, so electron heating should display a comparable effect to lattice 
heating. We note, however, that the current dependence of these peaks is much stronger than that found for the 
resistance itself at low magnetic field. We also note that the resistance peak below the plateau is considerably 
enhanced by the formation of the dot, which is an additional localization of this peak, even though the Fermi 
level is presumably within the bulk Landau level. 

From the temperature dependence of the resonant peaks, we can establish an electron temperature for each 
value of bias current. That is, at a given bias current, the peak height is measured and compared with that 
of the temperature dependence. This determines the electron temperature. The power input to the array is 
related to the dissipation process through, 

VI = NkB(Te - 7b)/rr, 

where N is the total number of electrons in the dot array [3]. From this relationship, we can then determine 
the relaxation time and its dependence upon the electron temperature. This is shown in Fig. 3. It appears that 



Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 329 

6000 I-™- 

B 
o 

5000 

4000 

3000 

«   2000 

1000 

3.2       3.4       3.6       3.8 

Magnetic field (T) 

3.2       3.4       3.6       3.8 

Magnetic field (T) 

Fig. 2. The longitudinal resistance for the dot array with Vg = -0.55 V. A, Rxx for several values of the lattice temperature. The upper 
two curves have been offset by 2000 and 4000 Ohms, respectively, for clarity. B, Rxx for several values of the current through the array. 
The upper two curves have been offset by 2000 and 4000 Ohms, respectively, for clarity. 

10- 

o 

c 
m 

10" 

: 
ill! 1 1 

• • 
■ 

■ * 
* 

* 
■ 

- * _ 
• * * 

• 

. . I i 1 

0.1 1 

Electron temperature (K) 

10 
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there is an overall decay with electron temperature, although it is expected to actually be more or less constant 
below about 1 K, from studies of the zero magnetic field behavior [3]. The magnitude of the relaxation time 
found here is quite close to the energy-relaxation time determined by a similar process at zero magnetic field. 
While there is certainly some uncertainty in the number of carriers contributing to the resonant peaks (one 
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might assume that only the upper spin level of the 3/2 Landau level would contribute to such a resonance, 
although we have used the total number of carriers), the observed phase-breaking time is orders of magnitude 
smaller [4]. Consequently, it appears that these coherent peaks are destroyed by a normal energy relaxation 
process rather than a simple phase-breaking process. 

In conclusion, we find that coherent resonances in the longitudinal resistance of a quantum dot array have 
an electron heating dependence that seems to be determined by the energy-relaxation time rather than the 
phase-coherence time. 
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We study the eigenstates in quantum dots in which electrons are confined by the application 
of an inhomogeneous perpendicular magnetic field, focusing on the effect that the specific 
details of the shape of confining field has on determining these states. In contrast to the edge 
state picture established in studies on circular dots, we find that dots with more irregular 
geometries show a more complicated behavior in the interior of the dot. In particular, we 
find that certain states show indications of having their amplitude enhanced along particular 
classical periodic orbits in the interior, a phenomenon known as 'scarring'. 

© 2000 Academic Press 
Key words: quantum dots, magnetic confinement, periodic orbits. 

In recent years, there has been growing interest in mesoscopic structures in which electrons are confined by 
the application of inhomogeneous perpendicular magnetic fields rather than by electrostatic potentials. This 
can be achieved experimentally, for example, by positioning a superconducting disk over a GaAs heterostruc- 
ture [1]. In studies of two-dimensional electron gases (2DEGs) in which a nonuniform magnetic field was 
applied, calculations showed that a step in the magnetic field would create an effective potential [2]. Magnetic 
barriers have the unusual property that their relative height is dependent on the wave number of the incident 
electrons. The differences in the penetration depth can be understood classically in terms of how much of a 
cyclotron orbit that an electron can complete before being transmitted or reflected, with larger angles of inci- 
dence leading to greater penetration [2]. Besides quasi-one-dimensional barrier structures, magnetic quantum 
dots have also been studied theoretically, assuming a circular confining geometry [3, 4, 5]. In this case, the 
resulting vector potential that enters the Hamiltonian shares the circular symmetry and angular momentum, 
m, remains a good quantum number. For finite m, the magnitude of the typical eigenstate shows a series of 
one or more concentric rings, leading to their interpretation as being edge states guided along the magnetic 
field boundary. 

In this paper, we consider the effect that changing the boundary shape of the magnetic dot has on the 
eigenstates. As we shall demonstrate, when the dot no longer has circular symmetry, the basic edge state 
picture no longer suffices and rather complicated behavior can occur in the interior of the dot. Moreover, we 
find that certain states show indications of being 'scarred', that is, their amplitude appears to be enhanced 
along particular classical periodic orbits that pass through the interior. 

Our first example is a semicircular magnetic dot of base diameter a, with the magnetic field profile shown 
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B (a.u.) 

Fig. 1. A, Geometry of one of the inhomogeneous magnetic confining fields used in our simulations, here forming a semicircular 
quantum dot. B, The first 25 eigenstates of the semicircular dot, given B = 307 Ba. What is plotted is the magnitude of the wavefunction 
versus x and}>. 

in Fig. 1A. As with all the dots we study, the magnetic field, B, is taken to evolve essentially as a step, with 
B = 0 in the interior and finite outside. To find the eigenstates, we solve this 2D problem on a finite difference 
mesh, with the magnetic field accounted for through the introduction of appropriate Peierl's phases on the off- 
diagonal terms of the Hamiltonian. Since the resulting matrix is sparse, we use the ARPACK implementation 
of the Arnoldi factorization method to solve the problem numerically [6]. 

Figure IB shows the first 25 eigenstates of the semicircular dot, with B = 307Ba (Ba is the field for which 
the magnetic length is equal to a). In choosing this geometry, we have combined the round boundary of the 
circle with the straight boundary of a simple barrier. In view of the latter, it is important to emphasize that 
since the barrier is magnetic, it is not a source of simple mirror reflections. That symmetry is broken. 
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Several of the eigenstates shown here obviously correspond to edge states that travel along the outer edge 
of the entire boundary. However, some of the states show rather interesting behavior in the interior. For 
example, states 7 and 15 have a distinct 'V form, while state 10 looks somewhat like a 'fan'. State 11 has 
edge state-like properties, however, its amplitude is concentrated mainly along the circular boundary. State 
12 has an 'A' pattern to it, while states 21 and 22 show very complicated interior patterns that create a low 
amplitude spot on the center of the right side. State 20 shows a similar pattern apparently coexisting with an 
edge state. 

To get some insight into the physics of this structure, we have also performed classical simulations, finding 
many of the periodic orbits or closed trajectories allowed by its geometry. Several examples are shown in 
Fig. 2. Figure 2A shows a 'whispering gallery'-type orbit that follows the left circular boundary while simply 
bouncing off the right barrier. In Fig. 2B, we show an example of a 'V'-type orbit. In Fig. 2C is a more 
complicated but closely related orbit (obtained using slightly different initial conditions) that is in the form 
of a 'fan'. Figure 2D shows an orbit that has an 'A' pattern. Figure 2E shows a rather complicated orbit that 
does not visit a spot on the center of the right boundary. The orbit in Fig. 2E has a similar 'blind' spot, but 
spends much of its time on a path that follows the entire perimeter of the dot. There is a resemblance between 
the patterns revealed by these orbits and several of the eigenstates pointed above. We believe that many of 
these eigenstates are in fact 'scarred' by these orbits, or at least orbits that belong to the same or similar 
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'families'. As Heller et al. [7] have pointed out, it can be quite difficult to make an exact correspondence 
between a specific orbit and 'scar', since orbits tend to have similar looking 'cousins', which differ in the 
number of reflections they have against the boundaries. The 'V and the 'fan' orbits are an example of this 
phenomenon, with the latter being a more complicated variation of the same basic pattern. As one might 
expect, Poincare plots show that these orbits are in close proximity in phase space. A detailed examination 
of the classical phase space is in progress. 

Analogous results occur in other geometries. In Fig. 3A, we show eigenstates for a stadium-type geometry. 
The stadium differs from the circle in that a rectangular section is included to separate the two semicircular 
halves. As above, there is a mix of 'edge-like' and interior filled states. States 6, 11, and 18 clearly reflect 
the presence of what are known as 'bouncing ball' orbits, which occur when an electron is multiply reflected 
between parallel barriers. In Fig. 3B are eigenstates for a square geometry. Standing out here are states with 
patterns forming an 'X' (7, 12, 15, 20 and 21) and a '+' (8, 10, and 18). We have found classical orbits con- 
forming to these sorts of patterns, as well as more complex ones such as state 17, occurring in this geometry. 

In closing, we must note that relationships between classical orbits and the eigenstates of the circular 
dot have been established [3, 4, 5]. However, because of the continuous radial symmetry, a given orbit is 
degenerate with an infinite number of equivalent orbits that have different angular orientations, leading to 
the ring structure alluded to above. In the dots studied here, that symmetry has been is broken, which is the 
reason why orbits that correspond to a particular orientation can be preferentially selected and 'scar' the 
eigenstates. 
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We present calculations of conductance, G, as a function of inverse temperature, 1/ T, for 
a quantum dot array with disorder, a clean quantum dot enclosed by soft boundaries and 
a simple two resonance model. The behavior in each case is qualitatively similar, with G 
appearing to increase exponentially provided one starts at a minimum. Unlike some recent 
experimental studies, we do not see any logarithmic behavior at low temperatures. 

© 2000 Academic Press 
Key words: quantum dots, disorder, transport. 

Recent experimental measurements of the conductance in single and multiple quantum dots, with varying 
amounts of disorder, have yielded interesting temperature-dependent behavior [1, 2]. In analogy to the local- 
ization exhibited by two-dimensional systems [3], it was found that the temperature (T) dependent variation 
of the conductance (G) may be fitted as 

G = G0 + Giln(r) + G2exp     '   ° 
T 

(1) 

The Go term is thought to represent the quantum point contact (QPC) contribution to the overall conductance. 
The logarithmic term was found to dominate at low temperatures (T < 0.5 K) and is also observed in studies 
of the two-dimensional metal-insulator transition in MOSFETs [3] The physical origin of this term remains 
unclear at present, although it may be related to an electron-electron interaction effect [4]. 

In this paper, we try to account for the T -dependent behavior seen in experiment by using two different 
simulations methods: (1) the recursive Green's function (RGF) approach [5] and (2) a stabilized variant of 
the transfer matrix (SVTM) approach [6]. In both cases, G is determined using the Landauer formula. Finite 
T is taken into account by convoluting G with the derivative of the Fermi function. 

Figure 1A shows the geometry for a dot array simulated using RGFs. In this case, disorder is represented 
by a random potential on each lattice site with maximum amplitude W, as per the standard Anderson model. 
As one may expect, the results shown in Fig. IB indicate that reducing W and increasing the QPC width s 
results in increased G. It also appears to result in a reduced number of resonant peaks in G. In Fig. 1C, we 
now consider the case of a single quantum dot with no disorder and a soft confining potential (see [7] for 
more details) modeled using the SVTM method. This structure is much smaller than the array, so the result 
is fewer resonances over a comparable range of Fermi energies. 

0749-6036/00/050337 + 05    $35.00/0 © 2000 Academic Press 



338 Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 

}s 

15    15.2   15.4   15.6   15.8    16 

E (meV) 

17.0   17.2   17.4   17.6   17.8   18.0 

E (meV) 

Fig. 1. A, Geometry of the split-gate quantum dot array that is simulated. B, G of the array versus Fermi energy, £, for s = 0.1 urn, 
W = 18 meV (lower curve) and s = 0.15 /xm, W = 4 meV (upper curve). C, G versus E for a 0.4 /im dot with soft boundaries as 
depicted in the inset. 

In Fig. 2, we examine the evolution of G as a function of \/T for the three examples considered. The 
arrows in Fig. 1 indicate the starting point that has been chosen, positioned somewhere in a local minimum 
in G in each case. Each curve shown here shows the same general behavior—starting relatively fiat, then 
gradually increasing until passing over a maximum. The maximum arises when the tail of the Fermi derivative 
is of sufficient amplitude that the adjacent peaks in G get picked up in the convolution. The dashed lines are 
fits obtained using eqn (1), but leaving out the ln(Y) term. The exponential term does a relatively good job 
of fitting G while it is increasing. Comparing the fitting parameters given in the figure caption, one notes 
that 7b is 0.13 K in the higher disorder but more pinched off quantum dot array, significantly smaller than 
in the other two cases. We again note that this case shows a higher density of resonances. The 7b parameter 
has been thought to reflect an energy gap, which here might be interpreted in terms of the distance between 
surviving resonances (as a structure is made more open, more resonances become smeared out). Another 
important factor in determining 7b is where one is situated between two resonances. 

To confirm our hypothesis that the behavior shown here is simply a resonance effect, in Fig. 3A we show 
the results of an ad hoc double resonance model where the Fermi energy is fixed in between the two res- 
onances (see inset). The dashed line is the exponential fit (Go has been subtracted out here). Particularly 
evident here is that the fit falls below the curve at large l/7\ In Fig. 3B the solid line is the fit obtained 
to a set of actual experimental data [1,2] using the full eqn (1). The dashed line is the result obtained by 
scaling the double resonance curve and adding the same GQ and G\ ln(T') terms used in the experimental 
fit. Note that this curve is above the fitted line at high \/T and falls below it at low 1/7", which is what the 
experimental data actually does. 

It is important to note that the ln(7) term had to added to the simulation results. The simple thermal 
smearing we use here does not produce this T dependence under any circumstances, regardless of dot ge- 
ometry or disorder (we have used several different models all having the same basic effect). This suggests 
to us that additional physical effects must be included to account for this behavior, with electron-electron 
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Fig. 2. A, G versus 1/7 for the array with EF = 15.245 meV (solid line). The dashed line is a fit to eqn (1) with Go = 0.02 e2/h, 
d = 0, G2 = 0.28 e2/h, T0 = 0.13 K, and p = 1.25. B, G versus 1/7 for the array with EF = 15.633 meV (solid line). The dashed 
line is a fit using G0 = 0.986 e2/h, Gi = 0, G2 = 0.88 e2/h, 70 = 0.47 K, and p = 1.2. C, G versus 1/7 for the soft dot with 
EF = 17.55 meV (solid line). The dashed line is a fit using G0 = 3.576 e2/h, G\ = 0, G2 = 2.2 e2/h, 70 = 0.52 K, and p = 1.1. 

interactions being a likely candidate, as mentioned above. It should also be noted that thermal smearing 
makes G tend towards an average value as a function of E, with the T = 0 minima and maxima lying 
below and above the finite T curve. [n contrast, the experimental data alw ays shows an upward shift at 
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Fig. 3. A, Normalized conductance versus \/T using the two resonance model (solid line). The dashed line is a fit to eqn (1) with 
Go = G\ = 0, G2 = 1.1, TQ = 0.54 K, and p = 2.4. Inset: the two transmission resonances, with the line in between indicating 
EF = 15.7 eV. B, G versus \/T using eqn (1) with G0 = 2.2 e2/h, G\ = 0.13 e2/h, G2 = 0.90 e2/h, T0 = 0.54 K, and p = 2.4. 
The dashed line was obtained by scaling the curve in A by a factor of 0.81 and adding Go = 2.2 e2/h as well as a ln(7") term with 
prefactorGi =0.13e2//;. 

finite T, with very few T = 0 maxima lying above the finite T curve. Once again, this behavior is only 
reproduced in the simulations by adding a \n(T) term. It should be emphasized that the curves obtained in 
Fig. 2 were all obtained by starting somewhere in a relative G minimum. In general, the finite T behavior 
is more complicated and depends sensitively on the starting point. Moving away from the starting energies 
we have chosen in our examples, one can obtain curves with additional structure such as extra points of 
inflection or oscillations superimposed on top. The experimental curves do not appear to have the same de- 
gree of sensitivity to the starting point, and the exponential behavior is more generic. That said, it is worth 
noting that if an appropriately scaled, ln(T) is added to a curve that has more complex structure, we find 
that it can overwhelm some of these details and still generate a curve not unlike that already shown in 
Fig. 3B. 
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In conclusion, we believe that the exponential behavior observed experimentally might be accounted for, 
at least in part, by the resonance effect noted here, while the logarithmic behavior requires additional physics 
to be introduced. 
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Many people have studied the conductance properties through an array of anti-dots, es- 
pecially since the observation of Weiss oscillations. In most cases, however, in which the 
recursive Greens functions are used on a spatial lattice, periodic boundary conditions are 
employed. In this paper, we analyse the effects of boundary conditions and magnetic field 
on the conductance behavior in a number of anti-dot-shaped, GaAs/AlGaAs 2DEG quan- 
tum systems. The effect of periodic boundary conditions causes a reduction in the overall 
conductance. The effect of changing the boundary conditions is more profound for lower 
numbers of anti-dots. 

© 2000 Academic Press 
Key words: quantum anti-dots, magnetotransport, heterostructures. 

Over the past several years, there has been considerable interest in anti-dot arrays, in which scattering 
potentials are sited in an otherwise metallic quasi-two-dimensional electron gas. Interest was stimulated by 
the observation of resistance peaks correlated to commensurate orbits around one or a few anti-dots [1,2]. 
Many theoretical studies of these additional peaks, termed Weiss oscillations, have focused upon the chaotic 
nature of transport in the array when the magnetic length is incommensurate with the period of the array [3,4, 
5]. These studies seemed to indicate that large transverse currents would be induced at the resistance peaks, 
an effect which is precluded by the absence of any transverse terminal currents in the Hall configuration. 
Usually, the studies considered one or a few anti-dots with periodic boundary conditions, which do not 
represent the imposition of normal Hall configuration constraints. In this paper, we analyse the effects of 
boundary conditions and magnetic field on the conductance behavior in a number of anti-dot arrays in the 
GaAs/AlGaAs two-dimensional electron gas. Five different anti-dot arrays were considered, and two runs 
were done for each to compute the conductance versus magnetic field: the first with transverse hard-wall 
boundary conditions and the second with periodic transverse boundary conditions. The size of the anti-dot 
region in each case was lxl /urn and we used the recursive Green's functions method in the Landauer 
formalism. The comparisons are made among 1, 3, 5, 7 and 9 anti-dot systems where the anti-dot potential 
shape follows a sinusoid raised to the fourth power. In all cases, the conductance is plotted versus magnetic 
field in the range 0 < B < 1 T. The overall effect of the magnetic field is to depopulate the energy levels 
in the system and hence decrease the number of propagating modes. This in turn causes a decrease in the 
conductance curves. In the absence of the anti-dot potential, the conductance curves assume a step-like 
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Fig. 1. The conductance through the anti-dot array as a function of the magnetic field normal to the two-dimensional plane of the 1 /xrrr 
square active area. The number of anti-dots in the active area is indicated by the label of each panel. The solid curves are for hardwall 
boundary conditions, while the dotted curves are for periodic boundary conditions. 

shape, which decreases with magnetic field. The steps are of equal length when plotted versus \/B. With the 
introduction of the anti-dot potential, the step-like behavior begins to wash out, although the conductance 
reduction behavior persists, and an oscillatory behavior emerges. Increasing the number of anti-dots causes 
a reduction in the maximum of the conductance curves, and tends to reduce the magneto-resistance. The 
effect of periodic boundary conditions causes a reduction in the overall conductance while maintaining the 
decreasing behavior. The effect of changing the boundary conditions is more profound for smaller numbers 
of anti-dots. 

The anti-dot potential is applied to each site in the discretization used in the recursive Green's function 
approach [6]. Here, the potential is 

V(x,y) = V0 sin4 (inx/L) sin4 (iity/W) 

where W and L are the width and length of the active region, and / is the number of anti-dots in each direction, 
taken to be the same. The choice of exponent is arbitrary, but this choice gives sufficiently hardwall effects 
from the anti-dots. The choice of hardwall or periodic boundary conditions appears in the unperturbed on-site 
Green's function itself, and these are modified for the particular case. In addition, a small random potential is 
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Fig. 2. Variation of the conductance as the Fermi energy (density) is varied in the anti-dot array. 

added to the system to represent inherent disorder that exists. In Fig. 1, we plot the conductance as a function 
of the magnetic field for a 1 x 1 /zm active area. The Fermi energy is set to 14.5 meV, corresponding to a 
carrier density of approximately 4 x 1011 cm-3, and Vb is some four times larger. The different panels are 
for 1 x 1, 3 x 3, 5 x 5, 7 x 7, 9 x 9,10 x 10 anti-dot arrays. It is clear that the number of anti-dots affects the 
overall transmission through the structure, primarily as a result of narrowing of the open channels between 
the anti-dots themselves and between the boundary and the anti-dots in the hardwall case. This conductance, 
at vanishing magnetic field begins near 30 (in units of e2/h) and decreases by a factor of 3 as the number 
of anti-dots is increased. This is mainly due to the fact that there are about 30 propagating modes in the 
single anti-dot case, and this is reduced to roughly 10-15 propagating modes in the case of the 10 x 10 
array. We note, however, that most of this decrease occurs in the low magnetic field region, so that the overall 
magnetoresistance is also decreased as the number of anti-dots increases. Indeed, the number of modes for 
B = 1 T decreases from roughly 20 modes to about 8 in these same two cases. The cases for hardwall 
boundary conditions are shown as solid lines, while the cases for periodic boundary conditions are shown 
by the dotted lines. The presence of hardwall boundary conditions does not significantly affect the resulting 
conductance curves, although the overall conductance is larger in this case by a small amount. However, 
none of the peaks or dips in conductance of Fig. 1 correspond to expected positions of the Weiss resonances. 

We have also studied the behavior as the Fermi energy is varied, and one sees typical conductance steps 
as the latter is raised and modes are turned on in the structure, as shown in Fig. 2. As the number of anti- 
dots is increased, this step structure is broken up by the interferences of paths encircling the anti-dots. By 
increasing numbers of anti-dots, the turn-on of conductance is also increased, although there is little effect of 
the difference in the two boundary conditions imposed. 
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The results of these simulations seem to indicate that the conductance through the anti-dot array, to a large 
degree, is insensitive to the boundary conditions that are applied to the simulation. This would indicate that 
the conductance is probably not going to show large transverse currents as has been suggested by studies of 
chaotic dynamics in such arrays. Increasing the number of anti-dots, in a fixed simulation area, however, does 
seem to affect the conductance through the array, which is probably due to the reduction in transverse width 
of any single open path through the array. In addition, there are quasi-resonances which lead to large localized 
increases in the density within the array, probably due to standing wave interferences between the two ends 
of the current path. These appear particularly prominent in studies in which the Fermi energy (density) is 
varied within the structure. However, none of the prominent peaks or dips in conductance correlate well with 
the expected positions of the Weiss resonances. 
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In this paper we introduce a phenomenology for inserting dissipation into the single- 
particle Schrödinger equation for carrier transport by utilizing appropriate nonHermitian 
additions to the Hamiltonian. The nonHermitian terms are determined by incorporating 
model particle trapping/de-trapping, momentum gain/loss, energy gain/loss into the quan- 
tum continuity equations derived within the Böhm picture and then reconstructing the full 
Hamiltonian by reversing the Böhm projection. The new phenomenology is designed to 
obtain quantum velocity flows using the Böhm projection of solutions to the nonHermitian 
Schrödinger equation for applications in 2D and 3D quantum dots and mesoscopic MOS- 
FETs. For this purpose we introduce a novel fast algorithm to compute the wave function 
in 2D and 3D based on a two time step iteration and direct integration. 

© 2000 Academic Press 
Key words: quantum transport, Böhm picture, quantum dots, mesoscopic. 

1. Introduction 

Quantum transport in quantum dot structures at low temperatures and a fortiori quantum transport in 
room-temperature ultra-small MOSFET devices in the atomistic limit require consideration of dissipative 
processes. The latter include: carrier trapping/de-trapping and phase breaking processes corresponding to mo- 
mentum, angular momentum and energy loss processes in the electronic configuration space due to carrier- 
carrier, carrier-phonon and carrier-impurity centre scattering processes. There is a broad divide between the 
classical relaxive Boltzmann transport model used to describe MOSFET devices and the full quantum many- 
body formalism for treating open quantum dots. There is a clear need for a linking formalism that preserves 
the simplicity of the particle or classical hydrodynamic approach used in device modelling and yet incor- 
porates the essential features of quantum mechanics. There is an opportunity to do this in the mesoscopic 
regime where the transport is partly coherent and where there is occupancy of a large number of channel 
modes (large wave vectors) due to high-temperature operation. Equivalently, from the classical standpoint, 
the carrier trajectories begin to deviate from classical flow due to size-wavelength commensurability. In a 
recent study of square quantum dots [1] we have shown that the quantum coherent velocity flow is carried 
by open orbits which meander between localized current voices (Fig. 1). It is clear that although the short 

'E-mail: J.BarkerOelec.gla.ac.uk 

0749-6036/00/050347 + 05    $35.00/0 © 2000 Academic Press 



348 Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 

Open dot 
Short fast open orbit 

Long slow open orbit 
Localized orbit-vortex 

Fig. 1. The main velocity flow processes in a square quantum dot include open orbits which directly traverse the dot. and long meandering 
open orbits which thread through clusters of localized vortex flows [1]. 

open orbits may be traversed within the coherence time this is not likely for the vortex flows or the longer 
open orbits. The simple picture will thus break down due to dissipative processes. Here we shall show that 
the simple velocity flow picture developed from the Böhm picture of quantum mechanics [2, 3,4, 5,6,7] can 
be extended to include dissipation. 

Our long-term objective is to seek simple quantum corrections to particle- and hydrodynamic-based device 
models [7]. The quantum potential cannot be used here unless it has been derived from the wave function 
because it cannot account for quantum vortex distortions of the flow which depend on the nodal topology of 
the wave functions [7], nor is it clear how it is altered by dissipation. 

2. The Böhm picture: Hermitian Hamiltonian 

In recent studies it has been demonstrated [4, 5, 6, 7] that the Böhm picture of quantum mechanics [2, 3] 
establishes a clear correspondence between classical velocity fields and quantum velocity flows when there is 
large number of occupied modes—the mesoscopic regime—provided the transport is coherent and ballistic. 
In the Böhm picture it is possible to derive the continuity equations for classical-like dynamical variables 
such as the particle probability density p(r, t), the velocity field v(r, r), the energy density and so on, by 
direct projection from the Schrödinger equation for the Hermitian Hamiltonian H = p2/2m + V(r) (this 
simple form is chosen without loss of generality): 

^ + v.; = o 
dt       J 

dv     dv 
=       +v.Vv = -V(V + Vß)//M 

at      at 
dr 
— =v = VS/m. 
dt 

(1) 

(2) 

(3) 

Here the quantum potential VgCr, t) = -{h2/2m)(V2^/p)/\fp and the velocity v(r, /) = VS{r, t)/m = 
j(r, t)/p(r, t) are derived from the amplitude ^fp and phase S of the wave function (they are secondary 
variables). The Böhm picture envisages a carrier to exist on one of the trajectories of the flow defined by (1) 
and (2) according to the probability density and with a velocity given by the gradient of the local phase S. 
Because the wave function is single-valued, the quantum trajectories r(t) defined by (2) and (3) cannot cross; 
in particular the velocity streamlines cannot cross. The velocity flow topology is consequently determined 
by the fixed points of (2) and (3); they are either hyperbolic flows about saddle points at the nodes of the 
velocity field or vortex flows about centres which are the nodes of the wave function. 
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3. The Böhm picture: nonHermitian Hamiltonian 
A new phenomenological quantum mechanical formalism has been introduced by us [8] which incorpor- 

ates generalized scalar and vector nonHermitian potentials which lead to a simple description of dissipative 
quantum transport within a single-body formalism based either on the carrier wave function or density matrix. 
Here we examine how to construct such nonHermitian Hamiltonians with the aid of the Böhm picture. Out 
strategy is to insert classical phenomenological energy-loss, momentum-loss, particle trapping/de-trapping 
directly into the corresponding Böhm picture continuity equations. Then by reconstructing the Schrödinger 
picture we recover the appropriate nonHermitian extensions to the Hamiltonian. The new Hamiltonian is then 
used to determine the wave function and the quantum velocity flows are then calculated from v =j/p. 

For dissipation models the re-constructed Hamiltonian may be written as a nondissipative part Ho plus a 
nonHermitian part iH\ where H\ is Hermitian and has the general structure: 

Hi = E0 + Hh(p) + Hh(r) + Hc{r,p). (4) 

The constant term E0 leads to a description of global carrier trapping/de-trapping depending upon its sign. 
The term H\, may be devised to produce localized source and sink terms. The term Ha is a function of the 
momentum operator and leads to global momentum and energy gain-loss processes; the term in Hc may be 
devised to introduce local gain-loss processes. 

Two examples are presented. The first adds phenomenological generation and recombination terms to the 
continuity equation (1): 

% + V-j=G-R (5) 

c _ PY.ßm-r»),       R_   PE^'M^ (6) 

The equivalent Hamiltonian is reconstructed as the nonHermitian form: 

H = H0 + -£>(/•-/>) - ^£dS(r-rp (7) 

which describes trapping/de-trapping at a discrete set of locations. The corresponding quantum velocity flow 
now contains new singularities to determine the flow topology. They are source and sink fixed points or 
attractor and repeller basins for continuous trapping/de-trapping regions. Figure 2 sketches a pair of trap 
absorption/trap emission centres in the velocity phase portrait. The streamlines correspond to possible trajec- 
tories for a particle to be removed from the flow at one attractor and re-emitted elsewhere from the repeller. 
Figure 2 is essentially a picture of scattering with capture/re-capture from the Böhm viewpoint. 

A second example is the re-constructed nonHermitian Hamiltonian 

P2 

H = (1 - iß[9(t - h) - 9(t - t2)] + iß[0(t -h- xE) - 0(t -t2- T
E)])^ + V. (8) 

The nonHermitian term acts to remove kinetic energy in the time range (t\, t2) and restores kinetic energy 
in the time range (fi +x,t2 + r). This leads to frictional processes in the flow during the time interval t\, 
t2 + x: they derive from a velocity-dependent quantum friction term and a viscosity component in the velocity 
flow equation. The particle continuity equation also acquires sink and source terms acting at different times. 
The corresponding velocity flows again contain pairs of source and sink singularities which scatter particles 
within the flow at different energies. 

4. Consequences for velocity flows in devices 
The dissipative terms introduce new singularities into the velocity flows which, for example, cause par- 

ticles to move off the closed orbits of the vortices (the vortices may also degenerate into spiral attractors 
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Fig. 2. New singularities in the velocity flow resulting from the nonHermitian Hamiltonian model. The case shown corresponds to a 
source and sink pair which model the scattering of a particle with consequent energy and momentum gain or loss. 

re-emerging from source singularities to re-enter the flow either on a new vortex or an open trajectory). The 
situation has analogies to transport in quantising magnetic fields; where scattering-induced hopping between 
Landau centres induces dissipative current flow. Similarly, particles on long traversal time orbits may be 
removed and re-inserted into the flow following scattering events. 

5. Application to 2D and 3D wave packet transport in small devices 

The dissipative quantum transport formalism described briefly here is being used to study dissipative 
propagation in model 2D and 3D problems, including the dissipative transport of injected wave packets 
in throttles and quantum dots, and the flow of wave packets close to a rough interface within a MOSFET 
channel. The wave functions are derived from the Schrödinger equation with a nonHermitian Hamiltonian, 
and the velocity flows are extracted by computing the ratio of the current density to the probability density. 
The simulations are based on a new, direct method for solving the finite-differenced time-dependent 2D 
or 3D nonHermitian Schrödinger equation which avoids the huge computational complexity of the implicit 
Crank-Nicholson scheme (routinely used for ID problems but prohibitive in higher dimensions). 

The iterative scheme is briefly a two-time step direct method which unlike the Euler method has good 
convergence and stability: 

x/rn+] = i,"-] + A • f" (9) 

where n denotes the time step, i/r denotes a p-point structure (vector in ID, matrix in 2D) derived from the 
discretization of the wavefunction over /^-dimensional space; A denotes a banded p-D matrix. The algorithm 
is simply derived from the evolution equations: 

*(r, t±z)= exp[:p'//r]*(r, t) 

*(r, t + r) = *(r, t-z) + {c\p[-iHr/h] - exp[///r//l]}*(r, t) (10) 

*(r, t + r) « *(r, t - r) + {-2iHr/h}V(r, 0 

in the limit of a small time step r. 
This method requires no matrix inversion and for 3D problems has only a complexity level of order 30/V*3. 

It is stable and convergent for similar criteria to the Crank-Nicholson scheme. 
Figure 3 illustrates the method by showing frames from the time-evolution of a longitudinal Gaussian 

wave packet injected into a transverse mode of a quantum throttle device (compare [1]). The plot shows a 
3D perspective of the colour-coded probability density as a function of position in the 2D structure. The exit 
flow shows strong forward streaming due the occupancy of several longitudinal wavevectors. 
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Fig. 3. Frames from a simulation of the time evolution of a Gaussian wave packet injected into a single transverse mode of a throttle 
device in 2D showing the probability density landscape as a function of time using the fast algorithm described in the text. 

6. Conclusions 

This paper has demonstrated a simple phenomenological approach to dissipative quantum transport de- 
rived using the Böhm trajectory picture augmented by phenomenological dissipative terms in the continuity 
equations. The equivalent Hamiltonian is found to be nonHermitian and solutions of the resulting Schrödinger 
equation will describe dissipative processes. Alternatively, the same solutions may be used to uncover the 
unexplored regime of dissipative quantum hydrodynamic flow which now includes sources and sinks for the 
velocity streamlines in addition to the normal vortex and hyperbolic flows. 
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In a vertically coupled dot, it is expected that generalized Kohn theorem is invalid. Then 
electron-electron interaction can be observed in far-infrared absorption. This interaction 
depends on the coupling between dots. We fabricated a vertically aligned double-dot array 
using a double heterostructure to investigate the coupling. The strength of the coupling 
depends on the confine potential of the dot. In far-infrared magneto-optical absorption 
measurements under pulsed photoexcitation, we observed peak shift of asymmetry states 
and increasing of absorption intensity of symmetry states of the dot. This is a result of the 
confined potential modulation by light. This indicates the possibility of optical control of 
the coupling. 

© 2000 Academic Press 
Key words: vertically coupled quantum dot, far-infrared absorption, potential modulation 
by light. 

1. Introduction 

For the last decade, electronic states in a semiconductor quantum dot array have been investigated in- 
tensively by far-infrared (FIR) absorption measurements. FIR magneto-optical absorption measurements are 
a useful tool for the investigation of electronic states in a quantum dot. In the dot structure, however, lat- 
eral confinement potential is treated as a parabolic [1]. The generalized Kohn theorem predicts that, electric 
dipole transition energy is insensitive to electron-electron interaction [1, 2]. Recently, several researchers 
have been concerned with vertically coupled dot systems, in which the generalized Kohn theorem is invalid, 
because of an interdot interaction. The observation of electron-electron interaction can be expected in FIR 
absorption response of the vertically coupled dot. Partoens et al. [3] have treated the electron system in a 
vertically coupled dot as a magneto-plasma and calculated the coupling effect on a magnetic dispersion of 
the absorption peaks in the FIR response. The coupling between dots depends on the ratio between the dis- 
tance and the radius of the dot, if lateral confine potentials are different for both dots. As far as we know, 
few experimental works have been done with vertically coupled dots. Heitmann [4] observed the breaking of 
the Kohn theorem. They fabricated a dot array on double quantum wells. The distance between dots is fixed 
in the sample. It is difficult to change the coupling between dots. We tried to fabricate a vertically aligned 
double-dot system on double heterostructure samples. In the samples, distance between the two dots depends 
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Fig. 1. Far-infrared absorption of a vertically aligned dot array. Two broad peaks (peaks 1 and 3) shift toward higher magnetic field with 
the angle of the magnetic field. The inset shows the schematic cross-section of a sample. 

on the vertical potential profile forming a two-dimensional electron gas (2DEG) at two heterointerfaces. It 
is expected that the distance between dots can be changed externally. The aim of this paper is to discuss the 
possibility of formation of the vertically coupled dot system using the double heterostructure samples and 
potential control by external illumination of light to change the coupling between the dots. In the double 
heterostructure samples, electronic states split into a symmetric state and an asymmetric state. In the latter 
state, the wavefunction has peaks in the vicinity of the two heterointerfaces. Ordinary fabrication technique 
makes vertically aligned double-dot system on the samples. The controlling of the coupling between these 
two dots modifies the magnetic dispersion in FIR response. We will demonstrate the potential modulation of 
the double-dot system by pulsed photoexcitation which is useful for systematic investigations of electron- 
electron interaction in a double-dot system. 

2. Experimental set-up 

Dot arrays were fabricated on a GaAs/AlGaAs heterostructure using electron beam lithography and wet 
etching technique. The heterostructure has a 30 nm thickness GaAs layer which is sandwiched between two 

cm2 V" 5-doped AlGaAs layers. The carrier density and mobility are 5.0 x 10 5 m and 1 x 10: 

respectively. The lithographically defined dot size is 2.0 ßm. The constructed area of the dot array is about 
3x2 mm2, including some 106 dots. For the FIR magneto-optical measurement, the laser lines between 119 
and 433 /im were employed. For the confirmation of the two-dimensionality, absorption measurements were 
done under the tilted magnetic field. Experiments were performed under Faraday configuration at 4.2 K. 
For pulsed photoexcitation, xenon flash lamp was used. To eliminate the contributions from the substrate, 
semi-insulating GaAs, the samples were illuminated by infrared light for more than 10 min before the mea- 
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surements. The illumination also eliminates the persistent photoconductivity effect in the time-resolved mea- 
surements. 

3. Experimental results 

Figure 1 shows a magnetic field dependence of FIR absorption. The measurement was carried out at 4.2 K 
with 220 fim laser line. Two broad peaks (peak 1 and peak 3) and a sharp peak (peak 2) are observed at 
2.25, 3.34 and 3.15 T, respectively. In the tilted magnetic field, the peak positions of the broad peaks shift 
toward higher magnetic field. The cyclotron radius of electrons at 3 T is 15 nm. Then electrons related to 
the broad peaks are confined in the narrow region less than 15 nm. This means the broad peaks are due to 
the 2DEG localized in the heterointerfaces. The difference in the resonance fields of these two peaks are 
caused by the different lateral confinement of 2DEG. While the peak position of the peak 2 is independent 
of the direction of the applied magnetic field. Under photoexcitation the peak 2 appears in almost the same 
magnetic field. For the peak 2, the electron wavefunction extends in the whole GaAs layer. We concluded that 
the broad peaks are caused by asymmetry state and the sharp peak is related to the symmetry state. Figure 2 
shows the magnetic dispersion of transition energy deduced from the peak position in the FIR absorption 
measurements. The magnetic dispersion depends on a characteristic frequency of the dot wo . Solid lines 
shows the calculated dispersion curves for 1, 2, and 3 meV of <wo, respectively. The peak positions for peak 1 
and 3 are well fitted by the calculated lines. The characteristic frequencies COQ are found to be 3 and 1 meV for 
peak 1 and peak 3, respectively. Figure 3 shows the modulated absorption signals under photoexcitation. The 
intensity of peak 2 increases. The peak shift of peak 1 to the higher magnetic field is also observed. Under 
photoexcitation, impurity cyclotron resonance (ECR) peak also appeared. From the temperature dependence 
of the FIR absorption signals, it is not a heating effect. This is also evidence of the change in the confined 
potential by photoexcitation. 

4. Discussion 

We already observed the peak shift in a single-dot array under photoexcitation [5]. This shift is interpreted 
as the reduction of the vertical confinement potential. Photoexcited electrons neutralize ionized donors in 
AlGaAs layer. Space charge generated near the heterointerface decreases. Then photoexcitation may change 
the depletion layer length as well as surface potential. The peak shift of peak 1 shown in Fig. 3 is caused by 
the reduction of the vertical confined potential. This reduction changes the extent of the wavefunction of the 
dot. Then the distance between the dots reduces. It is expected that the coupling between the dots is changed 
by photoexcitation. We calculated the potential and squared wavefunctions of double heterostructures by a 
self-consistent finite element method after the manner of Inoue et al. [6] The calculation was carried out for 
various surface potentials and depletion lengths to investigate the effect of the photoexcitation. It is found 
that the confined potential is reduced and Fermi energy decreases by photoexcitation. The decrease of the 
Fermi energy due to the photoexcitation may enhance the available final-state number. Thus, the intensity 
of peak 2 increases. In the vertically coupled dot, coupling between two dots is controlled by the distance 
between the dots. We observed vertical confined potential modulation by photoexcitation. It is possible that 
photoexcitation changes the coupling between dots. 
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We have investigated the precision achievable, with state-of-the-art lithography, in the fab- 
rication of quantum dots for the realization of quantum cellular automaton cells, and we 
have compared it with the requirements for proper device operation. Our conclusion is that 
a simple 'hole-array' approach is not feasible, and that individual tuning of each dot is 
necessary. 

© 2000 Academic Press 
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1. Introduction 

One of the most important obstacles to the realization of large-scale circuits based on mesoscopic devices 
is represented by their sensitivity to fabrication tolerances and to the presence of stray charges. Precision 
requirements, in particular, are extremely severe for some proposed devices [1], such as those based on the 
quantum cellular automaton (QCA) concept [2]. 

We present an experimental and theoretical investigation of the precision achievable in the fabrication of 
4-dot cells defined by means of openings in a metal gate evaporated on top of a GaAs/AlGaAs heterostrac- 
ture. Specifically, our aim has been that of determining the dispersion of the ground-state energy of single 
electrons in each dot, due to tolerances in the boundaries of the gate openings. Such an investigation has been 
performed both for the case of single dots and for that of groups of four dots located at the vertices of a square 
(as in the case of a QCA cell). Gates with arrays of square openings have been fabricated by means of state- 
of-the-art high-resolution electron-beam lithography and scanning electron microscope (SEM) photographs 
of the resulting structures have been processed, extracting the contour of each opening. The confinement 
potential generated by such contours at a depth corresponding to that of the two-dimensional electron gas 
(2DEG) has then been computed, assuming Fermi level pinning at the semiconductor-air interface, and 
statistics about the ground-state energy for each dot have been derived and discussed. 
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Fig. 1. A, Dot array with 60 holes, with an average hole area of 5961 nm  and a standard deviation of 349 nm . B, Comparison between 
the SEM image of a cell and the manually extracted contours. 

2. Sample fabrication 

Samples have been fabricated at L2M on a GaAs/AlGaAs heterostructure consisting of a 20 nm AIGaAs 
spacer layer, a delta doping layer of Si, of about 6 x 1012 cm-2, an undoped 10 nm AIGaAs layer, and, on 
top, an undoped 5 nm GaAs cap layer. The 2DEG is therefore at a depth of 35 nm from the surface. 

Since our aim was that of evaluating the minimum size fluctuations achievable with state-of-the-art tech- 
nology, a very high-resolution electron-beam lithography system has been used, based on a modified Philips 
CM20FEG STEM (scanning transmission electron microscope). A probe size of less than 1 nm, with a cur- 
rent of 12 pA and an electron energy of 200 keV has been selected, and the actual linewidth on the resist has 
been varied between 10 nm and 25 nm by tuning the dose between 3 nC cirT2 and 6 nC cm-2. 

The sample has been first spun to deposit a 100 nm layer of PMMA resist and baked at 170°C before 
exposure. After exposure, the resist has been developed in MIBK-isopropyl alcohol. A 10 nm titanium and a 
20 nm gold layers have then been evaporated on the sample, and, finally, a lift-off process with trichloroethy- 
lene solvent has been performed. The main technological difficulty is that of avoiding a poor lift-off. 

3. Numerical results 

Let us first consider the dot array shown in Fig. 1: it contains 60 holes, whose area has an average of 5961 
nm2 and a standard deviation of 349 nm2. 

The contour of each dot has been extracted visually, by manually following the edge of the holes in the 
digitized SEM image shown in Fig. 1, using the 'xfig' public-domain graphic software. The xfig output file 
has then been processed with a purposely developed automatic procedure, in order to compute the area of 
each hole and, for each cell, the confinement potential acting on a 2DEG at a depth of 35 nm. The con- 
finement potential has been obtained implementing the quasi-analytical procedure proposed by Davies and 
Larkin [3], which allows the determination of the potential produced by an arbitrary polygonal gate on top of 
a heterostructure, within the approximation of Fermi level pinning at the exposed GaAs surface. The slight 
variation of permittivity in the heterostructure has been neglected. The holes have been divided into groups 
of four (corresponding to the four openings needed to define a QCA cell) and the confining potential for each 
dot has been computed as a result both of all the holes defining the cell and of just the corresponding hole 
(as if the hole defining it were isolated from the others). Then, the single-particle Schrödinger equation has 
been solved for each computed confining potential, in order to obtain the ground-state energies. 

In Fig. 2, we show the scatter plot of the dot ground-state energy versus the reciprocal of the area, for 
a dot in a cell (open circles) and for single isolated dots (full circles). In both cases a very good linear fit 
is obtained: the correlation coefficient is 0.998 for isolated dots, and 0.927 for dots in a cell. In the latter 
case the ground state energy is lower and more randomized, because of the effect of the holes defining the 
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Fig. 2. Ground-state energy versus inverse area for single dots (full circles) and for dots in a cell (open circles), relative to the sample 
shown in Fig. 1. 
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Fig. 3. Ground-state energy versus inverse area of for the dots in a cell with a pitch of 100 nm (open circles), for the dots in a cell with 
a pitch of 200 nm (full circles), and for single dots (full squares), relative to the second hole-array sample. 

rest of the cell, whose area fluctuates independently of that of the hole relative to the dot being considered. 
The second set of samples is a similar dot array of 40 holes, whose area has an average of 6520 nm2 and a 
standard deviation of 295 nm2. 

In Fig. 3 the ground-state energy is plotted versus the inverse area for the second sample. Results are 
reported for a cell with an interdot distance (measured between the centers of adjacent dots) of 100 nm 
(open circles), for an enlarged cell obtained spreading the dots apart so that the interdot distance becomes 
200 nm (full circles), and for isolated dots (full squares). Also, in this case the average energy decreases and 
randomization increases as the interaction between adjacent holes is incremented. 

As far as the statistics of ground-state energies are concerned, the standard deviation is about 3% of the 
average value, i.e. about 4 meV, for both sets of data. The operation of a QCA cell will be disrupted if the 
fluctuation of the ground-state energy in one of the dots is comparable to or larger than the energy splitting 
between the two configurations [1]. For cells with an interdot separation of 100 nm, obtained in a 2DEG at 
a depth of 35 nm, and considering a separation between cell centers of 150 nm, we obtain a splitting of only 
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0.022 meV (the situation would somewhat improve for a heterostructure with a deeper 2DEG: 0.065 meV for 
a depth of 100 nm). In order to obtain a reasonably reliable QCA array, the standard deviation of the ground- 
state energy should be no more than one-tenth of the splitting, i.e. 0.0022 meV. It is therefore apparent that the 
achievable precision is three orders of magnitude less than what would be required, and that, even allowing 
for technological improvements, a 'hole-array' approach cannot realistically lead to a working QCA circuit. 
Furthermore, even larger fluctuations of the confinement potential may result from the random distribution 
of dopants and impurities, particularly in the case of heterostructures in which the delta doping layer is close 
to the 2DEG. At this stage a tunable design, such as that with several split gates proposed in [1], is better 
suited to demonstrate the principle of QCA operation. 
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Series of double quantum dots each with a size around 400 x 400 nm2 have been realized 
by delineating a 2DEG in modulation-doped AlGaAs/GaAs with 100 nm wide Schottky 
split gates fabricated by an electron-beam lithography and a lift-off technique. The split 
gate in the middle of the double dot allows us to control interdot coupling widely. The 
charging diagram obtained from linear transports in the Coulomb blockade regime shows 
that the isolated dots merge into a single composite dot with increase of interdot coupling. 
A clear Coulomb staircase has been observed in the double-dot system at a limited high- 
bias condition. 

© 2000 Academic Press 
Key words: quantum dots, linear transport, nonlinear transport. 

1. Introduction 

A coupled quantum dot system [1] in the Coulomb blockade (CB) regime has been extensively investigated 
both theoretically [2-4] and experimentally [5-7]. Depending on the coupling, the coupled dot system shows 
various mesoscopic and single-electron transports such as stochastic Coulomb blockade [8], peak splitting 
and charge fluctuations [2-6]. A coherent mode or molecular behavior in the system has been resolved by 
controlling an interdot coupling [9,10]. There has been a growing interest in the coupled dot because of its 
potential application for the single electronics and the quantum computing. 

To realize various coupled-dot systems with a tunable interdot coupling, we believe a delineation of a 
two-dimensional electron gas (2DEG) in a modulation-doped heterostructure with split gates is most suitable 
since dot sizes, dot potentials, tunnel barrier heights and interdot couplings can be controlled readily and 
precisely. Such surface split gates have been fabricated by utilizing an electron-beam lithography and a lift- 
off of gate metals. We investigated coupled dot systems with a variable coupling fabricated by this process 
to reveal linear and nonlinear transports in CB regime and possible issues of dot integrations. 

2. Sample fabrications and measurements 

The samples used were multiple quantum dots each with a size of 350 x 350 nm2 defined and separ- 
ated by independently bias-tunable gates. They were fabricated from a MBE-grown, modulation-doped Al- 
GaAs/GaAs, which contained a 2DEG with a sheet concentration of 2 x 1011 cm-2 at a depth of 60 nm 
below the surface. Schottky barrier gates with the minimum width and the minimum separation of 100 nm 
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Fig. 1. SEM photograph of the multi-quantum dot sample and a schematic diagram of the configuration of quantum dots and split gates. 
The series-coupled sample of dot 1 and 2 and source 1 and drain 1 were used in the present experiment with the third dot cut-off by the 
split gate. 

were formed on the top surface of the sample by using a lift-off technique of the deposited metal films of 
AuPd with a resist mask exposed by electron-beam lithography. 

Figure 1 is a scanning electron micrograph of 10 electrostatic gates defining and controlling three quantum 
dots and a schematic illustration of the configuration of dots and gates. Gates labeled PGi define indepen- 
dently tunable quantum point contacts (QPCs). The outer two QPCs are used to measure the conductance of 
coupled dot in the CB regime, while the inner QPC controls the interdot coupling. Voltages applied to the 
side gates CGI and CG2 are used to change the electrostatic potential of each dot. 

In the present experiment, we concentrated on the series-coupled system of dot 1 and dot 2 and tuned the 
point contact between PG4 and PG7 to cut off the third dot. Transport measurements were carried out at tem- 
peratures around 50 mK in a dilution refrigerator by use of a low-noise dc method as well as a conventional 
lock-in technique. 

3. Results and discussion 

The double quantum dot is best characterized by measuring its charging diagram. Source-drain currents 
through the double-dot system were traced by varying the electrostatic potentials of two independent gates 
CGI and CG2. To control the interdot coupling, VPG2 is manipulated around -1.20 ~ -1.22 V and to define 
the double quantum dot, the following negative voltages were applied: Vpoi = —0.93 V, Vpo3 = -1.3 V and 
VpG4 = VPG7 = -1.2 V. Figure 2 represents source currents (/s) for three different interdot couplings at a 
source-drain bias of 100 mV in a gray scale, where 7S < 6 pA refers to black and 7S > 10 pA refers to white. 
The interdot conductance is a parameter describing the interdot coupling but it is not possible to measure 
it directly in the double dot in the CB regime. We measured a conductance of the sample with PG2 and 
PG4 set at the same voltages used for defining the double dot and the other gates grounded. The measured 
conductances are 0.9, 0.75 and 0.65 GQ where GQ = 2e2/h for VPG2 of -1.205, -1.215 and -1.22 V, 
respectively, and using these values, we define the strong, the intermediate and the weak coupling cases of 
the present experiment. These conductances may be different from the interdot conductances in the coupled 
double dot since reverse biased gates near PG2 affect the interdot transport and are expected to be higher 
compared with those in the coupled double dot. 

In Fig. 2A, a roughly rectangle but somewhat skewed array of current peaks was observed. This suggests 
that each dot is well defined and the coupling is weak because the current can flow through a double dot only 
at certain settings of the gate voltages, where the CB is lifted for both dots simultaneously. Each tetragon 
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Fig. 2. Gray-scale plots of source current 7S at drain voltage Vd = 100 mV as a function of VCG1 and VcG2 f°r three different interdot 
couplings controlled by Vm2; A, VPG2 = -1.22 V, B, VPG2 = -1-215 V and C, VPG2 = -1.205 V. On the interdot conductance, see 
the text. Some tetragons shown by solid white lines as a guide for the eye in A mark regions where a particular configuration of excess 
electrons in the dot system is stable and there is no charge transport due to the CB. 

defined by current peaks marks a region where a particular configuration of excess electrons in each dot of 
the system is stable and there is no charge transport due to the CB. Some of them are shown in Fig. 2A by 
solid white lines as a guide for the eye. The gate capacitance of each dot is estimated from this figure as 
CCGI = 27.1 aF and CCG2 = 12 aF, which agreed well with those determined from the Coulomb oscillation 
of the single dot. The interdot capacitance is expected to split the current maximum into two peaks [5,7] but 
it is not clear, probably because an interdot capacitance is rather small in the present case. In addition, current 
peaks are blurred because of a finite source drain bias and thermal smearing. 

With increasing coupling, a drastic change occurred in the charging diagram from the point array in 
Fig. 2A. In Fig. 2B, current maxima split and extend to form a hexagon array as observed previously [5,6]. 
Due to increased the coupling, CB was partially lifted and appreciable currents were observed along the 
hexagonal cell, which defines the region of total charge quantization. In Fig. 2C, the gray-scale plot shows 
an array of nearly parallel lines. This suggests that the double-dot system merged into a single large dot due 
to the strong coupling. In this sample, only the total charge in the system is quantized in the region between 
the parallel lines in Fig. 2C and the quantization of charges in each dot is destroyed. These results suggest 
that it is possible to control widely an interdot coupling in the multiple quantum dot system with split gate. 

Influences of interdot coupling on Coulomb gaps and Coulomb oscillations were investigated. A typical 
example for the intermediate coupling is shown in Fig. 3, which shows the source current Is versus drain 
voltage Vd traces as a function of gate voltage and the gray-scale representation of Is on Vd-Vg plane. In 
these measurements, two gates were tied and swept with the same voltage. We observed a series of Coulomb 
diamonds with two different sizes and it seems that large and small diamonds appeared alternatively. This 
corresponds to the peak splitting in the Coulomb oscillation that was expected and observed in the double dot 
with a finite interdot tunnel coupling [2,3,5,6]. Therefore, the charge quantization in each dot is destroyed 
and an excess charge is shared between dots in the intermediate coupling sample. It is different from the 
characteristics of the single dot or the weakly coupled dot. 

Nonlinear characteristics in double-dot system has been reported to depend on the interdot coupling and 
the Coulomb staircase is expected to become evident with coupling [4,6]. Figure 4 shows h versus Vd charac- 
teristics as a function of gate voltage for the sample at a further weak coupling compared with those in Fig. 2 
and the gray-scale representation of /s on Vd-Vg plane. We observed some plateaus with a step width around 
0.5 mV in the 7S-Vd characteristics outside the CB regions, which were probably the Coulomb staircase be- 
cause of their regularity and step-width. These structures seemed to be regular for varying drain bias for small 
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Fig. 3. A, Source current /s versus drain voltage Vd characteristics of double dots as a function of gate voltage Vg for the intermediate 
interdot coupling (Fig. 2B) and B, the gray-scale representation of /s on the Vd-Vg plane. 
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Fig. 4. A, Source current /s versus drain voltage V<j characteristics of a double dot with a weak coupling as a function of gate voltage at 
higher drain bias and B, the gray-scale representation of /s on the Vd-Ve plane. 

Coulomb diamonds but disappeared for a large Coulomb diamond, which might suggest that asymmetry of 
the tunnel barrier is essential in being able to observe the Coulomb staircase in 7S- Vd characteristics. 

4. Summary 

We fabricated coupled quantum dots with tunable interdot coupling on AlGaAs/GaAs modulation-doped 
heterostructure by using a split-gate technique and investigated their linear and nonlinear transports in the 
CB regime. The charging diagrams for the coupled dots with different coupling strengths were obtained, 
which showed a drastic change from nearly perfectly isolated dots to a composite single dot with increased 
coupling. A clear Coulomb staircase was observed in the limited coupled dot. 
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We propose a method for treating the boundary conditions at the exposed surface of semi- 
conductor nanostructures, and compare the results from simulations based on such a 
method with experimental measurements on test devices defined electrostatically by metal 
gates on AlGaAs/GaAs heterostructures. In particular, we show that the pinch-off voltage 
of quantum point contacts realized with split gates can be reasonably reproduced, provided 
the lithographic gap is small enough. 

© 2000 Academic Press 
Key words: surface states, heterostructures, split gates. 

1. Introduction 

In the simulation of semiconductor nanostructures the issue of boundary conditions at the exposed surface 
has often been neglected or treated with drastic approximations that provide only quantitative agreement with 
the experimental data. Notable exceptions are, for example, the work by Larkin and Davies [1], where the 
results from Dirichlet and Neumann boundary conditions are discussed, and that by Chen and Porod [2], who 
considered a distribution of surface states and computed their occupancy solving the Poisson equation in the 
air above the semiconductor. 

We have developed a 3D multi-grid nonlinear Poisson solver for the determination of the confinement 
potential within a GaAs/AlGaAs nanostructure due to the action of metal gates at the surface, for an arbitrary 
layer structure, and we have fabricated full and split gates of several different sizes. 

Depletion of the two-dimensional electron gas (2DEG) at the heterointerface is strongly dependent on the 
choice of boundary conditions at the exposed surface and the main focus of our work has been on devising 
a proper treatment for such a surface. With Dirichlet boundary conditions (i.e. assuming perfect Fermi level 
pinning) the voltage that needs to be applied to the gates to completely pinch off a quantum point contact is 
usually larger than what is experimentally measured, due to the screening action of the surface. On the other 
hand, Neumann boundary conditions with zero electric field at the interface [3] lead to results that are not in 
good agreement with the measurements, either. 
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Fig. 1. SEM photographs of the split gate structures El, Fl, and Gl. 

2. Approach 
Our approach consists of performing an initial calculation with all gates grounded and assuming Fermi 

level pinning at the exposed surface. The difference Epin between the conduction band edge EQ and the en- 
ergy at which the Fermi level is actually pinned is determined by fitting the experimental sheet charge density 
in the 2DEG at equilibrium. From the Poisson solver we determine the electric field at the semiconductor-air 
interface and therefore the surface charge density. 

We then proceed considering that at very low temperatures (^4.2 K) the surface charge remains substan- 
tially unchanged when nonzero voltages are applied to the gates for normal device operation. In addition, 
since at the surface there is an abrupt change of the dielectric constant from GaAs (er = 12.9) to air, we 
can reasonably translate the assumption of constant surface charge into that of constant electric field at the 
GaAs surface. Therefore, the previously determined value of the electric field is used as a Neumann boundary 
condition for a new solution of the nonlinear Poisson equation with the proper gate voltages. In such a way, 
the domain of the 3D Poisson equation is limited to the semiconductor, and does not have to be extended to 
the air above the surface. 

3. Experiment 
Samples have been fabricated on an AlGaAs/GaAs heterostructure with the following layer sequence: 

undoped GaAs substrate, 20 nm thick undoped AlGaAs, silicon delta doping with a dose of 6 x 1012 cm-2, 
10 nm thick undoped AlGaAs, 5 nm GaAs cap layer. A two-dimensional electron gas is obtained at a depth 
of 35 nm, with a measured sheet electron density ns = 4.9 x 1011 cm-2 at the temperature of 4.2 K. 

Several gate layouts have been patterned by electron beam lithography and successive lift-off. In particular, 
single gates with a width of 80, 160, 220, and 540 nm, and split gates with a width of 120 nm and different 
lithographic gaps have been realized: 60, 120, 200 nm for the samples El, Fl, and Gl, respectively, which 
are shown in Fig. 1. 

It is important to point out that in order to improve gate adhesion on the surface, a slight etching step (^«3- 
4 nm) precedes metal evaporation, so that the gates are actually deeper than the exposed surface. This has a 
significant effect on the pinch-off voltage of the full gates, and a much less relevant effect on the pinch-off 
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Fig. 3. Theoretical conductance of constrictions El, Fl (left) and Gl (right) as a function of the gate voltage. 

voltage of the split gates. In this paper, we focus on the split gate structures, and, among the full gates, we 
consider only the one with the largest width, whose pinch-off value should be essentially equal to that due to 
an infinite metal plane at the surface of the heterostructure. 

4. Results and discussion 

With a nonlinear ID Poisson solver we have first computed the value of ns at equilibrium as a function 
of Epin (Fig. 2A), in order to obtain the value of £p;n corresponding to the measured ns {Ev\n = 0.855 eV). 
Such a value is well within the range of values for £pjn found in the literature [4]. The corresponding electric 
field at the surface is £ = 0.772 MV cm-1. We have then computed the sheet electron density in the 2DEG 
as a function of the gate voltage for different values of the etching depth (Fig. 2B): an etching depth of 
1 nm corresponds to a shift of about 70 mV for the pinch-off voltage. The experimental pinch-off values for 
the 540 nm wide single gate are 60 and 173 mV, which are well fitted by an etching depth of 4 and 6 nm, 
respectively. 

We have then solved the 3D nonlinear Poisson equation for the split gates. The actual shape of the gates has 
been obtained from the SEM photographs shown in Fig. 1. We have assumed an etching depth of 4 nm under 
the gates and for each gate voltage we have computed the electron density, the conduction band edge profiles, 
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and the Drude conductance, assuming a local conductivity cr(r) = qßn(r), where q is the electron charge, ß 
the mobility, n the electron density. In Fig.3 the conductance is plotted as a function of the gate voltage for 
the three samples. The computed pinch-off voltages can be obtained directly from Fig.3: they are —0.22 and 
—0.46 V for El and Fl, respectively, while there is no pinch-off up to —2 V forGl. The experimental values 
are —0.23, —0.39, —0.97 V for El, Fl, and Gl, respectively. The agreement is reasonable for the split gates 
with the smaller gaps. In the case of sample Gl, the proposed approach fails. We can identify two possible 
reasons for such a behavior: first, the approximation of constant charge and constant electric field may not be 
valid for larger exposed areas; furthermore the simulation should take into account the complete gate layout, 
since the capacitive coupling between the constriction and the gates, in the case of wide gaps, could have a 
substantial contribution from wide gate regions far from the tips. 
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We report on the transport properties of novel Si quantum dot structures with control- 
lable electron number through both top and side gates. Quantum dots were fabricated by a 
split-gate technique within a standard MOSFET process. Four-terminal dc electrical mea- 
surements were performed at 4.2 K in a liquid helium cryostat. Strong oscillations in the 
conductance through the dot are observed as a function of both the top gate bias and of the 
plunger bias. An overall monotonic and quasi-periodic movement of the peak conductance 
is observed which is believed to be associated with the bare level structure of the electronic 
states in the dot coupled with the Coulomb charging energy. Crossing behavior is observed 
as well, suggestive of either many-body effects or symmetry breaking of the dot states by 
the applied bias. 

© 2000 Academic Press 
Key words: silicon quantum dots, transport, split-gate. 

1. Introduction 

There is considerable interest in quantum dots, as they represent the ultimate reduction in the dimen- 
sionality of a semiconductor device. In addition, it is hoped that these devices can extend the observations 
of single-electron tunneling [1] into the semiconductor device realm where they can be coupled to normal 
transistors. While there have been several observations of single-electron behavior in GaAs heterostructures, 
efforts in Si-based devices have been limited to either lithographically defined dots [2,3], or devices which 
have relied upon accidental definition of dots [4,5]. Here, we describe the fabrication and measurements of 
a dual gate-defined quantum dot, which is embedded within a Si metal-oxide-semiconductor (MOS) field- 
effect transistor. The dot is formed in the inversion layer created by the top gate, with its lateral definition 
being provided by two side gates embedded within the gate oxide, thus allowing independent control of both 
the two-dimensional electron gas density (2DEG) adjacent to the dot, as well as the shape of the dot itself. 

2. Fabrication 

Quantum dots of differing geometry were fabricated by a split-gate technique within a MOSFET structure 
using the process described by Khoury et al. [6] as shown in Fig. 1. Basically, a channel-stop region is formed 
by implanting a p~ (100) Si wafer with boron. A thin gate oxide is grown over which narrow chromium gates 
are defined using e-beam lithography. A field oxide and top inversion gate are deposited for independent 
control of the dot occupancy. 
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Inversion Gate (Cr/AI) 

RPECVD Oxide 

p-silicon 

Fig. 1. Schematic diagram of the multilayer Si quantum dot structure. The inset shows the electron micrograph of the depletion gate 
structure for a 200 x 200 nm2 dot. 

In the inset of Fig. 1, we show the electron micrograph of a typical device studied here. The dot itself 
is defined by the side gate pattern, which depletes electrons under the side gates when they are negatively 
biased, leaving an island of electrons. The input and output quantum point contacts, as well as the plunger 
gates, are independently biased. 

3. Experimental results 

Four-terminal dc electrical measurements were performed at 4.2 K in a liquid helium cryostat. Equilibrium 
measurements were performed by applying a small source-drain excitation. Strong oscillations in the con- 
ductance are observed in structures with both normal and with overlapping constrictions. Typical oscillations 
are shown in the plot in Fig. 2, which are suggestive of Coulomb oscillations due to the filling of the dot one 
electron at a time. In the figure, the top gate bias was swept for fixed depletion gate. In all measurements, the 
device is operating within the tunneling regime, where the resistance of the input and output constrictions is 
much greater than 25 kfi (the inverse of Go = e2/h, the fundamental conductance). Splitting of conductance 
peaks is observed, which could be due to breaking of the valley degeneracy in Si, as well as the normal spin 
degeneracy of the states due to the Coulomb charging energy. 

Figure 3 shows the position of the conductance peaks observed as a function of both inversion gate and 
side gate bias for the 200 x 200 nm2 symmetric structure shown in the micrograph of Fig. 1. These results 
correspond to a different device than that of Fig. 2, hence the voltage scales are different. Here all the side 
gates are tied together to a single voltage source. A monotonic decrease in peak position in terms of depletion 
(side) gate bias with top gate (inversion) gate bias is evident, which follows from the effect of the top gate in 
increasing the Fermi energy of the 2DEG surrounding the dot, hence lowering the threshold for conduction 
in terms of depletion gate bias. In Fig. 3, we have plotted both the major peaks (solid circles) as well as 
shoulders or minor peaks indicated by open squares. 

Overall, the peaks lie on a background of increasing conductance starting with the minimum in the lower 
left-hand corner, and increasing to a maximum at the upper right-hand side, as indicated by the background 
shading (darker regions correspond to regions of lower conductance). This trend in conductance reflects 
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Fig. 2. Single electron oscillations in the quantum dot structure of Fig. 1. 
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Fig. 3. The peak (solid points) and shoulder (open squares) positions of conductance peaks for various top (inversion) and side (deple- 
tion) gate biases for a 200 x 200 nm2 dot structure. 
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the decreased resistance of the quantum point contacts forming the entrance and exit barriers as the 2DEG 
density is increased, and the side gates open up the dot. In addition to the monotonic behavior observed in the 
evolution of the peak positions with Vlg and Vsg, there is strong evidence for crossing behavior, as one 'row' 
of peaks appears to crossover to an adjacent row at several points in the diagram (for example at V,g = 2.2, 
Vsg = 0.075 and 0.15 V). Such behavior is even more evident in data in which only one of the gates is swept 
(for example, the plunger gate). 

4. Discussion of results 

The crossing behavior shown in Fig. 3 is reminiscent of similar crossover behavior observed in the ca- 
pacitance spectroscopy of GaAs/AlGaAs quantum dots reported by Zhitenev et al. [7]. There, such crossing 
behavior was attributed to a localization-delocalization transition of the states in the dot as increasing elec- 
trons filled it, which is essentially a many-body effect due to the other electrons in the system. 

An alternative explanation of the crossing behavior observed in the present system is related to the elec- 
tronic states of a square symmetry dot, if it is deformed asymmetrically from one side. In a square dot, 
assuming that the depletion potential results in a quasi-harmonic potential, the allowed states may be approx- 
imated by 

En,m = tuoAVtg, Vsg)(n + - J + tto)y(Vtg, Vsg)(m + - J + E0(Vtg, Vsg), 

where cox and wy represent the confinement potentials in the x and y directions, and EQ is the background 
potential which changes monotonically with top and plunger bias. Obviously, <yv and <wv are also both func- 
tions top and side gate bias. If cox = coy, degeneracies occur in the energy spectrum as one would expect for 
a two-dimensional harmonic oscillator, i.e. the levels are TV-fold degenerate corresponding to the Nth 'shell' 
of states. If the side gate bias changes for example u>y much more than a>x, different slopes are expected as 
a function of top and plunger gate bias for the states arising from confinement in different directions, giving 
rise to a crossing of states associated with confinement in different directions. 

The determination of the exact behavior of the dot states with bias requires fully self-consistent analysis 
of the eigenstates in this three-dimensional structure. Such studies are presently underway, and indicate that 
such symmetry breaking by the applied bias may account for crossing behavior when asymmetric bias is 
applied [8], although less so for the present case in which all the gates are tied together, suggestive that 
multi-particle effects still play an important role in determining the exact spectrum of states in the dot. 
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We present results of full 3D self-consistent simulations of the energy spectrum in silicon- 
based symmetric quantum dots. Numerically derived conductance peak dependence upon 
the depletion and top gate biases closely resembles the experimentally measured ones, sug- 
gesting that conductance peak is measured when some discrete energy level in the dot coin- 
cides with the Fermi level. Electron wavefunction mode mixing is observed when atomistic 
description of the impurity distribution in the semiconductor was used. 

© 2000 Academic Press 
Key words: silicon quantum dots, 3D modeling. 

Quantum dots represent the ultimate reduction in the dimensionality of a semiconductor device. While 
there have been several observations of single-electron behavior in GaAs heterostructures, efforts in Si-based 
devices have been limited to either lithographically defined dots [1,2] or using self-assembly techniques [3- 
5]. To overcome these difficulties, our group at ASU has recently developed a novel technique for the fabri- 
cation of Si quantum dot structures in which a controllable number of electrons in the dot is achieved through 
appropriate biasing of the top and side (depletion) gates. The top gate controls the inversion layer density 
while the lateral definition of the dot is provided by side gates embedded within the gate oxide (Fig. 1 A). It 
was also observed experimentally that, by varying the top and depletion gates bias, conductance peaks appear 
that were believed to map the details of the energy level structure within the dot [6]. 

Herein we present simulation results obtained with our 3D Schrödinger-Poisson solver that show clear 
correlation between the conductance peaks with the energy level spectrum in the dots. We use the implicitly 
restarted Arnoldi method for the solution of the 3D Schrödinger equation in the dot region. More precisely, 
the Lanczos/Arnoldi factorization is used to construct an orthogonal basis for a Krylov subspace that provides 
a way to implement the projection numerically. Implicit restarting is used to overcome the intractable storage 
and computational requirements in the original Lanczos/Arnoldi method. As such, this method allows us to 
calculate only the lowest eigenvalues and the corresponding wavefunctions that describe the occupied states 
in the dot at low temperature. We use Sturm sequencing, combined with bisection and inverse iteration, to find 
the eigenvalues and the corresponding eigenfunctions of a tridiagonal symmetric matrix, that arises from the 
finite-difference discretization of the ID Schrödinger equation in the leads (quasi two-dimensional electron 
gas—Q2DEG). Matching of the wavefunctions from the solutions of ID and 3D Schrödinger equation is 
done by setting the wavefunction to zero in between. For the solution of the 3D Poisson equation, we use the 
incomplete LU decomposition (ILU) method. In our theoretical model we also take into account the partial 
ionization of the impurity atoms, which is crucial for low-temperature device operation. 

^E-mail: srdjan@asu.edu, vasilesk@imap2.asu.edu 
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Fig. 1. A, Schematic representation of the Si quantum dot. B, SEM micrograph of the depletion gate pattern. 

In Fig. 2A and B we show 25 lowest eigenvalues in the dot region of the device versus applied depletion 
gate bias when all depletion gates are tied together. The only difference between the results shown in Fig. 2A 
and B is the applied top gate voltage. From the results shown, it is clear that larger top gate voltage moves 
all energy levels within the dot down, while applying larger negative depletion gate voltage moves energy 
eigenvalues up. This behavior is expected and it proves that our simulator is working properly. Note that 
the energy eigenvalue dependence on the applied depletion gate voltage is approximately linear. We use 
this linear dependence to extrapolate simulation results for the eigenvalue spectrum into region of applied 
depletion gate voltages where eigenvalues cross the Fermi level. The Fermi level is taken to be the reference 
level (Ef = 0) in all our simulations. 

In Fig. 3A and B we present a top view of the conduction band edge and electron density in the plane 
parallel to the semiconductor-oxide interface. The confining potential closely resembles fabricated device 
layout (see Fig. IB) and it also indicates whether the system (dot) is closed or not at the quantum point 
contacts (QPC). From the results shown in Fig. 3B it is clear that electrons are completely confined within 
the dot. The number of electrons in the dot can be varied with both top and depletion gate biases. If we 
assume that at low temperature only those energy levels below Fermi level are occupied, this number ranges 
between 15 and 40 electrons for simulated top and depletion gate biases. It should be noted here that with 
more electrons in the dot, convergence of the program is more stable, with less numerical oscillations, but it 
takes longer to finish (higher number of electrons inside the dot increases the time required to solve for the 
energy spectrum in the dot). 

The experimentally derived and the simulation results for the conductance peaks of a symmetric 200 x 
200 nm quantum dot with all depletion gates tied together are shown in Figs 4A and B, respectively. The 
procedure used to identify the conductance peaks with the energy-level spectrum in the dot consists of the 
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Fig. 2. Energy spectrum versus applied depletion gate voltage. The top gate voltage is fixed at A, 8 V and B, 7 V. 

following steps. We first generate a set of solutions that give the variation of the dot energy level spectrum 
as a function of the depletion bias (with fixed inversion, or top gate bias), like the ones shown in Figs 2A 
and B. These data sets are then used to derive a parametric expression for the variation of each energy level 
with inversion and depletion gate biases. We also keep track of the 2DEG sheet-charge density ns variation 
with the applied top gate voltage. This essentially tells us the relative position of the ground state of the 2DEG 
with respect to the Fermi level. A conductance peak is then identified to occur for a combination of depletion- 
gate and inversion-gate biases for which an energy level in the dot crosses the Fermi level. Comparing the 
results shown in Fig. 4A and B we observe almost identical slopes for the conductance peaks variation upon 
the top and depletion gate biases. However, the theoretically predicted gap is not seen experimentally and this 
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Fig. 3. A, Top view of the conduction band edge. B, Electron density in the plane parallel to the semiconductor-oxide interface. 

needs further investigations and refinements of our model to include level interactions that can cause such a 
gap- 

We want to point out that the top gate voltage in both Fig. 4A and B is such that the inversion charge 
density of the 2DEG varies within the same range in both the experimental and the simulated device. The 
depletion gate voltage range is also chosen to be the same in both figures. It is important to note that the 
difference of approximately 5 V for the required inversion gate bias VG to achieve the desired inversion 
charge density ns in the channel, is due to the existence of oxide charges in the fabricated device, which shift 
the threshold voltage, i.e. the top gate voltage VG for which the surface is inverted. The oxide charges are 
not included in our theoretical model, but can be easily corrected for, since they only lead to rigid shift of the 
ns — VQ characteristics. 

We also investigated the influence of atomistic description of the impurity atoms in the semiconductor on 
the energy spectrum in the dot and on the shape of the wavefunctions. As an example, in the top left panel 
of Fig. 5 we show the wavefunction for the fifth eigenstate when atomistic impurity distribution was used. 
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Fig. 4. A, Experimentally measured conductance peaks. B, Conductance peaks derived from simulations of the eigenvalue spectrum. 

On the top right panel, the magnitude squared of the expansion coefficients (|C„|2) versus the eigenvalue 
number for this particular state is shown. We use as a complete orthonormal basis set the wavefunctions 
calculated when using uniform impurity distribution. It is quite clear that atomistic impurity distribution, 
which introduces random fluctuations in the confining potential, leads to mixing of the states. In the bottom 
panel of Fig. 5 we show the basis functions corresponding to the fourth, fifth and sixth eigenstate which 
contribute to the mixed state shown in the top left panel. 

In conclusion, we have presented simulation results for the energy level spectrum in quantum dots operat- 
ing in the tunneling regime. We also identified the experimentally observed conductance peaks with energy 
level in the dot crossing the Fermi level. Examining the influence of atomistic doping description we found 
out that uniform doping distribution leads to well-defined wavefunctions, and that it is not hard to establish 
one-to-one correspondence between a wavefunction and a given eigenstate. In the discrete impurity distribu- 
tion case, mode mixing of the wavefunctions was observed. 
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This paper reviews recent progress in structural and electronic characterizations of ultra- 
thin SiÜ2 thermally grown on Si(lOO) surfaces and applications of such nanometer-thick 
gate oxides to advanced MOSFETs and quantum-dot MOS memory devices. Based on 
an accurate energy band profile determined for the n+-poly-Si/SiC>2/Si(100) system, the 
measured tunnel current through ultrathin gate oxides has been quantitatively explained by 
theory. From the detailed analysis of MOSFET characteristics, the scaling limit of gate ox- 
ide thickness is found to be 0.8 nm. Novel MOSFETs with a silicon quantum-dot floating 
gate embedded in the gate oxide have indicated the multiple-step electron injection to the 
dot, being interpreted in terms of Coulombic interaction among charged dots. 

© 2000 Academic Press 
Key words: ultrathin SiC>2, MOSFET, gate oxide. 

1. Introduction 

The high-performance n-MOSFETs with 1.3-1.5 nm thick gate oxides and a large transconductance (gm 
= 1.07 S mm-1) for a 90 nm gate length n-MOSFET with an acceptable level of the gate leakage have been 
demonstrated [1,2]. The energy bandgap of 1.7-5.2 nm thick Si02 is maintained at 9.85 eV [3], indicating 
that the intrinsic nature of ultrathin Si02 is basically identical to that of bulk oxide although the density of 
the oxide layer near the Si02/Si interface is higher than that of the bulk Si02 [4,5]. The thickness unifor- 
mity for 1-5 nm oxides on Si wafers is extremely good because the thermal oxidation of silicon proceeds 
through a layer-by-layer process on an atomic scale as directly demonstrated by scanning reflection electron 
microscopy [6]. 

Quantitative modeling of tunnel leakage current through sub 3 nm oxides is particularly important for 
future circuit design in which the gate oxide resistance due to direct tunneling current should be taken into 
account [7]. In the analysis of tunnel current we encounter three crucial problems as follows. (1) An ap- 
propriate theoretical framework must be chosen on the basis of WKB approximation [8], multiple scattering 
theory [9], or transverse-resonant method [10,11]. (2) The effective mass of tunneling electron must be prop- 
erly given although the reported values exhibit the broad distribution from 0.29 to 0.5mo- (3) Relevant oxide 
thickness must be determined by ellipsometry, C-V analysis or X-ray photoelectron spectroscopy (XPS). 
The oxide thickness determined by high-resolution electron microscope (HREM) is higher by 0.2-0.5 nm 
than the ellipsometric value for 1-2 nm thick Si02 [2]. In determining the oxide thickness from C-V curves, 
poly-Si depletion and quantization effect in the inversion or accumulation layer must be carefully taken 
into account [10,11]. Recently it was found that the statistical distribution of direct tunnel leakage current 
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Fig. 1. Oxide thickness as a function of etching time in a 0.1% HF solution. The oxides grown on Si(l 11) and Si(100) were simul- 
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stripping. 

through ultrathin gate oxides induces significant fluctuations in the threshold voltage and the transconduc- 
tance of MOSFETs when gate tunneling resistance becomes comparable to gate poly-Si resistance [12]. A 
self-assembled silicon quantum-dot layer formed on the ultrathin SiO2/Si(100) substrate has been used as a 
floating gate in MOSFETs and the unique memory characteristics has been demonstrated [13]. In this paper, 
recent studies on structural and electronic properties of ultrathin gate oxides and the application of such thin 
oxides to advanced silicon nanodevices are reviewed. 

2. Growth and structure of ultrathin oxides 

The measured oxide thickness on a silicon wafer is extremely uniform as reported in a previous paper, 
where 64 capacitors on a 200 mm wafer with 3 nm thick, thermally grown oxides yielded the thickness 
variation of ±0.014 nm [11]. This is basically due to the fact that atomic-scale, layer-by-layer oxidation 
controls the growth process. Scanning reflection electron microscopy (SREM) has been employed to reveal 
the initial oxidation of Si(100) surfaces. The periodic reversal of the SREM contrast during oxidation directly 
showed the layer-by-layer oxidation while interfacial step structure was maintained [6]. The existence of a 
dense (~2.4 gm cm-3), thin (~1 nm) layer at the SiO2/Si(100) interface has been demonstrated by a high- 
accuracy difference X-ray reflectively method [4]. Note that the oxide density near the interface is higher 
than that of bulk SiC>2(2.35-2.36 gm cm-3) as well as bulk Si(2.33 gm cm-3). Recently consistent results 
have also been reported by another group [5]. Si-O-Si bonds in the interfacial layer (1-1.5 nm thick) with 
the higher density should be compressively strained. The extent of built-in strain can be detected by an 
infrared absorption band due to the longitudinal optical (LO) phonon mode originating from Si-O-Si lattice 
vibration. A distinct redshift of the LO phonon peak from 1250 to ~1210 cm-1 is observed within 2 nm 
from the interface. According to a central force model, the observed redshift of about 30 cm-1 for the LO 
phonon peak corresponds to about a 7.7° reduction of the Si-O-Si average bond angle which is considered to 
be 144° for the relaxed Si02 network [14]. The presence of different levels of compressive, built-in stress in 
the interface is also suggested by the fact that the etch rate for 800 °C Si02 on Si(100) and 1000 °C Si02 on 
Si(l 11) by dilute HF is significantly reduced in the thickness range below 1.5 nm while the rate for 1000 °C 
Si02 on Si(100), which shows the smaller redshift of the LO phonon peak, is nearly constant as shown in 
Fig. 1. 
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Fig. 2. Energy band profile of an n+-poly-Si/SiO2/p-Si(100) structure for dry oxides in the thickness range 1.6-40 nm. The wet oxides 
provide a slightly larger (0.05 eV) electron barrier height. Also, the electron barrier height at the Si02/Si(lll) interface is larger by 
0.13 eV than the value indicated in the figure. 

3. Electronic states in ultrathin oxides and the Si02/Si interface 
For the purpose of calculating the tunnel current the electron barrier height at the SiCVSi interface has to 

be known and the tunnel electron effective mass must be given. Figure 2 represents the energy band profile 
for an n+-poly-Si gate/ultrathin SiC>2/p-Si(100) structure. Note that the barrier height at the poly-Si/Si02 
interface is tentatively set equal to the value at the SiC>2/Si(100) interface. For obtaining the barrier height we 
have determined simultaneously the oxide bandgap and the valence band alignment at the SiC^/Si interface 
for 0.8-5.2 nm thick oxides by using high resolution X-ray photoelectron spectroscopy [15]. The oxide 
bandgap has been obtained from the energy loss spectrum of the Ois core level photoelectron because the 
photoexcited electrons in SiÜ2 suffer inelastic losses such as plasmons and band-to-band excitation whose 
onset appears at 8.95 eV for oxides thicker than 1.7 nm, as shown in Fig. 3. For oxides thinner than 1.2 nm, 
the onset of the bandgap excitation becomes less clear and a significant energy loss yield emerges in the 
subgap energy region mainly because the energy loss due to the interface suboxide states contributes to 
the 5-9 eV signal. Further, the integrated intensity of enhanced Ois energy loss signal over 4-10 eV is not 
proportional to the integrated Si2P suboxide signal intensity for oxides thinner than 0.8 nm. This might arise 
from the compressive, built-in stress in the interfacial oxide layer because the stress changes the local density 
of states in SiC>2 and induces the localized band tail states below the conduction band [16]. 

4. Modeling of tunneling current 

The effective mass for tunneling electron has been empirically determined as a kind of fitting parameter 
based in most cases on the WKB approximation. The reported values of electron effective mass for the 
direct tunnel current regime are in the range 0.29-0.32mo for the WKB approximation with a parabolic E- 
k relationship [9,17-19]. On the other hand, the tunnel current more accurately calculated by the multiple 
scattering theory has been fitted to measured current with the effective mass of 0.36mo for oxides thicker 
than 3 nm [9]. We have also compared measured tunnel current with the multiple scattering theory for sub 
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Fig. 3. O i s photoelectron and its energy loss spectra for oxides grown on Si( 100) at 1000 °C. 

5 nm oxides, and the best fit has been obtained for m* = 0.35mo as shown in Fig. 4 [20]. In the calculation of 
tunnel current by the multiple scattering theory both forward and backward tunneling are taken into account, 
whereas there is significant discrepancy between the measured and calculated current at the oxide voltages 
below 1 V. This arises from the difficulty in predicting exact electron density at the n+-poly-Si/Si02 interface 
which significantly varies at low negative gate voltages. It should be noted that at the oxide voltages above 
3.34 V, which is equal to the electron barrier height, Fowler-Nordheim tunneling current oscillation is also 
quantitatively reproduced as understood from I-V curves for 3.75-4.82 nm oxides in Fig. 4, where the 
oxide conduction band effective mass of 0.60mo is used together with the direct tunneling effective mass 
of 0.35mrj. To improve the discrepancy between the calculated current and measured one at Vox < 1 V, a 
new analytic model has been developed [21]. Using the nonparabolic E-k dispersion relationship for the 
oxide bandgap, the calculated direct tunnel current densities through the gate oxides are compared with the 
measured data over the oxide thickness range of Tm = 1.65-3.9 nm, as shown in Fig. 5. It is clearly shown 
that the calculated current densities fit well to the measured data over the entire oxide voltage range. It is 
found that the effective mass increases with decreasing Tm, presumably due to compressive stress in the 
oxide layer near the SiO2/Si(100) interface. The effective mass for Vox > 1.5 V is about a factor of 0.8 times 
smaller than that of Vox < 1.5 V. The reason for this could be qualitatively explained as follow. For low 
yox direct tunnel occurs from the Fermi level of the n+-poly-Si gate to the Si(100) indirect conduction band, 
while for high Vox the final states are the Si(100) direct conduction band whose effective mass is smaller than 
that for the Si(100) indirect conduction band [22,23]. Since electron waves in the n+-poly-Si, the substrate 
Si(100) conduction bands and the oxide bandgap mutually interact through the ultrathin oxide layers, it is 
likely that the effective mass of the final states influences the value of obtained effective mass. 

5. Ultrathin gate oxide MOSFETs 

The oxide thickness scaling is an effective way for device performance improvement, while it leads to 
increases in gate tunnel leakage current /g. We have fabricated n-MOSFETs with 1.2-2.8 nm thick gate 
oxides to investigate the influence of direct tunnel leakage current on the dc characteristics of MOSFETs [12]. 
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Fig. 5. Measured and calculated direct tunnel current densities through 1.65-3.90 nm thick oxides as a function of oxide voltage. 

As shown in Fig. 6, the threshold voltage Vth for 1.2 nm thick gate oxide MOSFETs significantly increases in 
proportion to /g while Vth remains nearly constant regardless of the 7g distribution for 2.0 nm thick gate oxide 
MOSFETs. The result is explained by a simple model as follows. The gate current flows into a channel via 
the gate poly-Si and gate oxide as illustrated in Fig. 7A. When the gate oxide resistance Rsio2 is lowered by 
rox scaling, the voltage drop due to the gate poly-Si resistance 7?poiy can no longer be neglected. As a result, 
Vth apparently increases by the product of i?poiy and 7g as explained in Fig. 7B. In Fig. 8, i?sio2 

as defined by 
3 Vox/3/g at Vg = 1.5 V where Ig is the calculated tunnel current by multiple scattering theory [20] is plotted 
as a function of oxide thickness together with experimental data. As references, resistances of poly-Si gate 
^poiy (this work) and salicided gate i?Saiicide and metal gate 7?metai are indicated in the figure. Considering 
that 7?saiicide for a 0.1 x 10 ßxn2 gate area is 1000 Q, Rsio2 becomes comparable to /?Saiicide when Tox is 
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decreased to 0.8 nm. Namely, even if the gate electrode resistance is reduced by using salicide, Vtn and Gn 

fluctuations will emerge when the Tox is reduced to 0.8 nm. 

6. Silicon quantum-dot floating gate MOS structures 

Single-crystalline Si quantum dots (QDs) were self-assembled on 3.5 nm thick SiC>2 by LPCVD of pure 
SiFLt at 580 °C [24]. After the first-layer Si dot array formation a ~1 nm thick oxide layer was grown and the 
second dot array was deposited under the same conditions. The average dot height and diameter evaluated 
by AFM were 5 and 10 nm, respectively. The total dot density was ~6 x 10" cm"~2 for MOSFETs and 
~5 x 10" cm""2 for MOS capacitors. The surface of the second Si dot layer was covered by ~1 nm thick 
oxide. Subsequently, a 3.3 nm thick amorphous Si layer was grown over the Si QD layer by LPCVD at 440 °C 
and fully oxidized in dry O2 at 1000 °C to fabricate a 7.5 nm thick control oxide. No significant change in the 
surface morphology was observed in this oxide layer fabrication process. Finally, 300 nm thick n+-poly-Si 
gates were grown. 
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Eox = 5.0 MV cm-1; A, this work MOS diode, Eox = 5.0 MV cm"1; O, MOS diode, Vg = 1.5 V [1]; A, MOS diode, E0x = 
5.0MVcm_1 [2]. 

6.1. Memory operation of Si quantum-dot floating gate MOSFETs 

Drain current versus gate voltage characteristics of a Si QD floating gate MOSFETs are shown in Fig. 9. 
The hysteresis arises from the charging of a Si QD floating gate. The bumps around 0.3 and 0.8 V are caused 
by the electron charging to the Si QD floating gate. Temporal change in the drain current for a single-pulse 
gate bias was measured, as shown in the inset of Fig. 10. The drain current drops to the minimum value at 
t\ and gradually increases to the final steady state value. This indicates that a fraction of electrons retained 
in the dots at a positive gate pulse is released to the channel at zero gate bias. The minimum drain current 
versus the gate voltage pulse height is shown in Fig. 10. The stepwise changes in the minimum drain cur- 
rent around 0.2, 0.4 and 0.8 V suggest that the multilevel electron charging to Si QDs occurs by applying 
a positive gate pulse. It is likely that the electron distribution in the dot layer is rearranged when total in- 
jected memory charge density is increased because Coulombic interaction among charged dots induces lateral 
tunneling. 

6.2. Electron charging to Si quantum-dot floating gate MOS capacitors 

Electron charging characteristics of MOS capacitors with a QD floating gate have also been investi- 
gated [13]. The measured C-V characteristics are shown in Fig. 11. When the gate bias was swept over 
the range of —4 to +6 V, the C-V curve showed a unique hysteresis which arises from electron charging to 
the dots through the 3.5 nm thick bottom oxide. The steady state C-V curves after electron charging at 6 V 
or after discharging at —4 V were obtained from the transient capacitance characteristics. The charged and 
discharged states are maintained longer than 103 s at gate voltages between -0.7 and +0.7 V. Gate voltages 
higher than +0.7 V the steady state C-V curve after charging is identical to that after discharging. This is 
because the tunnel injection current from the substrate to the dots balances the dots-to-substrate and/ or the 
dots-to-gate emission current, and the number of stored electrons per dot determines the capacitance value. 
On the other hand, at gate voltages lower than —0.7 V, electrons in the Si dots are completely released and 
the device stays in the discharged state or the memory charge is erased. 
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Fig. 10. Minimum drain current as a function of the gate voltage. 

It is essential for control of the memory operation to understand the relationship between the flat-band 
voltage shift and the stored electron number per dot. To evaluate the total charge stably stored in QDs around 
zero bias, the external gate bias was kept at 0 V after writing operation and switched to -1.2 V (erased 
state), and the discharge current was measured. By integrating the transient current, the total dot charge Qdot 
is obtained to be 2.6 x 10~10 C, which corresponds to the number of retained electron per dot being ~1.3. 
Thus, the result indicates that the storage of approximately one electron per dot causes the flat-band voltage 
shift AVFB = 0.7 V. 
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Fig. 11. C-V characteristics of a Si QD floating gate MOS capacitor. The steady state C-V curves were obtained from the transient 
response under constant bias. 

7. Sub 30 nm gate length MOSFETs 

Fabrication procedure of a 30 nm gate length n-MOSFET is as follows. The gate resist pattern was trans- 
ferred to an SiC>2 layer on n+-poly-Si by RIE. Subsequently the Si02 mask was shrunk by chemical etching 
in 0.5% HF Precise control of the gate mask shrinking is possible by using dilute HF etch, as shown in 
Fig. 12. For n+-poly-Si gate formation, ECR etching was employed in a CI2/N2 gas mixture at 5 m Torr with 
a self-bias of —80 V. An etching gas for n+-poly-Si gate etch was changed from a CI2/N2 mixture to CI2/O2 
just before the etch end point in order to improve the etch selectivity of poly-Si to SiC>2 as high as 400. The 
cross-sectional SEM image of the etched gate pattern is shown in Fig. 13, where the gate length is 30 nm. 
The source/drain extension was formed by Sb+ ion implantation at 10 keV which realizes a junction depth of 
20 nm. The measured drain current versus drain voltage characteristics of a 26 nm gate length MOSFET with 
a gate oxide thickness of 1.86 nm are shown in Fig. 14. The gate leakage current is not significant even at 
Vg = 1.5 V. The measured transconductance of 430 mS mm-1 is about half of the simulated result because 
of parasitic resistance induced by a long distance (4 /U.m) from the channel region to the contact holes. 

8. Summary 

In summary we have shown that layer-by-layer silicon oxidation mechanism helps formation of extremely 
uniform, nanometer-thick gate oxides for advanced MOSFETs. Measured tunnel current through ultrathin 
oxides agrees well with theory without taking into account SiC>2 thickness nonuniformity, in consistency 
with the abrupt, nearly defect-free SiC^/Si interface structure. Good performance of 26-100 nm gate length 
MOSFETs with 1.2-2.0 nm thick gate oxides has been demonstrated. Silicon quantum-dot floating gate MOS 
memory devices have been fabricated. It is shown that approximately one electron per quantum dot is stably 
stored during memory retention period and electron charging into the dots occurs through a multiple-step 
process due to Coulombic interaction among charged dots. 
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For future ULSIs, the oxide reliability problem is a key issue to realize low-power, high- 
speed devices whilst retaining its reliability. In the MOSFET structure, a gate oxide consists 
of the substrate/oxide interface, oxide and oxide/gate interface. Therefore, to improve oxide 
reliability, it is important to control these three component structures individually. In this 
report, I will describe experiments to control structures of the above two interfaces using: 
(1) a combination of a closed wet cleaning system and a load-lock oxidation system and 
(2) an ultra-thin film deposition CVD technique. By controlling these structures, the oxide 
reliability was improved. Moreover, the interface structure should be carefully controlled 
in high-A: gate dielectrics in future devices. 

© 2000 Academic Press 
Key words: MOSFET, oxide, interface structure. 

1. Introduction 

Oxide failure is one of the most serious problems anticipated in giga-scale ULSIs. As integration gener- 
ation improves, the total gate area expands and the electric field in the oxide increases [1]. The gate oxide 
reliability decreases as the gate area increases due to weak spots in the oxide [2,3], and the high electric 
field accelerates the oxide's breakdown. Thus, we predict that the failure rate of the gate oxide will increase 
drastically in giga-scale ULSIs. 

In the MOSFET structure, the gate oxide consists of three components; (1) the substrate/oxide interface, 
(2) oxide and (3) the oxide/gate interface. Therefore, to improve oxide reliability, it is important to control 
these three component structures individually. 

To control the substrate/oxide interface structure, we used a closed wet cleaning (CWC) system and a load- 
lock oxidation system. Using these systems, we controlled the Si surface just before the oxidation process 
and the moisture during oxide formation. In this way it may be possible to obtain almost completely ideal 
oxide formation keeping flat and contamination-free substrate/oxide interface. 

To control the oxide/gate interface structure, we used an ultra-thin film deposition CVD technique. It was 
found that nm-grain-sized poly-Si could be formed by annealing the nm-thick a-Si films [15]. In this case 
the grain size decreases by reducing the a-Si film thickness. Thus, the oxide/gate interface was controlled 
by nm-grain structures. In this report, I will describe experiments to control structures of the above two 
interfaces using: (1) a combination of a closed wet cleaning system and a load-lock oxidation system and 

^ E-mail: yugamiOcrl .hitachi .co.jp 

0749-6036/00/050395 + 10   $35.00/0 © 2000 Academic Press 



396 

N2L 

HF/H20 

wet chamber 

Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 

carrying box 
transfer chamber 

take out 

evacuation by aspirator 

wafer 

high vacuum pumping system 

Fig. 1. The closed wet cleaning (CWC) system. 

(2) an ultra-thin film deposition CVD technique. By controlling these structures, the oxide reliability was 
improved. 

2. Experiments 
2.1. Closed wet cleaning system 

To control the Si surface just before the oxidation process, we developed a closed wet cleaning (CWC) 
system (Fig. 1). First, the Si wafer is settled in a carrying box in the clean room. Next, this box is settled 
in a loading chamber to displace clean room air with pure N2 using a pumping system. Then, the Si wafer 
is transferred to the wet cleaning chamber. This wet cleaning chamber allows us to clean the Si wafer with 
HF/H2O solution without exposure to clean room air. After treatment in HF solution, the Si wafer is dried 
with hot N2. In this operation, the HF containing gas is displaced with pure N2 using the aspiration evacuate 
system. Finally, the cleaned Si wafer is returned to the carrying box that is filled with pure N2 gas. 

2.2. Load-lock oxidation system 

Si wafers cleaned with the CWC system were carried to the load-lock oxidation system using the SMIF 
box to avoid exposure to the clean room air. This oxidation system (Fig. 2), allows us to control the wafer 
ambient moisture in the oxidation step from 3 ppb to 50% using a bubbler and pyrogenic burner. After the 
oxidation the oxidation chamber is evacuated to less than 10~4 Pa. By supplying dry N2 and H2O from the 
bubbler to the oxidation chamber, we can control the unloading atmosphere to keep the moisture from 3 to 
1000 ppm. The oxidation sequence used in this work is shown in Fig. 3. 

2.3. Nanometer-grain poly interface 

To form the nm-grain poly interface, the following process sequence was performed. After gate oxide 
formation, ultra-thin, 2-10 nm thick, a-Si film was deposited at 425 °C using the LPCVD technique. Next, 
in order to form a large grain poly-Si, a 200 nm thick a-Si film was deposited at 525 °C. To crystallize 
these Si films, 900 °C annealing in N2 ambient was performed for 20 min, as shown in Fig. 4. From the 
TEM observation, we found that crystallization in the lower layer began at 800 °C while the upper layer 
crystallizes easily at 600 °C. As a result, a nm-grain/micron-grain double-layer poly-Si gate structure was 
formed as shown in TEM results at Fig. 4. Additionally, this large grain size and the flat surface of the upper 
portion of this gate structure can provide the highly reliable inter-poly dielectric films. 
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Fig. 3. Oxidation sequences in the load-lock oxidation system. 
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Fig. 4. A, Process sequence for a nm-grain/large-grain double-layer poly-Si gate. B, TEM observation of a nm-grain/large-grain double- 
layer poly-Si gate. 

2.4. Electrical measurement 

Using the above technique, we fabricated n+-poly-Si gate MOS capacitors with various capacitor areas 
(10~6 ~ 0.5 cm2) on a p-type (100) Si substrate. In these capacitors, the gate edge was on the field oxide 
formed by the LOCOS technique. I-V measurements were performed applying step ramp voltage to the 
gate electrode. In each voltage step, the gate current was measured after a delay of 1 s. The electric field 
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Fig. 5. Comparison of FT-IR/ATR spectra obtained from Si surfaces with different surface treatments. One is after conventional wet 
station cleaning (Conv.) and the other is after H termination in the closed wet cleaning (CWC) system. 

Vg(V) 

Fig. 6. J-V characteristics of MOS capacitors with thin gate oxides. Gate oxidation processes were performed after conventional 
pre-cleaning in wet station (Conv.) or H termination with closed wet cleaning system (CWC). 

in oxide, Eox, was calculated using Em = (Vg - l.l)/rox, where Vg represents the gate voltage and tm is 
the oxide thickness measured by ellipsometry and capacitance measurements. The constant voltage TDDB 
measurement was performed using HP-4142B by applying a pulse voltage to the gate electrode. The pulse 
width was varied from 1 ms to 10 s automatically, depending on breakdown times. The breakdown was 
identified by gate current at a low electric field (4 MV cm-1) after each pulse stressing. 
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Fig. 8. Predicted gate oxide yield in LSI chip after 10 years of operation under 4 MV cm  ' and 5 MV cm     oxide fields 

3. Results and discussion 

3.1. Surface control with the CWC system 

To investigate the effectiveness of the CWC system, we analysed the Si surface after HF/H2O treatment 
in this system using an in situ ATR-FTIR measurement system. After NH4/H2O2 cleaning in a conventional 
wet station, a p-type Si (100) wafer was loaded in the CWC system using the SMIF box. Then, a Si wafer was 
treated with 0.5% HF/H2O solution in a wet chamber followed by hot N2 blow on the spinning stage. Figure 5 
shows the ATR-FTIR spectrum of a Si surface which was treated with 0.5% HF/H2O solution in the CWC 
system compared with a Si surface treated in a conventional open-air wet station. In the CWC system a strong 
Si-H2 peak is obtained which means that the Si surface is successfully H-terminated without growth of native 
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Fig. 9. The effective tunnel oxide thickness. rox, dependence of nm-grain poly-Si thickness. 

oxide. Moreover, the moisture adsorption and organic contamination on the Si surface normally observed in 
conventional wet pre-cleaned surfaces are greatly reduced. These results suggest that the CWC system is 
effective for forming a clean (contamination-free and native oxide-free) and atomic-scale fiat surface [4]. 

3.2. Tunneling current reduction by surface control 

To investigate the effectiveness of the surface-control technique in the CWC system, I-V characteristics 
of MOS capacitors with thin gate oxide were measured. In this experiment, a Si-H-terminated Si wafer was 
transferred to the load-lock oxidation system using the SMIF box. Thus, the surface just before the oxidation 
process is almost the same as the surface controlled in the CWC system. Then the wafer was oxidized in 
dry O2 ambient at 800 °C. Figure 6 shows the results accompanied with MOS capacitors whose gate oxide 
was formed after conventional wet pre-cleaning in an open-air wet station. The Si-H-terminated Si surface 
is clearly effective in reducing the direct tunneling current of thin (<4 nm) oxide [5]. To explain this result, 
we assumed that the direct tunneling current may easily increase with surface contamination or poor-quality 
native oxide just before the oxidation process, which strongly affects the n+-poly-Si/Si02 interface. 

3.3. Moisture control in oxidation process 

From the results in Fig. 7, a guideline for improving oxide reliability is obtained; i.e. to oxidize the Si 
wafer in wet ambient and to diminish the moisture ultimately in the unloading step (cooling step) [6]. The 
effectiveness of H2O in the oxidation step can be explained by FTIR analysis of the obtained oxide in the 
case of the ultra-dry unloading condition. The TO peak of the Si-0 bond shifts to a higher wavenumber 
with increasing H2O concentration in the oxidation step. This result suggests that even the ppm-H20 in 
the oxidation step can reduce the oxide film stress [11] that may cause weak spot formation [9]. On the 
other hand, H2O in the unloading step may cause degradation of oxide reliability by accelerating the growth 
of poor-quality oxide at low temperatures [10,12]. This oxide growth may lead to a poor substrate/oxide 
interface structure. Thus, ultra-dry unloading is the key to keeping good oxide quality. 

3.4. Reliability prediction of gate oxide from CWC system for giga-scale ULSIs 

To investigate the impact of the CWC and WODU technique on the reliability of LSIs, the weak spot 
densities in the oxide formed by the combination of CWC and WODU were analysed [3,8,9] based on 
the TDDB measurement by using MOS capacitor sets with differing areas of 10~6 ~ 0.5 cm2. Using the 
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Fig. 10. J-V characteristics of MOS capacitors with a nm-grain double-layer poly-Si gate. 

calculated weak spot densities in gate oxide formed by various techniques, we predicted the reliability of the 
gate oxide from the combination of CWC and WODU as functions of total gate area and operating electric 
fields. Figure 8 shows the results which indicate that the CWC and WODU technique significantly improved 
oxide reliability, showing that a 90% yield is expected after 10 years of operation, even when the total gate 
area is as large as 1 cm2 and the electric field is as high as 5 MV cm-1. 

E.   The gate poly-Si structure impacts on oxide reliability 

(i) Film thickness increase. In the case of a nm-grain poly-Si double-layer gate electrode, the effective 
tunnel oxide thickness increases with decreasing nm-grain poly-Si layer thickness, as found from the 
C-V measurement and also from ellipsometry (Fig. 9). 

(ii) Tunnel current increase. On the other hand, the tunneling current under the same electric field increases 
in thinner nm-grain layers as shown in Fig. 10, when the gate was negatively biased. This increase of 
tunnel current occurs when the nm-grain layer thickness is less than 8 nm. 

(iii) Impact on SILC. The stress-induced leakage current (SILC) after 8 C cm-2 injection does not depend 
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Fig. 12. AFM image of the tunnel oxide surface after poly-Si gate removal by N2H4 etching. A, without a nm-grain poly-Si layer. 
B, with a nm-grain poly-Si layer when the thickness is 4 nm. 

on the thickness of the nm-grain layer (Fig. 10). Thus, this gate structure is promising in FLASH 
memories to increase write/erase speed without concern of retention problems [7,13]. 

(iv) Model for the oxide/gate interface structure. To explain these phenomena, we assumed local electric 
field enhancement at the poly-Si/tunnel oxide interface. This assumption is supported by Fig. 11, which 
shows the F-N plot [10] from I-V measurement results. In this figure the ratio of slope BQ/B rep- 
resents the electric field enhancement factor [16]. When the electric field enhances locally, the value 
Bo/B (the value is 1.28 with the nm-grain poly-Si) should be greater than 1. We also observed the tun- 
nel oxide surface after removal of the poly-Si gate by N2H4 etching using AFM. As shown in Fig. 12, 
the tunnel oxide surface with nm-grain poly-Si have a roughened structure that may cause the local 
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Fig. 13. Constant current TDDB measurement results for MOS capacitors with a nm-grain poly-Si double-layer gate. 

electric field enhancement by the geometry effect [17]. In contrast, field enhancement does not cause 
in the case of positively biased, 

(v) TDDB characteristics. In the nm-grain poly-Si/tunnel oxide structure, charge to breakdown, ßbd, in- 
creased as shown Fig. 13. 

F.   High-A: gate dielectric films 

The electric properties of T1O2 gate insulators deposited by electron-beam evaporation have been stud- 
ied and a 1 nm equivalent oxide thickness can be achieved. The leakage current density of 1 nm TiC>2 is 
small enough, as comparable to 3.3 nm nitrided S1O2. The /c-value in TiÜ2 varied widely with annealing 
conditions [18]. 

4. Conclusions 

(1) We have investigated an oxide process that ensures high reliability even in the giga-scale integration 
generation. Wet oxidation with ultra-dry unloading combined with pre-cleaning in a closed wet cleaning 
system is promising for ensuring high yields even with a large total gate area. Thus, it may be possible to 
use ultra-thin SiÜ2 film as a gate oxide in future ULSIs retaining sufficient reliability, by controlling the Si 
surface and moisture in the gate oxidation process. 

(2) Using nm-thick a-Si film, we developed a novel nm-grain poly-Si gate structure which is suitable 
for reducing cell-to-cell tunnel current deviation. This structure is promising in quarter-micron high-speed 
FLASH memories because of the increase of tunnel current and ßbd without any degradation of the tunnel 
oxide reliability. These phenomena are explained by local field enhancement caused by the nm-grain poly-Si 
interface structure. 

(3) In high-£ gate dielectric film (Ti02), the £-value changed dramatically with annealing conditions. 
Interface structure control is a key technique to realizing high-quality high-fc gate dielectric films in future 
devices. 
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We investigate electron tunneling through ultrathin gate oxides using scattering theory 
within a tight-binding framework. We employ Si[100]/SiO"2/Si[100] model junctions with 
oxide thicknesses between 7 and 18 A. This approach accounts for the three-dimensional 
microscopic structure of the model junctions and for the three-dimensional nature of the 
corresponding complex energy bands. The equilibrium positions of the atoms in the het- 
erostructure are derived from first-principles density-functional calculations. We show that 
the present method yields qualitative and quantitative differences from conventional 
effective-mass theory. 

© 2000 Academic Press 
Key words: tunneling, thin oxides, silicon dioxide, gate dielectrics, tight-binding. 

1. Introduction 

Gate oxide thicknesses in metal-oxide semiconductor (MOS) transistors are approaching 2 nm. Conse- 
quently, gate tunneling currents have become a major design limitation. Accordingly, the influence of the 
detailed microscopic structure and composition of the oxide on the magnitude of tunneling currents becomes 
increasingly important. To date, most calculations of tunneling probabilities through thin SiÜ2 layers are per- 
formed using the effective-mass (EM) or, more generally, envelope function approximations [1-3]. However, 
these approaches have several well-known shortcomings that will only become more problematic for ultra- 
thin oxides. The EM approximation includes an unrealistic band structure for electrons with energies greater 
than a few tenths of an eV, it relies on an essentially one-dimensional treatment of the transmission, and does 
not allow for ready explanation of the apparent violations of interface-parallel momentum conservation that 
have been observed experimentally [4]. Also, the EM approaches do not explicitly include the microscopic 
features of the oxide, whereas for ultrathin gate oxides these features become increasingly important. 

In this paper, we present a method that addresses many of the limitations of the EM theory. We present re- 
sults for electron transmission through Si[100]/SiO2/Si[100] barriers, obtained from fully three-dimensional 
tight-binding (TB) calculations that are based on a scattering theory framework. This formalism allows one 
to treat the Si and S1O2 band structures realistically for energies up to several eV. The atomic coordinates of 
the underlying microscopic model of the junction were determined by ab initio density-functional calcula- 
tions. Implications of the present approach that are relevant for the theoretical modeling of gate currents are 
discussed and transmission coefficients are compared for TB and EM calculations. 

'Devoted to the SIMD Conference in Hawaii (December 1999). 

0749-6036/00/050405 + 05    $35.00/0 © 2000 Academic Press 
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2. Computational methods 
We briefly summarize the computational procedure that we have used to obtain the results for the 

Si[100]/SiO2/Si[100] systems studied here, leaving the details for a future publication [5]. The strategy of 
the present work consists of two main steps. 

First, realistic microscopic models of the silicon-oxide-silicon junction (with various oxide thicknesses) 
based on the tridymite polytype of SiC>2 were constructed (see also [6]). The atomic coordinates were sub- 
sequently relaxed to their equilibrium values using gradient-corrected (GGA) local-density calculations [7]. 
The resulting structures are characterized by sharply peaked Si-0 bondlength distributions centered around 
1.61 Ä. Due to some residual strain, these SiC>2 model gate oxides are energetically slightly less favorable 
than a-quartz. Laterally, the basic unit cells of the models have dimensions of V2as\ x y/2asi («Si = 5-43 Ä) 
which extends over four minimum unit cells of Si. To discern these models from the normal Si bulk unit cell 
whose dimensions are asi/V2 x asi/V^, we shall denote the former '2 x 2' and the latter '1 x 1'. Note that 
real gate oxides are known to be disordered on length scales that are larger than we can currently model. We 
plan to develop new models with varying lateral size and topology. 

Second, using the above model as input, we obtain reflection and transmission coefficients for the whole 
structure by employing a TB method that is embedded in a scattering theory framework [8-10]. We solve the 
Schrödinger equation for the whole junction at a fixed energy E and in-plane momentum k,,x (here and in 
the following, the superscript indicates that the in-plane momentum belongs to the 2 x 2 Brillouin zone which 
is four times smaller than the standard Si 1 x 1 zone). The key idea of this approach is essentially detailed 
in [8]; we employ several refinements which allow one to deal with noninvertable transfer matrices [9] and 
to include the boundary conditions in an extremely straightforward manner [10]. 

The present approach guarantees that the proper boundary conditions for the scattering problem are satis- 
fied, i.e. an incoming Bloch state in the Si bulk region with momentum k'" normal to the interface is scattered 
into a set of outgoing states {fc°ut} that propagate and decay in the same (transmission) or the opposite (re- 
flection) direction. Transmission coefficients are obtained as 

„out 

T{E,kY2) = ££«, - Oi24r (1) 

t   j v±.i 

where v1" (. and u°ut- denote the components of the group velocities of the respective states normal to the 

interfaces; the transmission amplitude t(k'" ■ -> &°ut.) is obtainable by solving a linear matrix equation [8, 

10]. We are able to distinguish incident and transmitted Si states of identical klx2 that differ in klx'. 

An sp3 TB basis with second-nearest-neighbor interactions for both silicon [11] and the oxide [5] was 
used. The Si TB conduction band structures agree fairly well with experiment for energies up to 3 eV. The 
oxide parameters were chosen to yield a bandgap of 8.9 eV and to reproduce the GGA effective mass (0.42 
mo) of the lowest SiO"2 conduction band in the [100] direction. 

3. Tight binding versus effective-mass theory 
It is evident that the EM picture is unphysical at high (>0.5 eV) incident electron energies since the 

concept of a single parabolic valley in the Si band structure is invalid. But even at lower energies, the full 
band-structure picture of electron tunneling in the present TB scheme has some important features that are 
qualitatively different from the standard EM approach. 

The EM viewpoint is illustrated schematically in Fig. 1A which depicts the projections of the lowest con- 
duction bands of Si and SiÜ2 on the [001] or [010] axis. Note that the lowest conduction bands of Si consist 
of six degenerate ellipsoids that lie along the [100] and the corresponding symmetry-equivalent directions, 
0.8 x — away from k\\ = 0; SiC>2 is normally assumed to have a parabolic conduction band centered around 
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Fig. 1. Schematic views of the lowest conduction bands of Si and SiÜ2, projected on an axis through fcy = 0 that points in the [010] 
(or, equivalently, in the [001]) direction. The SiC>2 bands are shifted relative to the Si bands by the conduction band offset EQBO- 

A, Effective-mass picture B, tight-binding picture for the 2 x 2 structure studied here: the bulk Si bands are folded in the 2 x 2 Brillouin 
zone; the cross and circle indicate regions where electrons from different valleys couple. C, is the same as B, but outfolded back in a 
1 x 1 cell. 

itII = 0. Consequently, conservation of in-plane momentum k\\ in the EM picture requires that electrons in 
the [010], [OTO], [001], and [OOT] minima with very-large in-plane momenta k\\ «0.8x^ (called 'off-axis 

electrons' hereafter) see a much higher effective barrier for tunneling than the [100] and [TOO] electrons with 
itII « 0 (termed 'on-axis electrons'). Analogously, the EM picture implies that the barrier to transport from 
the indirect semiconductor Si into SiC"2 should similarly be a strong function of the orientation of the Si to 
the interface. 

However, little if any orientation dependence is found experimentally in the barrier to tunneling [4,12-14], 
suggesting a strong k\\ -breaking interaction across the interface. To date, this apparent lack of k\\ conservation 
has been ascribed to disorder in the oxide, interface roughness [4,15], and phonon scattering [15]. Accord- 
ingly, it also has been argued that to an extent there is short-range order in the oxide, the EM picture with 
parallel momentum conservation remains valid [2]. However, the present model is highly ordered, yet still 
allows for k\\ -breaking. Consider the 2 x 2 models studied here. Their projected Brillouin zones are four 
times as small as that of bulk Si (the boundaries in [010] direction lie at kjx2 = ^r, see Fig. IB) and thus, 
the four off-axis ellipsoids are reduced into this smaller zone by a reciprocal lattice vector G\\ of the 2 x 2 
zone. This band-folding has at least two important implications: (i) electrons in the off-axis ellipsoids see a 
much different barrier than the barrier that follows from the EM model (compare Figs 1A and B) and (ii) 
Si bulk states with different fe|| (relative to the bulk 1 x 1 Brillouin zone) couple at the Si-SiC^ interface 
because of band folding, producing an inherent violation of parallel momentum conservation with respect to 
the Si Bloch states. Of course, the true oxide is also disordered, so the band-folding effects could be far more 
pronounced than in the ordered model of this work. These band-folding effects could have significant impli- 
cations for modeling tunneling through and transport over the Si/SiC^ interface in MOS devices where both 
itII-conserving [1-3] and k\\ -breaking [16,17] models are still commonly used depending on the assumed 
relative importance of the k\\ -breaking transport channel. 

4. Quantitative results for transmission coefficients 

In this section, we compare TB and EM transmission coefficients quantitatively. For the EM calculations, 
the effective masses obtained from the TB models have been used. 

Figure 2A shows the transmission coefficients obtained for an on-axis state with k\\ = 0 and an energy 
E = 0.02 eV relative to the conduction band minimum in Si for various oxide thicknesses and bias voltages. 
The EM and TB results differ by one order of magnitude or less for bias voltages ranging from 0-2.5 eV; both 
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Fig. 2. Transmission coefficients 7"(£", Ary = 0) for incident electron energies E of: A, 0.02 eV, B, 1.0 eV, and C, 2.0 eV as a function of 
applied voltage, obtained within the present tight-binding (solid lines) and the effective-mass (dashed lines) methods for various oxide 
thicknesses d. Note that the B and C depict the sums of the TB transmission coefficients of all six and ten incoming states, respectively. 

models correctly obtain the roll-off region for small voltages < 0.2 eV. The EM curves are generally flatter, 
indicating the presence of larger complex wavevectors in the SiC>2 gap. In addition, the TB results show band 
structure effects (slight 'kinks' at energies where the states around k\\ = 0 into which the incoming electrons 
are scattered change their number and/or character). The EM transmission coefficients tend to be larger than 
the TB ones for higher voltages and thinner oxide when there is stronger coupling across the oxide barrier. 
This trend persists as one goes to higher electron energies, as can be seen from Figs 2B and C which refer to 
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E = 1.0 and 2.0 eV, respectively. Note that for these two values of energy, we observe six and ten incoming 
states with klx2 = 0, respectively, whereas the EM curve involves only one state. 

We have also calculated the transmission coefficients for electrons incindent in the off-axis ellipsoids of 
Si. Depending on the oxide thickness, the resulting transmission probability is about one to three orders of 
magnitude lower than for electrons in the on-axis ellipsoids, indicating a strong selectivity for states tunneling 
from on-axis valleys for this highly ordered system. However, we do see coupling between electrons in on- 
and off-axis valleys with the same kjx2, consistent with the discussion of Section 3. For more folding due to 
different Si orientations or less order in the model oxide, this coupling could be far more pronounced. 

5. Summary 

We have studied electron tunneling through ultrathin SiC^ slabs sandwiched between two Si [001] reser- 
voirs within a tight-binding framework that fully accounts for the three-dimensional nature of the tunneling 
problem. The tight-binding picture involves important qualitative, as well as quantitative, differences from 
the standard effective-mass scheme. The present work is an initial step toward a microscopic understanding 
of tunneling in ultrathin oxides. 
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We study the effect of trapping/detrapping of a single-electron in interface states in the 
channel of n-type MOSFETs with decanano dimensions using 3D atomistic simulation 
techniques. In order to highlight the basic dependencies, the simulations are carried out 
initially assuming continuous doping charge, and discrete localized charge only for the 
trapped electron. The dependence of the random telegraph signal (RTS) amplitudes on 
the device dimensions and on the position of the trapped charge in the channel are stud- 
ied in detail. Later, in full-scale, atomistic simulations assuming discrete charge for both 
randomly placed dopants and the trapped electron, we highlight the importance of cur- 
rent percolation and of traps with strategic position where the trapped electron blocks a 
dominant current path. 

© 2000 Academic Press 
Key words: MOSFET, trapping, interface, 3D atomistic simulation. 

1. Introduction 

With the scaling of MOSFETs to decanano dimensions towards the end of the silicon roadmap [1], current 
fluctuations in the form of random telegraph signals (RTS), caused by trapping/detrapping of single carriers 
in interface states in the channel region [2], are becoming increasingly important. Recently, RTS with am- 
plitudes larger than 60% have been observed at room temperature in very narrow channel MOSFETs [3]. 
Current fluctuations on such a scale will become a serious issue, not only for the next generation of analogue 
circuits, but also for mixed-mode [4] and digital applications. 

It is widely accepted that RTS originate from localized modulation of the electrostatic potential induced by 
the trapped charge, and corresponding local reduction in carrier density and/or mobility [2-4]. There is, how- 
ever, a lack of both analytical models and simulation studies explaining the wide range of RTS amplitudes in 
otherwise identical devices [5]. For example, the existing analytical models [6] and quasi-2D simulations [7] 
do not include an influence of the trap position along the channel on the RTS amplitude. It has also been 
suggested that strategically located traps influence the magnitude and the spreading of the RTS amplitudes 
due to surface potential fluctuations, and the corresponding current percolation [2,8]. This has been con- 
firmed [9] by using 2D numerical simulations in the plane of the MOSFET channel and assuming that the 
source of the potential fluctuations are a random fixed interface and oxide charges. However, in the next 
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generation MOSFETs with decanano dimensions the surface potential fluctuations will be dominated by the 
random distribution of discrete dopants in the channel depletion region [10] and the complete investigation 
of the RTS amplitudes in realistic devices requires full-scale 3D numerical simulations. 

In this paper we use an efficient 3D atomistic simulation technique [11] to study the RTS amplitudes 
associated with trapping/detrapping of a single electron in an interface state in the channel of decanano 
MOSFETs. For the first time an enhancement in the RTS amplitudes associated with random dopant-induced 
surface potential fluctuations, and the corresponding current percolation, is captured in our simulations. 

2. Simulation approach 

We investigate the change in the drain current associated with trapping of an electron in a single-acceptor- 
type interface state in the presence of random discrete dopants in n-channel MOSFETs. The atomistic simu- 
lation technique used in this study is described in detail elsewhere [11]. The simulations are restricted to low 
drain voltage and are based on a single 3D solution of the nonlinear Poisson equation where the concentra- 
tions of electrons and holes follow Boltzmann statistics. The current is calculated from the channel resistance 
obtained by solving a simplified current continuity equation in a drift approximation only. A uniform grid 
with typical grid spacing h = 1 nm is used in the discretization of the Poisson equation in order to resolve 
the effects associated with individual dopants and single trapped electrons. The discrete dopant or trapped 
electron charge is introduced in the solution of the Poisson equation by assigning a doping concentration of 
l//z3 to the nearest grid node. 

At this stage we study the effects associated only with the local change in the carrier density assuming 
that the mobility is constant. All results presented are for decanano n-channel MOSFETs with a square 
geometry. The investigated devices have oxide thickness ?ox = 3 nm, uniform doping concentration in the 
channel region NA = 5 x 1018 cm-3 and junction depth Xj = 7 nm with 5 nm lateral sub-diffusion. The 
above choice of MOSFET parameters allows for a direct comparison with previously published atomistic 
simulation results [11]. 

3. Continuous doping 

To highlight the major trends and dependencies, we initially consider a continuous charge representing the 
doping concentration in the channel and in the source/drain regions of the MOSFETs under investigation. A 
single, localized electron charge q is introduced at the Si/Si02 interface to represent an electron trapped in 
an acceptor-type interface state. 

The relative change in the drain current (relative RTS amplitude) associated with the trapping of a single 
electron in the middle of the channel of a 100 x 100 nm MOSFET is plotted in Fig. 1 as a function of 
the drain current in a double-logarithmic scale. At room temperature, the relative RTS amplitude shows a 
constant plateau value for low drain current (weak inversion) and roll-off which is proportional to /^' in 
strong inversion. This is in agreement with the experimental observations in [6] and [8]. The roll-off region 
is related to the screening of the influence of the trapped charge on the potential distribution by electrons in 
the inversion layer, a process which is naturally included in the solution of the nonlinear Poisson equation. It 
is important to point out that the electrostatics associated with the screened potential of the trapped charge is 
sufficient to explain the experimentally observed behaviour of the RTS amplitude even if a constant mobility 
is used in the simulations. 

The dependence of the relative RTS amplitude on the gate voltage for a set of decanano devices covering 
the whole range of device dimensions until the end of the silicon roadmap is presented in Fig. 2. A dashed 
line, corresponding to the threshold voltage in each device, separates the weak and strong inversion regions. 
The use of a linear scale reveals that in the weak inversion region the RTS amplitude passes through a 
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Fig. 1. Relative RTS amplitude associated with the trapping of a single electron in the middle of the channel of a 100 x 100 nm MOSFET 
as a function of the drain current. Vp = 10 mV. 
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Fig. 2. Dependence of the relative RTS amplitude on the gate voltage for a set of square decanano MOSFETs. VD = 10 mV. 

very broad, weak maximum before rolling-off in strong inversion. The 100 x 100 nm MOSFET, due two 
generations from now, is the starting point of our investigations. The RTS amplitude for this device already 
reaches 5% in weak inversion but falls to a fraction of this percentage at large gate voltage. For the whole 
range of investigated square devices, the relative RTS amplitude remains inversely proportional to the channel 
area. For the 30 x 30 nm MOSFET, which marks the end of the roadmap, the RTS amplitude increases to 
more than 40% in weak inversion and remains above 5% for the whole range of gate voltage relevant to this 
generation of devices. 

In the next simulation experiment we investigate how the position of the trapped electron affects the RTS 
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Fig. 3. Relative RTS amplitude as a function of the relative position of the trapped electron moving from the middle of the channel to 
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amplitude by moving the trapped charge from the centre of the channel towards the source along a line 
perpendicular to the source p-n junction. Figure 3 illustrates the dependence of the RTS amplitude on the 
relative position from the middle of the channel for three MOSFETs with different dimensions. The relative 
RTS amplitude for a MOSFET with a particular geometry depends strongly on the position of the trapped 
electron. The effect of the trapped electron is negligible if the charge is close to the source/drain and reaches 
a maximum when the trapped electron is in the middle of the channel. The dynamic range of the position- 
dependent relative RTS amplitude is approximately two orders of magnitude and offers an explanation for the 
wide range of RTS amplitudes observed experimentally in identical devices [12]. In the longest 100 x 100 nm 
MOSFET in Fig. 3 the position dependence has a plateau near the middle of the channel and falls down in the 
source region where the built-in junction potential controls and raises the surface potential. Both the higher 
carrier concentration and conductivity of the region near the source/drain, and the corresponding screening, 
reduce the effect of the trapped charge on the overall current. In shorter devices the relative portion of the 
channel controlled by the source/drain increases and the plateau becomes narrower leading to a well-defined 
maximum of the RTS amplitudes in the middle of the channel for the shortest 30 x 30 nm MOSFET in 
Fig. 3. 

4. Discrete random dopants 

In properly scaled decanano MOSFETs the random, discrete dopants are the major factors introducing sig- 
nificant surface potential fluctuations and variation in the device parameters even at room temperature [11]. 
In a 50 x 50 nm device there are, on average, 170 dopants in the channel depletion region. Their actual 
number follows a Poisson distribution and their positions are random. The fixed oxide charge has a negli- 
gible effect in respect of the potential fluctuations compared with the random dopants. In well-controlled 
technology the surface density of the fixed charge is below 101' cm"2 which is equivalent to approximately 
two discrete charges in every 50 x 50 nm MOSFET, compared with approximately 10 random dopants at the 
interface. 

The current in the presence of strong potential fluctuations percolates through the 'valleys' in the potential 
landscape. The trapping and detrapping of a single charge in a strategically placed interface state can block 
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a dominant current path and can introduce RTS with a much larger amplitude than the maximum amplitude 
deduced from continuous doping simulations. In this section we present results from a full-scale atomistic 
simulation where not only the trapped electron charge but also the acceptors in the channel are represented as 
random discrete charges. The discrete random dopants are introduced only in the channel region between the 
source and drain with continuous doping assumed in the source and drain. The average number of dopants 
in these regions are calculated by multiplying the volume of the random dopant region by the corresponding 
doping concentrations. The actual number of dopants in each atomistic region is chosen randomly from a 
Poisson distribution with a mean equal to the corresponding average dopant numbers. 

Unlike the simulations assuming continuous doping, the largest RTS amplitudes in the random dopant 
case are not in the middle of the channel but in the region with the deepest valley in the potential landscape 
corresponding to the highest density of percolating current. 

The gate voltage dependence of the highest relative RTS amplitude in a 50 x 50 nm MOSFET with random 
doping and the highest relative RTS amplitude in a device with continuous doping are compared in Fig. 4A. 
At low gate voltages the RTS amplitude in the device with discrete dopants is three times higher and reaches 
60%. The two curves, however, cross over at approximately 0.9 V. This is related to the threshold voltage 
lowering associated with the discreteness of the dopants captured by the atomistic simulations [11]. If the 
curve for the device with discrete doping is displaced by the difference in the threshold voltage to align the 
weak and strong inversion regions in the both devices as shown in Fig. 4B it becomes clear that in both 
regions the relative RTS amplitude in the case of discrete dopants remains consistently higher. However, at 
higher gate voltages, corresponding to strong inversion, the difference becomes smaller due to the screening 
of the potential fluctuations by the inversion layer charge and the higher uniformity of the corresponding 
current in the channel. 

5. Conclusions 
Trapping and detrapping of a single charge will have a dramatic effect on the operation of decanano 

MOSFETs near the end of the silicon roadmap. The relative RTS amplitudes will reach several tens of per cent 
when below threshold, reducing to a few per cent when above threshold, in devices with a square geometry. 
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This estimate is based only on the local modulation of the conducting charge in the channel and does not 
include the effect of the trapped charge on the channel mobility. The potential fluctuations associated with 
the random distribution of discrete dopants in the channel region, and the corresponding percolating current, 
will substantially enhance the RTS amplitudes due to the profound effect of traps strategically located in 
regions of high local current density. 

References 

[1] The National Technology Road-map for Semiconductors, Semiconductor Industry Association, San 
Jose, CA, 1997 Revision. 

[2] K. S. Rals, W. L. Scokpol, L. D. Jakel, R. E. Howard, L. A. Fetter, R. W. Epworth, and D. M. Tennant, 
Phys. Rev. Lett. 63, 228 (1984). 

[3] Y. Shi, H. M. Bu, X. L. Yuan, and Y D. Zheng, Random telegraph signals in very narrow channel MOS- 
FET, in Workshop Abstracts, Silicon Nanoelectronics Workshop, Kyoto, (1999) p. 28. 

[4] S. T Martin, G. P. Li, E. Worley, and J. White, IEEE Electron Devices Lett. 18,444 (1997). 
[5] M.-H. Tsai and T.-P. Ma, IEEE Trans. Electron Devices 41, 2061 (1994). 
[6] E. Simoen, B. Dierick, C. L. Claeys, and G. J. Declerck, IEEE Trans. Elect. Dev. 39, 422 (1992). 
[7] A. Godoy, F. Gamiz, A. Palma, J. A. Jimenez-Tejada, and J. Banqueri, J. Appl. Phys. 82, 4621 (1997). 
[8] M. J. Uren, D. J. Day, and M. J. Kirton, Appl. Phys. Lett. 47, 1195 (1985). 
[9] H. H. Mueller and M. Schulz, J. Appl. Phys. 83, 1734 (1988). 

[10] A. Asenov, Nanotechnology 10, 153 (1999). 
[11] A. Asenov, IEEE Trans. Electron Devices 45, 2505 (1998). 
[12] Z. Shi, J.-P Mieville, and M. Dutoit, IEEE Trans. Electron Devices 41, 1161 (1994). 



Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 
doi: 10.1006/spmi.2000.0860 
Available online at http://www.idealibrary.com on IDEM 

Full-band CA/Monte Carlo modeling of ultrasmall FETs 

S. J. WlGGER, S. M. GOODNICK 
Department of Electrical Engineering, Arizona State University, Tempe, AZ 85287-5706,  U.S.A. 

M. SARANITI 

Department of Electrical and Computer Engineering, Illinois Institute of Technology, Chicago, 
IL 60616-3793, U.S.A. 

(Received 25 February 2000) 

The modeling of ultra-small MOSFETs is presented using a newly developed full-band, hy- 
brid ensemble Monte Carlo (EMC)-cellular automata (CA) device simulator. In this hybrid 
approach charge transport is simulated using the CA in regions of momentum space where 
most scattering events occur and the EMC elsewhere, thus optimizing the trade-off be- 
tween the fast, but memory-consuming CA method and the slower EMC method. In order 
to efficiently model 3D ultra-small FETs, the hybrid algorithm is coupled self-consistently 
with a 2D and 3D multi-grid Poisson solver. 

© 2000 Academic Press 
Key words: Monte Carlo, device simulation, transport. 

1. Introduction 
Particle-based methods, such as the ensemble Monte Carlo (EMC) method and more recently the cel- 

lular automata (CA) method, have demonstrated success in simulating carrier transport in semiconductor 
devices [1,2]. Unfortunately, these techniques can be limited in their application due to the computational 
overhead in simulating devices with characteristic dimensions on the sub-micron range using full-band repre- 
sentation of the particle dynamics. In order to accurately model the electrical behavior of these ultra-small de- 
vices, the electronic structure and phonon spectra need to be represented with a full-band energy-momentum 
relation and full 3D carrier motion needs to be included. The implementation of this more accurate physical 
description increases the computational burden of the EMC method, making it slow and inefficient. The CA 
method was developed to reduce this computational burden [2,3], and although faster, it can often require an 
unrealistic amount of memory. In this work, a hybrid CA/MC method is presented, which implements the CA 
method in regions of momentum space where most of the scattering events occur, and the MC method else- 
where, thus optimizing the relationship between memory and speed. This hybrid dynamics simulator is then 
coupled self-consistently with 2D and 3D Poisson solvers using a multi-grid algorithm, and a small-channel 
MOSFET is simulated to demonstrate the potential of this new method. 

2. Hybrid CA/MC simulator 
The algorithm for the CA method in k-space differs from the EMC method only in how it calculates the 

final state after a scattering event. The EMC approach stores the scattering probability integrated over the 
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Fig. 2. Three-dimensional schematic layout for a 50 nm n-channel MOSFET. 

whole momentum space. The final state after a scattering event is then obtained by inverting the energy- 
momentum dispersion relation, which is tabulated when the full-band representation is implemented. Within 
the CA approach, the probabilities of scattering from an initial momentum state to all possible final states 
satisfying the appropriate conservation laws are computed and tabulated. This greatly reduces the compu- 
tational demand, since the final state can be chosen with a single random number. The drawback of this 
method is that, since all the final states need to be tabulated, an appreciable amount of memory is required 
to store all of these transition tables. Some of the memory requirements are alleviated using a nonuniform 
grid in the first Brillouin zone. These memory requirements can be further reduced by combining the CA 
and MC methods. In this hybrid approach, the MC scattering tables are implemented in regions where the 
carrier population tends to be small, and/or scattering probabilities are low. This framework allows for the 
use of the fast, but memory-consuming CA in the most active areas of momentum space, while minimizing 
the amount of required memory by using the MC scattering selection and final-state computation elsewhere. 
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Fig. 3. A, I-V characteristics for MOSFET structure using the 2D Poisson solver. B, Potential profile using the 3D hybrid CA/multigrid 
algorithm for Vg = 2.88 V and Vd = 2.0 V. 

When used in this hybrid mode, the simulator can adaptively update the transition/scattering tables to account 
for changes in the location of high scattering regions. 

In the present work, acoustic phonons, nonpolar optical phonons and ionized impurity scattering are in- 
cluded. The models used are essentially identical to those used in Fischetti and Laux [4], in order to compare 
the results for the full-band CA (see Fig. 1). Impact ionization is also included with a separate algorithm due 
to the multi-particle nature of this mechanism. 

The energy-dispersion relation and the phonon spectra are calculated across the entire Brillouin zone using 
an inhomogeneous grid. Due to symmetry, only values in the irreducible wedge of the first Brillouin zone 
actually need to be determined and stored. The band structure is calculated using the nonlocal empirical 
pseudopotential method (EPM) [5] including spin-orbit interaction, and the phonon dispersion is calculated 
using an empirical shell model [6]. Both electrons and holes are simulated. 

Figure 1 shows the comparison of the velocity-field and average energy vs. field of the hybrid simulator 
compared with the results of Fischetti and Laux using the full-band EMC simulator DAMACLES. As can be 
observed, the comparison is good overall, validating the hybrid CA approach. 
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3. Poisson solver 

Both 2D and 3D multi-grid Poisson solvers are self-consistently coupled with the hybrid CA/MC al- 
gorithm. Since motion is now treated in three dimensions, the amount of time necessary for the repeated 
solution of Poisson's equation can be very large and the implementation of an efficient iterative solver is 
essential. The multi-grid method is one of the most efficient iterative techniques available to solve large, 
sparse systems of equations [7]. Most iterative solvers work by reducing the high-frequency components of 
the error, leaving the low-frequency components unchanged. The result is a convergence rate that is initially 
quick, but slows down after the high-frequency components have been reduced. The multi-grid method, on 
the other hand, utilizes several grids with varying mesh sizes, in order to smooth the different Fourier com- 
ponents of the error simultaneously, resulting in a dramatic speed up. 

The velocities of both electrons and holes are determined from the solution of Poisson's equation, which 
is written in a generic way, so that different device structures can be simulated. Input parameters include 
inhomogeneous dielectric constants, surface charges, inhomogeneous mesh spacing, irregular boundary con- 
ditions, and complex geometries. 

4. Simulation results and discussion 
Figure 2 shows the top schematic view of a 50 nm gate length device structure corresponding to a process 

currently being developed at Arizona State. The doping in the channel and substrate is 1 x 1019 cm-3 p-type 
while the source and drain contacts are 1 x 1020 cm-3 n-type. The gate oxide thickness is 3 nm. 

To date, full I-V characteristics have only been obtained using the 2D solver due to the still present 
computational burden of simulating both electrons and holes in this MOSFET structure using the full-band 
CA/MC algorithm discussed here. The I-V characteristics for four gate bias are shown in Fig. 3A, which 
appear reasonable for this doping density and gate length. The speed of the present combined algorithm is 
found to be substantially greater than a standard EMC/2D-Poisson based on the same multi-grid algorithm, 
although neither the standard EMC nor the hybrid CA/MC has been optimized for maximum performance, 
so more comparison is necessary. The results of the 3D simulator for the potential distribution inside the 
device for a fixed gate and drain bias in the active region is shown in Fig. 3B. Again, the expected potential 
profile is found, demonstrating the feasibility of the approach. 
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We present the results on the anomalous 2D transport behavior by employing Drude- 
Boltzmann transport theory and taking into account the realistic charge impurity scattering 
effects. Our results show quantitative agreement with the existing experimental data in sev- 
eral different systems and address the origin of the strong and nonmonotonic temperature- 
dependent resistivity. 
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1. Introduction 

A large number of recent experimental publications on low-temperature transport measurements in low- 
density high-mobility two-dimensional (2D) electron systems in Si MOSFETs [1], GaAs MODFETs [2], and 
SiGe hetrostructures [3] report an anomalously strong temperature-dependent resistivity in the narrow regime 
of 0.1-5 K. In contrast to the usual Bloch-Griineisen theory of essentially a temperature-independent low- 
temperature resistivity, the measured resistivity changes by as much as a factor of 10 for a 1-2 K increase in 
temperature. This observed anomaly has led to a great deal of theoretical activity [4,5] involving claims of an 
exotic metal or even a superconducting system at the interface producing the strong temperature-dependent 
resistivity, which has no known analog in ordinary 3D metallic behavior. Much more interest has focused 
around the possibility of a 2D metal-insulator quantum phase transition being responsible for the observed 
strong temperature-dependent resistivity since theoretically a 2D electron system at T = 0 has so far been 
thought to be (at least in the absence of electron interaction effects) an insulator [6]. 

In this paper we provide a theoretical explanation for the temperature-dependent resistivity of the 2D 
systems in the 'metallic' phase (ns > nc, where ns is the 2D density and nc the critical density which 
separates 'metallic' and 'insulating' behavior) in the absence of magnetic field [7] by using the Drude- 
Boltzmann transport theory with RPA screening and the Dingle temperature approximation to incorporate 
collisional broadening effects on screening [8]. In our approach we leave out quantum corrections, including 
localization effects, and neglect the inelastic electron-electron interaction, which may well be significant 
in the low-density 2D systems of experimental relevance. Our calculated resistivity agrees quantitatively 
with the existing experimental data [1-3] on the temperature-dependent low-density resistivity of 2D elec- 
tron systems. We find that the strong temperature dependence arises from a combination of two effects: the 
strong temperature dependence of finite wavevector screening in 2D systems and a sharp quantum classical 
crossover due to the low Fermi temperature in the relevant 2D systems. 
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2. Theory 

We use the finite temperature Drude-Boltzmann theory to calculate the ohmic resistivity of the inversion 
layer electrons, taking into account only long-range scattering by the static charged impurity centers with the 
screened electron-impurity Coulomb interaction. The screening effect is included within the random phase 
approximation (RPA) with the finite temperature static RPA dielectric (screening) function K(q,T) given by 

K(q,T) = l + 2^-F(q)U(q,T), (1) 

where F{q) is the form factor for electron-electron interactions and n(<7, T) is the static polarization. We 
assume that the charged impurity centers are randomly distributed in the plane parallel to the semiconductor- 
insulator surface. Within the Born approximation the scattering time r(e, T) for our model is given by 

1 

r(e,r) 
2n r d2k'  r 

J  (2^1, Ni(z)dz 
Vq(z) 

x(q,T) 
(1 -COSÖ)<5 0ft -€*<), (2) 

where q = \k - k'\, Nj(z) is the impurity density of the charged center, 0 = 0klc' is the scattering an- 
gle between k and k', s = ek = h2k2/2m, €/<> = H2k'2/2m, vq(z) is the 2D electron-impurity Coulomb 
interaction. In calculating the Coulomb interaction and the RPA dielectric function in eqn (1) we take 
into account subband quantization effects in the inversion layer through the lowest subband variational 
wavefunction. The resistivity is given by p — m/(ne2(r)), where m is the carrier effective mass, n the 
effective free carrier density [5], and (r) the energy-averaged scattering time. The average is given by 
(r) — f der(E)e(- %)/fde(— §j)e, where /(e) is the Fermi distribution function, f(e) = {l+exp[(e- 
ß)]/kßT}~1 with finite temperature chemical potential, /i = fi(T, n), which is determined self-consistently. 
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3. Results and conclusion 
It is physically instructive to first consider the asymptotic behavior of the temperature-dependent part 

of resistivity, p(T). In the quantum regime at low temperature, T < 7> with 7> = /x(T = 0)/kß, the 
dominant behavior of p(T) is linearly increasing with T, i.e. p{T) oc T/Tp arising from the temperature- 
dependent screening, ic{q, T) [8]. In the high-temperature limit (T > 7» corresponding to the classical 
regime, the resistivity is decreasing with temperature, i.e. p{T) oc Tp/T due to the energy averaging of r. 
For intermediate temperatures (T ~ 7» the system crosses over from a nondegenerate classical to a strongly 
screened degenerate quantum regime [5]. 

In Fig. 1 we present our numerically calculated resistivity p(T, n) for the Si-12 sample of Ref. [1] using the 
effective carrier density n =ns — nc [5] at several values of ns > nc and different Dingle temperatures. The 
impurity density, Ni, sets the overall scale of resistivity (p oc N{), and does not affect the calculated T and n 
dependence of p(T, n). We obtain, at low densities, both the observed nonmonotonicity and the strong drop 
in p(T) in the 0.1 ~ 2 K temperature range [1-3,9]. Our high-density results show weak monotonically 
increasing p(T) with increasing T similar to experimental observations [1-3]. In the inset we show the 
analytic zero-temperature conductivity as a function of density ns, following the approach of Ref. [10]. An 
approximately linear dependence is in good agreement with the T ->• 0 extrapolation of the experimental [1] 
resistivity. Obtained results suggest that the reduced effective density and not the total value contributes to 
conductivity and supports our basic freeze-out or binding model [11]. These analytic results coincide with 
the full numerical calculation, further justifying the validity of our methods. 

In conclusion, we have obtained good agreement with the experimental results. The strong temperature 
dependence of resistivity at low and intermediate densities (ns > nc) arises from the temperature-dependent 
screening and a low Fermi temperature by virtue of the low effective carrier density. Thus, charged impurity 
scattering, carrier binding and freeze-out, temperature and density dependence of 2D screening, and classical 
to quantum crossover are playing significant roles in the experiments and cannot be neglected in theoretical 
analysis of the '2D M-I-T' phenomenon. 
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We have shown that for quantum wells placed close to the stress-free surface of the semi- 
conductor heterostructure, the energy relaxation rate of two-dimensional electrons inter- 
acting with acoustic phonons at low temperatures (Bloch-Griineisen regime) is changed 
considerably in comparison with that of a two-dimensional electron gas placed in a bulk 
of semiconductor. The relaxation rate is enhanced in the case of a semiconductor-vacuum 
system and is suppressed in the case of the surface covered by a thin metal film. The en- 
hanced energy loss is caused by additional scattering at localized and reflected acoustic 
waves, and the decrease appears due to suppression of piezoelectric scattering in the vicin- 
ity of the metal. 

© 2000 Academic Press 
Key words: Bloch-Griineisen regime, energy relaxation rate, electron-phonon scattering, 
piezoelectric, deformation potentials. 

1. Introduction 

At low temperatures scattering with acoustic phonons is a principal process leading to energy losses of 
electrons in semiconductor heterostructures [1]. In recent years, the influence of modification of the acoustic 
phonon modes in bounded semiconductor heterostructure on the electron relaxation process has attracted 
substantial interest; see, e.g. [2] and references therein. It was shown that proximity of a two-dimensional 
electron gas (2DEG) to the surface of semi-infinite semiconductor [2-4] or slab [5] may substantially change 
the relaxation processes compared with that for 2DEG placed in the bulk of semiconductor. A large change in 
energy loss occurs at low temperatures when the phonon scattering processes are inelastic (Bloch-Griineisen 
regime). This regime corresponds to temperatures T which are less than or comparable to the character- 
istic temperature T0 = 2spF/kB where s is sound velocity, pF the electron Fermi momentum, and kB 

Boltzmann's constant. The results [2,3,5] were obtained for electron-acoustic phonon interaction via the 
deformation potential (DP). For GaAs-based heterostructures, piezoacoustic (PA) scattering dominates over 
that of the DP interaction [1] at low temperatures and the transition from DP-coupled to PA-coupled phonon 

' Author to whom correspondence should be addressed. 
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scattering takes place for temperatures close to the transition temperature 7b. Thus, to study the influence of 
the surface on the electron kinetics in real semiconductor materials, one also has to take into account the PA 
scattering. To the best of our knowledge, the energy relaxation of 2DEG interacting via DP and PA potentials 
with the full set of phonon modes in semi-bounded systems has not been carried out to date, and that is 
a subject of this paper. We consider a semi-bounded heterostructure with a stress-free surface and use two 
types of electrical boundary conditions; one corresponds to the semiconductor-vacuum system and the other 
to a semiconductor covered by a thin metal film. 

2. Model and basic equations 

We shall consider a semiconductor heterostructure which occupies the half space z > 0 with a stress-free 
plane boundary at z = 0. At the distance zo from the surface, there is a 2D electron channel formed by 
the electrons in a rectangular quantum well (QW) of width d. For the sake of simplicity, we assume the 
same elastic and piezoelectric properties, densities, and dielectric constants for all of the layers of the het- 
erostructure. We assume that electrons occupy the lowest subband, and that the wavefunction for transverse 
movement is V(z) = (2/d)l/2 COS(TT(Z. - zo)/d) for \z - zo\ < d/2 and \jr(z) = 0 outside the QW. 

The electron system is described by the Fermi distribution function with electron temperature, Te. The 
energy relaxation rate, ve, is introduced through the balance equation 

J^spJe-ph{p) = -ve{Te-T). (1) 
,L2 

Here ns is the electron sheet density, L2 is the normalization area in the xv-plane; p = (px, py), ep — 
p2/2m* and m* are the 2D momentum, the energy and the effective mass of electrons, Je-Ph (p) is the integral 
of electron-phonon collisions. Electrons are assumed to be degenerate and the case of a small deviation from 
thermodynamic equilibrium is considered. The change of electron potential energy due to interaction with 
acoustic phonons is V — D divu + ecj>, where D is the deformation potential constant and <j> is the sum 
of piezoelectric potential and potential induced by redistribution of the electron density. The displacement 
vectors, u, are found from the elastic wave equation in the isotropic continuum approximation, the stress-free 
boundary conditions at the surface z — 0 are imposed. In our calculations, we exploit the full set of modes 
used in Refs [2,4]. In this representation, phonons are characterized by the set of quantum numbers co, q, 
and j, where co is the angular frequency, q = {qx,qy) is the in-plane wavevector, and the label j specifies 
different types of the modes. The interaction Hamiltonian is 

* " S / Kdy "'h-+<*<""+n?) 
1/2 

J(qT-wt)bjwq + H.C., (2) 

where bjwq is a phonon annihilation operator, p represents the density, and j =l,th,tv, R. The modes /, th 
and tv correspond to the following choice of incident waves: longitudinal incident wave (/-mode), transverse 
horizontal wave polarized in xy-plane (r/z-mode), and transverse vertical wave polarized in the plane of 
incidence (n;-mode); the fl-mode denotes a Rayleigh wave which has velocity SR and obeys the dispersion 
law co = snq. For each mode, the integration is over the range where the mode exists. 

The potential $jm is determined from Poisson's equation. We assume that the z-axis is oriented along the 
(001) direction in a cubic crystal. We shall consider the two types of boundary conditions. For a semicon- 
ductor having an electrically free boundary with a vacuum, the electric potential vanishes in vacuum as the 
distance from the crystal increases, and the potential and normal components of dielectric displacement are 
continuous at the surface z = 0. The short-circuit condition, 0/w?(z = 0) = 0, is applied for a piezoelectric 
sample covered with a metal film. 
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Fig. 1. Ratio of energy relaxation rates to bulk values vs. temperature for a semiconductor bounded by a vacuum (a metal film). The 
distance zn from the crystal surface to the center of a QW equals 3d/2, where d is the width of the well. Sheet electron concentrations 
ns are: 1-1011 cm~2; 2, 4, 5-2.2 x 1011 cm-2; 3-3 x 1011 cm-2; well widths, d: 1, 2, 3-50 Ä, 4-40 Ä, 5-100 Ä. The curves marked 
by a circle in the upper part of the figure correspond to a semiconductor in contact with a metal film. 

The transition probability due to the interaction with phonons is calculated within the fermi golden rule 
approximation. Further derivation of the total relaxation rate may be carried out in analogy to that for DP 
scattering [3]; the procedure yields the following final form 

„*2 

4nhpkF(kBT)2 ^f 

poo rlkf 
dco 

Jo        Jo 
dq 

a)Z\Mj(0),q)\7 

ee\
2 (1 - (q/2kF)2)1/2 smh2(ha)/2kBT) 

(3) 

Hereafter, a> and q are expressed through the energy and momentum transfer of the electrons: Two — \s — 
e'|, hq = \p —p'\ in accordance with the energy and momentum conservation laws. Mj is the scattering 
matrix element, ee is the dielectric permittivity of 2DEG, and kF - PF/K. The /, tv, and «-modes contribute 
to both the DP and the PA interactions, and the th-mode contributes to only the PA interaction. In the case 
of interest, when the surface of cubic crystal is spanned by two lattice axes, the scattering is isotropic (in xy- 

rPA\2 + plane), and thus, the DP and PA mechanisms contribute to the transition rate additively: \Mj |   = \M 

\MP
P

 I2. The dielectric permittivity ee of 2DEG depends on a QW position zo and is given by 

€e(zo, q) = l + —        dz^(z) /     dz'f\z')[e-^-z I + g(eo)e-?a+z >], 
a-Bq Jo Jo 

where aB = €oh2/m*e2 is effective Bohr radius, eo is the lattice dielectric permittivity, g = (eo - 1)/Oo +1) 
for contact with vacuum and g = -1 for contact with metal. The screening is taken into account within the 
Thomas-Fermi approximation which is a satisfactory one at low temperatures [2]. 

(4) 

3. Results and discussion 
Let us first discuss the temperature behaviour of the energy relaxation rates for the different types of 

electrical boundary conditions. For a narrow QW placed close to the surface and for the temperature T, small 
compared with the transition temperature 7b, the tangential and normal components of phonon wavevector, 
q and qj = (w2/s2 - q2)1/2 respectively, are much smaller than the width of the well, d, and the distance zo- 

The first nonzero term in the expansion of M?A over kzo < 1, where k — qi,qt,q is (kzo)° in the case of 
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Fig. 2. Ratio of energy relaxation rates to bulk values as a function of distance from the crystal surface to the center of QW, Z = 
2zo/d, for a semiconductor in contact with a vacuum (a metal film) at temperature T = 0.2 K. The electron sheet concentrations 
ns = 1011 cm-2; well widths d: 1-40 A, 2-50 A, 3-100 A. The right y-axis refers to a semiconductor in contact with a metal film. 
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Fig. 3. Energy relaxation rates as a function of temperature for a semiconductor in contact with: 2: a vacuum, 3: metal film. Curve 1 
corresponds to a bulk rate. Sheet electron concentration ns = 2.2 x 1011 cm-2, well width of 40 A. 

boundary with vacuum and is (kzo)1 for a surface covered by metal film. The corresponding expansion of 
MPP begins with (kzo)0 regardless of a type of surface. In the limit of small q, €e increases as q~x (contact 
with vacuum) or appears to be independent to q (metallized surface). 

In the case of a semiconductor-vacuum system, from eqn (3) we get the following dependences: v®p ~ T6 

for screened and ~74 for unscreened interaction; vPA ~ T4 and vPA ~ T2, respectively. These power laws 
agree with known result for a 2DEG in the bulk [1]. For a semiconductor covered with a thin metal film, we 
find v^p ~ T4 and vPA ~ T4 for both the cases of screened and unscreened interactions. In a vicinity of 
metallic surface the bare PA interaction is suppressed but simultaneously the screening is decreased, so the 
power laws for the screened PA interaction remain the same for both types of surfaces. It should be noted 
that eqn (4) does not contain a small parameter which justifies the neglect the screening. 

Numerical calculations were carried out for the following parameters of GaAs: 5/ = 5.2 x 105 cm s~\ 
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st = 3.0 x 105 cm s"1, sR = 2.77 x 105 cm s"1, p = 5.3 g cm'3, e0 = 12.5, m* = 0.067 m0, D = 8 eV, and 
the component of the piezoelectric tensor eu = 0.16 C m~2. The temperature dependences of the normalized 
energy relaxation rates of a 2DEG placed close to the surface of a semiconductor with vacuum and metal 
boundaries are shown in Fig. 1. The normalization function, vb

e, is the bulk value (ve (zo ~* °o)). Figure 1 
shows that the proximity of the semiconductor-vacuum interface results in an enhancement of the electron- 
acoustic phonon scattering. The effect is more pronounced for thin QWs with low electron densities. As seen 
from Fig. 1, the temperature dependence of ve/vb

e in a semiconductor-metal system differs radically from 
that of a semiconductor bounding a vacuum. The most significant result illustrated in Fig. 1 is a decrease in 
the near-surface scattering. The rapid increase at the lowest temperatures in Fig. 1 illustrates the important 
role of PA scattering for a semiconductor bounded by a vacuum. At the same time, the rapid drop of the 
rates shown in Fig. 1 demonstrates that PA-coupled scattering near a metallized surface is suppressed. The 
right part of Fig. 1 shows that with the increase of temperature the relaxation rates approach to the bulk 
value, vb

e. The temperature dependences in this range are similar for the both types of boundary conditions. 
The enhancement of the energy loss is mainly due to additional scattering by surface-reflected and localized 
phonon modes. The dependences of the normalized energy relaxation rates on the QW position are shown 
in Fig. 2. We see that the influence of a crystal surface has a long-distance character and the corresponding 
scale is larger for thin electron channels. Figure 3 shows the temperature dependence of the energy relaxation 
rate for QW placed in the bulk of semiconductor and near the boundary with vacuum and metal film. 

In conclusion, the peculiarities of the near-surface scattering originate from modification of the acoustic- 
phonon modes caused by the stress-free crystal surface, dependence of the phonon-induced piezoelectric 
potential and a dielectric permittivity of 2DEG on the dielectric properties of a medium in contact with the 
semiconductor. 
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We study the role of hot electron injection in the dissociation of the SiH complexes which 
appear in n-type Si-doped GaAs epilayer exposed to a hydrogen or deuterium plasma. 
Firstly, the results recently obtained in room-temperature aging experiments on hydro- 
genated or deuterated Schottky diodes submitted to high bias voltage are summarized and 
the role of hot carriers in the dissociation of donors and the observed isotope effect are 
described. Then, it is shown that SiH dissociation can also be achieved using hot carriers 
injected into the semiconductor by electron beam. Such electron-beam effects are finally 
used for the fabrication and characterization by cathodoluminescence of micronic conduc- 
tive GaAs structures. 
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1. Introduction 

In the last few years, considerable effort has been focused on the role of hydrogen in crystalline semi- 
conductors and on its influence on the reliability of Si or III-V components. For Si-based microelectronic 
devices, studies have been devoted to metal-oxide-semiconductor (MOS) Si transistors. In such devices, hot 
electron degradation due to the breaking of SiH bonds and to the formation of dangling bonds is observed and 
recently, it has been shown [1] that the reduction of this degradation and the improvement of the device life- 
time could be achieved by incorporating deuterium rather than hydrogen. For Si-doped GaAs materials and 
devices, the ability of hydrogen to passivate the electrically active shallow impurities and as a consequence 
to form an electrically neutral SiH complex is well known [2]. So, it is of interest to study the influence of 
hot electrons on the stability of complexes and the related isotope effects. Here, we will present in the first 
part of this paper the main results of an experimental study [3] regarding the complex dissociation occurring 
in hydrogenated or deuterated reverse bias GaAs Schottky diodes where hot electrons are present. It has been 
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demonstrated, on a hydrogenated Si surface, that external energetic electrons injected from a scanning tun- 
neling microscope (STM) tip induce a breaking of SiH bonds [4]. This phenomenon has already successfully 
been applied for the realization of mesoscopic structures in silicon [5]. Here, we present results on related 
effects in hydrogenated Si-doped GaAs. The reactivation of neutralized dopants using external electrons in- 
jected by an electron-beam lithography system is shown and the application of this process to the fabrication 
of conductive microstructures is demonstrated. 

2. Room-temperature aging experiments: a strong isotope effect 
These experiments have been carried out on Schottky diodes fabricated from 1 fim of Si-doped GaAs 

(n = 2.2 x 1017 cm-3) epilayers grown on a n+-GaAs substrate by molecular-beam epitaxy. The wafers 
were first hydrogenated or deuterated in a 13.56 MHz hydrogen (H) or deuterium (D) plasma under the 
following conditions: temperature of 190°C, gas pressure of 1 mbar, RF power of 0.16 W cm-2, for 15 min 
for hydrogen and 25 min for deuterium. These plasma exposure times have been selected in order to give the 
same dopant passivation depths for H and D atoms. Schottky contacts were then placed on the hydrogenated 
surface. With such a structure, the depth distribution of the active (i.e. ionized) donor concentration can be 
easily determined from capacitance-voltage measurements with a HP4194 RF impedance analyser. 

Figure 1 shows the results obtained on representative samples after plasma exposure and after temperature 
annealings or bias stress aging experiments. Due to the selected exposure time, H and D plasma have passi- 
vated the donors in a very similar way but for the legibility of the figure, only the result of the hydrogenated 
diode before annealing and bias stress experiments is represented. Due to the SiH complex formation, the ac- 
tive doping concentration has been reduced from 2.2 x 1017 cm"3 to a few 1016 cm-3 over the first 0.22 (xm. 
In order to study the stability of complexes, various aging or annealing experiments have then been carried 
out for temperatures above 170 °C or bias greater than 4 V, which are critical values to observe significant 
changes. The first example is an annealing experiment performed on hydrogenated or deuterated samples 
without bias voltage at 250 °C for 1 h. It should be noted that the complex dissociation occurs quite uni- 
formly in all the passivated region and that the thermal dissociation rates for hydrogenated and deuterated 
samples are close to each other. Concurrently, aging experiments have been performed at 20 °C for a constant 
bias voltage of 5.5 V and two examples of the results obtained on hydrogenated and deuterated diodes are 
represented in Fig. 1. In the case of the deuterated sample, it can be noted that the complex dissociation 
only occurs at the extremity of the deuterated region. In this region, the 'lucky electron' which has been 
injected through the metal-semiconductor interface and which has not suffer of too many inelastic collisions 
might acquire the highest energy value and this consideration suggests that the SiH complex dissociation 
could be due to these hot electrons. Consequently, in order to compare the results obtained on hydrogenated 
and deuterated diodes, the stress time for each experiment has been selected monitoring the Schottky diode 
reverse current in order to have the same number of electrons injected in the passivated region. Then, it 
clearly appears that dissociation effects are much less important in deuterated diodes than in hydrogenated 
samples where the dissociation effects have occurred in a much wider part of the passivated region. Taking 
into account all these results, it appears that hot electron excitations seem to play an important role in the 
dissociation of SiH complexes and that the involved physical phenomena are associated with a strong isotope 
effect. 

3. Energetic electron-induced reactivation 
In order to obtain more insight into the role of electrons in the dissociation of SiH complexes, we can 

now study the case where external energetic electrons are injected into the material. This can be achieved 
by using scanning tunneling microscopy (STM) tips but the simplest and easiest method for possible fu- 
ture applications in the fabrication of nanodevices seems to be the use of an electron beam produced by a 
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Fig. 1. C-V depth profiles of the active Si donor concentration for hydrogenated (H) or deuterated (D) Schottky diodes. -•-•, Hydro- 
genated diode after plasma exposure and before annealing or bias stress (the results obtained for deuterated samples are very close to 
those obtained for hydrogenated samples). —, Hydrogenated or deuterated diodes simultaneously annealed without bias at 250 °C for 
1 h. —, Hydrogenated or deuterated diodes submitted at room temperature to bias stress at a reverse voltage of 5.5 V. The bias stress 
time (about 5 h) have been selected for H and D samples to have the same given electron number Ne = 16.7 x 1018 injected in the 
diodes. 
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Fig. 2. Evolution of the sheet carrier concentration (full line) and of the electron mobility (dashed line) measured by the Hall effect on 
hydrogenated n-type Si-doped GaAs epilayer versus the electron number dose for various electron injection energies : 10 (■), 20 (♦) 
and 30 keV (•). 

scanning electronic microscope (SEM) or an electron lithography system. Such a method has already been 
used for acceptors reactivation in Mg-doped GaN [6]. To test this possibility in the case of Si- doped GaAs, 
experiments have been carried out on 0.35 jtim thick Si-doped epilayers grown by molecular-beam epitaxy. 
From the Hall measurement, sheet electron concentration Af, = 1.4 x 1014 cm-2 and free carrier mobility 
ßn = 1690 cm2 V s_1 have been obtained. The layers are then exposed to a RF plasma under the following 
conditions: temperature of 190 °C, hydrogen pressure of 1 mbar, RF power of 0.16 W cm-2 for 8 h. After 
plasma exposure, the samples are characterized for Ns = 4.6 x 1012 cm-2 and \xn = 3550 cm2 V s_1. 
These results can be explained by the neutralization of ionized donors, and the increase of mobility is due to 
the decrease of ionized impurity scatterings. Then, we have exposed the whole clover surface to the focused 
electron beam of a SEM with different electron injection energies: 10, 20 and 30 keV. The obtained results 
for an increasing incident electron number are presented in Fig. 2. 
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u \«jM/iipk«! 

20 /im 

Fig. 3. CL image of the laboratory logo written with a 20 keV electron beam on hydrogenated Si-dopcd GaAs sample. The electron 
dose is 0.5 C cm . The CL reading of the patterns has been made on a sample cooled down to liquid nitrogen and the CL signal has 
been collected by an ellipsoidal mirror of an Oxford system mounted on the scanning microscope. 

The following can be noted: (i) a strong increase of the free carrier concentration and a decrease of the elec- 
tron mobility when increasing the number of electrons injected in the material; and (ii) an higher efficiency 
of electron-induced dopant reactivation as the electron injection energy decreases. The first phenomenon can 
be explained by the dissociation of SiH complexes due to highly energetic electrons and an increase of the 
ionized impurity scattering, respectively. The second observation can be explained by the well-known results 
of electron trajectories Monte Carlo simulations which clearly show that the maximum energy loss of elec- 
trons occurs for larger penetration depths when the electron energy increases. Actually, if we consider 10 keV 
acceleration voltages, the penetration depth of electrons is 0.5 /xm. Most of its interactions take place within 
the thickness of the first 0.35 ßm Si-doped layer, and as a result, numerous interactions between electron and 
SiH complexes might occur. However, if we now study the interaction of 30 keV accelerated electrons, the 
penetration depth is 3.3 fim, and thus most of its interactions occur in the semiconductor substrate below the 
active layer where SiH complexes are not present. These considerations explain our observations for different 
electron injection energies. It is pointed out that exposing hydrogenated n-type GaAs:Si epilayers could allow 
the reactivation of free carriers very locally. So, it should be possible, starting from a quasi-insulating hydro- 
genated n+ epilayer, to realize variable shape patterns of micronic or nanometric regions characterized by a 
high electron concentration. In order to exploit this possibility, we used cafhodoluminescence (CL) imaging 
based on the increase of the luminescence intensity area according with the active doping level. In a first 
experiment we draw our laboratory's logo on a hydrogenated epilayer with a 20 keV energy electron beam 
stemmed from an electron-beam lithography system. The size of the letters have been chosen according to 
spatial resolution imaging of the CL, which is about 1 /xm. However, electron beam permits the realization 
of more nanometric-scaled structures. The results obtained are presented in Fig. 3. 

The dimensions of the letter which are observed in the CL images are very slightly larger than the electron- 
beam lithography ones but the difference observed are below the CL spatial resolution. Consequently, other 
type of reading method will have to be used to characterize, at a more nanometer scale, the mesoscopic 
structures that could be fabricated by electron-beam writing in hydrogenated GaAs. 

4. Conclusion 

It has been shown that the reactivation of neutralized dopants in hydrogenated n-type GaAs doped with 
silicon can be induced either by hot electrons produced into material in Schottky diodes (with, in this case, the 
observation of a strong isotope effect), or by energetic electrons issued from an electron-beam system. Such 
effects could be due to an electronic excitation of the SiH bonds lowering the dissociation barrier height [7]. 
The excitation energy is then close to 4 eV and such an energy can be provided by the hot electrons produced 
or injected in the GaAs: Si, H. In the case of electrons issued from an electron-beam system, our results show 
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a novel method of fabrication of conductive GaAs microstructures. However, to fully take advantage of this 
technique to fabricate nanostructures, a suitable way to read what has been fabricated has to be found (for 
example by using STM). In addition, it should be noticed that electron-beam-induced reactivations should 
also occur in hydrogenated heteroepitaxy with a 2D electron gas and such an effect could open the fabrication 
of high mobility ID or 2D mesoscopic structures. 
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Measurements of the integrated IR absorption by stretching localized vibrations of H adatoms on the Si (111) 
surface [1] have shown an anomalous temperature dependence. The line intensity (integrated area) decreases 
by 20% as the temperature is raised from 130 to 560 K. The authors of [1] believe that the anomalous 
temperature dependence follows from a strong anharmonic interaction of the H-Si stretching modes with 
H-Si bending modes. 

All the facts found for this case are closely related to the widely discussed optical properties of U-center 
localized vibrations in alcali halides. It has been shown by Hughes [2] and Ipatova et al. [3] that the anoma- 
lous temperature dependence the integrated intensity results from the large difference of the localized fre- 
quency and the frequencies of the bulk modes of alcali halides (adiabatic approximation). It has been shown 
that the strength of the absorption by the localized mode has an exponential temperature dependence of the 
Debye-Waller type. 

This paper deals with the theory of the anharmonic linewidth and integrated absorption by localized vibra- 
tions of H- or D-adatoms on the Si (111) surface. The anharmonic interaction of the Si-H stretching localized 
mode with the substrate vibrational Si modes is taken into account. Since the Si-H stretching mode frequency 
is coioc (H) = 2085 cm-1, the stretching mode frequency of Si-D is 1516 cm"l [4], and the maximum phonon 
frequency of Si is ö>z,(Si) = 514 cm-1, the adiabatic parameter, 

A. =  < 1, 
(»loc 

(1) 

holds for both H-Si and D-Si adatoms. This means that due to the anharmonic interaction, the slow motion 
of Si-atoms occurs in an averaged field of the light adatoms fast vibrations. It will be shown that there 
appear static displacements of the Si atom equilibrium sites and vibrations of the Si atoms occur about new 
equilibrium positions. 

The shift of equilibrium positions results in an exponential temperature-dependent factor (Debye-Waller 
factor) for both the integrated absorption and the spectral linewidth of the light absorption by localized 
vibrations of the H or D adatoms. This exponential factor depends on the temperature and on the mass of the 
adatom. It is different for the localized vibrations of the isotope complexes Si-H, Si-D. 

We assume that the adatom (H or D) of mass M' is located on the (111) surface of Si. The adatom is 
supposed to be bound by a force characterized by the 'on-site' configuration to the surface atom of Si at the 
lattice site / = (lx lylz) = (000) = 0. The position of adatom is / = (001) = 1. The mass of the Si atom 
is M. 
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K(co) = -cdj—lmD*ß(\,l;co)^^, (2) 

The coefficient of the absorption of IR light at frequencies co «a &>joc has the form [5] 

e2 p Ea ER 

hvo 

Cd being the surface concentration of adatoms, VQ is the volume of the crystal primitive cell and D^(\, 1; co) 
is the one-particle retarded Green's function of the adatom localized vibrations. 

The retarded Green's function D^o{\, 1; co) can be calculated by the temperature Green's function tech- 
nique. The temperature Green's function Daß(\, 1; ia>„) with co„ = AixnT/h satisfies the Dyson equation 

Daß(\, 1; icon) = D®>(1, 1; ia>„) + J^ D{^(\,ls; ico„) nyS(Is, l's'\ ieo„) DSß(l's', 1; icon),     (3) 
Is.l's' 

where Is, l's' are positions of the crystal lattice sites; Uys(ls, l's'; ico„) is the polarization operator produced 
by the anharmonic terms in the potential energy of the system. Taking into account the symmetry of the 
adatom position on the surface, one can find Daß{\, 1; icon) = D(\, 1; icon)Saß and Uaß(l, 1; ico„) = 
n(l, 1; icon)Saß. 

The adiabatic parameter, eqn (1), allows us to neglect the nondiagonal terms D(\, Is; ico„) in the sum 
over (Is, l's') in eqn (3) and to find 0(1, 1; ico„) algebraically. The retarded Green's function DR(\, 1; co) 
is the analytic continuation in co of the temperature Green's function D(\, 1; ico„). One can separate the real 
and the imaginary parts of 11(1, 1; co) to obtain n(l, 1; co) = A(l, 1; co) - (T(l, 1; co), which determine 
the anharmonic shift Re n = A(l, 1; co) of the localized frequency and the decay of the localized vibration 
Iran = T(1, 1; co). 

The quantity T(l, 1; co) is defined by the processes which satisfy the conservation laws of energy and 
momentum. When the third-order anharmonic term is taken into account, in the first approximation of the 
perturbation expansion, the term T(l, 1; co]oc) does not vanish when COL < «loc < 2<wt, a condition which 
holds neither for H- nor for D-adatoms. In order to find T(l, 1; co) the anharmonic terms of the fourth order 
should also be taken into account. There are no limitations of this type for the shift A(l, 1; co): all possible 
virtual anharmonic phonon processes contribute to A. As a result, A(co) > T(&>) and the shift A are defined 
by the third order anharmonisity. The expansion of 11(1, 1; co) near co « &>ioc gives 

DR(l,l;co) = (—) , (4) 
1 - A'(cokK) \M'J co - coc(T) + iy(co) 

where 

A(«loc) , ,„. r(wioc) 
         and        Y(T) = ;    . 

1 - A'(coloc) 1 - A'(OJIOC) 
co2

c(T) = colc + ,   "^T0"   x and        y(T) = ,   ' ZT'   ,- (5) 

Here A'(coioc) = (0) dco2'coi=io\ ,2 -_,.? 
loc 

Calculations of the polarization operator n (1, 1; co) and the corresponding coc and y using the temperature 
Green's function technique allow us to find the main contribution to K(co) using eqn (1). 

P2   /        h        \ e-2W(T)r 

hv0 V 2M'wioc / (co - coc)
2 + (e-2W(7-) r)2 ■ 

Here the quantity W(T) is defined by the third order anharmonic terms <J>(3) 

ZWV>     L2M(ti>\2M'coloJ '*    '     (hcorf   ' () 

where co\, Nx are the normal mode frequencies and the occupation phonon numbers of vibrations in the semi- 
infinite Si and <J>(3) is the closure of the anharmonic force constants with the phonon polarization vectors. 
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It follows from eqn (6) that the quantity e~2W(-1"> r(&>ioc) represents the linewidth of the optical absorption 
by the high-frequency localized mode. At low temperatures T < ®D, ©D being Debye temperature, the 
factor e~2W does not depend on temperature: e"2w^ = const. At high temperatures T > ©D the Debye- 
Waller factor is a linear function of temperature. 

Two contributions to the quantity T are known: the relaxation, Ti, and the dephasing, lY At low temper- 
atures T < &D, the main contribution to the line width for an H adatom T(H) arises from the dephasing 

mechanism of the broadening. T2(H) vanishes because e r~ at T -» 0. In case of D-adatoms, the dephas- 
ing T2 defines the linewidth in the temperature interval T > T\ only. At T = 7\ « 60 K. the relaxation 
broadening ri(D) becomes more important. 

At low temperatures T < ©o, the comparison of the line width for H- and D-adatoms shows that at 
T > T% fv 30 K the main mechanism of broadening is dephasing T2 for both H- and D-adatoms. Order of 
magnitude estimates show that r2(H) > Ti(D). At T < T2 the relaxation broadening Ti (D) becomes more 
important for the D-line width and the H-linewidth becomes smaller than the D-line width: F2(H) < V\ (D). 
At high temperatures T > ©D, the temperature dependence of the broadening is defined by V(T) e~~2W(-T^ 
where T(T) is the dephasing process for both H- and D-adatoms. Numerical evaluations show that at T > 
250 K, the relaxation between the linewidths, T(D) e~2 W(D) > T(H) e~2 W(H\ holds due to the exponential 
factor. 

The integrated absorption is equal to 

f°° e2 ( 

Jo 
dcoK(a>) = Cd~—I ; 

h ,-2W(T) (8) 
hvo \2M'ö)|0C 

It follows from eqn (8) that the integrated intensity J has an exponential temperature dependence which 
is stronger in case of H-adatoms than for D-adatoms. An order of magnitude evaluation has shown that 
J(H) fa 2 J(D) in good agreement with experimental data from [6] where J(H) = 1,9 J(D) is obtained. 

Note that the linewidth of the IR integrated intensity is closely related to the probability of hydrogen 
and deuterium desorption from silicon surfaces which has recently received much attention because it de- 
termines, to a large extent, transistor lifetimes for the metal-oxide-semiconductor system. The above results 
hint towards a faster desorption rate for hydrogen and therefore to a reduced transistor lifetime as compared 
with deuterium-treated transistors as observed experimentally. The theory presented in this paper therefore 
represents a first step towards an analytical understanding of transistor reliability as determined by H/D and 
desorption processes. 
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We explore the hydrogen-related microstructures involved in hot electron defect creation 
at the Si(100)-SiO"2 interface of metal-oxide-semiconductor field effect transistors. Based 
on the energetics of hydrogen desorption from the interface between silicon and silicon- 
dioxide, we argue that the hard threshold for hydrogen-related degradation may be consid- 
erably lower than the previously assumed value of 3.6 eV. Also, hydrogen atoms released 
from Si-H bonds at the interface by hot electron stress are trapped in bulk silicon near the 
interface. 
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1. Introduction 

In ubiquitous metal-oxide-semiconductor field effect transistors (MOSFETs), hydrogen is used primarily 
to passivate interfacial defects that occur because of the lattice mismatch between the oxide (SiOa) and the 
semiconductor (Si). From hydrogen-deuterium isotope experiments [1], it has recently been shown that hot 
electron degradation in MOSFETs is due in large part to the de-passivation of Si-H(D) bonds at the Si- 
SiÜ2 interface. These results have been verified by both academic [2] and corporate research [3] teams. The 
degradation in MOSFETs has been argued to be limited by hydrogen diffusion away from the interface into 
bulk SiÜ2. [4,5] Using charge pumping and capacitence-voltage experiments, Devine et al. [2] and Cartier 
et al. [6] determined the charge transition energies for defects at the Si-Si02 interface of MOSFETs. These 
experiments place stringent limits on the possible atomic models for hot electron degradation. Theoretically, 
several groups [7,8,10,11], including our own [9,12-14], have investigated with ab initio density functional 
calculations the energetics and defect levels of hydrogen in Si, Si02 and at their interfaces. In the present 
paper, we analyse the results of theory and experiment to develop an understanding of the microscopic 
behavior of hydrogen during hot electron stress in MOSFETs. 

The conclusions of our analysis are as follows. Based on the energetics of hydrogen desorption from 
the interface between silicon and silicon-dioxide, we argue that (i) the hard threshold for hydrogen-related 
degradation may be considerably lower than the previously assumed value of 3.6 eV, and (ii) hydrogen atoms 
released from interfacial Si-H bonds by hot electron stress are trapped in bulk silicon near the interface. 

0749-6036/00/050441 + 05    $35.00/0 © 2000 Academic Press 
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Fig. 1. Hydrogen formation energies as a function of the electronic Fermi energy of A, silicon and B, silicon-dioxide. The valence band 
maximum determines the zero of energy for both plots. Comparing A, with B, we note that neutral hydrogen will favor the silicon over 
the silicon-dioxide interface. In A, notice that hydrogen can lower its formation energy by becoming charged and the transition from 
positively to negatively charged is just below 0.8 eV. This transition for bulk silicon and is also observed at the Si-Si02 interface of 
MOSFETs during hot electron stress. 

2. Theory of hydrogen in silicon and silicon-dioxide 

Previously, calculations based on density functional theory within the local density approximation (LDA) 
[15] have been used to examine hydrogen and silicon dangling bonds in bulk Si [7-9], in bulk SiC>2 [10- 
12] and at their interface [13,14]. In Fig. 1 we report our current estimates for the formation energy [14] 
of atomic hydrogen in (A) silicon and (B) silicon-dioxide. The results in Fig. 1 involve six calculations in 
total. For both Si and SiC>2, we have calculated the formation energy of hydrogen for each charge state 
in its minimum energy configuration. We have applied an a posteriori shift of the defect levels to correct 
for known deficiencies in the LDA, i.e. the LDA tends to under-estimate semiconductor bandgaps [16]. 
Therefore the total energies have been shifted up by a value equal to the defect's charge times the LDA 
bandgap error. We have used a 0.5 and 3.0 eV correction for silicon and silicon-dioxide, respectively [14]. 
Using this correction for hydrogen in bulk silicon results in theoretical donor and acceptor levels which agree 
nicely with experiment [17]. For H in SiC>2 there are no experiments to compare with. For full details of the 
calculations see Ref. [14], Although calculations including the strain at the interface has not been performed, 
the bulk calculations reported in Fig. 1 provide important insight. 

Figure 1 reports the formation energy as a function of Fermi energy within the respective bandgap regions 
for W where q is the charge state which can be + 1, 0 and -1. Comparing Fig. 1A with IB we notice that 
neutral hydrogen in silicon has a formation energy about 0.4 eV lower than in silicon-dioxide. Therefore, 
neutral hydrogen will favor bulk silicon over bulk silicon-dioxide. From Fig. 1 A, one can see that the neutral 
charge state is not favored for any value of the Fermi energy in silicon. Therefore, if hydrogen has time to 
exchange charge with the Fermi energy in silicon, then the hydrogen will either be positive or negative. To 
compare charge states of hydrogen in silicon and silicon-dioxide, one needs to know how to align the bands. 
For our present purposes, we use the experimental valence band offset of 4.1 eV between SiC>2 and Si [18]. 
Given the 4.1 eV band offset, the formation energy of H+ is over 1 eV lower in silicon than in silicon- 
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dioxide. These results indicate that hydrogen favors the bulk silicon environment which can be qualitatively 
understood because SiC>2 is a wide bandgap insulator with a strong Si-0 bond strength. 

As pointed out above, the donor and acceptor levels derived from Fig. 1A for hydrogen in silicon agree 
with experiment nicely (to within ±0.1 eV). In silicon the hydrogen will change from positively to negatively 
charged at a Fermi energy of just less than 0.8 eV or about 0.2 eV above mid-gap. This is an important 
signature of atomic hydrogen in a bulk silicon environment. 

Hydrogen is introduced into the interface in order to passivate silicon dangling bonds which occur on the 
silicon side of the interface. The dangling bond changes from positive to neutral and neutral to negative at 
0.3 and 0.8 eV, respectively, above the valence band edge. The bond strength of the Si-H bond formed by H 
passivation is about 3.6 eV (the bond strength for isolated Si-H bonds in c-Si). To compare with Fig. 1A the 
Si-H formation energy is —3.6 eV. 

3. Magnitude of the threshold energy of hydrogen-related damage 

The Si-H binding energy (3.6 eV) is commonly assumed to be the threshold energy for H-related degra- 
dation in MOSFETs [4]. However, such a threshold appears inconsistent with experimental findings. If we 
were to assume for the moment that a hard threshold of 3.6 eV for hydrogen desorption, it would be difficult 
to explain degradation for bias voltages below this level. The electron energy distribution is understood to 
decrease exponentially above the energy corresponding to the operating voltage according to Boltzmann's 
law with T taken as the lattice temperature. Therefore, one would predict large differences in degradation 
as the operating voltage is scaled down. Lowering the operating voltages from 3.3 to 2.5 V should lead to a 
factor of 1020 reduction in degradation. This is not observed in practice which has led some to suggest that an 
enhancement of the tail of the carrier distribution via carrier-carrier interactions could explain the continuing 
degradation of low-bias devices [19,20]. 

Previously, we have pointed to alternative explanations for the continuing degradation at low bias voltages 
that do not rely on overly excited carrier populations [22]. It may be that the barrier to desorption is lower 
than previously thought, and/or that all the energy required to overcome the desorption barrier need not be 
supplied by any single carrier. For example, recent investigations of the hydrogen-deuterium isotope effect 
in MOSFETs confirm that an important mechanism of hot-carrier degradation is indeed the breaking of Si- 
H(D) bonds at the interface [ 1 ]. However, studies of Si-H(D) desorption with scanning tunneling microscopy 
(STM) have shown that carriers with energies less than 3.0 eV can result in bond breaking. 

We now turn to the energetics of silicon-hydrogen (Si-H) bonding and dissociation at the Si-SiC>2 inter- 
face. For a Si-H bond at the Si-SiC>2 interface, if the dissociated hydrogen atom enters bulk SiC>2, then the 
dissociation or desorption energy is 3.6 eV because atomic hydrogen interacts only weakly with the rather 
open, insulating oxide. However, the Si-H desorption energy can be significantly reduced for Si-H bonds 
at the Si-SiÜ2 because hydrogen can desorb by first entering bulk silicon. The energy needed to place a 
neutral hydrogen atom, arising from the silicon dangling bond site, into bulk silicon far from any defects is 
3.0 eV. This energy may actually be lower by several tenths of an electron volt because both the hydrogen 
atom and the silicon dangling bond can lower their energy by becoming charged species. The barrier for 
atomic hydrogen to move along bulk interstitial sites is about 0.5 eV [8]. As hydrogen diffuses to a surface 
or interface, it can passivate other defects or combine with another hydrogen atom to form H2. At a surface 
or an open interface such as the Si-SiC>2 interface, H2 molecules can easily diffuse away leaving behind the 
silicon dangling bonds. Brower found thermally activated desorption of hydrogen from the (lll)Si—Si02 
interface is measured at 2.56 eV [21] consistent with the calculated mechanism with H entering bulk silicon 
before leaving the system as H2. Also, in the presence of free carriers, e.g. during MOSFET operation, the 
desorption barrier can be lowered to 1.5-2.0 eV [22]. 

In addition to the above considerations, the threshold energy can be greatly reduced if desorption occurs by 
multiple vibrational excitations. For low voltages, Si-H dissociation involving multiple vibrational excitation 



444 Superlattices and Microstruetures, Vol. 27, No. 5/6, 2000 

by the transport electrons becomes relatively more likely. Because hydrogen is very light, the hydrogen in a 
Si-H bond is a quantum oscillator. Hot electrons can excite the hydrogen quantum oscillator from the ground 
state into an excited state. Since the Si-H bending and stretching vibrational modes are well above the silicon 
phonon modes, the excited state will be long-lived which allows for multiple vibrational excitation[7]. In this 
case, each channel electron needs the vibrational excitation energy of the Si-H bond which is less than 
0.3 eV [8]. In general, we expect the threshold energy for hydrogen-related damage to be considerably less 
than 3.6 eV. 

4. Hydrogen defects created during hot electron stress 
Now consider the electronic defects created by Si-H dissociation during hot electron stress. The isotope 

effect [1-3] indicates that hydrogen plays a significant role in hot electron degradation of MOSFETs. With 
charge pumping measurements in 0.25 micron MOSFETs [2], the density of interface traps has been de- 
termined as a function of silicon Fermi energy position and hot electron stress. After hot electron stress, a 
distributions emerged with two peaks at 0.25 eV below and 0.2 eV above silicon mid-gap. The lower peak 
was at 1 x 1011 eV-1 cm-2 and can be associated with the (+/0) transition of the silicon dangling bond 
defects. The total upper distribution has a peak maximum of six times the lower peak maximum whereas 
experiments indicate that a peak maximum of, at most, only twice as high would be expected for the (0/—) 
transition of the silicon dangling bonds alone [23]. The data can be explained if for every dangling bond 
created, a hydrogen atom is trapped near the interface. For atomic hydrogen trapped on the silicon side of 
the interface there is a (+/-) transition at 0.2 eV above mid-gap. The addition of the hydrogen defect state 
in silicon to the interfacial dangling bond state qualitatively explains the charge pumping experiments of 
Ref. [2]. Our LDA calculations suggest that, near the Fermi energies of interest, only the (+/0) transition is 
possible for atomic hydrogen in Si02, see Fig. IB. This would lead to a peak lower than observed. Also, if 
hydrogen were to diffuse away from the interface through the oxide as has been previously suggested [4,5], 
then the predicted peak would again be lower than observed. Based on present calculations it appears that, 
during hot electron stress, hydrogen atoms desorb from interfacial dangling bonds and are trapped on the 
silicon side of the interface. 

5. Conclusions 
We have reported calculations for the relative formation energies of atomic H in bulk Si and Si02. We 

have compared theory with experiment in order to develop an understanding of the microscopic behavior of 
hydrogen during hot electron stress in MOSFETs. Based on the energetics of hydrogen desorption from the 
interface between silicon and silicon-dioxide, we argue that the hard threshold for hydrogen-related degra- 
dation may be considerably lower than the previously assumed value of 3.6 eV. From our analysis, the ex- 
periments of Ref. [2] indicate that during hot electron stress Si-H bonds are broken and the atomic hydrogen 
does not mainly diffuse away into Si02 but instead is trapped at the interface in a defect configuration with a 
negative correlation energy. 
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The reactivation of silicon donors in hydrogenated n-GaAs:Si under illumination is studied 
by electrical conductivity and Hall effect experiments at different excitation wavelengths. 
Ultraviolet illumination at room temperature of hydrogenated n-GaAs:Si by photons with 
energies above 3.5 eV is found to be an efficient alternative way to reactivate silicon donors. 
A very weak barrier exists for the dissociation of Si-H(D) complexes under UV excitation. 
Moreover, a strong isotope effect is observed in the dissociation kinetics of these com- 
plexes at 300 K and 100 K for low photon densities. We propose that the UV illumination 
induces an electronic excitation of Si-H complexes in GaAs. The strong isotope effect is 
discussed in the light of recent electronic excitation models of Si-H(D) bonds at the surface 
of silicon. 

© 2000 Academic Press 
Key words: GaAs, hydrogen diffusion, dopant passivation, dopant reactivation, isotope 
effects. 

1. Introduction 

Very often, semiconductors are contaminated by hydrogen during their growth or during some of the 
processing steps required for the device fabrication. A consequence of this contamination is a passivation of 
the dopants by hydrogen and one has to find out ways to dissociate the complexes in order to reactivate the 
dopants. Thermal excitation is the most usual process used but other excitations may enhance the dissociation 
of H-dopant complexes: minority carrier injection, low-energy electron beam irradiation, hot carrier injection 
or ultraviolet illumination [1-4]. On the other hand, it might be useful to diffuse hydrogen in certain regions 
of a device in order to passivate defects or to create low-conductivity patterns by passivation of dopants. 
In this case, the H-dopant complexes might be thermally, optically or electrically excited during the device 
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operation conducting to the failure of the device. For this reason, some works have considered whether 
D-dopant complexes could be more stable than H-dopant complexes under the above excitation processes. 
Moreover, the investigation of the isotope factor of the H(D)-dopant complex dissociation rate is expected to 
give some insight into the physical mechanisms responsible for the excitation of the H(D)-dopant complexes. 
Thermal excitation usually displays a small isotope effect, the D-dopant complexes being slightly more stable 
than the H-dopant complexes [5]. However, under hot electron injection in reverse bias n-GaAs:Si Schottky 
diodes, Si-D complexes are significantly more stable than Si-H complexes [3]. A strong isotope effect has 
been discovered for the stability of Si-H bonds under hot electron excitation at the Si/SiC>2 interface of 
CMOS transistors [6]. Recently, we found a strong isotope factor in the dissociation kinetics of Si-H and 
Si-D complexes in GaAs under UV illumination at 300 K [5]. In this work, we shall show that this isotope 
effect exists at 300 K and also at 100 K. 

2. Experimental 

For this study, we have used 300 nm thick n+-GaAs:Si epilayers doped with n = 3-4 x 1018 cm-3. They 
were grown by molecular-beam epitaxy on semi-insulating (100) GaAs substrates. They have been exposed, 
at 190 °C, to a rf hydrogen (t = 6 h) or deuterium (t = 8 h) plasma. The exposure durations were chosen 
to be long enough to ensure that hydrogen or deuterium diffusion occurs through the whole epitaxial layers 
of Si-doped GaAs. The sheet carrier concentration and the bulk carrier concentration were deduced from 
the conventional Hall effect and conductivity experiments. Usually, after hydrogen or deuterium plasma, we 
remove the first 150 nm of the epilayers by chemical etching in order to suppress the near-surface region 
which might have experienced some damage due to the plasma exposure. After plasma exposure followed 
by chemical etching, the carrier concentration is 1-2 x 1017 cm-3. The hydrogenated or deuterated Si-doped 
GaAs epilayers were then illuminated by using either different harmonic lines of YAG and Ti-sapphire lasers 
(1 mW cm-2) or the 350 nm emission of an argon laser (light power density in the range 0.8-512 mW cm-2) 
or the monochromatic light provided by a UV spectrometer (0.5 mW cm-2). For the investigation of the 
isotope effect, we performed the experiments at two different temperatures: at 300 K and about 100 K. 
In this case, the sample was mounted on a holder cooled by thermal conduction in a cryostat filled with 
liquid nitrogen. The sample was illuminated by UV for a given duration and then the Hall effect and the 
electrical conductivity were measured in the dark, the temperature of 100 K being maintained during all the 
illumination/electrical measurement cycles. 

3. Reactivation of dopants under UV illumination in n-GaAs:Si,H 

Figure 1 presents the wavelength dependence of the sheet carrier concentration at 300 K after 3 h of 
exposure of illumination at a constant light power density of 1 mW cm-2. The important feature of this 
figure is the existence of a threshold energy of 3.5 eV above which the sheet carrier concentration strongly 
increases. 

In a previous work, we have demonstrated a very good correlation between the increase of the sheet carrier 
concentration for photon energies above 3.5 eV and the decrease of the absorption intensity related to the 
Si-H bending mode at 890 cm-1 [4]. This definitely proved that the excess of sheet carrier concentration 
arises from the reactivation of the silicon dopant by dissociation of the Si-H complexes under UV illumina- 
tion. As expected, in addition to the carrier concentration increase, one also finds a decrease of the electron 
mobility due to the increase of ionized silicon donor concentration. This is clearly observed in Fig. 2 for the 
hydrogenated n-GaAs:Si submitted to high incident photon densities. At low photon densities, the electron 
mobility starts to increase. This might be due to some local diffusion of hydrogen towards scattering centers 
which are then passivated by hydrogen attachment. 
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Fig. 1. Illumination wavelength dependence of the extra sheet carrier concentration resulting from the light-induced Si-H complex 
dissociation in n-GaAs (3 h light exposure): •, YAG or Ti-sapphire laser illumination; D, monochromatic radiation provided by a UV 
spectrometer (power density: 1 mW cm z). 
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Fig. 2. Evolution of the Hall electron mobility with the Hall carrier concentration resulting from the two parallel conduction paths, 
the passivated region and the region reactivated by UV illumination: • (H) and O (D), before passivation; T (H) and V (D), after 
passivation; ■ (H) and D (D), after passivation and chemical etching; ▲ (H) and A (D), after passivation and chemical etching followed 
by UV illumination. 

4. Origin of the UV-induced excitation and the strong isotope effects 

In Fig. 3, we present the evolution of the extra sheet carrier concentration ANS with the incident photon 
density for hydrogenated and deuterated n-GaAs:Si at 300 K and 100 K. For densities less than 1019 photons 
cm-2, the illumination duration was kept constant and equal to 2 min while the illumination power density 
was progressively increased from 0.5 to 32 mW cm-2 at 300 K (128 mW cm-2 at 100 K). For higher photon 
densities, we kept constant the highest illumination power density and increased the illumination duration. A 
power of 512 mW cm-2 was used only to reach the highest photon density needed in the case of deuterated 
n-GaAs:Si at 100 K. We note that, for the hydrogenated and deuterated structures at 300 K, the evolution of 
AAfs does not show any important modification. This means that, in the illumination intensity range that we 
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Fig. 3. Photon density dependence of the extra sheet carrier concentration for a hydrogenated and deuterated structure at 300 K and 
100 K. The UV illumination comes from the 350 nm emission of an argon laser. 

have investigated, the complex dissociation yield is relatively independent of the illumination power density. 
We shall discuss later the situation of the hydrogenated and deuterated structures at 100 K. 

For low photon densities, one observes two major features: a quasilinear variation of A Ns with the incident 
photon density and an important isotope effect in the dissociation yield of Si-H and Si-D complexes at 300 K 
and 100 K. This result confirms our previous results [5] where the plasma exposed n-GaAs:Si,H epilayers 
were not etched before UV illumination while those presented here are reported on samples etched on the 
first 150 nm. This means that the strong isotope factor is related to the Si-H(D) dissociation yield and is not 
damage-related. At 100 K, the same isotope effect is clearly observed at low photon densities. In addition, 
we see that the dissociation yield of Si-H complexes is 10 times lower at 100 K than at 300 K. This is a first 
indication that the barrier energy for dissociation under UV excitation is very small. 

At 100 K, the hydrogenated structure exhibits a significant reduction of the dissociation yield for pho- 
ton densities above 3 x 1018 cm-2. An even more severe effect occurs in the deuterated structure above 
2 x 1019 cm-2. We propose to attribute this reduction to a retrapping effect of hydrogen or deuterium on 
the silicon donors. For low photon densities, all the dissociated Si-H(D) complexes are localized in the 
near-surface region (100 Ä) where the UV illumination is mainly absorbed. However, one can speculate the 
existence of some surface barrier creating a near-surface barrier region depleted of electrons. After disso- 
ciation, the Si-H(D) complexes cannot reform in this near-surface region because of this absence of free 
electrons. For higher photon densities, Si-H(D) complexes are dissociated deeper in the epilayer in regions 
where free electrons are available so that retrapping can occur. 

The quasi-independence of the dissociation yield of Si-H bonds upon the illumination power density and 
upon the number of photons for low fluences together with the existence of an important isotope effect inde- 
pendent of the temperature are general characteristics of the UV excitation mechanism. They are somewhat 
parallel with that of the electronic excitation mechanism of Si-H bonds at the silicon surface when they are 
excited by scanning tunneling microscopy electrons with energies above the electronic excitation threshold 
of Si-H bonds (6 eV) [7]. For these reasons, we attribute the UV-induced dissociation of Si-H(D) complexes 
in GaAs to an electronic excitation of the Si-H bonds. For the physical origin of this electronic excitation, we 
rule out a mechanism where the minority carriers created by UV illumination would be directly responsible 
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for the enhanced dissociation of Si-H complexes because the threshold energy of 3.5 eV of the complex dis- 
sociation is well above the bandgap energy of GaAs and is different from the onset of its strong absorption 
at 3.1 eV. Electrons resulting from the UV illumination have an energy of at most 2 eV before their thermal- 
ization. This energy is probably not high enough to provide an electronic excitation of the Si-H complexes 
contrary to the case of impact dissociation by hot electrons either injected in highly reverse bias Schottky 
n-GaAs:Si,H diodes [3] or created by electron-beam exposure [8]. We propose that the electronic excitation 
of Si-H complexes arises from a UV-induced photodissociation process where the Si-H bonds are excited 
to a quasi-antibonding state. Experimentally, it has been established that photochemical hydrogen desorption 
occurs at the surface of Si(100) and Si(l 11) under UV illumination with photons of 7.9 eV energy indicating 
a direct electronic excitation of Si-H bonds at the silicon surface by UV illumination [9,10]. Very recently, 
it has been found by ab initio molecular dynamics calculations that UV photons of 4 eV are able to give rise 
to an electronic excited state of Si-H complexes in GaAs [11]. 

An easy explanation of the isotope effect would be the smaller zero-point energy of Si-D bonds compared 
with Si-H bonds. We rule out this explanation because we would expect an increase of the isotope factor 
as the temperature decreases which is not the case. The strong isotope effect we observe can be understood 
in the frame of Menzel and Gomer's model [12] used to explain the strong isotope effect in the stability 
of Si-H(D) bonds at the surface of silicon illuminated by photons of 7.9 eV [10] or electronically excited 
by hot electrons [7]. Due to its stronger inertia, deuterium will move more slowly than hydrogen after UV 
excitation and its electronic excited state will be more heavily quenched. Consequently, deuterium will have 
a smaller probability of dissociation compared with hydrogen. 

5. Conclusion 

In conclusion, we have shown that the dissociation of Si-H(D) complexes in GaAs under UV illumination 
can be explained by an electronic excitation process with a UV-induced photodissociation. A strong isotope 
effect is observed in the dissociation kinetics of Si-H and Si-D complexes under UV excitation at 300 K and 
also at 100 K provided the retrapping of hydrogen on silicon donors does not play a significant role. This 
isotope effect can be explained according to the models presently used to explain H/D isotope effect in hot 
electron and UV photon-induced hydrogen desorption at the surface of silicon. A more detailed study of the 
temperature dependence of the dissociation yield is necessary to provide the barrier energy for dissociation 
under UV excitation. 
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Resonant tunneling spectroscopy is used to investigate the tuning range for the one-dimen- 
sional subband spacing of side-gated quantum wires. We introduce a simplified selective 
depletion scheme for the implementation of a resonant tunneling device. From the analysis 
of the differential tunneling conductance obtained for a single-wire device we conclude that 
the energetic spacing for the one-dimensional subbands can be varied from effectively 0 to 
about 6 meV. Measurements in magnetic fields directed parallel and perpendicular to the 
tunnel current confirm the one-dimensional nature of the tunneling processes as well as the 
order of magnitude of the subband spacing by comparison of the tunneling characteristics 
with a model calculation that assumes a parabolic confinement. 

© 2000 Academic Press 
Key words: quantum wire, magnetotunneling spectroscopy. 

Introduction 
An interesting possibility for the practical application of quantum wires is their use for detecting devices 

in the THz range. This is because the energetic spacing of their one-dimensional (ID) subbands is typically 
in the 1-10 meV range and can be tuned with a gate by varying the strength of the lateral confinement. 
The present study of single quantum wire devices is motivated by the question: which tuning range can be 
achieved for the ID subband energies by using a combination of deep mesa etching and side gates for the 
variation of the lateral confinement? We chose tunneling spectroscopy as the method to investigate the prop- 
erties of side-gated wires, because it is the most sensitive technique for the study of the spectral properties 
of low-dimensional electron systems [1]. The main technological difficulty encountered in the fabrication of 
resonant tunneling devices concerns the Ohmic contacts. They have to be established independently to two 
electron channels, which are usually separated by a tunneling barrier with a thickness of several hundred Ä. 
Several successful methods for the fabrication of selective contacts have been proposed. Two of them are 
restricted to special tunneling geometries and rely either on the formation of shallow Ohmic contacts [1], or 
on a series of intricate etching steps leading to the formation of free-standing GaAs bridges [2,3]. Another 
very successful fabrication scheme uses patterned back-gates, implemented either by thinning the wafer to a 
few micrometers [4,5] or by in situ ion implantation followed by overgrowing the pre-processed back-gate 
pattern with the active double-layer electron system [6,7]. There are also some recent developments in de- 
vice technology suggesting that resonant tunneling transistors might also have promising applications for 
room-temperature operation in ultra-large-scale integrated circuits [8,9]. This indicates that it is desirable 
to find a way to simplify the usual procedures for selective contact formation without the need of a two- 
sided patterning of the samples or intermediate implantation steps. As an attempt to achieve this we used a 
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Fig. 1. A, Schematic picture of the device layout (not to scale). The lower part of the figure symbolizes the current path for reverse bias 
in a situation where the top (TG) and bottom (BG) gates have pinched off the electron gases at their respective positions. B, Conduction 
band profile and self-consistently calculated energy levels of the tunneling structure used to demonstrate the present device principle. 
The shaded region indicates the <5-doping of the barrier. 

modified device scheme, which is both simple and flexible and uses self-aligned side gates for the selective 
depletion of tunnel-coupled electron gases. In this report we present ID-ID tunneling data obtained with 
a single-quantum-wire tunneling device, which has been fabricated with this technique. The same fabrica- 
tion method is shown to be suitable for imposing a tunable lateral confinement of the active region for the 
tunneling device. 

Sample layout 
Figure 1A shows a two-terminal device designed for testing the side-gate selective depletion scheme. The 

active area of the device consists of an approximately 1 /zm wide channel, which extends between two large 
Ohmic contacts established to both electron gases simultaneously. The upper electron channel is separated 
from one of the contacts by a conventional top Schottky gate on the one end of the active region (in the 
following referred to as the top gate and labeled TG in Fig. 1 A). At the other end of the device a side gate is 
positioned in close proximity to the walls of the etched channel (bottom gate, BG in the figure). When the 
double electron layer structure is suitably chosen, the bottom gate will locally deplete the lower of the two 
electron gases, while the upper one still remains conducting. This leads to independent contacts to the two 
electron channels as depicted in the lower part of Fig. 1 A. The bottom gate is fabricated using a self-alignment 
technique that is described in detail in Ref. [10]. The same technique can be used to align an additional central 
gate (CG in the figure) intended to impose a tunable lateral confinement on the active tunneling region. The 
main advantage of the described device scheme consists of the simplicity of the fabrication process, which is 
entirely planar and relies on standard optical lithography and wet chemical etching. 

In the following we present some results for a single-barrier tunneling structure. The sample structure 
consists of a strained 100 Ä wide Ino.15Gao.75 As quantum well (referred to also as the 'upper' channel in the 
following), followed by a 5-doped 200 Ä thick Alo.3Gao.7As barrier and a 7500 Ä thick, nominally undoped 
GaAs buffer. The triangular well formed at the AlGaAs-GaAs junction will be called the 'lower' channel in 
the following. The electron concentrations in the upper and lower 2DEGs were determined by Shubnikov-de 
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Haas measurements to be 6.2 x 10n cm-2 and 3.1 x 1011 cm-2, respectively. The band profile and energy 
levels, calculated self-consistently using the experimentally found parameters, are shown in Fig. IB. 

The experimental situation is depicted in the lower part of Fig. 1 A. A negative voltage is applied to the top 
and bottom gates such that the two electron gases (symbolized by the two parallel planes) are pinched off at 
the positions indicated in the drawing. The following results are obtained by the technique of non-equilibrium 
tunneling spectroscopy [1], i.e. a bias is applied between the two separately contracted electron channels and 
the corresponding differential tunneling conductance (DTC) is measured using a lock-in technique. 

ID-ID tunneling 
Figure 2 shows a set of differential conductance traces dl/dVb for various values of the central gate voltage 

VCG- The data were obtained for a device whose electron channel had a lithographic width of 1 ßm and a 
length of 20 ßm. For VCG = 0 V (inset) the peaks observed on the negative bias side of the dl/dVb curve can 
be attributed to resonant tunneling processes starting from the lowest occupied 2D subbands of the InGaAs 
well and ending in one of the 2D subbands of the GaAs-AlGaAs junction [10]. The broad peak at positive 
Vb corresponds to tunneling out of the lowest subband of the junction into the first excited subband of the 
InGaAs well. Note that there is also a slight shift of several millivolts of the entire tunnel characteristics 
towards negative bias. This is due to the two-terminal structure of our test device and results from the series 
resistance induced by the bottom gate. 

As the central gate voltage becomes increasingly negative, a wealth of additional structure appears in 
the differential conductance curves of Fig. 2. This can be attributed to resonant tunneling between the ID 
subbands that develop when the electron channels become more and more confined by the central gate. For 
a proper interpretation of the ID-ID tunneling structure it is necessary to consider the fact that tunneling 
occurs both in a region influenced by the central gate and another region unaffected by this gate. These 
different areas of the device are also schematically indicated in the left inset of Fig. 2. In the gated region 
the lower channel not only gets increasingly confined but also will be partially depleted as VCG becomes 
more negative. The first pronounced peak of the dl/dVb traces around Vb = —0.6 V is seen to remain 
mainly unchanged with varying VCG- One may therefore attribute this feature to tunneling in the ungated 
(2D) regions of the device. The broad fine-structured features in the differential conductance traces result 
from tunneling between the ID states of the gated region. Due to the depletion of the lower channel, the 
corresponding resonant structure is shifted towards more negative bias voltage. The gradual depletion of the 
lower channel also becomes obvious from the suppression of the peak in forward direction (on the positive 
bias side of the dl/dVb traces). 

The fine structure of the dl/dVb can be analyzed in terms of the model of Mori et al. [11]. It is based 
on the transfer Hamiltonian formalism and describes ID-ID tunneling processes between laterally confined 
states, assuming parabolic confinement for the emitter and the collector states. In order to apply the main 
result of this model to our data it is necessary to account for the fact that the applied bias voltage Vb is not 
equal to the voltage drop across the tunneling barrier (denoted by Vb* in the following). This is mainly due 
to the already mentioned series resistance induced in the current path by the bottom gate (Fig. 1A). The 
first peak in dl/dVb around —0.6 V, previously assigned to 2D-2D tunneling in the ungated regions of the 
device, turns out to be a useful means to determine the voltage drop across the barrier and thus to find the 
correct relationship between Vb and Vb*. In order to do this a magnetic field is applied in the direction of the 
tunneling current (perpendicular to the sample). The splitting of the 2D subbands into Landau levels (LLs) 
of a definite energy spacing results in a characteristic splitting of the tunneling peak under consideration, 
which should be largely independent of the central gate voltage. This is shown in Fig. 3A, which displays 
two typical tunneling characteristics for VCG = 0 V and VCG = —0.8 V in a magnetic field of 5 T. In 
this figure the first 2D-2D peak of the dl/dVb curve is seen to split into a series of peaks due to inter 
LL tunneling. The overall structure of the LL resonance is seen to be indeed independent of VCG (besides 
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Fig. 2. Differential conductance dl/dV^, measured at 7 = 1.9 K for various values of VQQ (from top to bottom: VCG = 
-0.6, -0.65, -0.7, -0.75, -0.8, -0.85, -0.9, -1.0 V). Curves are vertically offset. The right inset shows the differential conduc- 
tance dI/dV\, for the 2D-2D case at VCG = 0 V. The left inset symbolizes the top view of the device. Gated (g) and ungated (u) regions 
of the device lead to different parts of the tunneling spectra as described in the text. 

slight differences in the relative heights of the various sub-peaks, which can be attributed to different non- 
resonant background currents). A relationship between the measured peak spacing and the LL energy has to 
be obtained by calculating the expected tunneling spectrum. In the calculation a Gauss curve is assigned to 
each tunneling transition between two LLs according to the results given in Ref. [12]. Each resonance occurs 
at a certain voltage drop Vb* across the barrier, where the corresponding LLs are energetically aligned. After 
adding the various Gaussians, the resulting /(Vb*) curve is superimposed onto some continuous background 
and finally differentiated with respect to Vb*. An example of a calculated differential tunneling characteristic 
is shown in Fig. 3B. Since we are mainly interested in the peak distance of the most prominent features of 
the DTC, the calculation does not take into account the voltage shift of the experimental tunneling traces and 
neglects those tunneling transitions ending up in the higher LLs of the second subband of the GaAs-AlGaAs 
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Fig. 3. A, Differential conductance corresponding to VcG = 0 V and —0.8 V, recorded in a magnetic field parallel to the tunneling 
current with field strength of 5 T. B, Calculated DTC for a magnetic field of 5 T. Downward arrows indicate the various transitions 
between Landau levels that have been taken into account in the calculation. The notation i — p> means a transition from the ith LL 
in the InGaAs well into the jüi LL of the fcth subband of the GaAs-AlGaAs junction. The upward arrow indicates the voltage position 
of the first 2D-2D resonance without magnetic field. Note that here dI/dV£ is plotted against the voltage drop across the tunneling 
barrier V.*. 

junction. It is also assumed that the non-resonant background current depends quadratically on Vb*, which 
is only a rough approximation to the true behaviour. In spite of these simplifications, the calculated DTC 
is seen to reproduce the measured features of the ungated peak in Fig. 3A quite well. A comparison of the 
calculated and measured peak spacing allows us to obtain a scaling factor for the bias voltage axis for each 
value of the central gate voltage. In other words, this scaling procedure transforms the measured /(Vb) into 
/(Vb*). 

Another point to be noted here is that the observed resonant structures are rather broad. For example, in 
the calculated DTC of Fig. 3B a LL width (FWHM) of 5 meV had to be assumed in order to reproduce 
the experimental curves. The observed large linewidth is mainly due to the heavily doped tunneling barrier, 
which causes elastic scattering of tunneling electrons and also a low mobility in the two electron channels. 
The presence of elastic scattering, on the other hand, leads to the inter-LL tunneling peaks used to re-scale the 
Vb-axis. The corresponding tunneling transitions would be forbidden if energy and momentum were exactly 
conserved during a resonant tunneling process [12]. 

Finally we note that the energetic spacing of the ID subbands is expected to be different in the InGaAs 
well and the GaAs-AlGaAs heterojunction. Due to the geometry of the sample layout and the different 
carrier densities, the lower channel will become more strongly confined than the upper one. This agrees with 
a simple estimate of the confinement potential based on electrostatic arguments [13]. 

It has been demonstrated [2,11] that in this situation the tunneling spectrum /(Vb) consists of a series of 
resonant peaks, which are grouped to 'compound' peaks containing all ID-ID tunneling transitions between 
initial and final ID states of the same parity. The spacing between 'compound' peaks reflects the subband 
spacing of the more strongly confined electron channel. Superimposed on the 'compound' peaks there is 
some fine structure due to the single-resonant transitions contributing to the compound resonance. The spac- 
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Fig. 4. Subband spacing of the lower channel as a function of the central gate voltage. Solid and open symbols were obtained from 
different pairs of peaks of the ID-ID tunneling characteristics shown in Fig. 2. The solid line is a quadratic fit to the data and serves as 
a guideline to the eye. 

ing of these fine-structured features reflects the subband energy of the weakly confined channel. As discussed 
in Ref. [10], it is these 'compound peaks' that are observed in the dl/dV^ characteristics of Fig. 2. After the 
Vb-axis has been rescaled, the voltage difference between two peaks then approximately equals twice the 
subband spacing of the lower GaAs-AlGaAs junction. The superimposed fine structure due to the smaller 
subband spacing of the upper InGaAs channel cannot be resolved in the present experiment due to the large 
intrinsic width of the single resonances. 

Figure 4 shows the derived subband spacing of the lower channel as a function of central gate voltage. 
Solid and open symbols were determined from two different pairs of peaks of the ID-ID tunneling features 
in Fig. 2. For VCG > — 1 V one enters the pinch-off regime of the lower channel. In this regime the relation 
between the measured Vb and Vb* is no longer linear and the outlined analysis scheme becomes invalid. This 
also becomes evident in the VCG = — 1 V curve in Fig 2. Increasing VCG beyond —0.9 V is seen to have the 
only effect of stretching the tunneling characteristics over a larger bias voltage range without revealing any 
few features. This is the reason why the subband energies seem to saturate at the highest values of VCG in 
Fig. 4. 

The results show that with the present device it is possible to achieve quite large subband energies (in the 
lower channel), ranging between 0 and 6 meV. 

The estimated magnitude of the ID subband spacing is also confirmed by temperature-dependent measure- 
ments. An example is shown in Fig. 5. Here the DTC is plotted for a different device with a slightly wider 
channel (1.2 /xm) for a number of temperatures. Again one observes the 'ungated' 2D-2D tunneling peak 
followed by the structure corresponding to ID-ID tunneling in the gated region of the device. The ID-ID 
peaks are seen to be largely smeared out at about 50 K, i.e. when the thermal energy is of the same order of 
magnitude as the ID subband energy. Since kgT ^ 4.3 meV at 50 K, the subband energy is seen to be of the 
same magnitude even for a 1.2 ßm wide device. 
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Fig. 5. DTC measured at various temperatures for a device with a 1.2 ßm wide channel. The central gate voltage in this case was 
VQQ = —2.6 V; pinch off occurs for this device beyond VCG = —3-5 V. 

Measurements in nonzero magnetic fields 
The following gives a brief account of the results obtained when a magnetic field is applied parallel or 

perpendicular to the direction of the tunneling current. Both types of experiment give additional evidence 
that the structure observed in the dl/dVb curves, when the central gate is negatively biased, in indeed due to 
tunneling between ID states. 

Figure 6 shows how the peak positions of the ID-ID tunneling structure in Fig. 2 evolve with a magnetic 
field applied parallel to the tunnel current. The central gate voltage in this case was VCG = -0-8 V. An 
example of typical dI/dV\> trace at B = 5 T is shown in Fig. 3A. As can be seen in this figure, there is 
no significant change in the qualitative features of the respective tunneling characteristics. Figure 6 shows 
moreover that even in the peak positions no significant change occurs as long as the magnetic field strength 
is smaller than 3 T. This is exactly what one expects, if the tunneling indeed occurs between ID levels. A 
magnetic field perpendicular to the sample surface leads to a ß-dependent subband spacing according to 
Hco = yjQuüQp- + (hcoc)

2, where coc denotes the cyclotron frequency and co0 is the spacing of the ID sub- 
bands without magnetic field. At low magnetic fields the electrostatic confinement (characterized by coo) con- 
sequently dominates the additional confinement introduced by the magnetic field, whereas at high B -values 
the opposite is true. As already discussed by Mori et dl. [11,14], in the first case tunneling occurs between ID 
states of equal parity, in the second case mainly between magnetoelectric hybrid (Landau) levels of identical 
LL index. There should therefore occur a crossover between the two cases when the magnetic confinement 
begins to dominate over the electrostatic one. One expects additional peaks beyond this crossover, since tun- 
neling is now also allowed between magnetoelectric hybrid levels of the same index. As seen in Fig. 6, there 
is indeed some evidence of such a crossover between 2.5 and 3.5 T. At lower magnetic fields the peak po- 
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Fig. 6. Peak positions of the ID-ID resonant structure in the differential conductance obtained for the device with 1 /um channel width 
and plotted versus magnetic field strength. The orientation of the magnetic field with respect to the device geometry is drawn in the 
inset. The peak positions are directly obtained from the dl/dVb traces without re-scaling the bias voltage axis. 

sitions are nearly unchanged. For fields > 4 T the peak distance is seen to increase. However, no additional 
structure can be observed except for the 10 T trace where a small peak develops at the outermost boundary 
of the ID tunneling structure (marked by an arrow in Fig. 6). This means that here, again, the resolution 
of the finer features of the tunneling spectra is impossible due to the large linewidth of the single tunneling 
transitions. The position of the crossover regime in Fig. 6 lies between 2.5 and 3.5 T. The cyclotron energy 
varies between 4.25 and 5.95 meV in this magnetic field interval, which is again in agreement with the earlier 
found ID level spacing of about 4 meV at VCG = -0.8 V (cf. Fig. 4). This is another indication that the 
previous estimates of the subband energies give the correct order of magnitude. 

We now briefly discuss the DTC obtained when the magnetic field is oriented perpendicular to the tun- 
neling direction. According to the transfer Hamiltonian model of Mori et al. [11,14], there should be a 
characteristic difference between the DTC recorded with the magnetic field directed along the wire axis or 
directed perpendicular to (but in the same plane as) the wire. Figure 7 shows a sequence of differential con- 
ductance traces, obtained at T = 2 K in a magnetic field directed as indicated in the schematic drawing 
of the device. Besides some additional broadening of the main resonances, one also observes a shift of the 
various peaks towards higher bias voltage, accompanied by a variation in the relative peak heights. Thereby 
the 'center of mass' of the entire tunneling structure seems to be shifted to higher Vt,- Again, this is in prin- 
cipal agreement with the general theoretical investigation of ID-ID tunneling given by Mori et al. [11]. If 
the direction of B is along the wire, one expects to observe additional structures in the ID-ID DTC due to 
the single ID-ID transitions, as well as a change in their relative amplitudes with increasing B. The cor- 
responding measurement, however, does not show a similar fine structure for our samples, but rather gives 
almost identical curves as in Fig. 7. As above for the case of B parallel to the tunneling direction, this can 
be attributed to the large linewidth of the tunneling resonances which does not allow us to resolve the single 
transitions contributing to each main peak in dl/dVb. Therefore, both magnetic field directions only reflect 
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Fig. 7. dI/dVb traces in a magnetic field perpendicular to the tunneling current, measured for the device with 1 /im channel width. The 
direction of B is indicated in the schematic picture on top of graph. 

the behaviour of the gross structure of the tunneling characteristics, which according to the model of Mori et 
al. [II] should indeed give almost identical results for both magnetic field directions. 

Summary 

The above considerations demonstrate that the side-gate technique indeed gives a simple and flexible 
possibility to implement both a selective depletion scheme and a lateral confinement which is very effectively 
tuned by the voltage applied to the central gate. The tuning range of the ID sublevel spacing has been found 
to lie between effectively 0 and about 6 meV, allowing the study of 2D-2D and ID-ID tunneling processes 
on one single device. The above selective depletion scheme can be applied to a variety of mesa geometries 
and is not restricted to two-terminal configurations. The only essential prerequite for the introduced side-gate 
technique is to have sufficiently different carrier densities in the two barrier-separated electron gases. Our 
results also show that the use of gate-tunable etched quantum wire structures allows us to obtain ID subband 
energies, which are indeed in a range interesting for the application of quantum wires as detecting devices 
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in the THz domain. An investigation of the photoconductive properties of gate-tunable single or multiple 
quantum channel devices is the subject of ongoing investigations. 
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We study the low-temperature in-plane magnetoconductance of vertically coupled double 
quantum wires. Using a novel flip-chip technique, the wires are defined by two pairs of 
mutually aligned split gates on opposite sides of a < 1 micron thick AlGaAs/GaAs dou- 
ble quantum well heterostructure. We observe quantized conductance steps due to each 
quantum well and demonstrate independent control of each ID wire. A broad dip in the 
magnetoconductance at ~6 T is observed when a magnetic field is applied perpendicular 
to both the current and growth directions. This conductance dip is observed only when ID 
subbands are populated in both the top and bottom constrictions. This data is consistent 
with a counting model whereby the number of subbands crossing the Fermi level changes 
with field due to the formation of an anticrossing in each pair of ID subbands. 

© 2000 Academic Press 
Key words: quantum point contact, magnetoconductance, tunneling, anticrossing. 

Coupled low-dimensional electronic systems have become of increasing interest recently due to advances 
in fabrication technology. While much attention has been focused on closely coupled two-dimensional elec- 
tron systems and coupled quantum dots, little work has been done on coupled quantum wires. Early work 
focused on tunneling between wires defined laterally by planar lithography, in which case the lateral tun- 
neling is weak and the barrier profile poorly defined [1]. More recently, vertically coupled quantum wires 
(VCQWs) were defined by mesa-etching a double quantum well heterostructure [2]. While this last approach 
enables a well-defined tunnel barrier, control over the ID wire widths is limited, and in any event cannot be 
performed independently for the two wires. Finally, VCQWs have also been fabricated using a split-gate, 
with an additional mid-gate within the split-gate opening [3]. The split gate defines the coupled quantum 
wires, while the midgate controls the relative electron density between the two wires. 

In this work, portions of which have appeared previously [4], we study a pair of vertically coupled quantum 
point contacts (VCQPCs) in a closely coupled GaAs/Alo^GaojAs double quantum well (DQW). The DQW 
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Coupled QWs 

Fig. 1. A, Schematic of experimental geometry for magnetoconductancc measurement. B, Split gate geometry. C, Scanning electron 

micrograph of a test structure. The actual sample was only 3000 A thick, so that the front and back split gates were of equal distance 
from the electron layers. 

had 200 Ä wells separated by an 11 Ä barrier. The two occupied subbands of the DQW had densities of 
2.5 and 1.2 x 1011 cm-2, and had a total mobility of 5.8 x 105 cm2 V~' s_1, yielding a mean free path 
of ~ 10 /U.m. A symmetric-antisymmetric energy gap of ASAS = 1-7 meV was measured. We used the 
epoxy-bond-and-stop-etch (EBASE) technique, described elsewhere [5], to define a pair of vertically aligned 
split gates by electron beam lithography on each side of the DQW heterostructure, whose thickness is only 
3000 Ä. This process allows sub-tenth-micron alignment of top and back gates, enabling independent control 
of the two quantum wires, and has no deleterious effect on sample mobility. In the finished sample both the 
top and back split gates are placed only ~1500 Ä from the DQW. Figure 1A and B show schematics of the 
sample, and Fig. 1C shows a cross-sectional scanning electron micrograph of a dual split-gate test structure 
of similar geometry, but having a larger thickness of ~ 1 ^m. The width of our split-gate opening was 
0.5 micron, and its length was nominally 0.05 microns. 

By controlling the relative values of top and back split-gate voltages Vr and VB, the sample can be tuned 
into five different regimes depending on the widths of the individual quantum wires. These regimes are: 
(i) 2D-2D; (ii) 2D-1D; (iii) ID-ID; (iv) ID-depleted; and (v) both depleted. Figure 2 shows the sample 
resistance as a function of Vr, with VB = 0. A number of features appear which correspond to transitions 
between the different regimes. At VT = 0, both channels are 2D. As Vr is made increasingly negative, the 
channel resistance shows a clear shoulder at —0.3 V followed by a sharp increase at —0.7 V. These two 
features are due to the sequential depletion of first the top and then the bottom QW, in the regions directly 
beneath the top split gate. At Vj & —0.7 V, where electrons beneath the top split gate become completely 
depleted from both QWs, coupled ID channels are formed in both electron layers. This marks the transition 
from regime (ii), the 1D-2D case, to regime (iii), the ID-ID case. 

As VT is swept further, the QPC widths narrow. Due to the fact that the split gate separation is comparable 
to the electron layer depth, the top wire narrows more rapidly than the bottom wire. At VT = —2.6 V, the 
top wire completely pinches off, leaving only the bottom wire. This corresponds to the transition between 
regimes (iii) and (iv), and is marked by weak plateau and a change in the slope of the resistance. As VT is 
made yet more negative, the familiar steps in resistance occurring at h/2ne2 (n = 1,2,...) are observed 
due to the depopulation of ID subbands in the bottom QPC. Finally, at Vj = —3.8 V, both channels are 
completely pinched off. Similar results are obtained when instead VB is swept negative and VT = 0. 

These different regimes are evident in a waterfall plot of the conductance G of the device as a function 
of both VT and VB, shown in Fig. 3. Regimes (iii) and (iv) are now easily identified by their markedly 
different behavior. When only one wire is occupied (regime iv), uniform quantized steps in the conductance 
appear, indicating that transport is ballistic. This can be seen at the left and right sides of the base of the 
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Fig. 2. Sample resistance versus Vj with Vg = 0. Inset at bottom shows transition from regime (i) to (ii) at Vj = —0.3 V. The transition 
from regimes (ii) to (iii) can be seen at Vj = —0.7 V while a distinct increase in slope at Vx = —2.6 V marks the transition from (iii) 
to (iv). 
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Fig. 3. Waterfall plot of conductance G versus Vj and Vg shows uniform quantized conductance steps for regime (iv), where only one 
ID wire is present. A complex interference of the steps is evident in regime (iii), where both ID wires are occupied. 

plot. However, when both wires are occupied (regime iii), quantized steps are again present, but form a 
complicated interference pattern. By tracking the position of individual conductance steps as a function of 
both Vj and VB, each step can be assigned to one quantum wire or the other. Clearly, each QPC width—and 
thus the number of occupied subbands—can be independently controlled by the action of Vj and VB. 

We now turn to the behavior of the conductance under an in-plane magnetic field B applied perpendicular 
to the direction of current flow. Figure 4 shows a contour plot of the logarithmic derivative of the resistance 
3[ln(7?)]/3 Vj, as a function of Vj and VB- The different regimes are again readily identifiable. Insets (a)-(e) 
show G versus B taken at several different values of Vj and VB- Inset (a) was taken at Vj = —0.25 V and 
VB = 0.0 V. The familiar 2D-2D anticrossing features, a conductance peak followed by a shallow dip, are 
centered about B = 6.5 T. This is consistent with the sample being in regime (i) [6]. 
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Fig. 4. Contour plot of the logarithmic derivative of the resistance 3[ln(/?)]/3 Vj. The different regimes are readily identifiable. Insets 
(a)-(e) are plots of G versus B taken at the indicated values of Vj and VR. Here, where the in-plane B is perpendicular to the current 
direction, a broad conductance dip develops in regime (iii). 

As the sample is biased into regime (ii), the 2D-2D conductance features begin to change. This is evident 
in inset (b), taken at Vj = —0.50 V and VB = 0.0 V. Here the 2D-2D conductance features now appear to be 
superimposed upon a broad conductance dip. For VB = 0 and values of Vj greater than —0.7 V, the 2D-2D 
conductance features disappear completely and are replaced by a broad conductance minimum slightly below 
6.5 T. This feature is evident in insets (c) and (d), and is a hallmark of conductance behavior in regime (iii). 
Note that inset (d) is for Vj — -1.75 V and VB = —0.75 V, showing that this conductance dip occurs over a 
wide range of Vj and Vß, so long as the sample is biased into regime (iii). Eventually, at high enough negative 
gate bias, the sample moves into regime (iv) where only one QPC remains occupied, and the conductance 
dip almost completely disappears. Inset (e), taken at Vj = -2.00 V and VB = -0.75 V, is approaching 
this regime. This general behavior has been observed in several similar samples, indicating that this broad 
magnetoconductance dip is a characteristic feature of closely coupled ballistic ID wires. 

We note, however, that the broad conductance dip does not appear when the in-plane magnetic field B 
is oriented parallel to the current direction. This orientation was measured on a separate cool down of the 
same sample. Figure 5 shows the logarithmic derivative 3[ln(/\)]/3Vx versus Vj and VB. similar to that 
of the earlier cooldown. However, application of a parallel B does not produce a broad conductance dip. 
Rather, small remnants of the 2D-2D anticrossing magnetoconductance features at VT = VB = 0 now 
persist into the ID-ID regime, as shown in insets (a)-(e). These small peaks in conductance are attributed 
to the 2D-2D lead regions. (A change in the overall background magnetoconductance is unimportant for 
our purposes here.) Thus, the broad magnetoconductance dip is absent, and apparently is observed only for 
in-plane magnetic fields oriented perpendicular to the direction of current flow. 

To discuss the origin of this ID-ID magnetoconductance feature, it is useful to first consider previous 
work on the 2D-2D case [6]. The 2D-2D magnetoconductance features, exemplified in Fig. 4 inset (a), 
were shown to arise due to an in-plane magnetic field displacing the two 2D QW dispersion curves relative 
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to each other in &-space by Ak = eBd/h, where d is the distance between the two electron layers. At 
sufficiently high B the 2D dispersion curves anticross, forming a partial energy gap. Singularities in the 2D 
density of states and Fermi velocity occur at the upper and lower gap edges. As B is increased the gap edges 
cross the Fermi level, producing first a maximum in the conductance, followed by a minimum. These two 
magnetoconductance anticrossing features are centered about a point B = [{2jtn\)ll2 + (2nn2)1^2]h/ed. 
Using the measured density values for our sample, we obtain B ^ 6.5 T, in agreement with the data of Fig. 4 
inset (a). 

A similar analysis based on the &-space offset of the ID-ID dispersion curves, combined with the ballistic 
transport through the sample, explains the ID-ID data. Due to tunnel coupling, at sufficiently high in-plane 
B perpendicular to the current, the ID dispersion curves from one wire will anticross with their same-index 
counterparts from the other wire, opening a quasi gap of ASAS, similar to the 2D case. The resulting disper- 
sion curve thus consists of several anticrossed pairs of ID subbands, as shown in Fig. 6. In our model, we 
assume that the transport is ballistic. Hence the conductance is given simply by the number of ID subbands 
crossing the Fermi level. The application of B changes the conductance in two ways. (1) Whenever the Fermi 
level falls within a ID anticrossing gap, the conductance is reduced by 2e2/h from the uncoupled double 
quantum wire case. (2) Because for each pair of anticrossed ID subbands there is a large increase in the den- 
sity of states at the edges of the anticrossing gap, each anticrossed pair of subbands can accommodate many 
more electrons than if no anticrossing occurred. Since particle number is constant, as B is increased and 
the anticrossings are formed, the Fermi level drops substantially and intersects fewer ID subbands, shown 
in Fig. 6B. This results in a large drop in conductance. Eventually B becomes large enough so that all the 
anticrossings in the ID subbands (and the associated singularities in the DOS) rise above the Fermi level. 
The number of electrons accommodated by each subband thus correspondingly decreases. As a result, the 
Fermi level rises again (Fig. 6C) and many more subbands must then become occupied to accommodate all 
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Fig. 6. Sketch of the dispersion curves for a symmetric pair of coupled double quantum wires, for the case where the subband spacing 
is much smaller than A$AS- The in-plane magnetic field is applied perpendicular to the current direction. A, B = 0. B, B ~ 6.5 T. 
C, B =~ 12 T. 

of the electrons, causing the conductance to rise again. While mechanism (1) will only be significant in QPCs 
with few occupied subbands, mechanism (2) will still be significant for relatively wide QPCs with dozens of 
occupied subbands. Only B perpendicular to the current will have this effect. 

This behavior is consistent with that observed in the data of Fig. 4, and also with recent theoretical calcula- 
tions by Lyo [7]. We note that a similar magnetoconductance dip has been observed by the Nottingham group 
in a mesa-etched double quantum wire, but was explained using an argument based on diffusive boundary 
scattering at the wire edges [2]. 
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We explore and demonstrate quantum confinement without walls in metal-clad InAs quan- 
tum wells. We observed intersubband absorption from confined states in InAs clad with 
Al, Sb, Nb, W, Pt, Ag, Au, Ti or In. We found that using this novel method, we can explore 
the physics and chemistry at the metal-semiconductor interface; reflection, autoionization, 
well-width fluctuation and interface reaction. 

© 2000 Academic Press 
Key words: metal-semiconductor interface, reflection, autoionization, intersubband 
absorption. 

The metal-semiconductor interface is an important element of nearly all semiconductor electronic and 
photonic devices forming Schottky or ohmic contacts. Although they have been studied for many decades, 
there are few experiments that explore the quantum mechanical boundary conditions. Nearly every aspects 
of the band structure is discontinuous at the interface and quantum mechanical reflection and transmission 
are difficult to anticipate a priori. The boundary condition will become more important in nanoscale semi- 
conductor devices, since the ratio of contacting area to the volume of the active region of the device becomes 
larger as the size of the device becomes smaller. The boundary condition is also important for quasi-particle 
transport in superconductor-semiconductor devices [1] and for spin transport in ferromagnet-semiconductor 
devices [2,3]. 

In this work, we demonstrate and explore quantum confinement of carriers in InAs quantum wells defined 
by a metal-quantum well interface (Fig. 1). Since the InAs-metal interface forms ohmic contact, it is usually 
assumed that the interface is transparent and quantum mechanical reflection can be ignored. It seems clear 
that this is not likely and the quantum mechanical transport through the interface will be sensitive to quantum 
mechanical reflection and transmission, and material reactions at the interface. While the metal presents no 
barriers or walls, band structure discontinuities can lead to quasi-bound states and confinement without walls. 

'Also at: Quantum Transition Project, Japan Science and Technology Corp., Japan. 
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Fig. 1. Confinement without walls in metal-clad InAs structures. 

The intersubband optical absorption spectrum should be sensitive to the reflection and the quantum me- 
chanical boundary condition at the metal-semiconductor interface, since the magnitude and the phase of 
the reflection coefficient determines the width and the frequency of the resonance. Therefore, we explore 
intersubband transitions in InAs quantum wells terminated by various metal-InAs interfaces and produced 
in various ways. While this approach has the potential to test physical models of the metal-semiconductor 
interface, systems that support well-defined quantum states are potentially important for ultra-fast resonant 
tunneling diodes and infrared detectors. 

The metal-clad quantum wells are based on InAs-AlSb structures and were prepared by in-situ MBE 
growth and by ex-situ processing. Ex-situ samples are perhaps most interesting and prepared as follows. We 
start from the InAs-AlSb QW structure, remove the top AlSb barrier and GaSb cladding layer by selective 
wet chemical etching in ambient environment. Immediately after the etching process, we put the sample into 
a metal deposition chamber, evacuate down to 10~6 ~ 1CT7 torr, and deposit a metal film by sputtering or 
electron beam evaporation. For some samples, we cleaned the InAs surface by Ar plasma by removing a few 
nanometers of the material including oxide. We used modulation doped 15 nm thick InAs-AlSb QWs. The 
electron concentrations are nominally 7.5 x 1012 cm""2 and the mobilities are 6 to 15 m2 (Vs)-1. Using this 
method, we investigate the confinement of electrons in InAs terminated by Al, W, Pt, Ag, Nb, In, Ti, Au, or 
Ni. In-situ samples were prepared by growing the structures by molecular beam epitaxy method including 
the metal layer (Al, Sb, or Nb). 

We measured the mid-infrared absorption spectrum of the samples using Fourier transform infrared spec- 
trometer (FTIR) in multi-pass waveguide geometry with 5 mm length and 500 /xm thickness. The absorption 
is measured with TM polarized light at 300 K. The optical reference is provided by the sample prepared 
similarly but with the InAs layer removed. 

In-situ samples should have a sharper and cleaner interface and are a good benchmark for metal-clad 
quantum wells. Ex-situ samples suffer more drastic processing [4], but recovery of well-defined intersubband 
absorption opens a richer arena in which to correlate quantum states and interface physics and chemistry. We 
will focus on the ex-situ experiments in the following. 

Figure 2 shows the absorption spectrum of Al-clad InAs structures. The curve A is the intersubband ab- 
sorption of the original InAs quantum well clad by AlSb barriers. The sharp absorption from the first excited 
subband to the second excited subband is observed at 176 meV. The material was then processed to create an 
Al-clad structure. After chemically exposing the InAs well, Al was deposited by sputtering after RF plasma 
cleaning for 30 s with plasma potential about 100 V. We found that a clean absorption was still observed 
(curve B of Fig. 2), showing that the Al-InAs interface is very reflective for electrons [5]. We identify the 
observed absorption of the Al-InAs structures as the transition from the first excited to the second excited 
subband, but note the peak shift and broadening. The peak shift is 29.8 meV toward higher photon energy 
and the increase of width AAI is 30.5 meV. This observation is explained by thinning of InAs of about 2 nm 
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Fig. 2. Absorption spectrum of the Al-clad InAs structure. A and B show the intersubband absorption of the same sample before (A) InAs 
quantum states are confined by AlSb barriers and after (B), processing the sample to the Al-InAs structure. 

and a well-width fluctuation induced by the process and/or by reaction of Al with InAs [6]. The data suggest 
that despite the expected transmissivity of the Al-InAs interface, the electrons are strongly reflected either 
by band structure discontinuity or formation of a AlAs barrier. 

In Fig. 3, we show the absorption of a W-InAs quantum well compared with the barrier bound system. The 
process followed the Al-InAs quantum well shown in Fig. 2. We found that W-InAs exhibits intersubband 
absorption, shifted toward higher energy and broadened, showing that the W-InAs interface is also reflective 
in a way somewhat similarly to Al-InAs. The amount of peak shift, 26.1 meV, is of the same order as the 
shift in Al-InAs. However, W-InAs shows an anomalous absorption in the lower energy side of the original 
intersubband peak which is not observed in the Al-InAs structure. The width increase Aw = 67.1 meV is 
more than factor of 2 of A^i- This anomalous absorption cannot be accounted for by well-width fluctuation. 
Similar anomalous low-frequency absorption is also observed in structures using Pt, Ag, In, Au, Nb, and Ti. 

Nearly same peak shift of both Al-InAs and W-InAs indicates that the effect of the etching and Ar plasma 
cleaning to the InAs film are similar for both samples. Also cross-sectional transmission electron microscope 
study of the W-InAs structure reveals that the W-InAs interface is abrupt (the interface transient is less than 
2 ML, which is equal to the resolution limit of the instrument). These observation indicates that in the W- 
InAs structure, the electron states in the InAs may autoionize as Fano described some time ago [7]. In our 
case, the InAs states are autoionized by the coupling to the metallic electronic states as a continuum. 

Based on these result, we estimated the reflection coefficient R at the W-InAs interface. Using the pro- 
cessed Al-InAs quantum well absorption as a base line, we estimate the increased absorption due to au- 
toionization. We calculate the broadening of the autoionized subband as a function of R. The line width 
increase indicates that \R\2 ~ 0.47. The phase of R at W-InAs is estimated to be close to it, since the peak 
shift of W-InAs is similar to that of the Al-InAs structure. We found a similar broadening in the Nb-InAs 
interface [8] to W-InAs, which indicates that quasi-particle transport across the interface is affected by the 
interface transmission. This is consistent to the observation that single Andreev reflection probability is rather 
low (~3%) [9]. 
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Fig. 3. Absorption spectrum of the W-clad InAs structure. A and B show the intersubband absorption of the same sample before (A) In As 
quantum states are confined by AlSb barriers and after (B), processing the sample to the W-InAs structure. 

In conclusion, we successfully observed intersubband absorption in metal-clad InAs structures using var- 
ious metals. We showed that intersubband spectroscopy can sensitively detect the metal-semi interface con- 
ditions and is promising to explore the rich physics and chemistry at the interface; reflection, autoionization, 
well-width fluctuation, and interface reaction. 
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Requirements for nano-electronic devices and interconnect in conventional logic circuit 
architecture are examined to reveal the possible device structure containing self-assembly 
(SA) features. For integration with lithography, we discuss the features of the SA process 
and then present a full process flow for a novel type of SA nano-crystal EEPROM cells. 
The logic functionality below the lithography limit derived from the SA dot arrays and the 
I-V characteristics including the Coulomb blockade effect are then presented. 

© 2000 Academic Press 
Key words: self-assembly, nanoelectrics, CMOS technology. 

1. Introduction 

Electronic functions such as multi-bit nonvolatile memory cell, fault-tolerant quad logic supplement, flex- 
ible FPGA (field programmable gate array) router, electronic synapse, and tera-bit mass storage can be re- 
alized by combination of the self-assembly (SA) process of the floating nano-crystals and the conventional 
CMOS lithography steps [4], The regular or irregular SA nano-crystal array formulated by minimization of 
surface strain energy on solid interfaces [5] can have resolution below the lithography limit, and can hence 
take advantage of the whole-wafer nature of formation and the Coulomb blockade effects [8]. The basic de- 
vice structure proposed here is similar to the conventional EEPROM with tunneling oxide and a top writing 
gate (see Fig. 1). The floating gate is replaced by the nano-crystal array, and the source/drain contacts can 
lead signals out in all directions. The new geometrical arrangement significantly enhances the functional 
density and provides new design flexibility in EEPROM scaling. Figure 2 illustrates the influence of physical 
forces on the size and distance distribution of the SA nano-dots. However, array of SA nano-crystals can 
provide useful electronic functions only if combined with arbitrary design patterning, such as UV lithog- 
raphy [2], nano-imprinting [3] and E-beam [9]. These arbitrary design patterns, which are also affected by 
similar surface forces, are used to formulate interconnect for signals processed or stored in the nano-dot 
arrays. Perturbation of the SA process caused by surface roughness, pre-registered patterns and long-range 
forces has been studied [7]. Our proposed structure has an emphasis on CMOS technology compatibility. 
Sample SEM pictures of the SA processes used for characterization are shown in Figs 3 and 4, where Au, Cr, 
Si, Si02 and Si3N4 are employed. The nano-crystal formation is also heavily dependent on the thickness of 
the starting wetting layers, especially when the Ostwald ripening (with atomic transfer by surface diffusion 
instead of by gas phase) dominates or when the surface mobility is low. 

0749-6036/00/050473 + 07    $35.00/0 © 2000 Academic Press 
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A SEM picture of self-assembled 
irregular arrays of nano-dots 
showing four operational 
quadrants. 
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Fig. 1. A basic quad-element derived from an EEPROM device with self-assembled nano-crystal floating gate. Notice that the nano- 
crystals do not need to be evenly distributed for the four-quadrant applications. They only need to be small enough to take advantage of 
the Coulomb blockade effect. 
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Fig. 2. Size distribution of the self-assembled dots and its relations with the lithography process. Notice that the layer thickness depen- 
dence has not been taken into consideration. 

2. Functional density of the SA structure 

In present CMOS technology, if the active devices are mostly contained in one layer, circuit modules 
based on conventional architecture generally obeys the extended Rent's Rule [6] on interconnect density. A 
generalized version can be expressed as P = K x G&, where P is the number of interconnect on the perimeter 
of the circuit module, K is the average number of I/O per logic gate, G is the number of logic gates, and 
ß varies between 0.1 and 0.7. If the SA structures perform similar logic functions in the same active layer 
of the CMOS environment, the pitch of the perimeter interconnect will be equal to the SA features when 
ß — 0.5 and K = 4, and can be larger than, but still comparable to, the SA feature even for small ß. The 
Rent's rule renders a lower limit on interconnect pitch leading out of a conventional circuit architecture. 
For electronic functions based on SA structures, if the functional density is much smaller than lithography- 
limited CMOS, the interconnect pitch and CMOS interface drive capability will both be problematic. If the 
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Fig. 3. Self-assembled Au dots on adjacent oxide and Cr regions. The direct comparison can isolate the thermal effects and offer 
information on formation energy and effects of surface roughness. 
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Fig. 4. Self-assembled Au dots on smooth oxide with E-beam-prescribed Cr arrays. This hybrid process can be used to characterize 
self-assembly forces since Cr has much smaller surface mobility than Au and serves as place-holders. 

functional density is only comparable to CMOS, then the SA process can only enhance structural stability. 
This leaves a small window of functional density of the SA structures if interface with CMOS circuitry is 
necessary. The number of zones of nano-crystals floating gates associated with electronic functions in the 
proposed nano-crystal EEPROM cell is hence quite limited, unless direct information access can be provided 
from the third dimension as in the tera-bit storage case [4]. Another possible way to surpass the Rent's limit 
is by considering that the electronic functions are very different in nature than logic circuits, as in the case 
of electronic synapse [1]. This, however, implies a complete change in processing architecture. If only four 
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Fig. 5. Simulated channel electron concentration under a split-gate MOSFET. The two gates can be easily distinguished by DIBL 
asymmetry. 

Fig. 6. To write an individual dot using the peripheral contacts, two corner contacts are fully biased, while the other two half biased or 
floating. 

zones are used in the nano-crystal floating gate as in our four-bit EEPROM cell, the logic function is led out 
of the SA structure from the field effect in the floating charges. 

3. Device operations of the novel EEPROM cell 

In the above applications, in order to properly access each zone of nano-crystals from the peripheral con- 
tacts, it is necessary that the drain-induced barrier lowering (DIBL) effect in the MOSFET structure is strong 
so that the position of each zone along the channel can be distinguished by terminal I-V characteristics. Fig- 
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Fig. 8. Demonstration of process flow for the nano-crystal floating gate device. Notice that this flow is for illustration purposes only. 
The geometry is not drawn to scale. 

ure 5 shows the simulated channel carrier concentration in a 50 nm split-gate MOSFET using a conventional 
drift-diffusion model, where DIBL asymmetry is indeed significant. Programming of each individual zone 
can be achieved through hot-carrier injection with the bias condition shown in Fig. 6. Erasing all four nodes 
can be achieved by tunneling through the control gate. This is similar to the popular FLASH operations [6]. 
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Fig. 9. Preliminary measurement of the Au nano-crystal EEPROM cell. The drain bias is 5 V. The solid line has control-gate bias at -5 V, 
the short-dashed line has 0 V and the long-dashed line has 5 V. The drain current is tuned by the floating charge in the nano-crystals 
injected by hot channel carriers. Leakage is almost negligible with no control gate bias. Hot carrier charging is self-limited. 

Since the size of the nano-crystals is much smaller than the zone dimension, the Coulomb blockade effect on 
the charge quantization of each nano-crystal will still be strong, and the threshold hysteresis can be observed 
as [8]: AVT = 3^j^(tcnti + \^l

tdot), where v is the number of elemental charges on one nano-crystal, 
ridot is the average number of nano-crystals in each zone, tcnti is the thickness of the control oxide, and t(i„, 
is the thickness of the nano-crystal. Figure 7 shows the equivalent circuits for the synapse operations of the 
four-quadrant EEPROM cells. 

The process flow illustrating the necessary steps for fabrication of the proposed EEPROM cell is shown 
in Fig. 8. Special attention has been paid to CMOS process compatibility. It can be observed that the de- 
viation from conventional CMOS processes is small, mainly in the formation of control gate by PECVD 
(plasma-enhanced chemical vapor deposition) oxide due to a more stringent thermal budget. Full electronic 
characteristics of the novel devices are not provided here due to length limitation. Figure 9 shows the hot- 
carrier charging and data retention characteristics of the fabricated cell with Au nano-crystals under different 
gate biases. Notice that even though the process is not yet optimized for EEPROM operations as nonvolatile 
memory, the large difference in charging and retention time strongly indicates that the new devices are feasi- 
ble for the functional circuits described above. 
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Tapping mode atomic force microscopy and capacitance versus voltage measurements 
were employed to study the effects of electron-beam exposure on self-assembled monolay- 
ers of 10-undecenoic acid. It was established that exposure increases chemical/mechanical 
stability, resulting in a thicker layer following a solvent treatment designed to remove resid- 
ual monomers. Electron exposure also reduces the effects of pinholes in the monolayer, 
thereby improving dielectric quality. 

© 2000 Academic Press 
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Self-assembled monolayers (SAMs) such as thiols on gold, siloxanes on SiC>2, and carboxylic acids 
on SiC>2 or AI2O3 have been studied extensively for possible applications in electronic device fabrica- 
tion. Successful examples of the use of SAMs as lithographic resists [1] and as dielectric materials [2-4] 
have demonstrated their potential in this context. Lithographic applications of SAMs have already been 
explored by our group and the results reported elsewhere [5]. In our present work, 10-undecenoic acid, 
(UA), H2C = CH(CH2)8COOH, self-assembled on SiC>2 was examined to assess changes in its chemi- 
cal/mechanical and electrical properties following electron-beam exposure. The motivation for this study 
was to assess the suitability of electron-beam exposed UA as a self-assembling patternable nanoscale dielec- 
tric layer. Our previous work showed that electron-beam exposure of UA results in a crosslinked matrix, the 
linkages being formed between adjacent molecules at the carbon double bond in the backbone [5]. Certain 
solvents may be used to dissolve the unexposed monomers but the exposed crosslinked SAM has signifi- 
cantly reduced solubility and therefore remains on the surface following solvent treatment; UA is therefore 
patternable by e-beam exposure. For this study, tapping mode atomic force microscopy (TMAFM), a noncon- 
tact method which is ideal for probing soft materials, was employed to examine the mechanical properties 
(specifically the apparent thickness/rigidity) of the exposed pattern. Metal/dielectric/metal structures were 
used in capacitance versus bias voltage analysis to assess dielectric properties. 

For the TMAFM study, oxidized silicon wafers were used to support the SAM. The sample cleaning, 
oxidation, and SAM deposition techniques have been described elsewhere [5]. A converted scanning elec- 
tron microscope equipped with ELPHY® lithographic controls was used for exposure. A methanol dip was 
employed to remove the UA monomers in the unexposed regions. A Digital Instruments Nanoscope Ilia 
TMAFM was then used to examine the residual patterns. The results of this experiment are shown in Fig. 1. 
Thickness measurement of this type of layer by TMAFM poses some uncertainty due to changes in the 
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Fig. 1. TMAFM analysis of exposed 10-undecenoic acid features as a function of dose. 

nature of the surface during exposure [6], however, the relative height from one pattern to another may be 
determined with a high degree of confidence. Figure 1 clearly shows the general decreasing trend of apparent 
height from the as-deposited (no solvent treatment) value as the dose decreases. The logarithmic relation is 
analogous to the response of negative resist following UV exposure and development. This is not surprising 
as larger doses will result in a higher degree of crosslinking which will, in turn, decrease solubility in the 
methanol and also increase the mechanical 'rigidity' of the layer. Both effects will lead to a thicker pattern 
as determined by TMAFM following exposure and solvent treatment. 

Metal/SAM/SiCVmetal and metal/SiC^/metal (control) samples were fabricated in order to perform the 
capacitance versus voltage measurements. First, 300 nm of aluminum was evaporated onto oxidized silicon 
substrates to form the (blanket) bottom contact. Next, 12 nm of S1O2 was deposited by remote plasma chem- 
ical vapor deposition (RPCVD) at 350 °C using N2O + SiFU reactants. Half of each sample was dipped 
into 20 : 1 buffered HF for 20 s to remove the RPCVD SiC>2 and expose the bottom contact. After this, the 
samples were ultrasonically cleaned in acetone for 10 s. For the SAM-coated samples, a standard monolayer 
deposition process was used [5]. Some samples were then exposed with the electron beam with a dose of 
approximately 10 ßC cm-2 to create 1.5 nm thick films. A shadow mask was used to deposit aluminum 
onto the sample surface for the top contact. The top contact was used for voltage biasing, the bottom contact 
was set to ground, and measurements were performed in a light-tight box. In order to explain the dielectric 
properties of the metal/SAM/SiC^/metal structures, we used an equivalent model consisting of two parallel 
paths, as shown in the insert in Fig. 2A. The first path contains the capacitance of an ideal SAM in series 
with the capacitance of the SiC"2 layer, which was measured independently (using the control structure) and 
is frequency independent. The second path is a leakage pathway based upon the pinhole leakage model dis- 
cussed by Jin et al. [4] and Vuillaume [3]. The pinholes are characterized by /^Leakage and ^Leakage wn'cn 

determine a time constant for the electron to travel through defects in the SAM. The effect of leakage through 
the pinholes is strongly frequency dependent. When a constant voltage is applied no current should flow; we 
have taken I-V measurements that show this to be the case. At high frequencies the leakage pathway be- 
comes negligible because the polarity switches before an electron has time to traverse the SAM. The onset 
frequency of the effects from the leakage pathway is a good indicator of the quality of the SAM. The capaci- 
tance versus voltage dependence on frequency was determined by measuring the capacitance versus voltage 
characteristics of the Al/SAM/SiC^/Al structure over one period at a range of frequencies from 1 kHz to 
1 MHz. Figure 2A shows the average capacitance over one period versus frequency. At high frequencies the 
capacitance converges to a constant value determined by the series capacitance of the SAM and the SiC>2, 



Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 

A 
Top AI 

483 

220 

200 

fc 180 
u. 
<!> 160 
U 

* 140 

120 
U 100 

80 

60 

550 

500 

%, 450 

§ 400 
B 
'§ 350 

u 300 

A-A 250 

200 
102        103        104        105 

Frequency (Hz) 

106 
—I 1 1 1 1 1 1 ' r— 

-4-2 0 2 4 

Voltage (V) 

Fig. 2. A, Capacitance versus frequency for metal-oxide-SAM-metal structures without electron-beam lithography exposure. The capac- 
itance is taken from the average capacitance over one period. B, Capacitance versus voltage over one period at 100 kHz and 1 MHz for 
an exposed metal-oxide-SAM-metal structure. Four measurements at each frequency are shown each fitted to a Boltzmann distribution. 

A 

B 

& 
o 

1 'o a 
& 

U 

500-1 

400- 

300- 

200- 

100- 

o- 
( 

D 

O 

D ^CONSTANT w/EBL 

° CPOLARIZATION w/EBL 

* ^CONSTANT w'° EBL 

A CPOLARIZATION w/o EBL V 

-ff 
*-CONST u 

+ a 

A                  & 

1       200 400    600     800    1000 

Frequency (kHz) 

Fig. 3. A, Equivalent model circuit for the SAM. CcoNST is tne constant capacitance and +a/—a denote the location of the effective 
bound charge due to the intrinsic polarization of the SAM. B, Values of the constant capacitance of the SAM and voltage dependent 
capacitance, due to the intrinsic polarization of the SAM, versus frequency for SAMs with and without electron-beam lithography 
processing. 

thus the capacitance of the SAM can be measured directly. We assume that the capacitance of the SiÜ2 layer 
is not affected by the addition of the SAM. Figure 2B shows the capacitance of the SAM versus voltage over 
a single period at 100 kHz and 1 MHz, the data are well fitted by a Boltzmann distribution. 

Similar polarity-dependent capacitance has been observed for metal/SAM/semi-conductor structures made 
with orthophenanthroline [2]. The success of the Boltzmann fit indicates that the leakage pathways are having 
a negligible effect. For SAMs that have been exposed to electron beam the Boltzmann distribution is present 
at frequencies as low as 100 kHz, whereas, the SAMs that have not been exposed to electron beam do 
not show the Boltzmann distribution until 500 kHz. This indicates that the pinholes in the electron beam 
exposed samples are less conductive and fewer in number than in the samples that have not been exposed 
to electron beams. The voltage dependence of the SAM capacitance is due to an intrinsic polarization of the 
SAM which can be modeled using a bound charge construct [7]. The capacitance versus voltage data show 
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that there is also a constant component to the capacitance of the SAM. The constant capacitance and the 
voltage-dependent capacitance can be modeled by a constant capacitance in parallel to two plates containing 
the bound charge created by the polarization of the SAM, as shown in Fig. 3A. When the SAM is positively 
biased the negative bound charge will offset some of the charge deposited on the capacitor plates, thereby 
increasing the capacitance until the bound charge becomes negligible in comparison with the total charge 
on the capacitor; the reverse will occur when negatively biased. The Boltzmann fit to the data can be used 
to determine values for the constant capacitance and the magnitude of the voltage-dependent capacitance. 
Figure 3B shows values for the constant capacitance and the voltage-dependent capacitance at a range of 
frequencies for both electron beam exposed SAMs and SAMs without electron-beam exposure. The electron- 
beam exposure does not appear to affect the constant capacitance of the SAM nor the voltage-dependent 
capacitance (supported by AMI molecular orbital calculations which indicate that exposure should change 
the molecular dipole moment by less than 2.5%). It is not possible to determine from this data if the constant 
capacitance is frequency dependent or if the apparent frequency dependence is a result of the onset of effects 
from the leakage pathway. 
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Solid solutions of metals such as silver in arsenic trisulfide exhibit a variety of interesting 
characteristics, including the ability to bring the metal out of solution by electrodeposi- 
tion. This allows voltage-controlled switching characteristics to be realized in two terminal 
devices which may be fabricated to nanoscale dimensions. In addition, surface electrode- 
posits may be formed and subsequently broken at grain boundaries to create structures that 
have adjustable current-voltage characteristics at low temperatures. This paper highlights 
some initial results of the characterization of nanoscale structures based on such solid so- 
lutions. 

© 2000 Academic Press 
Key words: chalcogenide, solid solution, electrodeposition. 

Metals such as silver or copper may be dissolved in chalcogenide glasses such as arsenic sulfide or ger- 
manium selenide to form solid solutions [1, 2]. These solid solutions have a relatively high resistivity (as 
compared with the solid metal) as room temperature conduction is dominated by ion transport through the 
solid electrolyte. If electrodes are formed in contact with a layer of the solid solution and a voltage is applied 
between them, the positively charged metal ions migrate toward the cathode region. If the anode contains 
the same metal as that in solution, the metal will dissolve into solution at the anode as it comes out of so- 
lution at the cathode. This electrically stimulated reduction-oxidation reaction results in the formation of a 
stable metallic electrodeposit which may be made to extend completely from the cathode to the anode on 
the surface of the solid solution. The low-resistance metal link acts to short-out the relatively high-resistance 
glass and hence the overall resistance of the structure can be reduced by many orders of magnitude via this 
electrically stimulated deposition process. This is the basis of the Programmable Metallization Cell (PMC) 
technology [3]. In this paper, we will concentrate on results from the arsenic-trisulfide-silver system, doped 
by photo-dissolution to form a ternary composition near Ag4 AS2S3. We will discuss the initial results of elec- 
trical characterization of two types of test structure: (1) devices in which a silver electrodeposit is formed on 
a Ag4As2S3 channel between coplanar electrodes (Fig. 1A) and then subsequently 'broken' using a current 
pulse to form conducting islands separated by nanoscale gaps and (2) devices which have the solid solution 
deposited in a via in a dielectric which separates two metal layers, the electrodeposit being formed at the 
interface of the solid solution and the surrounding dielectric (Fig. IB). 

To form the coplanar devices, undoped AS2S3, 40 nm thick, was evaporated from a powder source onto 
patterned resist on SiC>2 on a silicon substrate and immediately coated with a 25 nm thick layer of silver 
without breaking vacuum. The wafers were then removed and exposed to ultraviolet light at 436 nm for 
10 min to fully saturate the chalcogenide and form the Ag4As2S3 final composition (confirmed by RBS). 

0749-6036/00/050485 + 04   $30.00/0 © 2000 Academic Press 
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Fig. 1. A, Top view schematic of coplanar electrode device. B, Solid solution in via between electrodes. 
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Fig. 2. A, Electron micrograph of dendritic electrodeposit which has been broken to form isolated silver islands (the anode is on the far 
left). B, I-V plot of device at 4.2 K (the solid curve is a guide for the eye). 

After removal of excess silver, the doped chalcogenide is then patterned by lift-off. The large silver contacts 
are also deposited by evaporation and patterned by lift-off. Using a device with 10 fim anode-to-cathode 
spacing, a narrow bridging dendritic electrodeposit was formed by applying 2 V across the electrodes with 
a compliance of 10 ßA. This led to a room-temperature electrodeposit resistance of approximately 58 k£l. 
The device was then cooled to 4.2 K by immersion in liquid He and the resistance decreased to around 
3 k£2, suggesting that the overall resistance is influenced by the grain boundaries in the electrodeposit. A 
10 mA current pulse was then applied to break the electrodeposit by local thermal dissolution at the grain 
boundaries to form metallic silver islands separated by nanoscale gaps as shown in Fig. 2A. The current- 
voltage characteristic for this modified structure is given in Fig. 2B. 

Room-temperature characterization of an 'open circuit' device such as this gives an exponential I-V 
relationship in the G£2 range near V = 0, but the most obvious features of the plot of Fig. 2B are the steps 
at 5 V intervals in the I-V characteristic, approximately 7 pA in height. This characteristic is similar to 
that obtained in devices which exhibit single electron modulated conduction in channels of nanocrystalline 
silicon [4, 5]. However, the complex nature of transport at low temperatures in these structures is revealed by 
the I-V plots of Fig. 3. The curves of Fig. 3A, labeled 1-4, represent the I-V characteristics of the device 
under the following conditions: (1) initial 0-10 V sweep, (2) subsequent 0-10 V sweep, (3) initial 0 to -10 V 
sweep, (4) subsequent 0 to —10 V sweep. It is clear from these curves that the I-V characteristics of the 
structure depend on biasing history. This is reinforced by the results shown in Fig. 3B which are the I-V 
curves for 0-10 V sweeps (only 0-5 V is shown for clarity) following exposure to increasing negative bias. 
The curve on the far right is the initial characteristic produced by repeated 0-10 V sweeps. The next curve 
to the left was produced after biasing the structure with -1 V, the next with -2 V, then —3 V, -5 V, and the 
leftmost curve is after -10 V. 

The step-like features apparent in Fig. 2B are suggestive of a Coulomb blockade effect. If we assume 
these features do indeed result from single-electron tunneling via a dominant bottleneck [5], which we could 
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Fig. 3. A, I-V plots for initial and subsequent positive and negative biasing at 4.2 K. B, I-V plots after biasing with increasingly 
negative voltage (+10, -1, -2, -3, -5, -10 from right to left) at 4.2 K. 

treat as an isolated Coulomb island with symmetric tunnel barriers, it is well known that current steps of 
height e/2RtC and width e/C should be expected in the current-voltage characteristic. Here, Rt is the 
resistance of the tunnel barriers and C is the total capacitance of the island. From the plateau width of 
approximately 5 V in Fig. 2B we thus obtain C = 3.2 x 10~20 F, while from the current steps of 7 pA 
we obtain Rt = 3.6 x 1011 £2. The extremely small value of the capacitance suggests that the Coulomb 
blockade effect itself might be mediated by single ions in the solid solution between the metallic islands. 
Other experimental features may point against such an interpretation however. It is clear from the current- 
voltage characteristics in Figs 2B and 3, for example, that there is no evidence for a Coulomb gap near zero 
bias. This observation might be accounted for by the existence of a background charge in the system, perhaps 
that of the (charged) double layer at the metal-solution interface. The magnitude of this charge would need to 
be such that it lifted the Coulomb blockade close to zero bias. The capacitance of 3.2 x 10~20 F corresponds 
to a charging energy e2/2C of order 10 eV, which is (perhaps coincidentally) close to the ionization energy 
of silver, but the staircase effect is not evident at room temperature. Finally, the only reasonable explanation 
for the bias history-dependent behavior is that the bias alters the position of the ions in solution which in 
turn alters the nature of the assumed barrier in a continuous and reversible fashion. Since thermal diffusion is 
negligible at low temperature, the ions will remain where the field places them. Further studies are required 
to determine whether Coulomb effects are responsible for this interesting behavior. 

Turning now to the fabrication of the vertical structures, shown schematically in Fig. IB. The silver lower 
electrode was patterned using lift-off and covered with 40 nm of silicon nitride. Electron beam lithography, 
using a 100 nm thickness of 4% PMMA in chlorobenzene, was then used to define the vias in the nitride. 
The accelerating voltage was 40 kV and the dose was 4 x 10~8 C cm-1. These conditions led to 50 nm 
wide vias following development and reactive ion etching of the nitride in a CF4/O2 plasma. The AS2S3 
layer, 25 nm thick, and 15 nm of silver was then deposited and the silver photodissolved prior to lift-off and 
PMMA removal in acetone. This left the solid solution in the via only. Figure 4 shows a 50 nm structure at 
this stage of the fabrication process. The top silver electrode was then deposited and patterned by lift-off. 
The off-resistance of this structure was in the order of 1012 £2 at 100 mV, which is actually several orders 
of magnitude higher than the solution resistance (due to the barrier-like characteristics of the metal-solid 
solution interface, i.e. the double layer). The devices switched to a low-resistance on-state by the formation of 
a bridging electrodeposit at around 1.8 V. The on-resistance was a strong function of the current compliance 
used but was as low as 100 Q for 1 mA, illustrating that a 10 order of magnitude change in resistance 
is possible in the nanoscale switching element. The on-state proved to be extremely stable in these devices, 
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Fig. 4. Field emission scanning electron micrograph of solid solution in a 50 nm wide via in Si3N4 on an underlying silver electrode. 

suggesting that they could have utility in extremely high-density programmable read-only memories (PROM) 
or antifuse elements. 

In conclusion, we have seen that devices based on solutions of silver in arsenic trisulfide have interesting 
electrical characteristics at the nanoscale. Surface electrodeposits which have been broken using a current 
pulse exhibit voltage-programmable I-V characteristics at 4.2 K and permanent resistance reductions over 
10 orders of magnitude are attainable in ultra-compact vertical devices. 
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We report the current-voltage characteristics of gold nanoparticle-biopolymer networks at 
room temperature. The characteristics have features that are indicative of single-electron 
charging in ordered, one-dimensional chains of nanoparticles. From capacitance estimates 
and numerical simulations, we argue that the observed electrical behavior is related to 
the low size dispersion of the nanoparticles and the uniformity of the biopolymer lengths 
imbedded within the network. 

© 2000 Academic Press 
Key words: nanoparticles, Coulomb blockade, biopolymer. 

1. Introduction 

Ligand-stabilized metal nanoparticles possess many qualities that facilitate the investigation of single- 
electron charging effects [1-5]. Because of their small size, typically <100 atoms, the Coulomb charging 
energy of the nanoparticles is at least an order of magnitude greater than the thermal energy (kßT) at room 
temperature [6]. Nanoparticles of this size can support single-electron charging effects at 300 K when the 
ligand shell forms a tunnel barrier of resistance greater than the resistance quantum [7,8]. In addition to 
providing electrical isolation, the ligand shell can be chemically modified to facilitate coupling between 
nanoparticles or attachment to other molecules [9]. 

We report transport measurements on gold nanoparticles with ligand shells attached to a rigid biopolymer 
network through the interaction between the ligand shell and the biopolymer. The room-temperature elec- 
trical conductance of all such samples shows a distinct Coulomb gap at low-bias voltages. Many samples 
showed periodic structure at voltages above threshold. Periodic conductance features are well known to be 
associated with single-electron effects [10-15]. What is unusual about the data reported here is the fact that 
the voltage scale of the periodicity is several orders of magnitude greater than that found in other quantum 
dot or mesoscopic samples. 

f Present address: Department of Physics, University of Colorado at Boulder, Boulder, CO, U.S.A. 
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Fig. 1. A, The I-V characteristic of a poly-L-lysine-nanoparticle sample. B, The I-V data after subtraction of the background conduc- 
tance of the undecorated biopolymer. 

2. Experiment 
Poly-L-lysine (54000 amu) was deposited onto interdigitated gold electrodes with 15 /^m spacings to form 

a framework to which gold nanoparticles were attached. The average length of the poly-L-lysine was 30 nm. 
The details of the fabrication have been reported elsewhere [16]. TEM measurements showed that the radius 
of the metal core was 0.7 nm, with a variation of ±20%. The radius of the core and ligand shell together is 
estimated to be 2.1 nm. 

Current-voltage (I-V) measurements were made in an electrically shielded vacuum chamber at room 
temperature [3]. Radio frequency (RF) electric fields could be applied by means of a dipole antenna placed 
close to the sample. 

3. Results and discussion 
Representative I-V behavior of the biopolymer-nanoparticle samples is shown in Fig. 1A. All samples 

exhibited nonlinear behavior, with many showing structure equally spaced in voltage. Control experiments 
showed little or no difference between the I-V characteristics of the undecorated biopolymer and the bare 
electrodes. When the data are corrected for the conductance of the undecorated poly-L-lysine, a blockade 
region and plateaus regularly spaced in voltage are clearly visible, as shown in Fig. IB. For this sample the 
threshold voltage was VT = 12 ± 1 V, and the period of the oscillations was A V = 25 ± 3 V. In general, the 
ratio AV/ Vj was frequently close to 2. Applying RF signals to the sample had no observable effect on the 
plateau structure. 

Above threshold, the scaling / oc (V/Vj— \)y was found to describe all sets of data, with y = 1.2±0.2, 
as illustrated in Fig. 2. Here the error includes the uncertainty in the current measurement and the spread 
between different samples. Unlike the quadratic dependence found in thin films containing gold nanopar- 
ticles [3,7,8], this result is consistent with single-electron transport in both ordered and disordered one- 
dimensional systems where it is predicted that y ~ 1 [17,18]. Experiments on one-dimensional chains of 
tunnel junctions found y = 1.36±0.1 [19]. Thus, from the current-voltage scaling above threshold, we con- 
clude that regions of one-dimensional morphology dominate the transport in the biopolymer-nanoparticle 
network. 

From the sample layout, the distance between the nanoparticle cores and the ground plane is expected 
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Fig. 2. Current versus scaled voltage. The solid circles (triangles) represent negative (positive) bias voltages'. For clarity, the current 
values for positive bias have been multiplied by 3. The solid and dash lined are least square fits to the data and have slopes of 1.2 and 
1.0, respectively. 

to be relatively large. Thus the capacitance to ground, Cg, can be approximated by the self capacitance of 
a conducting sphere embedded in a dielectric shell. Assuming the ligand has a dielectric constant of 3, we 
estimate that Cg s» 0.14 aF. Treating the adjacent nanoparticles as identical metal spheres of radius 0.7 nm 
whose centers are separated by a distance 4.2 nm, we estimate the maximum inter-particle capacitance to be 
Cäd = 0.023 aF. Using the above capacitance estimates in a conventional Coulomb blockade model [18] we 
obtain Vj = 0.5 V, which is at least an order of magnitude smaller than the threshold voltages measured. 

Monte Carlo simulations [20] of the conductance characteristics of chains consisting of one, two and five 
nanoparticles with Cg = 0.14 aF and Cdd = 0.023 aF are shown in Fig. 3A. In the regime where Cg » Cdd, 
plateaus occur with a periodicity of about e/Cg. Also, these simulations show that the ratio AV/Vj is 
equal to 2 when there is little or no disorder and that the number of plateaus in the I-V characteristics is 
approximately equal to the number of nanoparticles in the chain. The effect of a variation in the values of Cg 

and Cdd is shown in Fig. 3B. The capacitance disorder due to the uncertainty in the measured nanoparticle 
radius (±20%) is not found to affect the periodicity of the plateaus. However, introducing an uncertainty of 
±50% in Cg (±67% in radius) can destroy the periodicity. Variation of Cdd by ±50% had little or no effect 
on the I-V characteristics. 

The simulations demonstrate that chains of nanoparticles where Cg » Cdd will have I-V characteristics 
with properties similar to the data. However, the voltage scale needs to be addressed. Although conventional 
Coulomb staircase phenomena have been reported at 287 K in long chains of particles [12], to reproduce 
the structure seen in our data from a simple chain of clusters would require the nanoparticles to be unphysi- 
cally small. For this reason, the origin of the structure is unlikely to come from a few smaller nanoparticles 
dispersed in the chain. 

The voltage scale discrepancy may be explained if the biopolymer-nanoparticle network contains sections 
that are not in Coulomb blockade. These sections could form a bias network for those in blockade, thus 
reducing the voltage across each section in blockade. The weakly conducting sections could result from 
regions in which the capacitance of the nanoparticles is increased. Also, the background conductance between 
the electrodes themselves could provide a bias network. The size of the electrodes causes a high degree of 
spatial averaging over the network. Therefore, if the idea of a resistive bias network is correct it suggests 
that the conductance oscillations are insensitive to the local arrangement of the poly-L-lysine network. This 
implies that their origin must be related to system parameters that have a high degree of uniformity, such as 
the molecular weight (length) of the poly-L-lysine, or the size (capacitance) of the nanoparticles. 
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Fig. 3. A, Monte Carlo simulations of chains of one (— • —), two ( ) and five ( ) nanoclusters in series. B, Monte Carlo 
simulations of five nanoclusters in series with ±20% ( ) and ±67% ( ) variation in nanocluster radius. All simulations were 
done for a temperature T = 300 K. 

4. Summary 

In summary, we have measured the room-temperature transport in a biopolymer-nanoparticle system. 
The almost linear relationship between current and voltage above threshold suggests that the poly-L-lysine 
molecules act as a one-dimensional template for the gold nanoparticles. From the observed plateau struc- 
ture and capacitance estimates, we believe the one-dimensional sections of the network contain at least 
five nanoparticles. Single-electron charging effects are expected to be sensitive to the size distribution of 
nanoparticles and to the length of the poly-L-lysine biopolymer, which may be the reason we do not observe 
the plateau structure in all samples. 
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We discuss electron transport through a semiconductor superlattice subject to an electric 
field parallel to, and a magnetic field perpendicular to, the growth axis using a semi- 
classical balance equation model. We find that the current-voltage characteristic becomes 
multistable in a large magnetic field; furthermore, hot electrons display novel features in 
their current-voltage characteristic, including absolute negative conductivity and a sponta- 
neously generated dc current at zero bias. 

© 2000 Academic Press 
Key words: superlattice, miniband transport, nonlinear transport. 

Semiconductor superlattices (SSLs) offer the exciting prospect of experimentally observing nonlinear 
transport and optical properties. The large period along the growth axis leads to narrow minibands; con- 
sequently, moderate electric and magnetic fields can accelerate electrons into the nonparabolic regions of the 
minibands before a scattering event occurs. Electrons which explore a significant portion of the miniband 
exhibit such nonlinear properties as negative differential conductivity (NDC) and Bloch oscillations; for an 
introduction, see [1]. 

We study a balance equation model for transport through a single miniband SSL with electric field, E, 
along the growth axis (the z-direction) and magnetic field, B, in the plane of the quantum wells (QWs) 
that form the SSL (the x-direction). These balance equations are derived from the semiclassical Boltzmann 
transport equation (BTE) which describes miniband transport in electric or magnetic fields not strong enough 
to localize electrons within a single period of the SSL. The balance equations for an electric field were first 
derived in [2], while the extension to include the magnetic field was discussed in [3,4]; and we refer the 
reader to these references for the detailed derivation. 

We assume a tight-binding miniband dispersion relation, €(k) = h2ky/2m* + A/2[l — cos(kza)], where 

^Current address: Department of Electrical Engineering, University of Notre Dame, Notre Dame, IN 46556, U.S.A. 
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m* is the effective mass in the plane of the QWs, A is the miniband width, and a is the SSL period. The 
balance equations are 

eB 
Vv = — 

V, = — 
e 

Vz-YvyVy 

BVV 

m{ez) 

-eEV: 
eB 

c 

-Yvz 

Yekz °eq. 

(1) 

(2) 

(3) 

where —e is the charge of an electron and c is the speed of light. The average electron velocity, V = (Vy, Vz), 
is obtained by integrating the distribution function which satisfies the BTE over the Brillouin zone; yvy and 
Yvz are the damping rates for these quantities, which follow from inelastic phonon scattering and elastic 
impurity and interface roughness scattering. Likewise, ez represents the average energy of motion along the 
growth axis; eeq<z is its equilibrium value, and ye is its relaxation rate due mainly to inelastic scattering. The 
balance equations contain the effective mass term m(sz) = mo/(l - 2e,/A), where mo — 2h2/Aa2 is the 
effective mass at the bottom of the miniband. Owing to the nonparabolic dispersion relation, the effective 
mass for motion along the growth axis depends on the corresponding energy component; in contrast, the 
energy of motion within the QW does not enter the balance equations since the effective mass for this motion 
is constant. While the magnetic field does not change the total electron energy, it does transfer energy between 
the longitudinal and transverse directions, hence it affects the time dependence of sz. 

The following scalings facilitate numerical studies: vy — {{m^m*)xl2a/h)Vy, vz = (moa/h)Vz, w = 
(sz - A/2)/(A/2), wo = (£eq,z - A/2)/(A/2), B = eB/(m0m*)^2c and coB = eEa/h (the Bloch 
frequency of the electric field). Accordingly, the set of balance equations becomes 

iy = -Bvz - yvyvy 

zz = COBW — BvyW — yvzvz 

w = —u>gvz + Bvyvz — y£(w — u>o). 

(4) 

(5) 

(6) 

With the time-independent electric field COB and magnetic field B, the SSL current / = — eNA(Aa/2h)vzt.„, 
where N is the carrier concentration, A is the cross-sectional area, and vZtSS is the steady-state solution to 
eqn (5). Considering the steady-state solutions to eqns (4)-(6), we obtain a cubic equation relating vZ:SS to 
the applied voltage, with C = B2/yvy 

„2 C2vlss+2Ca)BV'i<ss + [YvzYe +wB- YSWQC]VZ,SS - yEw0coB = 0. (7) 

The current-voltage characteristic of an SSL exhibits a peak followed by NDC; and a magnetic field in the 
plane of the QWs increases the critical electric field at which the peak current is attained [5,6]. As is evident 
in Fig. 1, the balance equations reproduce these well-known results; moreover, they predict the new result of 
multistability for a sufficiently large magnetic field (Fig. 1C). For the very low relaxation rates obtained in 
very recent experiments—yvy = yvz = ye = 1.5 x 1013 s_1 for an SSL with A = 23 meV and a = 84 Ä 
[7]—this multistability may be observable at a modest magnetic field of a couple of Tesla. 

The average energy for motion along the growth axis relaxes to its equilibrium value wo at the rate ye; for 
thermal carriers, wo < 0. We now wish to discuss the situation where wo > 0; this occurs for 'hot' electrons 
which have a highly nonequilibrium distribution, even without applied fields, and requires a constant influx 
of energy. Experimentally, these hot electrons can be obtained by injecting electrons into the top half of the 
miniband of a finite SSL, as in the recent experiment described in [7]. Consider the situation in which there 
are no external fields: if electrons leave the SSL before relaxing to the bottom of the miniband, and new 
electrons replace them at the injection energy in the top half, then w = wo > 0. The energy to maintain 
wo > 0 comes from the steady injection of energetic electrons. 
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Fig. 1. Scaled current-voltage characteristic for an SSL with WQ(YSIYVZ)
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Fig. 2. Scaled current-voltage characteristic for hot electrons in an SSL with wo(ye/yvz) '   = 0.5 and C = yvz (A), and C = 5yv: 

(B). 

The balance equations predict two novel features in the current-voltage characteristic for hot electrons: 
absolute negative conductivity (ANC) and, for sufficiently large magnetic fields, spontaneous current gener- 
ation at zero bias. Figure 2A illustrates the ANC, as a positive bias induces a negative current when WQ > 0. 
For the larger magnetic field in Fig. 2B, multistability occurs at zero-bias; in fact, the zero bias-zero cur- 
rent solution is unstable and the SSL spontaneously developed a current across it. For ANC, the energy 
of the hot electrons supports a current against the applied bias; similarly, spontaneous current generation 
occurs when the hot electrons use their energy to maintain a current in the absence of any bias. Both ef- 
fects may be observable through their influence on the current-voltage characteristics of high-quality sam- 
ples [3]. 
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Effect of boundaries and impurities on electron-phonon dephasing 
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Electron scattering from boundaries and impurities destroys the single-particle picture 
of the electron-phonon interaction. We show that quantum interference between 'pure' 
electron-phonon and electron-boundary/impurity scattering may result in the reduction 
as well as to the significant enlargement of the electron dephasing rate. This effect cru- 
cially depends on the extent, to which electron scatterers, such as boundaries and impu- 
rities, are dragged by phonons. Static and vibrating scatterers are described by two di- 
mensionless parameters qjl and qjL, where q is the wavevector of the thermal phonon, 
I is the total electron mean-free path, L is the mean-free path due to scattering from 
static scatterers. According to the Pippard ineffectiveness condition [1], without static 
scatterers the dephasing rate at low temperatures is slower by the factor 1/ql than the 
rate in a pure bulk material. However, in the presence of static potential the dephasing 
rate turns out to be 1/qL times faster. Thus, at low temperatures electron dephasing and 
energy relaxation may be controlled by electron boundary/impurity scattering in a wide 
range. 

© 2000 Academic Press 
Key words: electron-phonon interaction, dephasing, disorder. 

1. Introduction 
In recent years, the electron dephasing in ultrathin films, nanostructures and mesoscopic devices has been 

intensively studied. Temperature-dependent dephasing rate is mainly determined by the electron-electron 
and electron-phonon interactions. While theoretical results pertaining to electron-electron scattering are 
confirmed by many experiments, the electron-phonon mechanism is still poorly understood. Unfortunately, 
most researchers employ the standard clean-limit concept, its uncritical application leads to incorrect and 
controversial conclusions. A reliable electron-phonon interaction model taking into account electron scatter- 
ing from boundaries, defects and impurities is of vital importance. 

If scattering potential of boundaries and impurities is completely dragged by phonons, the inelastic electron 
scattering from this potential may be excluded by a transformation to the frame, which moves together with 
the phonon. Using transformation to the local frame, Pippard [1] has found that the electron-phonon coupling 
depends substantially on the parameter ql, where q is the wavevector of the phonon, and / is the electron 
mean-free path. If ql < 1, the electron-phonon coupling is a factor of l/ql weaker than the coupling in 
the pure limit, / -» oo. This statement is well known as the Pippard ineffectiveness condition [2]. It was 
confirmed by microscopic calculations in [3,4]. 
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Obviously the Pippard's assumption about completely dragged scatterers is not valid in the presence of 
rigid boundaries or heavy defects. To generalize Pippard's model we take into account additional static po- 
tential. We show that even relatively weak static potential drastically changes the effective electron-phonon 
coupling and corresponding electron dephasing rate. 

2. Model 

We start with the Hamiltonian, which describes the 'pure' electron-phonon interaction and the interaction 
between electrons and scatterers that are completely dragged by phonons [3], 

Hint =Yl8^cP+9cP^b9-n+b-g^+ J2 V(k)c+cp-kexp(-ikRa) 
PA p,k.Ra 

+   XI   Y<fi,9)tfcp-k(bq,n+b±qi„)exp[-i(k-q)Ral (1) 
p,k,q,Ra 

where c+ is the electron creation operator, fc+ is the creation operator of a phonon with a wavevector q and 
polarization index n, and Ra are the equilibrium positions of scatterers. 

The first term with the vertex g = (2ef/3) x (q ■ en)/(2pti>)x/2 (e/r is the Fermi energy, e„ is the phonon 
polarization vector, p is the density) corresponds to the pure electron-phonon scattering. The second term 
describes the elastic electron scattering from the potential of boundaries and impurities, V(k). If this potential 
is completely dragged by phonons, the vertex of inelastic electron scattering is given by [3,5]: y(k, q) = 
-iV{ken)l(2pwqyi2. 

Now we take into account the static scatterers, such as rigid boundaries and heavy defects. Then the total 
momentum relaxation rate is r_1 = Xj] + x~l, where xj is the electron momentum relaxation rate due to 
scatterers that are dragged by phonons, and T~' is the relaxation rate due to static scatterers. It is convenient 
to introduce the electron mean-free path, / = vpx, and the electron-free path with respect to scattering from 
static potential, L = VFXS- 

3. Electron dephasing rate 

Calculations employing the Keldysh diagrammatic technique for nonequilibrium processes show that the 
collision integral, which describes the interaction between longitudinal phonons and electrons in a disordered 
conductor with static and vibrating scattering potentials, is given by 

g/arctanOy/)        (^      /\   3 

V) 
where £n = arctan(qI)/(ql), the dimensionless constant of the electron-phonon interaction ßi = 
(2ef/3)2v/2puj (v is the electron density of states, M/ is the longitudinal sound velocity), and R(e,coq) 
is the combination of electron (nf) and phonon (Nw) distribution functions: R(e, co) = A^wne(l — nt+w) — 
(1 + Nm)(\ — ne)ne+co. Then the dephasing/relaxation rate of electrons is given by 

1             73^(3)   ß,Tl    r, 
 ^T = —Ö—7 ^Fiiqrl), (3) 
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where A,Q) — 6ol/ut(i)Z (0D is the Debye temperature). In the limiting cases the relaxation rate is 

(4) 
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Fig. 1. Electron dephasing rate due to longitudinal phonons in Al structures with electron mean-free path / = 0.005 ßra and 0.05 £tm. 
Solid lines correspond to complete drag of all scatterers (boundaries and impurities) by phonons. Dashed and dotted lines correspond to 
the electron mean-free path with respect to the static potential L = 0.05 ixm and 0.5 ßm. 

Now we consider interaction of electrons and transverse phonons. The corresponding collision integral has 
a form 

r u\        _J2fh]*_(       l\  f f      /       /yg/-3((g/)2 + l)arctan(g/)l 

where the dimensionless constant is ßt   =   ßi(ui/ut)
2, and ut is the transverse sound velocity. Then the 

electron dephasing/relaxation rate is given by ■■#/ 
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In the limiting cases the electron relaxation rate is 
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Therefore, in the impure case (77 < m, ut), the total electron dephasing/relaxation rate is given by 
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Fig. 2. Electron dephasing rate due to transverse phonons in Al structures with electron mean-free path / = 0.005 ßm and 0.05 /xm. 
Solid lines correspond to complete drag of all scatterers (boundaries and impurities) by phonons. Dashed and dotted lines correspond to 
the electron mean-free path with respect to the static potential L = 0.05 fim and 0.5 ßm. 

4. Discussion 

The presence of static and vibrating electron scatterers leads to complex quantum interference between 
different scattering mechanisms. If boundaries, defects and impurities are completely dragged by phonons 
(L -> oo), we reproduce results of Ref. [4] for the electron-phonon dephasing rate. In agreement with the 
Pippard ineffectiveness condition, at low temperatures the electron-phonon dephasing rate is u/(Tl) times 
slower than the rate in a pure conductor, l/re-Ph oc T4l. Note, that in our model with spherical Fermi 
surface, only longitudinal phonons interact with electrons in the pure conductor. Inelastic electron scattering 
from boundaries and impurities generates a new channel of the electron-phonon interaction. Due to vibrating 
boundaries and impurities, transverse phonons can interact with electrons. In the pure limit, Tl/u ^> 1, 
this channel is Tl/u times weaker than the pure electron-phonon coupling. In the dirty limit, Tl/u <£ 1, 
both channels are enhanced due to the diffusion electron motion, in the same way as the electron-electron 
interaction in impure conductors. However, the quantum interference between these two channels of electron 
scattering neglects the total effects and results in the Pippard ineffectiveness condition. 

This picture is changed in the presence of additional static potential or due to incomplete drag of bound- 
aries and impurities by phonons. In the limit Tl/u «; 1, where the interference is important, the electron 
dephasing rate turns out to be u/{TL) times faster than the rate in the pure conductor, l/re-pi, oc T2/L. 
Note, that compared with the dephasing rate due to longitudinal phonons, the contribution of transverse 
phonons consists of the large factor (ui/u,)3 and the factor (1 - l/L). The factor (1 - l/L) has a simple 
interpretation: it is proportional to the concentration of vibrating scatterers, which provide the interaction 
between electrons and transverse phonons. If this factor is not too small, the effect of transverse phonons 
dominates" at low temperatures. Note, that the 72//-term in the relaxation rate due to vibrating impurities 
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has been obtained by many authors [6]. This result is wrong and contradicts to the Pippard ineffectiveness 
concept. Only in the presence of the static potential do we obtain a r2-term proportional to 1/L. 

To illustrate our results, we calculate the electron dephasing rate in Al structures with w/ = 6.3 x 
105 cms-1, u, = 3.1 x IO5 cms4, vF = 1.3 x 108 cms-1, ßi = 1.14, and ßt = 4.7 [5]. Temper- 
ature dependencies of the dephasing rate in the structures with the electron mean-free path 0.05 /xm and 
0.005 /u,m are presented in Figs 1 and 2. Solid lines show the dephasing rate under the Pippard ineffective- 
ness condition. At low temperatures the dephasing becomes faster in the presence of the static potential. 
Comparing Figs 1 and 2, we see that at low temperatures the electron dephasing is determined by transverse 
phonons. Figure 3 shows the dependence of the dephasing rate on the electron mean-free path. In the case of 
complete drag of boundaries and defects, the dephasing rate is proportional to / at low temperatures. In the 
presence of the static potential, the relaxation rate is determined mainly by the electron mean-free path with 
respect to scattering from the static potential. 

It is important for applications, that the electron-phonon dephasing rate in mesoscopic devices may be 
changed in a wide range. It can be increased or decreased compared to the rate in a pure bulk material. Some 
experimental data support our conclusions. The enhancement of the electron-phonon interaction due to dis- 
order has been found in thin metallic films [7] and semiconducting heterostructures [8]. The T2-dependence 
of the electron-phonon dephasing rate is widely observed in experiments [9]. Some important points, such 
as the modification of the phonon spectrum, deserve further theoretical investigations. 
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Reduction in relaxation time due to ionized impurities in 
GaAs/AlGaAs quantum well structures 
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(Received 28 February 2000) 

Time-resolved photoluminescence measurements in 8 -doped GaAs/AlGaAs on the quan- 
tum well structures are performed to study effects of ionized impurities relaxation process 
of photoexcited carriers. It is theoretically shown that a thin quantum well with a <5-doping 
layer inserted in the barrier layer of double quantum wells enhances the impurity scatter- 
ing rate significantly. Photoluminescence decay time in the S -doped samples is found to 
decrease compared with the undoped samples. 

© 2000 Academic Press 
Key words: semiconductor quantum wells, electron tunneling, impurity scattering. 

1. Introduction 
A large nonlinear optical property is required for optical devices applications of quantum well (QW) 

structures [1]. Nonlinear optical properties of excitons in QW structures are especially remarkable because 
the absorption and refraction changes in the exciton peak due to the photo-excitation of carriers have a time 
constant shorter than 1 ps [2]. However, the slow decay time is a serious problem in these structures. From 
the viewpoint of optical device application of QW structures, it is desirable to achieve faster decay time of 
optically pumped carriers. To achieve a fast decay time utilizing a fast carrier tunneling time from one QW to 
another QW, longitudinal optical (LO) phonon and impurity scattering processes are widely and intensively 
investigated [3,4]. 

In the present study, we propose a novel structure of double quantum wells (DQW) which enables us to 
control the transfer rate between the narrow well (NW) and the wide well (WW). 

2. Theoretical background 
We first theoretically demonstrate the fast impurity scattering time by making a thin QW in the barrier 

of DQW (TQW) and locating <5 -doped impurities at the center of the thin QW. The impurity scattering rate 
for a nonresonant condition is proportional to a product of electron densities of initial and final states at the 
impurity position. In the limit of large detuning, the scattering rate can be written as [5], 
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Fig. 1. Impurity scattering time, Tjmp, as a function of applied voltage, V, for A, 5-doped triple quantum wells and B, 6-doped double 

quantum wells. The areal donor density in N^ = 2 x 1012 cm-2. Solid lines (dashed lines) represent Tjmp from the ground subband in 
the narrow well to the ground (first excited) subband in the wide well. The insets show a self-consistent electronic states at V = — 3 V. 

where Nd is the areal donor density, £"„(£„') is the initial (final) subband energy, </>„(z)Wy (z)) is the initial 
(final) state envelope function, and z; is the impurity position. 

Figure 1A shows calculated Timp as a function of externally applied voltage, V, for a 5-doped TQW. rjmp 

is evaluated by using a self-consistent electronic state, which is shown in the inset of Fig. IB for V = —3 V. 
In Fig. IB we plot Timp for a <5-doped DQW comparison. As can be seen in Fig. 1, rjmp for the structures with 
the thin QW (TQW) is considerably shorter than that for the structures without the thin QW (DQW). 

3. Samples 
We have grown the following four different types of GaAsZAlo.35Gao.65As QW structures by molecular 

beam epitaxy (MBE) on GaAs substrates: (1) undoped DQW with a 14 nm thick WW, an 11 nm thick 
barrier layer and an 8 nm thick NW, (2) 5-doped DQW with a Si 6-doping layer at the center of the barrier, 
(3) undoped triple quantum wells (TQW) fabricated by replacing the 11 nm thick barrier of the undoped 
DQW with a QW structures consisting of a 3 nm thick Alo.35Gao.65As barrier, a 5 nm thick thin QW of 
GaAs, and a 3 nm thick Alo.35Gao.65 As barrier, and (4) 5-doped TQW with a Si 5-doping layer at the center 
of the thin QW of the undoped TQW. 

4. Results and discussion 
We performed time-resolved PL experiments for the NW. Figure 2 shows the experimental results of PL 

decay time as a function of applied bias voltage from —3.5 to +1.0 V with 0.1 V step at 10 K. The decay 
time, tdecay> for the 5-doped TQW is found to be faster than that for the other samples. A dip at V ~ — 1.5 V 
in Fig. 2 can be seen for the TQW samples. It can be attributed to the fact that the first excited subband in 
WW coincide with the ground subband in NW. However, the decay time of DQW samples hardly change as 
a function of applied bias because of the thick barrier. 

To confirm that the decrease in the decay time in the 5-doped TQW is due to the impurity scattering, we 
have grown three 5-doped TQW samples with different 5-doping densities. The temporal variation of the PL 
intensity for the NW of the three 5-doped TQW samples at 10 K is shown in Fig. 3. The decay time, tdecay, 
is also found to become faster with increasing the 5-doping density. 



Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 507 

500 

100 

50 

10 

T=IOK 

ITjfffttttiiiMfi^'* llll"",)i1tf'^^ 

A DQW (undoped) 

▲ DQW («-doped) 

O TQW (undoped) 

• TQW (ä-doped) 
i i L 

-2        -1 0 

Applied voltage (V) 

1 

Fig. 2. Photoluminescence decay time from the narrow well in the undoped double quantum wells (DQW) (open triangles), the S-doped 
DQW (closed triangles), the undoped triple quantum wells (TQW) (open circles) and the (5-doped TQW (closed circles) as a function of 
applied bias voltage from -3.5 to +1.0 V with a 0.1 V step at 10 K. 

_ 1111., i.... i. 

Er=ioic                 UNd= 3.6 x 1010 cm-2   : 

•>iSSu                ° 
2.1 x 10" cm"2   ■ 

' TV^bu.    • 1.3xl012cm-2 

•'^p   "^ ■ 

3 >. \   **v. 
ca 

*                  O?                                 B^«           ■ 
>i -*        » TR** 

a o ooo o ■^ 
Q 

r            .         oo° 

m 

■                    • )      O <D • •• (DA        00         O 
oo                            ••■••ooo o*o 
■                                              •■      a ••          a» o (D- 

«••M   •• •   • 
■   t  

MIIPI • flD *0«0*0( 

0.5 1 

Time (ns) 

1.5 

Fig. 3. Temporal variation of photoluminescence intensity for the narrow well of 5-doped triple quantum well samples with different 
^-doping densities. 

5. Summary 

We proposed a novel structure of DQW with a thin QW with a <5-doping layer, which enables us to control 
the transfer rate between the NW and WW. Theoretical calculations show that a typical scattering time, Timp, 
is a few ps for TQW with S-doping density of No. = 2 x 1012 cm-2. The PL decay time, Tdecay, in the 5-doped 
TQW is found to decrease by upto 45% compared with the undoped TQW. In 5-doped TQW samples, the 
decay time, Tdecay» becomes faster with increasing <5-doping density in TQW. 
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We realized a polarization-independent Mach-Zehnder interferometric switch at 1.53 /xm 
using chopped quantum wells. The calculated electroabsorption and electrorefraction agree 
well with experiment. The window for polarization-independent switching within 0.1 V is 
12 nm. A phase shifting section of 1.7 mm yields a <ldB electroabsorption unbalance and 
a 6 V switching voltage. 

© 2000 Academic Press 
Key words: chopped quantum wells, interferometric space switcher. 

Introduction 

Future integrated optical cross connects for telecommunication applications require compact, low loss 
and polarization-independent Mach-Zehnder interferometric space (MZI) switches. It is the objective of 
this article to investigate whether chopped quantum wells (CQW) exploiting the quantum confined Stark 
effect (QCSE) can meet the necessary requirements. 

In conventional InGaAs/InP quantum wells (QWs), waveguide transparency limits the QW-thickness to 
below 35 Ä. Since the quantum confined Stark effect steeply increases [1] with well thickness, the QCSE 
in such a conventional well is very small. We present chopped quantum wells that consist of three strongly 
coupled 27 Ä wide, 0.65% or 0.85% tensile-strained InGaAs wells separated by 15 Ä barriers, as shown in 
Fig. 1. The CQW combines a bandgap of 1400 nm for waveguide transparency at 1.55 fim with an effective 
well width of 110 Ä for a large QCSE. These chopped quantum wells show a QCSE red shift as large as 
90 nm at 130 kV cm-1, which is 30 times larger than in a 35 Ä Ino.53Gao.47As QW. The CQW structure, 
including the interface layers [2, 3] which are introduced during growth, is given in Table 1. 

As compared with a conventional QW, the heavy-hole envelope functions in a CQW behave differently. In 
the absence of an electric field, the lowest three heavy-hole energy levels are almost degenerate; the ground 
state and the second excited level are only 12 meV apart. In the presence of an electric field, each heavy-hole 

0749-6036/00/050509 + 06   $35.00/0 © 2000 Academic Press 
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InAGal-.vAs 

heavy-hole 

light-hole 

Fig. 1. Chopped quantum well with calculated electron and hole envelope functions (interface layers not shown). 

Table 1: An overview of a single CQW with interfaces. 

Layer Thickness (Ä) Composition 

Lower InP barrier 155 
InAs 3 
IrijGai-j-As 24 x = 0.56 or 0.59 
lnxGai-xAsyP\^y 3 x =0.75, y =0.5 
InAs^Pi-^. 12 y =0.12 
InAs 3 
IruGai-^As 24 x = 0.56 or 0.59 
In^Gai-.vAsyPj-j, 3 x = 0.75, y = 0.5 
InAs^Pi-y 12 >- =0.12 
InAs 3 
InvGai-jAs 24 x = 0.56 or 0.59 
In.rGai-jAs^Pi-j. 3 x = 0.75, y = 0.5 
Upper InP barrier 155 

level is strongly localized in one of the InGaAs wells. The ground heavy-hole state localizes in the well 
that shows a large red shift, the first excited state localizes in the middle well and the second excited state 
localizes in the well which shows a blue shift. As a consequence, the net QCSE red shift in a CQW is two 
times larger than in a 110 Ä Ino.6Gao.4Aso.85Po.15 quantum well. 

Calculated Mach-Zehnder switching features 

To calculate the electroabsorption and electrorefraction in our CQW samples due to the QCSE, we use 
the 4 x 4 Luttinger-Kohn Hamiltonian. This method allows us to calculate the nonparabolic valence bands, 
the effective masses and optical matrix elements. Since the polarization properties of the QCSE strongly 
depend on the net strain in the sample, strained InAs and InGaAsP interfaces [4] are taken into account. 
We first calculated the absorption changes due to an applied electric field and subsequently calculated the 
electrorefraction spectra by taking a Kramers-Kronig transform. 

Figure 2 shows the room-temperature absorption and electrorefraction spectra (inset) for the CQW sample 
at the built-in (13.5 kVcm-1) and applied (46 kVcm"1) field at the first switching point. The spectra 
were convoluted with a hyperbolic cosine function with a width of 45 meV, which was chosen equal to the 
photoluminescence linewidth. The calculated spectra agree well with our measured photocurrent spectra. We 
observe that the calculated electrorefraction for TM polarization is larger than for TE polarization. 



Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 511 

4 

3 

2 

-2 

-3 
7 

4- 

^^~—^          „                         \ 
:<>> o 

c o 

Operating wavelength            \ 

  TE                            * 
 --  TM 

g 1- 
< 

■0       775       800       825         - 
Energy (meV)       fl 

*        TE 13.5 kVcm"1 

-^TE46kVcm"1 

_^^^7^-' 
0-  1 1 ■ ] 1  ~i ■ 1 ■ 1  

800 825 850   875 

Energy (meV) 

900 925 

Fig. 2. Calculated TE and TM absorption spectra (300 K) for the 0.85% tensile-strained sample. The inset shows the calculated elec- 
trorefraction. 

1.2 

5   1.0 

Ö   0.8 

'•& 
•3   0.6 oo e u 
S   0.4 
a. 
|    0.2 

o 
0.0 

■   TE polarization TM polarization 

SumTE   .-■' TM 

. X-" 
_ 1st switching point .•' ; /       • 

Pockels   ,.■' 
.-'■ ■ 

■ ' ' / ■ 

''   / 
''    / 

. y'          QCSE 
■r    .i.i 

0.0 2.5 5.0   0.0 2.5 

Voltage (V) 

5.0 

Fig. 3. Calculated optical path length difference due to the QCSE and the Pockels effect for TE and TM polarization for the 0.85% 
tensile-strained sample at 1530 nm. 

Since the electrorefraction due to the QCSE is comparable to the Pockels effect, we have to add the 
electrorefraction due to the Pockels effect. The latter is positive for TE polarization for waveguides aligned 
along the [110] axis. The Pockels effect for TM polarization is zero. The electro-optic coefficient r\\ for the 
intrinsic region of our structure is 1.5 x 10~12 m V-1. The optical path length difference due to the Pockels 
effect in a switch with a 4 mm long phase shifting section is 0.1 /xm V-1. The optical power overlap £ for 
the Pockels effect is unity since the waveguide mode propagates almost entirely in depleted material. 

We are now able to calculate the optical path length difference pn-Y, -l due to the QCSE and the Pockels 
effect using an optical power overlap of 0.42 between the waveguide mode and the quantum wells for the 
QCSE. The total optical path length as a function of voltage is shown in Fig. 3 for 1530 nm. These calcu- 
lations indicate that it is possible to fabricate a polarization-independent switch with a switching voltage of 
4.6 ± 0.3 V using CQWs. The optical path length difference of the Pockels effect and the QCSE are about 
equal at 1530 nm. 
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Fig. 4. Measured polarization-independent switching in a MZI using a 4 mm phase shifter with —0.85% strained chopped quantum 
wells (vertically scaled, see text). 

Switching behavior and wavelength sensitivity of fabricated devices 

Switches were fabricated using 0.65% and 0.85% tensile-strained CQW material. The switches consist of 
2x2 multi-mode interference (MMI) couplers to divide the light equally over the 4 mm long phase shifting 
sections and to combine the light into one output waveguide. The MMI couplers are 713 jxm long and 21 /im 
wide. The 3 /xm wide waveguides are directed along the [llO] axis. Fabry Perot measurements at 1.55 ßm 
show typical losses of 3.8 dB cm-1 for TE and 2 dB cm-1 for TM polarization. 

Electroabsorption measurements were first performed in order to measure the added unbalance in the MZI 
due to electroabsorption in the phase section of the MZI. Unbalance in a MZI is known to be one of the 
sources for crosstalk; a 1 dB unbalance corresponds to —25 dB added crosstalk. For a 4 mm long phase 
shifting section with 0.85% tensile-strained CQWs, we observe that 1 dB electroabsorption occurs at 4.9 V 
for TE and 6.2 V for TM polarization. These values are in good agreement with our calculations. Polarization- 
independent switching is observed for the 0.85% strained sample at 1.53 /im as shown in Fig. 4 using 4 mm 
long phase sections. Owing to nonoptimal processing, the overall switching behavior is not polarization- 
independent. In this figure, the TE and TM switching curves are vertically scaled in order to account for the 
different losses. Clearly the switching voltages are polarization independent. The first switching point occurs 
at 3.3 ± 0.05 V for both polarizations. 

The switching voltage for TM polarization is more sensitive to wavelength variations than the switching 
voltage for TE polarization since the electrorefraction due to the Pockels effect only contributes to the TE 
spectra. For the 0.65% tensile-strained sample, the switching voltage for TE and TM vary with wavelength 
with 0.042 V nm_1 and 0.050 V nm"1, respectively (see Fig. 5). For the 0.85% tensile-strained sample, these 
numbers are 0.036 V nm"1 for TE and 0.053 V nirT1 for TM (see the inset in Fig. 4), which corresponds to 
polarization-independent switching voltages within ±0.1 V (-25 dB crosstalk penalty) in a 12 nm spectral 
window. 

Minimum achievable dimensions and wavelength sensitivity 

We have calculated the minimum achievable length of the phase shifting section, which adds 1 dB un- 
balance, or —25 dB crosstalk, due to electroabsorption at the first switching point. We plot the 1 dB elec- 
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troabsorption loss lengths versus voltage at 1530 nm in Fig. 6. The TE electroabsorption is the limiting loss 
mechanism. We also calculated the MZI switching voltages at 1530 nm as a function of the length of the 
phase shifting section. This curve is also shown in Fig. 6. The crossing of the 1 dB TE loss curve with the 
switching voltage line shows a minimum length of the phase shifting section of 1.7 mm. 

The different wavelength dependence of the TE and TM switching voltages limits the spectral window for 
polarization-independent switching. We observe a shift of the switching voltage of 0.017 V nm-1 between 
both polarizations for the switch with 4 mm phase shifting sections. For a switch with a 1.7 mm phase 
shifting section, we expect a shift of the switching voltage of 0.022 V mm-1 between both polarizations. A 
polarization-independent switch with this length and a crosstalk penalty of —25 dB can be achieved over a 
spectral area as wide as 18 nm. 
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Conclusions 

We realized an MZI at 1.53 /ttm employing InGaAs/InP chopped quantum wells with polarization-indepen- 
dent switching voltages. The calculated electroabsorption spectra have been checked by comparing them 
with photo-current measurements. It is essential to take the InAs and InGaAsP interface layers as well as the 
valence band interaction into account using the 4 x 4 Luttinger-Kohn Hamiltonian. The calculations show 
a polarization-independent switching voltage of 4.6 ± 0.3 V. The experimentally realized switching voltage 
is as low as 3.3 ± 0.05 V for a 4 mm phase shifter. For the 4 mm long switch the window for polarization- 
independent switching within ±0.1 V, corresponding to a -25 dB crosstalk penalty, is 12 nm. Such chopped 
quantum wells can be applied for the fabrication of a polarization-independent switch with a phase shifter 
length of 1.7 mm, a switching voltage of 6 V and an 18 nm operating window. 
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The electric field-induced in-plane optical anisotropy (Pockels effect) of ZnSe/BeTe multi- 
layered heterostructures has been studied by analysing the linear polarization of the spa- 
tially indirect photoluminescence. A pronounced quantum-confined Pockels effect was 
found in ZnSe/BeTe double-barrier structures. A tight-binding model is proposed which 
consistently interprets the experimental findings and suggests a new mechanism for the ef- 
fect as realized in type-II heterostructures. The model takes into account that the 
ZnSe/BeTe heterosystem exhibits a type-II band alignment with large band offsets and 
that in the zinc-blende lattice the chemical bonds are oriented in (111) directions and, 
when shifted along the [001] principal axis, alternatively change their orientation in the 
(001) plane from [110] to [110] and vice versa. A light-emitting diode based on a single 
ZnSe/BeTe interface is demonstrated. 

© 2000 Academic Press 
Key words: optical anisotropy, LED. 

The in-plane optical anisotropy in quantum-well (QW) structures induced by normally applied electric 
fields is known as the quantum confined Pockels effect (QCPE). So far it has been observed in two III-V 
heterosystems with a type-I band alignment [1,2]. Changes in polarization caused by an applied electric field 
are of the order of a few per cent. It has recently been shown that it is also possible to observe the Pockels 
effect in type-II semiconductor heterostructures [3]. Type-II structures have obvious advantages for optical 
studies of interface-related phenomena. In type-I QWs, the overlap between electron and hole wavefunctions 
extends over the whole QW. This averages and considerably reduces the effect of interface- induced and 
electric-field affected anisotropy. On the contrary, in type-II structures the radiative recombination is indi- 
rect in real space, it arises due to electron-hole overlap within an extremely narrow region adjacent to the 
interface. Consequently, the transition oscillator strength will be significantly affected by the orientation of 
the chemical bonds at the interface [4]. We report a very pronounced QCPE in ZnSe/BeTe double-barrier 
structures (DBS). The effect has been found experimentally and analysed theoretically. Modification of the 
band structure under applied external electric fields allows to detect signals from an individual interface and 
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Fig. 1. A, The polarized PL spectra taken from a ZnSe/BeTe double-barrier structure at different bias voltages for the analyser orientation 
along the x' and y' axes (T = 1.6 K). B, The band diagram of the biased sample. C, Effect of an electric field on the polarization of the 
PL band arising due to optical transitions from the ZnSe emitter to the adjacent BeTe layer. 

determine the orientation of chemical bonds from the field-induced optical anisotropy. We also found that 
the light which is emitted by the surface of ZnSe/BeTe light-emitting diodes is linearly polarized. 

A set of resonant tunneling ZnSe/BeTe DBSs was grown on GaAs:Si(001) substrates by molecular-beam 
epitaxy. The layer sequence was as symmetric as possible and comprised of lattice matched BeZnSe:I 
(300 nm) contact layers, undoped ZnSe (25 nm) spacer layers, and the BeTe/Zno.aMno.iSe/BeTe (4 nm/ 
5 nm/4 nm) DBS (see Fig. IB). The normal (BeTe-on-ZnSe) and inverted (ZnSe-on-BeTe) interfaces were 
grown, respectively, under Zn and Te termination and contained the Zn-Te chemical bonds. The PL spectra 
excited by UV lines of an Ar-ion laser and detected by a linear polarization along [110] and [110] axes are 
shown in Fig. 1A. The field-induced optical anisotropy, i.e. Pockels effect, can be seen in Fig. 1C as the de- 
gree of linear polarization PiUüQ — /no)/(/ilo + ^i io)> where 7jj0 and /no are the integral intensities of the 
PL lines measured in the [110] and [110] polarizer positions. Further details of the experimental realization 
of the QCPE in these type-II QWs have been published in Ref. [3]. 

The PL spectra detected in linear polarization along the [110] and [110] axes are shown in Fig. 1A. The 
emission lines under study originate from the spatially indirect transitions involving electrons from ZnSe 
emitters and holes from BeTe layers (see Fig. IB). At zero electric field a pair of PL lines at 1.84 eV arise 
from the recombination of electrons from the left- and right-hand side emitters and photoholes in BeTe (lines 
EN and El). Positive electric fields push off electrons from the right Zn-Te interface and form a triangular 
potential well near the left Te-Zn interface. In this case the EN line increases in magnitude and the El line 
almost vanishes. Reversal of the polarity of the applied voltage enhances the El line intensity at the expense of 
the EN line. This allows us to select the luminescence emission of single interfaces and to switch the degree 
of polarization from +0.8 to —0.8 by changing the applied voltage from —0.5 to +0.5 V (see Fig. 1C). 

In the ZnSe/BeTe system the conduction- and valence-band offsets amount to 2 and 1 eV, respectively, and 
the penetration depth of the electron wavefunction into the BeTe layer or for a hole into the ZnSe layer is 
about 3 Ä. Therefore, in type-II direct-gap ZnSe/BeTe heterostructures the wavefunctions of an electron and 



Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 517 

A active zone 

u c 
W 

substrate 

\ 

(D 

I 

©—*© 

ZnSe/Be Te LED 

/ 

0 0 
0 

N 
60 
s 
oa 

N 
bo 

oa 

o o 

Growth direction 

Energy (eV) 

1 
0 

2.05 2 1.95      1.9      1.85       1.8       1.75 

r= 300 K 

U-- = 3.9 K 

'cfl c 
3 a 
J ■ 

1-10 /                        \ 

- T ~ 

620        640       660        680 

Wavelength (nm) 

700 

Fig. 2. A, Sketch of the band structure of a ZnSe/BeTe type-II LED. B, Surface-emitted electroluminescence signal detected in two 
linear polarizations along the [110] and [110] crystallographic axes. 

hole participating in the spatially indirect transition overlap substantially only over few atomic planes. In this 
case the calculation of the interband matrix elements requires the knowledge of the microscopic behavior 
of the wavefunctions at the interfaces which can be obtained by using the pseudo-potential or tight- binding 
approach. Application of the tight-binding model allows us to explain the experimental results and to relate 
the strong polarization degree to the orientation of the chemical bonds at the interface [3,4]. 
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The type-II heterosystem ZnSe/BeTe allows a new type of light-emitting diode (LED) which contains only 
a single ZnSe/BeTe interface. The emission of such a device can be adjusted between 640 and 515 nm [5]. 
It is based on the spatially indirect transition between the ZnSe conduction band and BeTe valence band. 
Normally one would not expect a device with a reasonable efficiency based on a type-II heterostructure. 
However, due to the strong carrier confinement at the interface at which the recombination of electrons and 
holes occurs efficiencies of 0.5% were achieved. 

The devices were grown by molecular-beam epitaxy on p-type doped GaAs (100) substrates, which were 
provided with a thin GaAs buffer layer. In order to reduce the stacking fault density, four monolayers of BeTe 
were deposited before the growth of the diode. The growth was continued with 25 nm of 5 x 1018 cm-3 p- 
type BeTe. For the doping we used a nitrogen plasma at 300 W at partial pressure of 3 x 10~5 torr. Then the 
plasma was switched off and 25 nm undoped BeTe was grown followed by 3 nm of ZnSe acting as a quantum 
well for electrons. After a spacer of 25 nm undoped BeMgZnSe 500 nm lattice matched n-BeMgZnSe doped 
with Zni2 to 5 x 1017 cm-3 resulting in bandgaps ranging from 2.85 to 3.35 eV, respectively being grown. 
The structure was completed by 10 nm of n-ZnSe with an electron concentration of 1 x 1019 cm-3 for the 
ohmic metal contact. The scheme of the structure is presented in Fig. 2A. 

Figure 2B shows electroluminescence emitted from the surface of a typical LED at room temperature. The 
emitted light is strongly (P/ is about 70%) linearly polarized in the direction [110]. The linewidth (FWHM) 
of the spectra was about 100 meV which is about three times higher than in conventional ZnSe LEDs with 
ZnCdSe quantum wells. By narrowing the ZnSe quantum well the emission wavelength can be shifted to- 
wards shorter wavelengths, for a well thickness of 1 nm luminescence light of 515 nm is emitted. The total 
output was measured in an Ulbricht sphere. For a voltage of 4 V and a current of 15 mA the power was 
0.3 mW, which corresponds to an external quantum efficiency of 0.5%. This high efficiency for a type-II 
transition can be explained by a carrier confinement at the type-II interface, which supports the validity of 
our theoretical approach. Degradation experiments did not show any decrease of efficiency after 1000 hours. 

To conclude, in a resonant tunneling ZnSe/BeTe DBS with a type-II band alignment a pronounced quantum 
confined Pockels effect has been demonstrated. The theoretical analysis in the tight-binding model highlights 
the dominating role of the interface chemical bond orientation in the observed optical anisotropy. Therefore, 
the effect is a powerful tool for the investigation of the microscopic structure of heterointerfaces with mono- 
layer resolution by means of nondestructive optical methods. 
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A genetic algorithm approach is used to fit orbital interaction energies of sp3s* tight- 
binding models for the nine binary compound semiconductors consistent of Ga, Al, In 
and As, P, Sb at room temperature. The new parameters are optimized to reproduce the 
bandstructure relevant to carrier transport in the lowest conduction band and the highest 
three valence bands. The accuracy of the other bands is sacrificed for the better reproduc- 
tion of the effective masses in the bands of interest. Relevant band edges are reproduced to 
within a few meV and the effective masses deviate from the experimental values typically 
by less than 10%. 
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Key words: sp3s* tight-binding, genetic algorithm, effective mass, parametrization, III-V 
material, GaAs, InAs, AlAs, GaP, InP, AIP, GaSb, InSb, AlSb. 

1. Introduction 

Nano-scaled electronic devices are characterized by material and charge density variations on the length 
scale of a few atoms. Tight-binding models [1] can resolve spatial material variations on an atomic scale and 
they bear the full crystalline and electronic symmetry of semiconductor materials in them. This ability has 
led to an increased use of these tight-binding models for the simulation of nano-scaled electronic devices 
(see references in [2]). While the tight-binding approach is systematically appealing, it bears a big problem 
in that the basic building constructs for the tight-binding Hamiltonian are not conduction band edges and 
effective masses, but orbital interaction energies (15 'free' parameters in the sp3s* model). These interaction 
energies are related to the global band structure and effective masses in a nontrivial manner [3]. 

It is important to realize that the tight-binding models do not include all the physics of electronic struc- 
ture. The accuracy of these models strongly depends on the choice of orbitals that are included and the 
parametrization of the orbital interaction energies. It is for example understood, but not widely appreciated, 
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Table 1: Bandstructure model parameters. All energies are in units of eV and the lattice constant is in units of nm. 

Parameter GaAs AlAs InAs GaP AIP InP GaSb AlSb InSb 

lattice/(nm) 0.56660 0.56600 0.60583 0.54509 0.54635 0.58687 0.60959 0.61355 0.60583 
E(s, a) -3.53284 -3.21537- -9.57566 - -8.63163 -8.93519- -7.91404- -7.16208 - -4.55720 - -7.80905 
E(p,a) 0.27772 -0.09711 0.02402 0.77214 1.13009 0.08442 - -0.17071 0.01635- -0.14734 
E(s, c) -8.11499 -9.52462 - -2.21525- -1.77800 0.06175 - -2.76662 - -4.77036 - -4.11800- -2.83599 
E(p,c) 4.57341 4.97139 4.64241 4.17259 4.55816 4.75968 4.06643 4.87411 3.91522 
E(s*,a) 12.33930 12.05550 7.44461 11.90050 12.82470 9.88869 7.32190 9.84286 7.43195 
E(s*,c) 4.31241 3.99445 4.12648 7.99670 9.41477 7.66966 3.12330 7.43245 3.54540 
V(s,s) -6.87653 -8.84261 - -5.06858 - -7.21087 -6.68397 - -6.16976- -6.60955 - -6.63365 - -4.89637 
V(x,x) 1.33572 -0.01434 0.84908 1.83129 2.28630 0.75617 0.58073 1.10706 0.75260 
V(x,y) 5.07596 4.25949 4.68538 4.87432 5.12891 4.23370 4.76520 4.89960 4.48030 
V(sa, pc) 2.85929 2.42476 2.51793 6.12826 9.44286 3.62283 3.00325 4.58724 3.33714 
V(sc, pa) 11.09774 13.20317 6.18038 6.10944 5.93164 6.90390 7.78033 8.53398 5.60426 
V(s*a, pc) 6.31619 5.83246 3.79662 6.69771 10.08057 4.61375 4.69778 7.38446 4.59953 
V(pa,s*c) 5.02335 4.60075 2.45537 6.33303 4.80831 6.18932 4.09285 6.29608 - -2.53756 
Afl 0.32703 0.29145 0.38159 0.05379 0.04600 0.09400 0.75773 0.70373 0.85794 
Ac 0.12000 0.03152 0.37518 0.21636 0.01608 0.54000 0.15778 0.03062 0.51000 

that the sp3s* nearest-neighbor model pathologically predicts an infinite transverse mass at the X-point [2,3]. 
With the limitations of the sp3s* model in mind it must be emphasized that early parametrizations [1] pro- 
vided more global band structure fits for bands which can be probed by optical measurements. The compli- 
cation in the fitting process of the 15 orbital interaction energies to measurable quantities has led to the use of 
the seminal Vogl [1] parameters in areas in which they were not intended. For example, quantitative electron 
transport simulations in high-performance resonant tunneling diodes [4] require the proper representation 
of relative band energies as well as band curvature of the conduction and valence bands, even for a purely 
electronic device (no hole transport). 

2. Method and results 

To enable an automated fitting of the orbital interaction energies to measureable quantities such as masses 
and band edges, a genetic algorithm-based procedure has been developed [2]. At the core of this algorithm 
is a single-valued fitness function comprised of weighted standard deviations that are to be minimized for 
a list of band structure properties. The details of this algorithm are documented in [2]. The strength of the 
algorithm is its ability to search for global minima in a very nonlinear search space. In the course of this work 
it was verified that derivative-based search algorithms will get stuck in local minima. 

The target material properties were taken from [1,5,6]. Reported experimental material properties were 
preferred over theoretical values. The split-off band parameters A were restricted to be within a window 
of ±30% of the parameters listed by Vogl [1]. Note that the Vogl parametrization does not include these 
parameters and therefore does not model the split-off bands properly. The other orbital interaction energies 
were allowed to float free in energy. The interaction energies are normalized such that the valence band edge 
at T corresponds to 0 eV The fitting for the nine binary compounds was performed in nine independent 
procedures. That implies that the on-site energies of one constituent vary from compound to compound. The 
new sp3s* parameters are listed in Table 1 to five decimal digit accuracy in units of eV. 

The resulting band structure properties are compared with the target properties in Tables 2 and 3. If no 
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Table 2: Material properties (target and tight binding (TB) computed with parameters in Table 1) for GaAs, AlAs, 
InAs, GaP, and AIP grouped into properties at r, X, L and other spectrally accessible bands. Properties at T, and band 
edges at X and L received the highest weights. The other spectrally accessible bands are weighed only nominally 
except for r7c, Ljc and X-jc. 

Property GaAs GaAs AlAs AlAs InAs InAs GaP GaP AIP AIP 
target TB target TB target TB target TB target TB 

r6c 1.424 1.424 3.020 3.018 0.370 0.368 2.780 2.779 3.620 3.620 
Aso 0.340 0.312 0.300 0.291 0.380 0.381 0.080 0.080 0.040 0.040 
OTp 0.067 0.068 0.150 0.154 0.024 0.024 0.077 0.219 0.249 
mfh[00l] -0.087 -0.080 -0.163 -0.151 -0.027 -0.028 -0.162 -0.160 -0.211 -0.184 
mfh[0U] -0.080 -0.073 -0.140 -0.131 -0.026 -0.027 -0.138 -0.142 -0.164 
mfh[Ul] -0.079 -0.072 -0.135 -0.127 -0.026 -0.027 -0.133 -0.138 -0.145 -0.159 
m*hh[00l] -0.403 -0.389 -0.516 -0.520 -0.345 -0.364 -0.448 -0.494 -0.513 -0.552 
m*hh[0U] -0.660 -0.663. -1.098 -1.100 -0.639 -0.657 -0.853 -0.809 -0.864 

</,[Hl] -0.813 -0.838 -1.570 -1.578 -0.876 -0.883 -1.119 -0.982 -1.372 -1.026 
mso -0.150 -0.159 -0.240 -0.262 -0.098 -0.465 -0.248 -0.279 

t^min «0.90 0.860 «0.75 0.800 1.000 «0.90 0.784 1.000 1.000 

^ 1.900 1.900 2.170 2.171 2.280 2.345 2.272 2.272 2.505 2.505 
m*xi 1.300 1.301 1.100 1.006 1.103 0.910 0.910 3.052 
m*xt 0.230 3.990 0.190 2.009 inf 0.254 2.265 inf 

L(,c 1.708 1.708 2.352 2.351 1.500 1.460 2.637 2.635 3.570 3.540 
mLl 1.900 1.775 1.900 2.609 1.852 24.323 >100 
mLt 0.075 0.713 0.096 0.860 0.304 2.306 <0 

^6v -13.100 - -13.072 - -11.950- -15.758 - -12.300 - -12.159 - -12.300 - -13.189 - -11.820- -12.493 
r7c 4.530 4.312 4.540 3.994 4.390 4.126 4.870 4.845 5.090 5.687 
r8c 4.716 4.865 4.690 4.950 4.630 4.543 4.920 5.035 5.090 5.709 
X5v -6.800 -4.710 -5.690 -4.064 -6.600 -7.595 -7.070 -7.876 -7.000 -6.085 
%6v -2.880 -3.151 -2.410 -2.591 -2.400 -2.948 -2.730 -2.703 -2.270 -2.572 
Xlv -2.800 -3.023 -2.410 -2.449 -2.400 -2.836 -2.730 -2.678 -2.270 -2.555 
%6c 1.980 1.932 2.229 2.285 2.300 2.345 2.350 2.432 2.505 2.505 
Xlc 2.320 2.117 3.800 2.461 2.500 2.849 2.750 2.651 4.300 4.461 
L5v -8.000 -5.168 -6.000 -4.606 -6.230 -7.062 -6.840 -7.452 -6.000 -6.222 
L(,v -1.420 -1.528 -0.880 -0.956 -1.200 -1.399 -1.100 -1.320 -1.000 -1.253 
Liv -1.200 -1.340 -0.782 -0.900 -1.144 -1.100 -1.254 -1.000 -1.228 
Lie 5.470 3.246 5.860 3.362 5.400 3.713 5.740 3.868 6.000 4.738 

target value is listed, no 'trusted' experimental or theoretical values could be found in [1,5,6]. Only a few 
remarks relating to and beyond the results posted in Tables 2 and 3 are given due to space limitations. The 
light hole mass is more easily fitted in small gap materials, where the magnitude of the conduction band to 
split-off hole band coupling is greater than that of the light hole to higher conduction bands [3]. Conduction 
band minima and longitudinal masses near the X-point on the A line are fitted for several materials. Note 
that the sp3s* model breaks down as noted and visualized in [2,3] and no attempts have been made to fit the 
transverse electron mass at that minimum point. Only nominal weights are associated with the longitudinal L- 
point mass. No weight is given to the transverse L-point mass. During the fitting process it was observed that 
the upper conduction bands will be pushed unphysically close to the first conduction band if only effective 
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Table 3: Same as Table 2 for InP, GaSb, AlSb, and InSb. 

Property InP InP GaSb GaSb AlSb AlSb InSb InSb 
target TB target TB target TB target TB 

Toe 1.344 1.345 0.750 0.751 2.300 2.300 0.169 0.169 
Aso 0.108 0.105 0.760 0.747 0.673 0.675 0.858 0.847 
tfip 0.077 0.078 0.041 0.042 0.120 0.121 0.014 0.014 
mfh[00l] -0.096 -0.082 -0.050 -0.043 -0.123 -0.099 -0.015 -0.014 
mfh[0U] -0.087 -0.076 -0.046 -0.040 -0.100 -0.089 -0.015 -0.014 
mfh[Ul] -0.085 -0.075 -0.045 -0.040 -0.091 -0.086 -0.015 -0.014 
m*hh[00l] -0.474 -0.480 -0.285 -0.300 -0.336 -0.363 -0.278 -0.287 
m*hh[0U] -0.933 -0.886 -0.551 -0.559 -0.500 -0.632 -0.525 -0.531 

'«wJ111] -1.300 -1.187 -0.763 -0.759 -0.872 -0.800 -0.737 -0.732 
m* -0.120 -0.150 -0.134 -0.290 -0.196 -0.132 

&min ^0.90 0.900 ^0.80 0.850 ^0.80 0.849 1.000 

EC
A 2.304 2.312 1.180 1.181 1.615 1.615 1.493 1.524 

m*xi 5.985 1.510 1.424 1.800 1.576 1.181 
m\s 11.452 0.220 3.183 0.260 2.734 inf 

L(,c 1.954 1.958 0.832 0.833 2.211 2.211 0.931 0.930 
mLl 2.588 0.950 1.421 24.866 1.838 
mu 0.636 0.110 0.405 1.125 0.090 0.312 

Töu -11.000- -12.025 - -12.000- -12.683 - -11.100 - -10.975 - -11.730 - -10.814 
r7c 4.640 4.527 3.400 3.123 3.740 5.075 3.370 3.545 

r8c 4.920 5.055 4.700 4.033 4.000 5.135 3.740 3.703 
%5v -6.010 -8.957 -6.760 -8.010 -6.760 -6.995 -6.430 -7.498 
X6v -2.090 -2.440 -3.000 -3.433 -3.000 -3.192 -2.450 -3.190 
Xlv -2.060 -2.392 -2.500 -3.107 -2.500 -2.858 -2.240 -2.890 
X(,c 2.304 2.314 1.400 1.210 1.615 1.632 1.493 1.524 
Xlc 2.970 2.913 1.396 3.020 2.614 1.830 2.038 
Lsv -5.840 -7.774 -6.250 -7.689 -6.250 -7.160 -5.920 -7.054 
L6v -1.090 -1.054 -1.450 -1.682 -1.450 -1.613 -1.400 -1.698 
Llv -0.942 -1.000 -1.249 -1.000 -1.225 -0.900 -1.165 
Lie 5.580 4.232 4.400 2.432 4.400 3.476 4.000 2.969 

masses and band edges of the lowest conduction and three highest valence bands are considered. Including 
the Fjc, Lic and Xjc with higher than nominal weights keeps the upper conduction bands well above the 
lowest conduction band. The agreement with the L^c value must be driven towards cautiously as a minima 
on the A line starts to develop instead of the minimum at the L-point. 

3. Summary 
This work provides a new parametrization of the widely used sp3s* tight-binding model for the nine binary 

compounds consisting of In, Ga, Al and Sb, As, P. The new parametrization is expected to be more suitable 
for nano-electronic transport simulations than the seminal work by Vogl et al. [1] since it focuses on the 
accurate modeling of effective masses and central band-edges. This is, to our knowledge, the first attempt to 
systematically fit anisotropic hole masses at T as well as electron masess at V and X in the sp3s* model. 
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Fig. 1. Dispersion relations for nine binary semiconductor compounds computed with the parameters listed in Table 1. 
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Cyclotron resonance (CR) measurements have been carried out to evaluate the effective 
mass of electron in (InGaAs)n/(GaAs)„ superlattices (SLs) and (InGaAs)„/(AlAs)„ SLs. 
To clarify the dependence of cyclotron mass on the monolayer number n, we measured 
CR signals using pulsed high-magnetic fields up to 150 T and a far-infrared laser. We 
found clear cyclotron resonances in the transmission of 10.6 /xm at 75 T at room temper- 
ature in (InGaAs)„/(GaAs)„ SLs and little dependence on the monolayer number n in the 
SLs. However, for (InGaAs)„/(AlAs)n SLs, a large dependence of cyclotron mass on the 
monolayer number n was observed. We consider that these dependencies are related to the 
difference between the barrier height in the SLs and the influence of nonparabolicity on 
the conduction subbands in the SLs. 

© 2000 Academic Press 
Key words: cyclotron mass, InGaAs/GaAs superlattice, InGaAs/AlAs superlattice. 

1. Introduction 

Recently, progress in pulsed high-magnetic field technology has enabled us to perform accurate measure- 
ments of the properties of matter in very high-magnetic fields [1]. Cyclotron resonance (CR) is one of the 
basic tools for studying the electronic properties of physical systems in an external magnetic field. Since the 
high field makes the cyclotron energy fkoc so high and the cyclotron orbital (h/eB)1/2 so small, megagauss 
fields allow us to study various properties of semiconductor nanostructures with very high resolution and 
with a significant interaction between the magnetic field and the artificially introduced quantum potentials. 
Thus, we have studied InGaAs/GaAs superlattices (SLs) and InGaAs/AlAs SLs using CR measurements 
under high-magnetic fields. Properties of InGaAs/GaAs system and InGaAs/AlAs system have been investi- 
gated by many researchers, and many high-speed electronic and opt-electronic devices have been designed 
and developed [2,3]. However, many fundamental properties, such as electron effective mass, band offset, 
and so on, are not clearly understood. In this paper, we report CR measurements in InGaAs/GaAs SLs under 
pulsed high-magnetic fields up to 150 T and evaluate the cyclotron mass in the SLs as a function of the 
monolayer number n. 

f Author to whom correspondence should be addressed. E-mailmomose@ele. eng. osaka-u .ac.jp 
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Fig. 1. Block diagram for CR measurement. A pulsed high-magnetic field up to 150 T is produced by using a single-turn coil technique. 
The magnetic field is applied parallel to the growth direction of SLs. 

2. Experimental procedures 

The samples of (In0.2Ga0.8As)„/(GaAs)„ SLs and (In0.2Gao.8As)„/(AlAs)„ SLs were grown by molecular 
beam epitaxy on (OOl)-oriented semi-insulating GaAs substrates. To supply electrons in the SL region, the 
samples were delta-doped with Si in the center of each InGaAs well. 

The applied magnetic field up to 150 T was generated by using single-turn coil technique [4]. A block- 
diagram of the experimental apparatus is shows in Fig. 1. The magnetic fields were produced by supplying a 
large current (~2.5 MA) to thin single-turn coil from a fast condenser bank with a charged energy of 100 kJ 
at 40 kV. The generated magnetic fields were measured by a pick-up coil wound on the sample. The duration 
time of the magnetic pulse was about 7 ßs. The CR signals were observed in transmission from a far-infrared 
pulse laser synchronized with the magnetic field. In this study, we used a C02 laser with a wavelength of 
10.6 /xm as a far-infrared laser and the measurements were done at room temperature to observed free- 
electron CR signals avoiding impurity CR signals [5]. To estimate the electron mass in the planes of the SLs, 
we applied the magnetic field parallel to the growth direction of the SLs. 

3. Experimental results and discussion 

Figure 2 shows the CR signals of (InGaAs)„/(GaAs)„ SLs with n = 6-18 in the transmission of 10.6 ßm 
radiation at room temperature. We obtained the cyclotron mass from the resonance position by fitting a 
CR curve with a Lorentian curve. We can find resonance peaks for (InGaAs),,/(GaAs),, SLs in CR signals 
at 75 T, which gives the cyclotron mass of 0.074m0, and little dependence of the cyclotron mass on the 
monolayer number n. This dependency of the cyclotron mass is in contrast to the change of the effective 
mass in GaAs/AlAs multi-quantum wells [6]. 

It is well known that the effective mass of bulk GaAs is about 0.067/?z0 and the effective mass of bulk 
In0.2Ga0.sAs is lighter than bulk GaAs (w*no,GaogAs ~ 0.059/w0). In our experiment, the cyclotron masses 
of (InGaAs)„/(GaAs)„ SLs with n = 6 ~ 18 were 0.074w0, which is heavier than the effective mass of bulk 
material in the well and barrier. We consider that the these results are due to the influence of nonparabolicity 
on the conduction subbands in the SLs [7]. 



Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 527 

H 

(InGaAs)n/(GaAs)n 

X = W.6fim, r=300K 

40 80 

Magnetic field (T) 

120 

Fig. 2. Experimental results of CR for (InGaAs)„/(GaAs)„ SLs with n = 6-18 in the transmission of 10.6 /um radiation at room 
temperature. The resonance at around 75 T gives the cyclotron mass of 0.074mo- 
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Fig. 3. Experimental results of CR for (InGaAs)„/(AlAs)„ SLs with n = 6-12 in the transmission of 10.6 ßm radiation at room 
temperature. The cyclotron masses of the SLs with n = 6, 8, 12 were 0.073mo, 0.078mo, 0.080mo> respectively. 

Figure 3 shows the CR signals of (InGaAs)n/(AlAs)„ SLs with n = 6-12 in the transmission of 10.6 jxm 
radiation at room temperature. We can find resonance peaks at 74 T for n = 6, 78 T for n = 8 and 81 T for 
n = 12. From these results, the cyclotron masses of (InGaAs)n/(AlAs)„ SLs with n = 6, 8,12 were estimated 
at 0.073mo, 0.078mo, 0.080mo, respectively. This dependency of the cyclotron mass in (InGaAs)„/(AlAs)„ 
SLs is in contrast to the near independency of (InGaAs)„/(GaAs)„ SLs. 

Estimated cyclotron masses in (InGaAs)„/(GaAs)„ SLs (•) and (InGaAs)„/ (AlAs)„ SLs (o) are plotted 
in Fig. 4. The difference in behavior of cyclotron mass between (InGaAs)„/(GaAs)„ SLs and (InGaAs)„/ 
(AlAs)„ SLs is caused by quantization of electrons in the SLs. Because of the extremely high barrier in 
the (InGaAs)n/(AlAs)„ SLs compared with the (InGaAs)n/(GaAs)„ SLs, the influence of the quantization 
of electrons in the SLs is reflected in the effective mass. According to the calculation of Ekenberg [8], 
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Fig. 4. Estimated cyclotron masses in (InGaAs)„/(GaAs)„ SLs (•) and (InGaAs)„/(AlAs)„ SLs (o). A pulsed high-magnetic field up to 
150 T is produced by using a single-turn coil technique. The magnetic field is applied parallel to the growth direction of SLs. 

the cyclotron mass becomes heavier with decreasing well width in quantum well structure. However, our 
results of the cyclotron mass in (InGaAs)„/(AlAs)„ SLs is in conflict with Ekenberg's theoretical prediction. 
Although we neglect strain effects in SLs, for more detailed analysis the strain effects become important 
factor in the behavior of cyclotron masses. 

In summary, we have studied the cyclotron mass in (InGaAs)„/(GaAs)„ SLs and (InGaAs)„/(AlAs)„ 
SLs. Clear cyclotron resonance was observed and the cyclotron mass was estimated 0.074wo in (InGaAs),,/ 
(GaAs)„ SLs. We also found little dependence on the monolayer number n in the SLs. However, for 
(InGaAs)„/(AlAs)„ SLs, a large dependence of cyclotron mass on the monolayer number n was obtained. 
We consider that these dependencies are due to a difference of barrier height and effects of nonparabolic 
conduction subbands in the SLs. 
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With the progress of LSI technology, the electronic device size is scaled down to the sub 
0.1 /im region. In such an ultrasmall device, it is indispensable to take quantum mechan- 
ical effects into account in device modeling. In this paper, we present a newly developed 
quantum Monte Carlo device simulation applicable to ultrasmall semiconductor devices. 
In this model, the quantum effects are represented in terms of quantum mechanically cor- 
rected potential in the classical Boltzmann equation. It is demonstrated that the quantum 
transport effects such as tunneling and energy quantization in ultrasmall semiconductor 
devices are obtained for the first time by using the standard Monte Carlo techniques. 

© 2000 Academic Press 
Key words: tunneling, energy quantization, Monte Carlo simulation, quantum correction 
of potential. 

1. Introduction 

Semiconductor device integration, typically in LSI circuits, has progressed rapidly in recent years. With 
the downsizing of the MOSFETs, the hot carrier and quantum mechanical effects have become more and 
more important. The Monte Carlo method, which is a general statistical numerical method for solving the 
Boltzmann equation directly, is a powerful tool for investigating electron transport in semiconductor devices. 
To date, the Monte Carlo simulation is considered to be a well-established method in which the full band 
structure of crystals, carrier Coulomb interactions, details of scattering mechanisms and evaluations of im- 
pact ionization thresholds based upon the realistic band structure have been successfully implemented [1]. 
However, the Boltzmann equation as a basis for all Monte Carlo simulations is a fully classical equation 
though collisions are assumed as localized events in space and time and calculated quantum mechanically. 
Thus, the conventional Monte Carlo techniques have been unable to embody the carrier quantum transport 
effects such as tunneling and energy quantization. 

Recently, we have formulated a novel Boltzmann-like quantum transport equation based upon the Wigner 
distribution function [2]. In this model, the quantum effects are represented in terms of quantum mechani- 
cally corrected potential in the classical Boltzmann equation. In this paper, the Monte Carlo method is used 
as a direct solver of the quantum transport equation. We will demonstrate that the quantum transport ef- 
fects of ultrasmall semiconductor devices are obtained for the first time by using the standard Monte Carlo 
techniques. 

0749-6036/00/050529 + 04   $35.00/0 © 2000 Academic Press 
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2. Quantum Monte Carlo method 
The quantum transport equation for the Wigner distribution function, which corresponds to a quantum 

mechanical distribution function, is given in the form of a modified Boltzmann equation as [3] 

(1/2/)2« df    hk l ä T7 + —•vr/--Vr[/.Vft/-J] 
dt      m* n *—' 

72a + ] 

h(2a + \)\ 
u-v, 2o+1 

J    ' dt 
(1) 

where the fourth term on the left-hand side denotes the quantum correction due to the spatially varying 
potential energy U(r), which accounts for various quantum effects. Incidentally, the quantum correction 
terms become zero in the classical limit of h ->• 0. Although the quantum transport eqn (1) provides the 
general and powerful tool [4-7], it is limited in practical engineering applications for its computational 
expenses. So, we consider the lowest-order quantum correction by taking only the a = 1 term in (1), because 
the lowest-order term induces a major contribution in the quantum correction ingredients. Further, when 
the system is close to equilibrium, the approximate relations, V^[/ ~ — kgTVr (V^ln(/?)) and V^/ ~ 
— (2h2/m*k.BT)'Vilf, are derived by using a displaced Maxwellian statistics, where n is the carrier density. 
By using these approximations, the following Boltzmann-like equation is obtained from (1) [2] 

h2 df     hk 

dt      m* 

1. 
Vr[U- 

\2m 
:V>(«) *"-''£ (2) 

The quantum effects are incorporated in terms of the quantum mechanically corrected potential in the driv- 
ing term. Here, it is worth noting that the corrected term is identical to the quantum correction energy in the 
quantum moment theory [8]. Recently, we have demonstrated that the novel transport eqn (2) is sufficiently 
applicable for nonequilibrium quantum transport analysis and multi-dimensional practical use [2]. The va- 
lidity of the quantum transport eqn (2) was checked by comparing the current-voltage characteristics and 
the carrier-density distributions of a single-tunneling barrier structure simulated based upon eqns (1) and (2) 
and further the classical Boltzmann equation [2]. In this paper, we will apply the Monte Carlo method to 
solve the quantum transport equation. Although the quantum correction term in (2) is represented under the 
effective-mass approximation, a formulation considering the full-band structure is also possible, as described 
in the Appendix. 

Based upon (2), the velocity and force for particles during the free flight are respectively given by 

dr      hk 
T (3) dt 

dk 

Tt 
= -lvr\U- 

12m 
-V;ln(«) (4) 

The velocity eqn (3) is the same as that used in the standard Monte Carlo technique, but the force eqn (4) is 
modified in the quantum transport so that the particles evolve under the enforcement by the classical built-in 
potential plus the quantum-corrected potential. The quantum-corrected potential serves to soften the potential 
variations that the particles feel at the quantum regions where the potential and the carrier density change 
abruptly. In the equations of motion (3) and (4), we have described the carriers as though they have well- 
defined positions and momenta simultaneously. Although this seems to be inconsistent with the quantum 
mechanical uncertainty principle, we can interpret that the r and k obtained from (3) and (4) represent the 
centers of positions and momenta of traveling wavepackets, respectively. This situation could be the same as 
the quantum mechanical treatment of scattering events in the semi-classical Monte Carlo approaches. 

3. Simulation results 
To investigate the validity of our proposal, we applied (3) and (4) to a simple GaAs/AlGaAs single-tunnel- 

ing barrier at 300 K. The barrier width and its energy height are 2.5 nm and 0.22 eV, respectively. The 
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Fig. 1. Computed electron distributions of GaAs/AlGaAs single-tunneling barrier at 300 K, where the bias voltage is 0.3 V. A, indicates 
the electron density distributions, and B, and C, correspond to the particle distributions in space and energy for the classical and quantum 
Monte Carlo simulations, respectively. Here, for reference the conduction band profiles are also plotted by the solid line. 

doping density in the GaAs electrodes is given as 1018 cm-3. As a collisional process, the LO phonon 
scattering, the acoustic phonon scattering and the ionized impurity scattering are considered. The boundary 
conditions for the equations of motion (3) and (4) are given at the reservoirs attached to the quantum device as 
follows. The distribution of carriers injected into the device from a reservoir is characterized by the thermal 
equilibrium distribution of carriers at the reservoir, and all carriers impinging upon a reservoir from the device 
are absorbed by the reservoir. In addition, the carrier densities at the boundaries are determined to satisfy the 
charge neutrality condition. Figure 1 shows the computed electron distributions at the bias voltage of 0.3 V. 
Figure 1A indicates the electron density distributions, and B and C correspond to the particle distributions in 
space and energy for the classical and the quantum Monte Carlo simulations without and with the quantum 
corrected potential, respectively. For reference, the conduction band profiles are also plotted by the solid line. 
Here, please note that the vertical axis of Fig. 1C denotes the total electron energy including the quantum- 
corrected potential. Comparing Fig. IB and C, we can observe the two major quantum effects in Fig.lC. 
The first one is the quantum confinement effects in the triangular potential well formed in the left electrode. 
The electrons are distributed away from the left barrier interface, and more surprisingly no electrons exist 
under a certain energy due to the quantized subband formed in the triangular potential well. The second one 
is the quantum tunneling effects through the central barrier. In the classical simulation of Fig. IB, only the 
thermally excited electrons with energy larger than the barrier height are found in the barrier region. On 
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the other hand, in the quantum transport simulation of Fig. 1C a few tunneling electrons are detected apart 
from the thermally excited ones. This is due to the fact that the actual potential barrier height that electrons 
feel is lowered when the quantum corrected potential is considered. Here, the thermally excited electrons 
in the barrier region are found to be smaller in the classical simulation of Fig. IB. We consider that this is 
because the classically simulated electrons are passing through the potential barrier more quickly, since a 
slightly higher electric field is induced at the barrier region due to the classical space charge distribution. 
Consequently, the quantum transport effects have been incorporated in the standard Monte Carlo techniques 
ingeniously by considering the quantum-corrected potential in the driving force. 

4. Conclusion 

In this paper, we propose a quantum Monte Carlo device simulation applicable for ultrasmall semiconduc- 
tor devices, where the quantum effects are represented in terms of quantum mechanically corrected potential 
in the Boltzmann equation. In our model, the full-band structure of crystals can also be taken into account. We 
have demonstrated that the quantum tunneling and energy quantization effects of carriers can be incorporated 
in the standard Monte Carlo techniques successfully by using our model. We believe that the proposed quan- 
tum Monte Carlo technique will provide a powerful tool in the device simulation of ultrasmall MOSFETs in 
ULSI circuits. 
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Appendix 
When the full-band structure of crystals is considered, the third-order momentum derivative of the distri- 
bution function in the lowest-order correction term becomes V^/ ~ — {2h2/ß(k)kBT)Vkf, where ß(k) is 
defined by 

1 

p(k)      2h2 
'v2r ]    IV7 r- ,2 j_ V*|Vfc£A|

2 • VkEk      kBTV\Ek ■ VkEk 

kBT' |V*E*H |Vt£*|2 
(A.l) 

where Ek denotes the full-band energy structure. Consequently, the quantum transport equation for the full 
band model is represented as follows 

9/ \ h2 

dt J    h    v      i2/x(*) 
V>(n)    • Vt/ = (A.2) 

As a matter of course, (A.2) reduces to the transport eqn (2) when the isotropic effective mass m* is assumed. 
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Transient accurate numerical simulations of the Wigner function, with emphasis on bound- 
aries, transients, barriers and dissipation are discussed. The absence of dc hysteresis and 
the presence of transient hysteresis when a double-barrier RTD is subjected to a controlled 
transient change in applied bias, highlights the nagging issue of the origins of hysteresis. 
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The model and the approximations 
A common feature in the semiconductor device industry is the use of numerical simulation in device 

design. Device design may, if required, incorporate physical models, analytical representations of physi- 
cal models, the role of electrons and holes, band structure, transients and the external circuit. The situation 
does not change when we are dealing with quantum structures. Rather, the equations are more complicated, 
the issues deeper, and the physics less transparent. Additionally the reduced size, instead of decreasing the 
computational time for a simple current-voltage characteristic, is often orders of magnitude longer than for 
a comparable classical device. Additionally there is the nagging issue concerning the origins of hystere- 
sis in the current versus voltage—is the hysteresis present under steady state conditions or is it a transient 
phenomena? 

To address the above issues workers have developed and implemented algorithms for solving the Wigner 
distribution function, the density matrix (in a variety of different representations), nonequilibrium Green's 
functions, the Schrödinger equation, etc. In this study we focus on solutions to the time-dependent Wigner 
equation of motion. What is it we have done that is new? 

To begin we only deal with devices whose lengths are long enough to incorporate flat-band contact regions. 
For these device simulations we solve the Wigner equation of motion with transients and dissipation. The 
dissipation model is closely coupled to the boundary conditions and is designed to reduce to the classical 
Ohm's law behavior in the absence of any quantum structure. The dissipation includes a regional relaxation 
time. For this study five distinct regions identify the relaxation model. The end regions (two) represent the 
contact regions, where the relaxation time takes on a very small value. (In the calculations below, we take 
the relaxation time to be 10~14 s, although some calculations were performed with values as low as 10~20 s.) 
The central region incorporates the quantum barriers and wells. Within this region the relaxation time is 
significantly larger, 10~12 s. In the transition regions (two) the relaxation time varies from its contact region 
value to the central region value in a continuous manner. In developing this model great care was taken 
to assure that the symmetry properties of the partial differential equation are mimicked in the difference 
equation [1]. To achieve this the spatial derivative was discretized at the half index spatial points using the 
second-order accurate central difference approximation. Alternatively, see [2^]. 
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The equilibrium distribution function is obtained from self-consistent solutions to the Wigner equation 
and Poisson's equation under zero-bias conditions without dissipation. In equilibrium we assume equilib- 
rium Fermi-Dirac conditions on the boundary. Under nonequilibrium conditions, this boundary condition is 
replaced by one in which the normal spatial derivative of the Wigner function is zero. The consequences of 
this are flat-band conditions in the vicinity of the boundaries and a distribution that has the appearance of a 
displaced Fermi distribution on the boundary. We do not assume displaced Fermi conditions. 

The potential distribution consists of the self-consistent Hartree potential energy obtained from Poisson's 
equation and the potential arising from the barriers and wells. Poisson's equation is solved throughout the 
entire device structure. The barriers and wells are square and their contributions to the Wigner integral are 
obtained analytically prior to any numerical computation. Presently, the contribution from Poisson's equation 
is incorporated classically through a derivative of the distribution function with respect to momentum. Under 
nonequilibrium conditions, when the dissipation model is successful and flat-band conditions occur, the fields 
at both ends of the structure are the same. 

A variety of structures were studied. The one discussed below is 200 nm long with parameters appropriate 
to GaAs. The effective mass is constant throughout the structure. In the center of the structure are two 
250 meV barriers, 5 nm wide, separated by 5 nm. The background doping was set to 1024 m~3 everywhere 
except for a 40 nm wide region in the center of the structure where the doping was 1021 m-3. The transition 
from the low to high doping values occurred over a distance of 5 nm on either side of the barrier. The contact 
regions on either side of the structure are each 15 nm long, with the transition region 10 nm long. 

The equation of motion of the Wigner function [5] as used in this study is: 

dfw(k,x)      fw(k, x) - fwo(k, x)      hkxdfw{k,x) 
0: 

dt 

fw(k,x) - fwp(k,x) 

T(X) m dx 

1 
lim^oo f     dt; I" _y

y
((x

+_^} 1 J dk'Jw{k'x, ky, kz,x) sin[2(kx - kx)t}. (1) 

The dissipation model in eqn (1) does not, generally, yield local charge neutrality as: 

' fw(k,rj) - fwo(k,Tj)' h(! 
m #o. (2) 

However, in the vicinity of the contacts we obtain approximate charge neutrality. 

The results 

While the calculations of interest are transient ones we briefly discuss the dc characteristics, shown in 
Fig. 1. Two items are of interest. The first and most significant item is the absence of hysteresis for the 
converged solutions. Initially calculations were performed with voltage increments and decrements in units 
of kg T. For this case we observed hysteresis in the current-voltage relation for values of voltage near the peak 
value of current. Upon closer examination, it was found that these solutions did not satisfy a pre-specified 
strict criterion of convergence. Introducing smaller changes in the applied voltage, the results shown in Fig. 1 
were obtained. There remains a small voltage region, approximately 0.2 kß T near the peak current, where 
the dc computations need further study, as they did not satisfy the more stringent convergent criteria. The 
second item of issue is the structure of the Wigner function. At low and moderate values of bias the Wigner 
function is smooth, but picks up harmonic contributions as the peak current is approached, only to lose these 
contributions when the peak is past. These harmonics are reduced with smaller scattering time and with a 
combination of reduced grid size and increased momentum range. 

However, the principle issue we are addressing is the determination of device speed. Placed in another 
context, if a device is subjected to an excitation, what is the shortest time interval before the device can be 
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Fig. 1. dc current-voltage characteristic for the double-barrier diode. 

interrogated about its new state? Or how long does it take the RTD to reach equilibrium. We address this 
problem by recognizing that an important RTD application is as an element in a circuit sustaining relaxation 
oscillations. In this simple context we may expect that the device to function as a clock at frequencies in 
excess of 100 GHz. Now negative differential conductance devices when part of an external circuit or trans- 
mission line, will under suitable conditions respond to pulse-like changes in applied bias with intra-pulse 
repetitive current-time and voltage-time profiles. This means that the only meaningful study of the response 
time of the device requires that we incorporate external circuit elements. But we should be able to address 
some minimal issues such as switching times without the elaborate use of the transmission line. 

What we have done is to pulse the RTD starting from an initial steady state. In this calculation we include 
displacement as well as particle current contributions at the contact regions. (In the vicinity of the contacts 
the density is very nearly equal to the background density and so the total current at the boundaries is well 
represented by the sum of displacement and particle currents.) One calculation is illustrated in Fig. 2. For this 
case starting from a steady state in which the applied bias was —8.0 kßT, we dropped the potential energy 
at a controlled rate to —12.0 kßT, let the device sit at this value for approximately 700 fs, and then returned 
to the steady-state bias of —8.0 kßT. 

In Fig. 2 we have superimposed two plots: the voltage pulse (trapezoidal shaped curve), and the total 
current at one boundary. (The time step in this calculation was 25 fs.) As the collector bias is made more 
negative with respect to the emitter, the current increases. The dominant contribution is displacement current. 
(Supplementary calculations demonstrate that the magnitude of this contribution increases with increasing 
rate of change of bias.) The subsequent relaxation to steady state is accompanied by positive and negative 
values of current, with the individual particle current contribution displaying opposite (signs) transient values. 
These opposite values indicate that in relaxing to steady states carriers can simultaneously either leave or 
enter the device through the emitter and collector contacts. After 800 fs the bias was changed to its initial 
value. The total current change is smaller, and at a given value of bias the transient current is different for the 
same, but rising and falling bias values. There is transient hysteresis! 

For Fig. 2 calculations the system did not reach its steady state value at the end of 800 fs. There were 
still residual oscillations. While this residual oscillation is not likely to prevent the device from undergoing 
sustained oscillations with a period of the order of 700 fs, it may constrain the amplitude of the current 
oscillations when the device is an element in a circuit. 
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Fig. 3. Spatial distribution of potential energy at three different points in time. 

It is important to note that other calculations in which the bias change was larger and moved well to the 
right of the voltage at peak current, —15.0 kgT, appeared to reach steady state at earlier times then the 
calculations displayed. Simply stated, the transient to steady state is bias dependent. 

The charge distribution accompanying this current oscillation tends to follow, to a large extent, the steady 
state distribution. There is a build up of charge in the quantum well prior to the peak current and then an 
emptying of the well, beyond the peak current. Carriers simultaneously move into/out of the device accom- 
panying the transient filling/emptying of the quantum well. This movement is reflected in the distribution of 
charge in the vicinity of the contacts, the subsequent potential distribution and the subsequent displacement 
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current. However, this change is continuous in time, and to illustrate, we display in Fig. 3 the potential dis- 
tribution within the device at three points in time. Note that the change in slope and in the sign of the slope 
of the potential distribution manifests itself in displacement current contributions. 

Details of the charge distribution show some familiar contact-region boundary contributions. For example, 
in the calculation above there was a smaller scattering time within the contact region. With the collector 
negative with respect to the emitter there was a region of local charge accumulation in the emitter region 
arising solely from the change in scattering time. On the collector side there was a corresponding local 
depletion of carriers. The amount of accumulation/depletion is bias dependent (and current dependent) with 
neither accumulation nor depletion under equilibrium conditions. These results were expected and are a 
common occurrence in classical devices with similar scattering variations. 

Conclusions 
What does this all mean? First and most important the results indicate that the initial transients of these 

quantum structures are dominantly capacitive and associated with displacement current contributions. Sec- 
ond, the derivative boundary condition on the distribution function does not constrain us to deal with dis- 
placed boundary distributions. As such we may be able to deal with more realistic contact conditions. Third, 
the absence of hysteresis for the dc characteristic indicates that such phenomenon is primarily transient, as 
in classical devices. But it must be cautioned that we have not done an exhaustive study of the observed 
hysteresis and so any conclusion regarding dc hysteresis must necessarily be regarded as tentative. 
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The continual advances in speed and integration scale of electronic circuits have created 
enormous demands for high-speed, high-density packages which ensure reduced inter- 
connection delays and improved electrical performance. Such structures usually involve 
a large number of planar transmission lines at various levels within the package, whereas 
the geometrical orientation of these lines is not necessarily uniform. Also, the existence of 
multiple dielectric layers, discontinuities, bends, and wire bounds adds considerable com- 
plexity to the package. It is therefore essential that full-wave computational electromag- 
netic (CEM) techniques, such as the finite element method (FEM) and the finite-difference 
time-domain (FDTD) method, be developed and used to accurately model the electrical 
performance of these devices and circuits. 

© 2000 Academic Press 
Key words: computational electromagnetic methods, interconnects, small structures. 

The finite element method (FEM) and the finite-difference time-domain (FDTD) are used here to model 
three-dimensional circuits and packages that are frequently found in high-frequency applications. Numerical 
predictions are often compared with results obtained from the literature. 

A low-pass filter, originally examined by Sheen et dl. [1], is shown in Fig. 1. The microstrip lines are 
printed on a Duroid substrate of er = 2.2 and height 0.794 mm. This geometry was simulated using the in- 
house developed FEM and FDTD codes for a frequency span of 20 GHz. The magnitude of S21 vs. frequency 
is illustrated in Fig. 1 which illustrates an excellent agreement between the two methods. The CPU time 
required for the FEM simulation is on average 15 min per frequency point. This problem was simulated on a 
370 IBM RISC/6000 UNIX workstation. The corresponding CPU time for the FDTD simulation is a total of 
45 min. 

The interconnection of two microstrip lines, which are printed on separate substrates (GaAs), is analysed 
using the FEM. The microstrip transition between the two modules is encapsulated by a dielectric region 
(bridge) with relative dielectric constant er and length d. The geometry of this structure, which was analysed 
prior to this work using the FDFD method [2], is shown in Fig. 2. The sidewalls are perfect electric conductors 
since the structure is shielded. The magnitude of S\ 1 vs. the normalized frequency (ko-a) is plotted for various 
values of er and d. The dimension a used in the normalization was taken to be 1 mm whereas the frequency 
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Fig. 1. Low-pass filter on a Duroid substrate of tr = 2.2. 
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Fig. 2. Microstrip transition through a dielectric bridge (d = 3.17a). 

of operation ranges between 100 MHz and 15 GHz. By increasing the permittivity of the dielectric bridge, 
it is expected that the microstrip transition will provide a better match since the effective dielectric constant 
(freff) of the microstrip line on a GaAs substrate is between 7.54 and 9.81. Thus, for a dielectric bridge 
with dielectric constant close to ererT> the microstrip transition should result in substantially less reflections 
compared with the air bridge. The dependence of \Si\ \ on the dielectric constant of the bridge is illustrated 
for d — 3.17a in Fig. 2. As shown, a dielectric bridge with er = 9.8 provides the best match of all four cases 
for a normalized frequency of k0 ■ a < 0.2. At higher frequencies, the dielectric bridge, which acts like a 
resonator, causes the magnitude of S\ i to rapidly increase. 

The geometry shown in Fig. 3, which was previously analysed in [2], represents a wire bond between two 
microstrips printed on separate substrates. The substrate material is GaAs with er — 12.9. The structure is 
placed inside a waveguide with transverse dimensions 5a x 3.2a. The bond wire is rectangular in shape with 
cross-sectional area 0.2a x 0.2a and an inner length d. All conducting surfaces were considered as being 
perfect electric conductors. The normalization constant a was 1 mm, whereas the normalized frequency range 
is given by 0 < k0a < 0.3a. The magnitude of S\\ for this structure is plotted in Fig. 3 for three different 
lengths d. From this figure, it is evident that there is an excellent agreement between our results and results 
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Fig. 4. Geometry of SOIC-8 plastic package: L = 4.2 mm, W = 2.4 mm, p = 1.27 mm, iwi = 0.4 mm, Wp = 4.4 mm, Lc = 0.7 mm, 
Lg = 0.3 mm, d\ = 0.535 mm, d2 = 0.1 mm, d3 = 0.635 mm, da, = 0.2 mm, ds = 0.25 mm. 

obtained using the FDFD method [2]. An increase in the length of the bond wire results in a larger overall 
5H. At higher frequencies, the structure resonates thereby forcing Sn to zero. However, compared with the 
microstrip interconnection through an air bridge, which is shown in Fig. 2, the bond wire creates higher 
reflections. For example, at a frequency of 4 GHz, a bond wire with length 3.17 mm and height 0.2 mm 
causes more than 50% reflections. On the contrary, the microstrip interconnection through an air bridge, at 
the same frequency, causes only 25% reflections. 

The electrical performance of an MMIC is drastically altered when mounted into a package such as the 
eight-lead small outline integrated circuit (SOIC-8) surface-mount plastic package shown in Fig. 4. Plastic 
packages have been used for years up to a frequency of about 2.5 GHz. It becomes extremely difficult to 
utilize these packages for higher frequencies mainly because of poor grounding of the paddle and package 
resonances. First, the MMIC shown in Fig. 5 is analysed in the absence of the package. This circuit represents 
a basic through-connection with a stub. When placed into the package, the circuit itself is elevated 0.1 mm 
above the ground and embedded into a dielectric medium with dielectric constant er = 4. The same MMIC 
structure, mounted into the SOIC-8 surface-mount package, was analysed by Jackson [3] using the method 
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Fig. 6. Top view of the SOIC-8 plastic package and corresponding S-parameters. 

of moments (MoM). The S-parameters of the through-connection were calculated using the FEM. The mag- 
nitude of Si i and S21 is shown vs. frequency in Fig. 5. It is evident that the circuit resonates at 10 GHz which 
corresponds to the frequency where the stub becomes quarter of a wavelength long. 

The electrical performance of the MMIC is totally altered when mounted into the SIOC-8 plastic package 
which is shown in Fig. 4. The input port of the circuit is connected through bond wire of rectangular cross- 
section (0.1 mm x 0.1 mm) to lead 1, and the output port of the circuit is connected through an identical 
bond wire to lead 7, as shown in Fig. 6. The height of the bond wire, from the top surface of the lead or 
paddle to the inner surface of the horizontal wire, is 0.35 mm whereas the bond-wire length, as measured 
from the inner surfaces of the vertical vias, is 0.6 mm. Leads 2,4,5 and 8 are directly connected to the paddle 
and also grounded through vertical conducting vias to the motherboard. Leads 3 and 6 are grounded to the 
motherboard but not otherwise connected to the paddle. Figure 6 shows the corresponding S-parameters 
of the entire package. Compared with the unpacked structure, whose S-parameters are illustrated in Fig. 5, 
the first resonance shifts from 10 to 8 GHz. The downshift of the resonant frequency of the MMIC is due to 
distracting interference between the circuit and the package. Additional package resonances are also observed 
in Fig. 6. These correspond to 12, 15.5 and 22.5 GHz. 
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Ionic channels are a large class of proteins with holes down their middle that control a 
wide range of cellular functions important in health and disease. Ionic channels can be 
analysed using a combination of the Poisson and drift diffusion equations familiar from 
computational electronics because their behavior is dominated by the electrical properties 
of their simple structure. 
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1. Generalities 

Mesoscopic devices are relatively new to engineering but—in the form of proteins—they have performed 
a surprising fraction of the work of life for a very long time. Proteins are the preferred device of evolution, 
because evolution acts directly on genes, which can only make proteins. Genes are the one-dimensional 
blueprints for proteins. Genes specify the amino acids (peptides) which are linked like beads into a string 
to make a protein. Each bead has different fixed charge and (somewhat) different chemical properties. The 
polypeptide string becomes the functioning protein when it is folded into a three-dimensional structure that 
can act as a device. 

Many proteins should be studied as devices. Most proteins function far from equilibrium and have well- 
defined inputs and outputs. Neither the structure nor the chemistry of most proteins make much sense if 
studied at equilibrium and thus isolated from function. Proteins at equilibrium are dead, about as interesting 
as a transistor with its terminals soldered together. Ionic channels are a class of proteins that have been 
studied as devices with some success. 

2. Specifics: ion channels 

Ionic channels control the flow of substances in and out of cells and, by controlling the flow of ions, they 
are produce nearly all the electrical activity of living systems. A substantial fraction of the drugs used by 
physicians act directly or indirectly on channels. 

Channels come in many different types. Hundreds of types are now known [1], and thousands probably 
remain to be discovered. Each channel type has a specific role in a biological system and is (usually) well 
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tuned for its task. Some types of channels are devices that respond to mechanical force ('touch'). Others 
respond to electrical potential (and thereby create the action potentials that are the digital signals of our 
nervous system). Many respond to specific chemicals. Channels are devices with specialized inputs that 
control specific outputs, the flow of particular types of ions across cell membranes. Channels are highly 
selective in how they respond and what they respond to. 

Ionic channels function in two ways. They open and close in response to stimuli in a process called gating. 
Once open, they select between different species of ions. (Remember that in biology current is nearly always 
carried by ions: Na+, K+, Ca++, and Cl~ are the chief carriers of current and each is controlled by different 
types of channel proteins. Indeed, there are tens to hundreds of types of K+ channels, Ca++ channels and so 
forth.) 

Unfortunately, not enough is yet known to analyse gating as a property of the device, because we do not 
know the structure or basic operating mechanism of a channel with typical gating. (The structure of only a 
few types of channels are known and as of today they do not include one with typical gating properties.) This 
situation is likely to change dramatically in the near future, but as of now, device analysis works best on the 
other main property of channels, its conduction of current. The structure of a channel does not change (in the 
mean) while it conducts current. An ionic channel is a hole in the wall that functions by electrodiffusion. If 
there is any protein that we should be able to analyse as a device, it is an ionic channel. 

3. Traditional kinetic models 
Open channels have until recently mostly been studied in the tradition of gas phase chemical kinetics [2] 

but the chemical tradition has not been successful in predicting their function [3], namely in predicting 
the current that flows through them under a range of conditions, because gases are so different from the 
condensed phases of liquids and proteins. 

Simulations of the molecular dynamics of proteins and channels are appealing and popular [4,5] but their 
high-resolution produces serious limitations in size and scope. Molecular dynamics done in the biological 
tradition has not included a definite concentration of ions, nor a potential across a channel, nor has it been 
able to compute current through the channel. Thus, it has little to say about the channel as a device despite 
the power with which it describes a channel as a structure. These limitations may be removed if the Monte 
Carlo methods of computational electronics are used to simulate channels. 

Channel proteins can be described at lower resolution as a distribution of fixed charge using a mean field 
theory nearly identical to the drift diffusion theory of computation electronics. Extensive experimental evi- 
dence supports the theory [6]: it fits data from some seven types of channels measured over a wide range of 
voltages and concentrations. Its parameters are reasonable and can be checked against independent experi- 
mental evidence in favorable cases. 

The one-dimensional theory we use to describe an open channel represents the structure of the channel's 
pore as a cylinder of variable cross-sectional area A{x){cn?) along the reaction path x (cm) with dielectric 
coefficient e(x) and a density of charge p(x)(coul = cm""1). eN& is the charge in 1 mole of elementary 
charges e, i.e. the charge in a Faraday. The charge p(x) is as follows. 

(1) The charge eN& J2k ZkCkW of the ions (that can diffuse) in the channel, of species k of charge Zk, and 
mean concentration ; Ck(x); typically k = Na+, K+, Ca++, or Clr. 

(2) The permanent charge of the protein P(x)(mol = cm-1), which is a permanent part of the atoms of 
the channel protein (i.e. independent of the strength of the electric field at x) and does not depend on 
the concentration of ions, etc, and so is often called the fixed charge. P{x) is really quite large because 
the channel is so small. One charge in a cylinder 6 Ä diameter and 10 Ä long is a concentration of 
6 x 1021 cm-3 A* 10 M. Interestingly, mean field theories in electrochemistry are known to 'become 
exact for large electric fields, independent of the density of hard spheres' [7, p. 315], 'independent of 
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interactions of molecules in the fluid phase' [8, p. 972]. Also, some channels are thought to have as 
many as six charges in half that length or volume, giving ~100 M charge: NaCl in the selectivity filter 
of such channel may be more like table salt than sea water. 

(3) The dielectric charge (i.e. the induced charge which is strictly proportional to the local electric field) is 
not included in p(x) because it is described by e{x). It is generally small compared with the structural 
charge. 

We make the usual mean field assumptions that the average charge p(x) produces an average potential <p(x) 
according to Poisson = s equation and that the mean electric field — V<p captures the properties of the fluc- 
tuating electric field which are important on the slow timescale of biology. These assumptions are hardly 
novel; indeed, it requires some extraordinary circumstances for them not to be true, in slow highly averaged 
systems 

£0 
,d2w      Ids(x) d \du> e(x)TT +    -r^+eM — ilnAix)] M- 
dxA      \   dx dx I dx 

-p(x) -eNA P(x) + J2zkCk(x) (1) 

The boundary conditions for the potential in the real world are set by the potentials in the baths surrounding 
the channel, i.e. the potential on the left is known and maintained at Vappi and that on the right is held at 
zero. The flow (i.e. flux Jk of ion k) through the channel is described in mean field theory by the diffusion 
equation, the Nernst-Planck equation (see [9,10]; derived below) written in general form for channels of 
arbitrary variation in cross-sectional area A(x) and diffusion coefficient D{x) 

(dCk(x)     Ck(x) d n 
-^ + ^TlZ^Fcpix) + ß°k(x)] 

dx RT  dx 

i = j2Ik = J2zkFJk- (2) 

The flux Jk of ions is driven by the (gradient of) concentration and electrical potential, which together form 
the electrochemical potential /U.& = RT loge Q(x) + ZkF<p(x). L\(x) is the diffusion coefficient of ion k in 
the channel's pore. 

Specific chemical interactions are important when dealing with selectivity in mixtures of ions [11-13] and 
can be described by an excess chemical potential pi?k{x). In the one case considered in detail up to now, (j%(x) 
can be computed from the volume of the ions and charged groups of the protein. Additional chemistry is not 
needed to explain the selectivity of the L-type Ca channels of cardiac muscle. This is surprising because the 
L-type Ca channels distinguish between ions with remarkable selectivity. 

The L-type Ca channel is made of the selectivity oxygens of the glutamate locus of the protein. The 
selectivity oxygens are described as tethered ions with the same properties as carboxylate ions in bulk but 
confined to the subvolume of the selectivity filter. Ions such as Ca++, Na+, and Cl~ can move from phase 
to phase, but the selectivity oxygens cannot. Ions bind in, or are excluded from, the filter because the system 
has a more (or less) favorable free energy when ions are bound than when they are free. The free energy of 
binding/exclusion involves 'excess' terms that arise from the finite volume of ions. 

The novel part of the analysis is the ab initio computation of the thermodynamic excess properties of 
ions in the selectivity filter using a statistical mechanical theory of bulk electrolyte solutions, the so-called 
'primitive' version of the mean spherical approximation MSA [14,15]. This theory represents ions as charged 
hard spheres and water as a continuous dielectric. The mutual exclusion of the finite ionic volumes and 
the electrostatic interactions (screening) among the ions produce the nonideal ('excess') components of the 
chemical potentials. The excess chemical potentials are generally different for different ionic species. No 
other effects (such as specific interactions between atomic orbitals of Ca++ and the molecular orbitals of the 
carboxylic groups) are considered in this model of the selectivity filter. 
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Predictions of current through the channel agree with experiment over the entire range of Ca++ concentra- 
tion from submicromolar to 100 mM, in the presence of 100 raM NaCl, if the selectivity filter of the channel 
has a dielectric constant of 80 and a volume of ~375 (nm)3 the model, and the ions and carboxyl oxygens 
are given their crystal radii. 

L-type Ca channels distinguish between Na+ and Ca++ in two ways: (1) Divalent Ca++ screens the 
carboxylate groups of the EEEE locus more effectively than monovalent Na+, and thus has more negative 
and attractive electrostatic energy there. (2) Four Na+ displace about twice the volume of two Ca++, with a 
significant change in the volume fraction occupied by ions and a resulting more attractive excess energy for 
Ca++. With electroneutrality as the dominating constraint, the Ca++ channel can use volume exclusion to 
distinguish ions of nearly the same diameter, such as Na+ and Ca++, because equal charge excludes different 
volumes depending on the valency of the permeating ion. In this way, electrostatics facilitates selection by 
volume exclusion: substantial repulsion due to excluded volume selects against Na+ (and other monovalent 
cations) compared with Ca++. 

4. Conclusion 

Even the most biological property of the open channel—its selectivity between ions—can be understood 
from a primitive model of the physical interactions of ions of finite volume. It seems likely that Monte Carlo 
simulations in the tradition of computational electronics can be applied productively to a wide range of 
biological phenomena if they describe ions as objects (usually spheres) of finite volume. 
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Transport measurements on a bundle of single-walled carbon nanotubes have been made 
below 4.2 K as a function of side gate and source-drain bias voltage. The transport of an 
individual nanotube is described by the Coulomb blockade effect. The zero-dimensional 
quantum states of the nanotube become clear for measurements of large bias voltage. In 
addition, we present preliminary results of microwave application to the SWNT dot, and 
the results can be qualitatively explained by classical coupling to the dot. 
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dot. 

Since the discovery of the graphite needles which are called carbon nanotubes [1] with cylindrical diameter 
of the order of 1 nm, much investigation has been done owing to their unique electronic and geometric 
properties. In particular, single-walled carbon nanotubes (SWNTs) are quasi one-dimensional quantum wires, 
and could be a building block of quantum nanostructures, showing quantum effects at higher temperatures. 
Recently, electrical transport of an individual carbon nanotube has been measured with attention paid to 
unique quantum effects [2-5]. 

For future quantum devices, in which quantum states would be manipulated, these effects have to be 
clearly resolved at reasonably high temperatures. However, in quantum dots made in semiconductor material 
with standard electron-beam lithography, the size is limited to several tens of nanometers. As a result, the 
Coulomb blockade effect and the zero-dimensional (0D) effect are observable typically below liquid-helium 
temperatures [6]. SWNTs could be interesting, in this respect, because they could be used for the element of 
very small quantum dots. In this report, we study basic transport characteristics of SWNTs and characterize 
them as quantum dots. The interaction between high-frequency fields and quantum dots is important for the 
coherent control of quantum states in future devices. As a first step, we present preliminary experimental 
results on microwave irradiation of SWNT quantum dots. 

Figure 1A shows a schematic circuit of the quantum dot in a SWNT rope. The SWNTs had a diameter 
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Fig. 1. A, Schematic measurement set-up of a quantum dot in SWNT. A constant bias voltage Vs(j is applied to the SWNT. The tunnel 
barrier may exist at the junction of the electrode and SWNT. There is one side gate pad near the SWNT electrostatically coupled to the 
dot with capacitance Cg. The other side gate is used for the microwave irradiation. B, Temperature dependence of the Coulomb peak 
current. Inset: Coulomb blockade oscillations of SWNT at increasing temperatures. 

ranging from 1 to 15 nm and a length of about 20 ßm. These bundles were dispersed on an oxidized silicon 
surface. Then, two platinum/gold leads with 6 nm/50 nm thickness were patterned on one of the nanotubes 
by using the mark alignment technique in conventional electron-beam lithography. The distance between 
lead contacts was 250 nm. Two side gate pads near the nanotube between two contacts were also formed. 
One gate was used for varying the potential in the SWNT, while the other was used to apply the microwave 
field. The sample was mounted on the mixing chamber of the dilution refrigerator with a base temperature 
of 25 mK, and two-terminal dc measurements were performed. The /-Vsd characteristic of the bundle was 
linear at room temperature with the resistance from 50 k to 100 k£2, but became nonlinear at low temperature. 

The inset in Fig. IB shows the measured current as a function of the applied gate voltage Vg at various 
temperatures. The curves are offset for clarity. Two Coulomb blockade peaks are observable in the swept 
gate voltage range from 0 to —4 V. The basic behavior of Coulomb blockade oscillations is similar for all 
temperatures. The oscillations were very stable for each measurement, suggesting that no unstable charge 
states was around the dot. In Fig. IB, we show the peak current as a function of the inverse of mixing 
chamber temperature, 1/Tm\x. At high temperatures, the peak current monotonically increases as Tm\x is 
decreased, and the peak current saturation is observed at temperatures below Tmix = 250 mK. This indicates 
that the electron temperature stays constant even through the mixing chamber temperature further decreases. 

Figure 2A shows the /-Vsd characteristics for varying gate voltages from -1 to —6 V at Tmix = 4.2 K. The 
corresponding differential conductance is shown in Fig. 2B. In the figure, the Coulomb gap with a diamond 
shape is clearly observed. As seen in these figures, the measured device shows the typical characteristics of a 
single quantum dot. The lines seen outside of the diamond region in the gray-scale plot are due to the effect 
of 0D excited states, first observed in a GaAs quantum dot [7]. This effect becomes more pronounced at 
the lowest temperatures. We do not know how the tunneling barriers are formed in the device. Actually, we 
have measured a few other devices made in the same way, and all devices have shown similar behavior. This 
fact means that the tunneling barrier may not be due to some defects in nanotube but may be formed at the 
junction between the edge of the electrode and the nanotube. 

The self-capacitance and the corresponding charging energy obtained from Fig. 2 are C-z — 18.6 aF and 
EQ = 8.6 meV, respectively, which are not easy to realize in a conventionally made GaAs dot. We estimate 
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Fig. 2. A, /-Vsd characteristics at 4.2 K for gate voltage Vg ranging from -1 to -6 V with an increment of 20 mV. The curves are offset 
for clarity. B, Gray-scale plot of the differential conductance. 

the energy level spacing AE = 23 meV, which happens to be the similar value to EQ, from the measurements 
of Coulomb blockade oscillation for large source-drain bias voltages. The charging energy corresponds to a 
temperature of about 100 K. By narrowing the distance between the two contacts, we may be able to achieve 
the Coulomb blockade effect at room temperature in the future. 

In Fig. 3, the effect of the microwave irradiation on /-Vsd characteristics is shown. The data were taken at 
the lowest temperature with the microwave power changing from —40 dBm to —12 dBm, while the lowest 
one corresponds to the curve without irradiation. We should note that the applied microwave power was kept 
small such that the temperature would not change during the measurement. Without microwave irradiation, 
the curve shows the Coulomb gap and structures due to the excited state of the 0D quantum state. As the 
microwave power is increased, the curve becomes smooth with less structure. The differential conductance, 
which is calculated from the /-VSd data and shown in the inset of the figure, indicates that the curve become 
less structured as the microwave power is increased. We have made measurements at different frequencies 
and at 4.2 K, and observed the similar result. These experimental observations suggest the classical coupling 
mechanism of high-frequency radiation to the dot. The high-frequency field couples to the source-drain volt- 
age as an ac source in addition to the dc bias voltage. The measured dc current under microwave irradiation 
is the time-averaged current over the modulating voltage around the fixed dc bias voltage. This may explain 
the observed /-Vsd characteristics under microwave irradiation. At the moment, we do not fully understand 
the reason of the classical coupling even through hf for 20 GHz (~1 K) is larger than kT (~0.25 K) [8-10]. 
Since special care was not paid to the connection between the coaxial line and the sample gate, the electro- 
magnetic field around the dot could be very much complicated. The microwave signal may couple to various 
electrodes with macroscopic dimensions, resulting in the effective modulation of Vsc]. 

In summary, we have measured electrical transport of a single bundle of SWNTs at low temperature. The 
basic characteristics can be understood by that of a single quantum dot separated from the source and drain 
electrodes with tunneling barriers. The charging energy and the level spacing are larger by an order compared 
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Fig. 3. /-Vs(i characteristics at Tm\x = 25 mK under 20 GHz irradiation with different microwave powers at a gate voltage of —200 mV. 
The curves correspond to microwave power levels of no irradiation (bottom), -40, -37, -35, -30, —27, -24.5, -22, -19.5, —17, 
— 14.5 and —12 dBm. Inset: differential conductance calculated from the /-Vscj data. 

with those for a conventional surface gate GaAs dot. By reducing the separation between the electrodes, the 
dot could be made smaller and higher-temperature operations could be expected. However, the origin of the 
tunnel barrier formation has to be investigated in the future study. We also have presented the preliminary 
result on the microwave irradiation effect on the dc transport of the dot. It is found that the microwave signal 
effectively modulates the source-drain voltage in a classical manner. Further optimal design of the electrodes 
is necessary for the efficient coupling of the microwave signal to the dot, which may realize photon assisted 
tunneling. 
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Self-assembly ('building') approaches can provide well-controlled structures and assem- 
blies at the nanometer scale, but typically do not provide the specific structures or func- 
tionalities required for robust nanoelectronic circuits. One approach to realize high-density 
nanoelectronic circuits is to combine self-assembly techniques with more conventional 
semiconductor device and circuit approaches ('chiseling') in order to provide suitable 
functionality and arbitrary circuit functions. An interesting challenge is to find approaches 
where these techniques can be combined to realize suitable device structures. This paper 
describes recent work which combines self-assembly techniques involving metal nanoclus- 
ters and conjugated organic molecules with semiconductor interface and device structures 
to form structures of interest for nanoelectronics. One key requirement for this approach 
is the availability of a chemically stable semiconductor surface layer, which can provide a 
low-resistance interface between the metallic nanostructure and the semiconductor device 
layers following room-temperature, ex situ processing. As an illustration of the structures 
which can be realized, we describe a nanometer-scale ohmic contact to n-type GaAs which 
utilizes low-temperature-grown GaAs as the chemically stable interface layer. Contact 
structures have been realized using both isolated (sparse) clusters and using close-packed 
arrays of clusters on the surface. The low-resistance contacts between the nanoclusters and 
the semiconductor device layers indicates that relatively low surface barriers and high dop- 
ing densities have been achieved in these ex situ structures. The general conduction model 
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for this contact structure is described in terms of the interface electrical properties and the 
contributions from the various components are discussed. 

© 2000 Academic Press 
Key words: nanoelectric devices, metallic nanoclusters, conjugated organic molecules, 
chemically stable semiconductor layers. 

The traditional way to fabricate microelectronic devices and circuits involves 'chiseling', i.e. the applica- 
tion of selective deposition or removal of material in lithographically defined areas. Alternatively, it is pos- 
sible to 'build' well-controlled structures at the nanometer scale using chemical self-assembly techniques. 
There are a number of self-assembly techniques which have been developed to provide uniform nanometer- 
scale elements and assemblies of these elements. Of particular interest to this study are structures comprised 
of metal or semiconductor nanoclusters [1-3]. An interesting challenge is to find approaches where the 
structures available from 'building' can provide functionality comparable to that realized by 'chiseling' of 
semiconductor circuits. This paper describes recent work which combines self-assembly techniques involv- 
ing metal nanoclusters and conjugated organic molecules with semiconductor interface and device structures 
to form structures of interest for nanoelectronics. We have developed ex situ fabrication techniques which are 
compatible with the self-assembly techniques, as well as suitable low-resistance interface/contact structures 
at the nanometer scale. We will present a brief summary of the various components and will describe the fab- 
rication, performance and general conduction model for a low-resistance nanoscale ohmic contact structure 
which has been constructed using this approach. 

The general approach described in this paper combines self-assembled nanostructures formed from metal- 
lic nanoclusters and conjugated organic molecules with suitable semiconductor heterostructures to realize 
structures of interest for nanoelectronic applications. The structure of the low-resistance nanoscale ohmic 
contact which is constructed using this approach is illustrated in Fig. 1. Since the chemical self-assembly 
techniques are generally not compatible with high-temperature post-processing, and since the successful 
interfacing of nanometer-scale metallic clusters with the surface requires a well-defined nanometer-scale in- 
terface, an essential feature for this hybrid approach is the availability of a chemically stable semiconductor 
surface layer which does not rapidly oxidize and which remains electrically active during air exposures of at 
least several minutes. In the current study, surface layers of low-temperature-grown GaAs (LTG:GaAs) [4], 
i.e. GaAs grown by molecular-beam epitaxy at substrate temperatures in the range of 250-300 °C, are used 
to provide the requisite surface stability. 

The particular structures utilized in this study are based on Au nanoclusters which are approximately 4 nm 
in diameter. These clusters can be formed into uniform 2D arrays, and the conductance between adjacent 
clusters can be varied by changing the conjugated organic molecules which are used to link adjacent clus- 
ters [1]. The clusters are synthesized in an aerosol reactor [5], and are typically coated with an alkanethiol 
such as dodecanethiol in order to prevent agglomeration when the clusters are placed into a colloidal sus- 
pension. Individual clusters are fee single crystals in the shape of a truncated octahedron. The well-defined 
facets of these gold nanocrystals can be observed in high-resolution transmission electron microscope (TEM) 
images; their influence on the structure of assemblies can also be observed in arrays of the clusters when rel- 
atively short linking molecules are used to join adjacent clusters [6]. In contrast to gold clusters which are 
synthesized in aqueous solution as charged particles, these clusters are charge neutral, which facilitates the 
formation of closely packed cluster arrays and eliminates offset charge problems when interfaced with device 
structures. The use of a mono-thiol/unconjugated encapsulant such as dodecanethiol also allows the insertion 
of conjugated di-thiol linking molecules between adjacent clusters or between a cluster and a semiconductor 
(or metal) surface, as is accomplished in the work reported here. 
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Fig. 1. A schematic diagram of the nanocontact structure utilizing a 4 nm diameter Au cluster, a self-assembled monolayer of xylyl 
dithiol and a GaAs heterostructure with a chemically stable surface layer. 

Conjugated organic molecules that are difunctional such as aryl dithiols can provide mechanical link- 
ing/tethering between a cluster and another surface (a cluster or a semiconductor/metal surface) as well as 
a path for electronic conduction between the respective conductors. The specific molecule used for linking 
the metal nanoclusters to the semiconductor surface in this study is xylyl dithiol (HS-CH2-C6H4-CH2-SH) 
which will be referred to as XYL for brevity. This molecule has a length of approximately 1 nm and has 
thiol (-SH) end groups on each end. These thiol groups can chemically bond to the GaAs surface and to the 
gold nanoclusters. A self-assembled monolayer (SAM) of XYL is grown on the GaAs surface; given the size 
of the molecule and the expected packing density, it is believed that a number of XYL molecules (approx- 
imately 30) are packed within the area of a facet on a 4 nm diameter Au cluster. The interface between a 
nanocluster and the GaAs surface therefore consists of a small bundle of XYL molecules. 

XYL is one of a class of conjugated organic molecules that have been studied as molecular conductors [7- 
9]. Such experimental studies typically involve the formation of a self-assembled monolayer (SAM) of the 
desired molecule on a relatively flat Au surface, with a top contact formed either by metal evaporation, 
deposition of a metal nanocluster, or by a scanning probe tip (e.g. a scanning tunneling microscope (STM) 
tip). Theoretical descriptions of the current-voltage relationships have been developed based on the scattering 
theory of transport. With proper treatment of the Fermi level position in the molecule, of the coupling strength 
to the contacts and of the capacitive division of the applied voltage, the low-field resistances and current- 
voltage characteristics for the various experimental reports can be adequately described by this modeling 
approach [7,9]. If strong bonding (i.e. strong electronic coupling) to the metallic contacts is realized, vertical 
transport through a SAM of a short molecule such as XYL should have a specific resistance on the order of 
1 x 10-8 Q cm2. 

Since the self-assembly approaches involving nanoclusters and conjugated organic molecules cannot with- 
stand the process temperatures typically associated with the annealing steps of alloyed contacts or activation 
of implanted dopants, it is essential that suitable semiconductor device structures are employed to provide 
low-resistance interfaces between the nanostructure and the doped semiconductor layers. In order to illustrate 
the need for a suitable surface, consider how ohmic contacts are typically made to n-type GaAs. Since it is 
difficult to make a contact structure in which the conduction band in n-type GaAs lines up with the Fermi 
level in the contact metal, tunneling type contacts are typically employed. In principle, it is simple to design 
a low-resistance tunneling contact: the activated donor density near the surface should be as high as possible 
and the surface barrier as low as possible, presumably through the use of a relatively low work-function 
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metal. In practice, these goals are rather difficult to achieve in ex situ contacts due to the limited activated 
donor densities which can be obtained in bulk GaAs and to the mid-gap surface Fermi level pinning which 
is associated with rapid oxidation of GaAs upon exposure to air. In large-area devices, alloyed contacts such 
as Au/Ge/Ni are used to overcome these limitations, at the expense of rather deep and nonplanar metal to 
semiconductor interfaces. Such approaches are not suitable for nanometer-scale ohmic contacts, particularly 
those involving a nanocluster/semiconductor interface, due to the nonplanar nature of alloyed contacts and 
to the limited thermal budget dictated by the nature of the self-assembled structures. 

Large-area, low-resistance nonalloyed contacts to n-type GaAs layers have been demonstrated using semi- 
conductor heterostructures comparable to that illustrated in Fig. 1 [10]. It is informative to describe the 
performance and mechanisms of the large-area contacts in order to illustrate the essential features of the 
semiconductor layers in the nanocontact structure. In the large-area contact structures, the LTG:GaAs layer 
thickness is generally between 2 and 5 nm and the contact metal (typically Ti) is deposited by evaporation 
shortly after an oxide-strip step. The large-area contact is therefore a metal-semiconductor (M-S) structure. 
The ohmic contact structure [10] employs a surface layer of 'as-grown' LTG:GaAs, in which the ~l-2% 
excess arsenic incorporated during growth is distributed primarily as arsenic antisite defects. The high con- 
centration (~1.0 x 1020 cm-3) of point defects results in short minority carrier lifetimes and bulk Fermi level 
pinning [4]. These defects are observed as a band of states located approximately mid-gap in the GaAs [11]. 
Previous studies indicate that these states prevent the GaAs surface from rapidly oxidizing due to the rela- 
tively low concentration of minority carrier holes in the surface layer [12,13]. As a result, the presence of 
the gap states can be observed using STM even following brief air exposure of the samples [12]. 

In the large-area contact studies, the ex situ, nonalloyed ohmic contacts employing a LTG:GaAs surface 
layer and Ti metallization can provide specific contact resistivities (pc) as low as 3 x 10~7 £1 cm2 [10]. 
Applications of this contact to shallow device layers and studies of their temperature stability have been 
reported [14]. Since these contacts do not suffer from the deep interface and spatial nonuniformity of alloyed 
contacts, they are of interest for nanometer-scale device applications. This type of contact structure and 
the chemically stable LTG:GaAs surface layer are also compatible with chemical self-assembly techniques, 
particularly the nanocluster/molecule-based structures employed in this study [1]. 

The nanocontact structure illustrated in Fig. 1 employs the same basic heterostructure as the large-area 
nonalloyed contact, but the nature of the interface between the metal and the semiconductor surface are 
different in the two cases. In particular, the nanocontact requires a molecular tether layer (the XYL) in order 
to provide suitable mechanical stability. Without this layer, the clusters are too mobile to form a stable contact 
structure. As will be described later, the XYL monolayer also plays an important role in achieving a low- 
barrier height and low tunneling resistance through the nanocontact. The nanocontact structure is therefore 
best described as a metal-'insulator'-semiconductor (M-I-S) structure, in which the XYL represents a very 
thin, and relatively leaky, insulator. The thickness of the low-temperature-grown GaAs surface layer is 10 nm 
for the nanocontact structures described in this work. In these studies, a controlled area nanocontact is formed 
by a single crystal, 4 nm diameter Au nanocluster deposited on the GaAs surface, which has previously been 
coated with a SAM of XYL. Details of the procedure have been presented elsewhere [15,16]. The area of 
the conducting path for the nanocontact (1 x 10"13 cm2) is defined by the area of a facet on the 4 nm 
diameter cluster. The current-voltage characteristics of the nanocontact structures have been measured using 
ultra-high-vacuum (UHV) STM current-voltage spectroscopy in the near-contact regime, i.e. a regime in 
which the resistance between the STM tip and the cluster is reduced by bringing the tip in close proximity 
to the cluster [15,16]. STM tips used in this study have typical end shapes with diameters less than 15 
nm, as observed from TEM micrographs. Representative current-voltage curves are shown in Fig. 2A for a 
nanocontact consisting of an isolated cluster, with curves shown for cases where the tip is over the cluster 
(A'), i.e. conduction through the cluster-based nanocontact structure, and where the tip is over a region of 
XYL coated GaAs, but not over a cluster ('B'). As illustrated in the figure, I(V) curves measured over 
the cluster indicate a significant enhancement in the relative conduction at low bias voltages as compared 
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Fig. 2. Measured current-voltage relationships from UHV STM characterization of nanocontact structures with cross-section depicted 
in Fig. 1. In each figure, curves are shown for 1-V relationships both on a cluster and over the XYL-coated surface, with the respective 
curves corresponding to measurements at the locations indicated on the inset images. A, Representative curves acquired at a set-point 
of /set = 0-8 nA, Vset = —1.0 V for an isolated nanocluster tethered to the XYL-coated heterostructure, as illustrated in the inset 
(a 20 x 20 nm STM topographic image of Au cluster, acquired with /set = 1.0 nA and Vset = —1.0 V). B, Representative curves 
acquired at a set-point of 7set = 0.15 nA, Vset = —1.2 V for a structure with a close-packed array of Au nanoclusters on the XYL- 
coated heterostructure, as illustrated in the inset (a 25 x 25 nm STM topographic image of array of tethered clusters, acquired with 
/set = 0.1 nA and Vset = -1.2 V). 

with the corresponding curves for the measurement over the XYL coated surface (without cluster). The 
curves shown in Fig. 2 are taken at relatively low set-point currents, corresponding to relatively large tip-to- 
sample distances. In order to determine the resistance of the nanocontact, i.e. the resistance between the Au 
nanocluster and the doped layers in the semiconductor structure, it is necessary to reduce the tip-to-cluster 
distance, and thereby the tip-to-cluster resistance. This has been accomplished by monitoring the current (/) 
at constant voltage as the tip height (z) is decreased with respect to the height at the low-current set-point. For 
a structure in which the LTG:GaAs layer is undoped (n-type), the measured I(z) relationship saturates as the 
tip is brought closer to the cluster. In the saturation regime, the overall resistance should be dominated by the 
cluster-to-substrate resistance, so the desired nanocontact resistance can be determined from the ratio of the 
applied voltage to the the saturation current [15]. For this case, the specific contact resistance is approximately 
1 x 10~6 £2 cm2 and the maximum current density is approximately 1 x 106 A cm-2 [15]. For a structure in 
which the LTG:GaAs layer is heavily doped with Be, as is the case in Fig. 2, values of pc of approximately 
1 x 10~7 Q cm2 and the maximum current density of approximately 1 x 107 A cm-2 are obtained. Both 
of these values are comparable to the values achieved in high-quality large-area ohmic contacts to n-type 
GaAs [16]. In this case, the measurement system limits the minimum pc which can be resolved, so the 
contact resistance may be somewhat lower than this value. Thus, the measured specific contact resistances 
for the best nanocontact structures are somewhat better than those achieved in the large-area contact studies, 
indicating that high-performance nanocontacts can be formed to GaAs device layers using this nonalloyed 
ohmic contact approach. 

We have also characterized structures in which the clusters are deposited as close-packed arrays on the 
XYL coated LTG: GaAs surface. A STM topographic image of an array of 5 nm diameter clusters formed 
on the XYL-coated LTG:GaAs structure is shown in Fig. 3. This image illustrates the good local ordering 
achieved through self-assembly; the faceted nature of the clusters can also been seen. Representative I-V 
curves are shown in Fig. 2B, again for the case where the STM tip is over a cluster ('A') and for the case where 
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Fig. 3. A 50 x 50 nm UHV STM topographic image of close-packed 2D array of Au nanoclusters tethered to the XYL-coated semicon- 
ductor heterostructure with Be-doped LTG:GaAs surface layer, acquired with Vset = -1.2 V and /set = 0.1 nA. 

the STM tip is positioned between clusters ('B'). As was observed in the experiment with isolated clusters, an 
enhancement in low-field conduction is observed when the tip is positioned over a cluster. The 'set-points', 
i.e. the current/voltage pairs used to establish the relative tip height with respect to the local surface, are 
approximately the same in the 'on-cluster' and 'off-cluster curves', in order to allow reasonable comparison 
between the low-field current values. While the nature of the STM technique makes it difficult to ascribe 
absolute conductance values to the data, the fact that these trends persist to relatively high current levels 
(when the tip is brought closer to the cluster) indicates that the conduction is enhanced when the conduction 
is through a cluster. The current-voltage relationships for clusters within an array are comparable to those 
obtained on isolated clusters. This observation is consistent with the fact that the cluster array used in this 
study is 'unlinked', i.e. adjacent clusters within this array are separated by the dodecanethiol encapsulant but 
not linked by conjugated molecules. In this case, the coupling to the semiconductor substrate is much stronger 
than the intercluster (resistive) coupling. If adjacent clusters within the array were linked with a conductive 
molecule, it is expected that the intercluster resistance could be made comparable to the cluster-to-substrate 
resistance. In this case, the conduction path to the substrate would be through a number of clusters. The 
difference in shapes of the I(V) curves when the STM tip is located on and off a cluster are not as dramatic 
in the case of the cluster within an array. Since the end size of the tip is 10-15 nm, it is likely that there is 
some conductivity through adjacent clusters for the 'off-cluster' curve in the array sample (Fig. 2B). 

As a starting point for modeling the nanocontact performance, consider a quantitative conductance model 
for the large-area ohmic contact (M-S structure) which has recently been developed [17]. This analysis 
calculates the conduction band profile for the semiconductor structure (solution of Poisson equation and 
Fermi statistics), using parameters for the mid-gap and shallow acceptor states in the LTG:GaAs which are 
consistent with experimental observations. A calculated profile for a contact structure with a LTG:GaAs layer 
thickness of 3 nm, a barrier height of 0.5 eV and an activated donor density of 1 x 1020 cm-3 is shown in 
Fig. 4. Also shown in the figure is the band profile for a uniformly doped Schottky barrier (assuming complete 
ionization) with the same barrier height and comparable depletion depth. Since this profile is reasonably 
approximated by a parabolic profile, the contact resistance can be calculated by applying expressions for a 
uniformly doped Schottky contact with equivalent barrier heights and effective depletion depths. This model 
adequately predicts experimental trends for specific contact resistance versus LTG:GaAs layer thickness and 
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of 300 K. Also shown is the parabolic conduction band profile for an equivalent uniformly doped Schottky barrier, assuming complete 
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versus temperature. Based on comparisons between the experimental results and the predictions, it appears 
that the surface barrier heights are well below mid-gap values and that activated donor densities above the 
bulk amphoteric limit have been achieved in the space charge region [17]. It is typically not possible to 
achieve either of these effects in ex situ contacts to n-type GaAs, due to the surface Fermi level pinning 
associated with rapid surface oxidation and the bulk amphoteric doping limit in stoichiometric layers. The 
achievement of both effects in this structure is attributed to the passivating effects of the thin LTG:GaAs layer 
and to the associated Fermi level control. The ability to achieve an activated donor density within the surface 
space-charge region which is higher than the bulk amphoteric limit has been explained in terms of the control 
of Fermi level during growth and the passivation effects of the LTG:GaAs layer [10]. It should be noted that 
the semiconductor heterostructure is typically exposed to air for prolonged periods before contact processing, 
so a portion of the LTG:GaAs layer does oxidize during this storage period. Since this oxidation appears to 
cause mid-gap surface Fermi level pinning even in LTG:GaAs following prolonged air exposure [18], the 
surface oxide must be stripped shortly before contact metallization. It is believed that the oxide strip restores 
the surface Fermi level to an unpinned state, with a re-oxidation time constant of hours. 

For the nanocontact structure (M-I-S), this conduction model must be modified to incorporate the effects 
of the layer of XYL between the cluster and the GaAs surface. Qualitatively, this layer can be described as a 
leaky dielectric, since there are states associated with the molecular levels (HOMO and LUMO states). Gen- 
erally, one of these two levels will be within 0.5-1 eV of the Fermi level when the molecules are sandwiched 
between two metallic electrodes [7]. Since the dielectric constant of this layer (expected to be around 2) is 
considerably lower than that of GaAs, a relatively large portion of the electrostatic potential difference be- 
tween the metal cluster and the semiconductor bulk is dropped across the XYL layer. This effect reduces the 
barrier at the surface of the GaAs, again with respect to the GaAs bulk, and makes the barrier relatively more 
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transparent in comparison with a case without the organic monolayer. This effect is especially important in 
light of the fact that the workfunction of Au is higher than that of the Ti metallization used in large-area 
contacts, which would tend to raise the barrier height in the M-I-S with respect to that of the M-S structure. 
In order to explain the low specific contact resistance in both the large-area contact and in the nanocontact, 
it is necessary to assume a relatively low density of interface charge at the GaAs surface. Since the surface 
oxide is chemically stripped from the semiconductor surface immediately before growth of the X YL mono- 
layer, it is believed that the surface Fermi level is also unpinned in the nanocontact structure. Independent 
observations of the relative stabilities of organic monolayers on undoped and Be-doped layers of LTG:GaAs 
indicate that the Be-doped layers are more stable. Therefore, it is likely that the nanocontact samples with 
Be doping in the LTG:GaAs surface layer have a lower interface state density than those in the samples with 
undoped surface layers. This trend could explain the superior contact resistance properties of the samples 
with Be-doped surface layers. 

In addition to the cluster-based nanocontacts, we have demonstrated other structures which utilize ei- 
ther the chemically stable LTG:GaAs surface layer for device structures or patterned organic monolayers 
on GaAs, which can provide templates for approaches which combined self-assembly for well-ordered 
nanometer-scale assemblies and lithographically based techniques for arbitrary global ordering [19,20]. 
These structures and approaches represent a toolbox which may eventually be suitable for self-assembling a 
device structure with functionality comparable to that of a transistor. 

A number of devices have been reported in which some feature is in the nanometer scale, including a 
few recent examples [21-24]. Frequently the overall device dimensions are much larger than this minimum 
feature size, particularly in structures employing semiconductor channels and source/drain regions. This size 
discrepancy is largely due to the need for ohmic contact structures which are in the micrometer scale in lateral 
extent and typically 100 nm or greater in depth. In contrast, an ohmic contact technology which can provide 
nanometer contact dimensions, both laterally and vertically, could allow the demonstration of the high circuit 
densities promised by nanometer-scale device concepts. 

In conclusion, we have described a nonalloyed contact structure which may be suitable for high-density 
nanoelectronic device applications and discussed several experiments aimed at developing nanoscale func- 
tional devices. In the nanocontact structure, the controlled dimension contact is formed by a gold nanocluster 
with well-defined crystal facets. Strong mechanical tethering of the cluster to the semiconductor surface is 
provided by a self-assembled monolayer of a conjugated organic molecule (xylyl dithiol). The low-resistance 
contact between the nanocluster and the doped semiconductor layer is attributed to the chemical stability of 
the low-temperature-grown GaAs surface layer, which results in a low interface density, and to the pas- 
sivation effects and conduction properties of the xylyl dithiol. The ability to form stable, low-resistance 
interfaces between metallic nanoclusters and semiconductor device layers using ex situ processing allows 
chemical self-assembly techniques to be utilized to form interesting nanoscale semiconductor devices. These 
demonstrations provide device approaches and fabrication techniques which can be integrated to develop a 
high-density nanoelectronic device technology with high-throughput fabrication processes. 
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We present transport measurements of ferromagnetically contacted carbon nanotubes. In 
both single- and multi-walled nanotube devices, a spin valve effect is observed due to 
spin-polarized transport. In one single-walled nanotube device, the spin-valve effect is 
suppressed as the influence of Coulomb charging is observed at around 10 K. To help 
understand the interplay between the Coulomb charging and the spin-polarized transport 
we investigated the temperature dependence of the carbon nanotube magnetoresistance. 

© 2000 Academic Press 
Key words: carbon nanotube, spin-polarized transport. 

1. Introduction 

The carbon nanotube is a promising candidate as a component in nanoscale molecular electronic de- 
vices [1-9]. It acts as a molecular wire, with conducting properties that are far better than a metal wire of 
similar dimensions. Because the carbon nanotube is a stable, self-assembled structure, its width is uniform, 
and it is relatively defect-free [1-3]. In addition, metallic nanotubes show extremely high conductivity, and 
a long mean-free path. Ballistic transport has been observed in nanotubes even at room temperature [4]. The 
spin scattering length in carbon nanotubes is also expected to be quite long, opening the possibility of creat- 
ing a carbon nanotube magnetoelectronic device [5,6]. In this report, we explore this possibility and present 
measurements of electron spin transport in carbon nanotubes. 

2. Sample preparation and experimental details 

We disperse nanotubes onto a SiCVSi substrate, and map out the position of nanotubes with respect to 
Pt/Au alignment marks on the substrate using a scanning electron microscope. We use multi-walled carbon 
nanotubes (MWNTs) or single-walled carbon nanotubes (SWNTs). Contact patterns are defined so as to over- 
lap the mapped nanotube using electron-beam lithography, after which 65 nm of Co is deposited by thermal 
evaporation at a pressure of 4 x 10-7 Torr. The resulting polycrystalline Co film behaves ferromagnetically 
and has a room-temperature resistivity of approximately 22 ßCi cm. After lift-off, the ferromagnetic leads 
are connected to nonferromagnetic bond-pads. 

0749-6036/00/050565 + 06    $35.00/0 © 2000 Academic Press 
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Fig. 1. A, Micrograph of a spin-valve device consisting a single multi-walled carbon nanotube (MWNT) electrically contacted by 
ferromagnetic Co. The Co contacts lie on top of the MWNT, and the conducting channel is approximately 250 nm in length. B, Two- 
terminal differential resistance as a function of magnetic field. The magnetic field is directed parallel to the substrate, and the temperature 
is 4.2 K. The solid (dashed) trace corresponds to the positive (negative) sweep direction. The magnetization direction of the left and 
right contacts is represented by the direction of the arrows in the figure. The percentage difference AR/Ro between the tunnel resistance 
in the parallel and the antiparallel states is approximately 6%. 

3. Results and discussion 

3.1. Multi-walled carbon nanotube 

Crude MWNTs synthesized from graphite rods by the arc discharge evaporation method under He atmo- 
sphere [2] are used. This ensures that the MWNTs contain no trace of magnetic impurities. The MWNTs are 
typically 10-50 nm in diameter and a micron or more in length. Figure 1A is an electron micrograph showing 
the junction region of a completed device. 

Magnetoresistance measurements are performed in a 4.2 K bath cryostat with the ß-field directed in the 
plane of the substrate. The two-terminal resistance is measured using an ac lock-in technique with an excita- 
tion voltage of 100 /xV. Figure IB shows the two-terminal differential resistance of a Co-contacted nanotube 
as a function of magnetic field. The field is swept first from -100 mT to 100 mT (solid line) and then back 
to -100 mT (dashed line). A resistance peak appears as the magnetic field moves through 0 T There is also 
a large hysteresis in the peak position (±50 mT) between positive and negative sweep directions, indicating 
the probable influence of the contact magnetization. 

Similar hysteretic magnetoresistance is observed in magnetic tunnel junctions (MTJs), where it has been 
attributed to spin-polarized electron tunneling [10-15]. The MTJs consist of two ferromagnetic contacts 
separated by a thin oxide layer. The conduction electrons within the ferromagnetic contacts have a preferred 
spin direction, which is determined by the local magnetization. This causes the formation of majority and 
minority spin conduction bands with different densities of states at the Fermi energy. In the absence of spin- 
scattering, the resistance across the tunnel barrier is dependent on the relative alignment of the magnetization 
of the two contacts. In the anti-parallel state the majority spin states are out of alignment and the junction 
resistance is higher than in the parallel state in which the majority spin states are aligned. For the nanotube 
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Fig. 2. A, Temperature dependence of the two-terminal differential resistance as a function of magnetic field. B, At low temperatures, 
the positive spin-valve signal comes out. C, The signal almost disappears at 20 K and D, flips to negative at higher temperature. The 
spin-valve signal eventually disappears at 175 K. 

Fig. 3. Micrograph of a single bundle of single-walled carbon nanotubes (SWNTs) electrically contacted by ferromagnetic Co. The Co 
contacts lie on top of the SWNT, and the conducting channel is approximately 250 nm in length. A side-gate is located at 5 ju.m apart 
from the nanotubes. 

devices, the contact magnetizations align parallel with the magnetic field at B = 100 mT and -100 mT 
(Fig. IB). As we sweep B through 0 T, the magnetization polarity switches. The observed peak suggests 
that the contact magnetizations switch separately and become misaligned as the field is swept. For a MTJ, 
misalignment occurs because different ferromagnetic contact materials are used, with different coercivities— 
the magnetizations are misaligned when B lies between the coercive fields of the two contacts. This does 
not explain the misalignment in the nanotube device. The misalignment may be caused by magnetization 
fluctuations that occur locally, on the scale of the nanotube diameter (30 nm). The average Co domain size 
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Fig. 4. Two-terminal differential resistance normalized by the zero-field resistance as a function of magnetic field at various tempera- 
tures. When the magnetic field is applied parallel to the contact plane, the magnetoresistance has a peak associated with the spin-valve ef- 
fect between the two ferromagnetic contacts. The resistances are normalized by each zero-field resistance; 2610 kQ for 10 K, 290 kfi for 
15 K, 175 kß for 20 K, and 130 kQ for 30 K. Solid lines and dotted lines are taken in different field-scan directions. The gate voltage is 0. 

(50 nm) [16] is on the order of the width of the nanotube so that the nanotube contacts only a small number of 
magnetic domains. The coercivity of each domain varies, and depends on its geometry and the local energy 
conditions. 

The sample-to-sample variations observed are probably due to inherent random variations in the surface 
condition over the small nanotube contact area. Previous experiments on nonmagnetically contacted nan- 
otubes have observed large variations in the contact resistance [7]. Also, in the ferromagnetically contacted 
samples it is impossible to control the particular domain structure in contact with the nanotube. 

The spin-injection picture for the nanotube magnetoresistance requires that a sufficiently small amount of 
spin scattering occurs both within the nanotube, and at the interfaces between the nanotube and the contacts. 
Following Julliere's model based on the magnetic tunnel junction [13], the spin-scattering length /s ~ 130 nm 
for our best result. Although fairly long, this is probably an underestimation. The spin-polarization near the 
ferromagnet/nanotube interface will depend on the interface quality. 

In the large variations of the domain walls in the polycrystalline Co film, we found a device which shows 
striking temperature dependence (Fig. 2). As shown in Fig. 2B, the positive magnetoresistance flips to neg- 
ative at about 20 K while the resistance peak generally becomes smaller as the temperature increases. The 
polarity-flip was repeatable even after thermal cycles. We suppose that the flip may be attributed to the re- 
construction of the domain contributing to the transport in one of the ferromagnetic electrodes. The domain 
walls pinned at low temperature could be released at higher temperatures to achieve more stable domain 
walls in the electrodes. Another interpretation uses a model of the two dominant domains in one side of 
the contacts—one domain has aligned magnetization with the magnetic field and the other is misaligned to 
the magnetization in the first contact—the two have different temperature dependences. For this model, the 
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Fig. 5. Gate-voltage characteristics of the ferromagnetically contacted SWNTs with a magnetic field of 0.3 T at 20 K. Upper (lower) 
trace shows the part of a scan from +4 to -4 V (from -4 to +4 V). The resistance shows oscillations. A Vg shows peak shift, which 
depends on the voltage sweep direction. The value of A Vg depends on the applied magnetic field. 

domain with misaligned magnetization under the magnetic field survives at higher temperature than the 
aligned magnetization. 

3.2. Single-walled carbon nanotube 

For the SWNTs, the transport is more complicated. In the SWNT two-terminal device with a metal contact, 
single-electron tunneling was observed [8,9]. 

We use bundles of SWNTs (less than 10 nm in bundle diameter) synthesized by the pulsed laser vapor- 
ization of a metal/carbon target [3]. The typical length of a bundle is 1-20 ßm. The polycrystalline Co 
contacts are formed on the SWNTs in a similar manner to that for the MWNTs. The contact separation is 
approximately 250 nm (Fig. 3). In the Co-SWNTs device, the spin-valve effect was observed. Figure 4 shows 
two-terminal differential resistance as a function of magnetic field at various temperatures. In general, the 
signal of the spin-valve effect becomes more pronounced at lower temperature. In the Co-SWNTs device, 
the magnetoresistance change, at first, becomes larger nearer to 15 K. At lower temperature, however, the 
signal was suppressed, and the conductance oscillations, which might be caused by the Coulomb blockade 
effect, become pronounced in the gate-voltage characteristics. This may indicate that spin polarity of the 
conduction current is randomized during tunneling through the Coulomb island. 

In order to see the co-existing state with the spin coherence and the Coulomb blockade effect, we measured 
the gate-voltage characteristics at 20 K under the magnetic field of 0.3 T. The resistance oscillates in the 
gate-voltage characteristics (Fig. 5). The observed peak is hysteretic in gate-voltage scan; the shift of AVg 

is about 1 V. The reproducible hysteresis with the same oscillations period is observed while we keep the 
temperature and the applied magnetic field constant. The AVg is largest near the zero-field, and saturated 
under the higher magnetic fields. Thus, this might be not the conventional current shift due to electron traps 
near the single electron transistor. We found similar hysteretic gate-voltage characteristics in other device. 
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The result is appears to be peculiar to carbon SWNTs. Interpretation of this result, however, will require a 
further investigation. 
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The photoluminescence of InP quantum wires embedded in the dielectric template has been 
studied by site-selective pump-probe spectroscopy. The enhancement of the emission in the 
spectral window around the pump frequency and the long-lasting memory of pumping have 
been observed and explained on the basis of changes in energy states of template defects 
under intensive pumping. The effect of wire-template interface upon the appearance of the 
photoluminescence spectrum is discussed. 

© 2000 Academic Press 
Key words: quantum wires, templated nanostructures, interfaces, pump-probe photolumi- 
nescence. 

Embedding semiconductors in nanochannels of crystalline dielectric templates results in three-dimensional 
ensembles of uniform quantum wires (QWRs) [1]. The advantages of this approach are a high density of 
nanostructures, crystal-like ordering and a deep potential well. Combining the size quantization and dielectric 
confinement, such materials provide an increase of the binding energy and the oscillator strength of excitons 
over that achieved with all-semiconductor heterostructures. Generally, the binding energy increases with the 
dielectric constant mismatch of the wire and the template due to the stronger Coulomb interaction between 
electrons and holes in the QWR surrounded by the insulator [2-4]. Exciton binding energies in the range of 
100-200 meV have already been observed in GaAs and InP QWRs stabilized in the channels of chrysotile 
asbestos [5-7]. 

The behaviour of QWRs embedded in an insulator appears complicated because any electronic process 
involving the excitation and relaxation within the electronic system of the guest QWR is mirrored by the 
distortion in the electronic balance of the host medium. The template-semiconductor interface represents a 
continuous plane of defects, which embraces the QWR and separates materials of different properties. We 
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have addressed the problem of interface interaction earlier by comparing the absorption and photolumines- 
cence (PL) spectra of InP QWRs embedded in asbestos [8] and other channel templates [9]. In the present 
study we use site-selective PL spectroscopy [10] in its pump-probe mode to characterize the interface effect 
upon the radiative relaxation of electron-hole pairs. 

Chrysotile asbestos (CA) is a naturally occurring serpentine mineral with Mg3Si205(OH)4 composi- 
tion [11]. The spiral roll of double silica-magnesium planes forms fibres possessing an empty central channel 
of 5 nm diameter. Fibres are arranged hexagonally and stuck together in bundles, where the channel diameter 
variation is within 10% of the mean value. Fibres in studied samples are about 1 cm long and 40 nm wide. 
Asbestos represents a unique template owing to its optical transparency, thermal stability and mechanical 
rigidity. 

InP was synthesized in asbestos channels by sequential low-temperature metallorganic chemical vapor 
deposition (MOCVD). The synthesis starts with the absorption of trimethylindium (TMIn) in the channels 
and is followed by phosphine in a flow of nitrogen [12]. The adsorption centres are smoothly distributed over 
the channel surface providing the homogeneous loading. 

PL spectra were excited by a probe beam at 2.54 eV with 1 mW power concentrated in a spot of 200 /nm 
diameter on the sample cooled down to 2 K. The intensity of the probe beam was kept low to avoid the 
saturation of the PL spectrum. The pumping was performed in the same spot with frequencies from 1.823 to 
2.066 eV using a dye laser with the linewidth of about 0.1 meV and the intensity of 200 mW. Illumination 
was performed alternately by the probe and pump beams with the 25 Hz frequency, moreover the entrance 
slit of monochromator was closed during the pumping period. 

Figure 1 shows PL spectra of InP-asbestos and bare asbestos excited by the probe beam. Both spectra show 
a band at 2.28 eV, which is assigned to oxygen defects of the silica skeleton of asbestos [8]. Another weak 
PL band of defects appears as a shoulder at 1.89 eV, it is shown by dash line subtracted from the background. 
The 1.9 eV band of InP-asbestos has been interpreted as the radiative recombination of excitons in InP 
QWRs [7]. PL spectra in the probe and pump-probe regime are shown in Fig. 2. Pumping in resonance with 
the InP exciton band gives rise to a PL intensity enhancement by factor of 2 at the high-energy side of the PL 
band accompanied by a 1.4 times suppression at the low-energy side. A blue shift of 13 meV of the PL peak 
occurs with respect to the pump frequency. PL spectrum returns slowly to that of the unexposed sample after 
finishing the pumping (Fig. 2). PL response of InP-asbestos to the probe excitation under strong pumping 
with different wavelengths is shown in Fig. 3A. Spectral features similar to those in Fig. 2 are always present, 
although their appearance depends on the pump frequency. With the aim of further analysis, the differential 
spectra obtained by subtracting the PL spectrum excited by the probe beam from those obtained in the pump- 
probe regime are plotted in Fig. 3B. 

The electron energy distribution in InP QWRs is close to, and partly overlaps with, that of asbestos (as 
shown in Fig. 1). In addition, the QWRs and the asbestos matrix are in contact in real space. Apparently, 
one can expect a potential barrier between QWRs and asbestos, which does not allow free carrier exchange 
between them. However, tunneling between QWRs and template becomes possible if: (i) the electrochemical 
potential of QWRs is levelled with that of asbestos and (ii) the level of the electrochemical potential of 
asbestos overlaps the defect band [8]. 

The absorption of InP-asbestos substantially exceeds that of bare asbestos in the spectral range of inter- 
est [8]. Consequently, the probe beam excites more efficiently electron-hole pairs in InP than at the oxygen 
defect sites. Once electrons and holes are generated in QWRs they form excitons aided by confinement in 
the deep potential well [4], The radiative recombination of excitons in QWRs produces the broad PL peak at 
1.9 eV. The broadening has several sources including the dispersion of QWR diameters and the interaction 
between electron-hole pairs with the template. The latter is facilitated by oxygen vacancies at the surface of 
channels, which are effectively positively charged. Thus, QWRs are located in an irregular potential land- 
scape, which in turn spreads the energy distribution of excitons. The valleys of this landscape trap electrons 
in QWRs, which results in a reduced probability of radiative recombination. 
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Fig. 1. PL spectra of (1) bare and (2) InP infilled asbestos under 2.54 eV probe excitation. The 1.88 eV PL band of bare asbestos (3) after 
subtracting the Gaussian approximation to the peak centered at 2.28 eV from curve (1). 
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Fig. 2. PL spectra of InP-asbestos excited by the 2.54 eV probe (1), by 1.935 eV pump and 2.54 eV probe (2) and by the probe beam 
after 40 min since pumping (3). The arrow marks the pump excitation energy. 

Irradiation of InP-asbestos with the pump beam in resonance with the exciton band results in a high 
density of electron-hole pairs in QWRs. Some of them tunnel from QWRs to template defects and saturates 
defects sites at the interface. This effect is equivalent to transferring a negative charge on these defects. 
The remaining electrons relax radiatively within a few nanoseconds in a QWR after finishing the pump 
pulse [7]. In contrast, all excitations in the template are frozen by the potential barrier. This assumption 
correlates with the observation of long-living changes of PL spectra of the pumped sample, moreover the 
pump memory is erasable by exposing the sample to light of frequency below the absorption edge of InP 
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Fig. 3. A, PL spectra in the probe regime (curve i) and in the pump-probe regime at pump frequencies of (1) 1.906, (2) 1.925, (3) 1.937 
and (4) 1.953 eV for the same intensity of pumping. B, Differential PL spectra obtained by subtracting spectrum (i) from pump-probe 
spectra of corresponding number in the upper panel. 

QWRs or by heating the sample. Both ways can activate the return of electrons over the interface barrier. 
Obviously, saturated traps do not interfere with the relaxation process of photoexcitations created under the 
subsequent probe beam. This cancellation of one particular nonradiative relaxation channel manifests itself as 
an increase of the PL intensity under the pump-probe beam excitation. The enhancement of the PL intensity 
is shown as a peak in the differential spectrum in Fig. 4A. In Fig. 4D it is seen that the area under this 
peak decreases with pump frequency, probably reflecting the inhomogeneous width of the exciton emission 
peak. 

The width of the enhanced PL peak of the pumped sample greatly exceeds the spectral width of the 
pump beam because the saturation of traps is mediated by QWRs. The pump radiation generates a high 
density of electron-hole pairs in QWRs, which interact with each other and spread their energy distribution 
before tunneling through the interface barrier. Therefore, the probability of radiative recombination for sub- 
sequently probe-induced excitons increases within a broad transparency window around the pump frequency. 
Remarkably, the half-width of the PL enhancement peak measured in two different ways (Fig. 4C) is nearly 
independent of the pumping frequency. 

The decrease of the PL intensity on the low-energy side of the 1.9 eV PL band can be accounted for by 
the reduced contribution from the template PL to the overall PL signal. The photodarkening effect in the PL 
from oxygen defects is known to occur in porous silica after intense pumping over the whole spectral range 
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Fig. 4. A, Assignment of characteristic energies in differential PL spectrum: £o-PumP energy, £i~PL enhancement maximum, E2-PL 
inhibition maximum, E3~energy separation of the enhancement- and inhibition-related bands. B, 'Blue' shift between the PL maximum 
and the pump frequency. C, Spectral width of the enhancement peak of differential spectra. D, Areas under enhancement and inhibition 
peaks of differential spectra (from data in Fig. 3B). 

below the pumping frequency. This effect is visualized as a dip in differential spectra (Fig. 3B). In agreement 
with this mechanism, the higher the pumping frequency, the larger the area of this dip (Fig. 4D). 

The radial electrical field, which is induced by charges trapped at the interface of QWRs, is proportional 
to the number of defects and their charge state. Since the number of charged defects is proportional to the 
area of the PL enhancement peak and assuming that the captured charge density is higher than the density 
of defects with electron deficit, we may deduce that the magnitude of the electrical field in the pumped 
volume of the sample exceeds that of the unpumped volume. Due to this field the exciton binding energy 
in QWRs decreases (Stark effect) and its transition frequency increases, i.e. PL maximum appears 'blue' 
shifted with respect to the pump frequency (Fig. 4B). Consistently, this shift changes in the same manner as 
the enhancement area changes (Fig. 4D). 

To summarize, two components of the InP-asbestos contribute to the emission, moreover, the QWR- 
template interface governs their balance in the total spectrum. The strong energy-selective pumping at a 
frequency resonant with the exciton PL band was used to separate the contributions to the total PL signal and 
to reveal the actual width of the exciton emission peak. This separation appears possible due to the difference 
in the timescale of the relaxation processes in QWRs and the template. The main lesson from this study is 
that the complication of the energy relaxation in the nanocomposite is the cost of the increase of the binding 
energy of excitons in structurally confined nanoparticles. 
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The stability of quasi-one-dimensional structures of carbon is investigated using a general- 
ized tight-binding molecular-dynamics scheme. Large-scale simulations are made possible 
by the parallel implementation of the diagonalization routines. Our results show that these 
structures can be stable provided that their geometries consist of a core of four-fold coor- 
dinated atoms, surrounded by a three-fold coordinated outer surface accommodating one 
of the most stable reconstructions of bulk diamond structure. 

© 2000 Academic Press 
Key words: nanotubes, molecular dynamics, clusters, eigenvalues. 

The potential applications of carbon nanotubes have aroused much speculation [1-5]. Single-wall carbon 
nanotubes (SWNT) are now abundantly being produced in experiments. While much excitement has been 
associated with carbon nanotubes, potential useful applications of other quasi-one-dimensional (QOD) solid 
forms of carbon cannot be overlooked. Recently, an alternative approach to the synthesis of nanoscale struc- 
tures based on nanotubes has resulted in the production of nanorods (nanowires). These rods have been found 
to share the properties of the bulk materials (such as magnetism and superconductivity), suggesting that they 
might allow the investigation of the effects of confinement and reduced dimensionality on such solid-state 
properties [6]. Some of the nanorods exhibit unique morphologies, such as helical nanorods [6]. The precise 
structures of these nanorods are not known at present. 

In this work we propose a novel, physically motivated approach supported by a quantum molecular dy- 
namics method to the QOD structures of carbon. We base our approach on the premise that robust nontubular 
structures of carbon can be made stable by having a four-fold coordinated core surrounded by an outer surface 
of atoms with three-fold coordination. The models proposed for the QOD geometries for C can be broadly 
categorized into two distinct classes with various degrees of surface to bulk ratio of atoms. All the structures 
proposed have been fully optimized without any symmetry constraints using a quantum molecular dynamics 
method. 

The theoretical method used in the present work is the quantum mechanical generalized tight-binding 
molecular dynamics (GTBMD) scheme of Menon and Subbaswamy [7] that allows for full relaxation of 

'E-mail: super250@pop.uky.edu 

0749-6036/00/050577 + 05    $35.00/0 © 2000 Academic Press 



578 Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 

Fig. 1. The GTBMD relaxed (10,10) capsule. Parallel implementation of the GTBMD code was used in relaxing this 1000-atom cluster. 

covalent systems with no symmetry constraints. This method has been found to be very reliable in obtaining 
very good agreement with experimental and local density approximation (LDA) results for the structural and 
vibrational properties of fullerenes and nanotubes [7]. For details of the formalism we refer the readers to 
Ref. [7] which also contains applications to the structural and vibrational properties of nanotubes. Briefly, in 
the GTBMD scheme a system is completely characterized by a parametrized Hamiltonian (H) and an overlap 
matrix (S). A generalized eigenvalue equation Ht/r = e„St/f is solved to determine the eigenvalues e„ and 
eigenvectors i/f of the system. These are then used in the determination of the forces for performing molecular 
dynamics simulations. The solution of the eigenvalue problem is the computationally most demanding part 
of the GTBMD method. For a realistic simulations of any system, however, one needs to model the system 
with a large number of atoms, resulting in a large eigenvalue problem. It is not feasible to solve the associated 
generalized eigenvalue problem on typical workstations; a parallel solution is essential. It should be noted 
that both matrices H and S are real symmetric and sparse with sparsity increasing rapidly with the system 
size. Also, since we are interested mainly in total energies and forces, only half of the eigenvalues and 
eigenvectors need be evaluated. 

The generalized eigenvalue computation is intrinsically expensive; for N x N matrices, the storage re- 
quirements grow as N2 while the number of operations grow as JV

3
. Consider a 1061-atom simulation which 

yields a generalized eigenvalue problem of dimension 4244. On a high-performance workstation using eigen- 
value codes from LAPACK [8] the computation time is well over an hour for a single timestep, making the 
overall simulation infeasible. The simulations reported here were made possible by using a cluster of work- 
stations and dense parallel eigensolvers from ScaLAPACK [9]. These codes are MPI [10] based and are 
portable across a variety of parallel platforms. The codes use explicit block-cyclic distribution of the dense 
matrices and cache-efficient matrix operation kernels to reduce overall time. For well-conditioned matrices, 
the speed-ups are near ideal for small numbers of processors. 

We first apply the parallel GTBMD formalism to relax a nanotube 'capsule' obtained by capping the ends 
of a (10,10) nanotube. The relaxed geometry is shown in Fig. 1 and contains 1000 atoms. Under optimal 
conditions each timestep of the molecular dynamics simulation took about 5.5 min. 

We next consider the QOD structures of carbon. All geometries considered in this work were carefully 
relaxed to structures that are true local minima of the total energy. The vibrational frequencies were then 
computed for these relaxed structures within the GTBMD scheme [7] as a further check for stability. None of 
the structures proposed here had any imaginary frequencies, indicating them to be true local minima of the 
total energy. Henceforth in this work the term 'locally stable' would indicate the absence of any imaginary 
frequencies. 

The building blocks for class 1 QOD structures are multiply connected 'superatom' clusters with D,,/, 
symmetry with a small hollow region in the middle. Figure 2A shows a representative with D(,i, symmetry. 
This superatom cluster contains 84 atoms and can be visualized as consisting of six circularly connected 
closed units of 14 atoms each with faces composed of pentagons and hexagons, with 60 of these atoms having 
three-fold coordination. The remaining atoms in the unit are all four-fold coordinated. All outer surface atoms 
participate in forming geometric configurations that resemble very closely the surface of bulk diamond. The 
bonding of the atoms at the top and bottom, along the symmetry axis, to their three neighbors resemble the 
unreconstructed (111) surface of diamond. The atoms on the surface farthest from the symmetry axis form 



Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 

A 

579 

Fig. 2. A, The 'superatom' cluster containing 84 atoms (Dßh symmetry). Surface reconstruction results in the formation of symmetric 
tilted dimers. B, A section of QOD (class 1) wire obtained by stacking the superatom units on top of each other and performing GTBMD 
relaxation. The ends of the segment show (111) features. 

dimers as a result of the 2 x 1 reconstruction; the unreconstructed surface resembling the (100) surface of 
diamond. Note that the buckled dimers are all tilted in the same direction (symmetric dimer configuration). 
The dimer bond length is 1.59 Ä. Molecular dynamics relaxations starting with an untilted configuration 
resulted in the formation of asymmetric tilted dimers. The symmetric tilted dimer configuration shown in 
Fig. 2A is found to be isoenergetic with the asymmetric case. As seen in the figure, the surface dimers are all 
aligned along the circumference. 

The QOD structures are obtained by stacking these clusters along the symmetry axis. Figure 2B shows a 
large QOD cluster consisting of 1020 atoms obtained by stacking these units. The stacking results in four-fold 
coordination for all the (111) type atoms as they form bonds with similar atoms on neighboring unit cells. It 
is worth noting that (111) surfaces have the lowest surface energy among all other surfaces of diamond. The 
surface dimers, however, remain three-fold coordinated and do not form bonds with atoms in the neighboring 
unit cells. The wire-like geometry thus obtained is found to be locally stable. Other class 1 QOD structures 
of Dnh symmetries with n ^ 6 can be constructed using the prescription give above. 

The class 1 structures can also be used to derive another class of QOD structures with similar structural 
properties (four-fold coordinated atoms in the interior and three-fold on the outside). In one case (class 2), we 
consider stable structures with smaller surface-to-bulk ratios. The superatom unit for these classes of QOD 
structures, consisting of 90 atoms, is obtained from class 1 unit structure by adding a ring of six C atoms 
around the symmetry axis in the center (Fig. 3A). The GTBMD-relaxed QOD structure contains surface 
dimers each with a bond length of 1.52 Ä and aligned along the circumference. The wire-like structures gen- 
erated by stacking these clusters are also locally stable. Structure similar to this has also been independently 
reported by other groups, although no relaxation was performed [11]. 

In Table 1 we given a summary of relative binding energies. Also, in the same table, the values of the 
energy difference between the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular 
orbital (LUMO) are given. As is evident from the binding energies in the table, the structure belonging to 
class 2 is more stable than that belonging to class 1. The relatively large difference in the HOMO-LUMO 
gaps between the two classes may be used to help distinguish the two structures experimentally through 
photo-emission measurements. Interestingly, similar wire structures for Si were also found to be stable in our 
earlier work [12]. The ordering of energies, however, between classes 1 and 2 were reversed, illustrating the 
critical differences in bonding in carbon and silicon. 
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Fig. 3. A, 'Superatom' cluster unit for QOD structures belonging to (class 2) B, and a section of QCD (class 2) wire obtained by stacking 
the superatom on top of each other and performing GTBMD relaxation. 

Table 1: Relative energies of the carbon nanowire clusters obtained using the 
present scheme. All energies are relative to the (10,10) capsule shown Fig. 1. The 
values of the energy difference between the highest occupied molecular orbital 
(HOMO) and lowest unoccupied molecular orbital (LUMO) are also given. 

Structure Energy (eV/atom)    HOMO-LUMO gap (eV) 

(10,10) capsule (Fig. 1) 0.00 
Class 1 wire (Fig. 2) 1.08 
Class 2 wire (Fig. 3) 0.62 

0.00 
1.30 
1.61 

The relatively large bond lengths for the three-fold coordinated atoms belonging to classes 1 and 3 may 
seem counter-intuitive; since in crystalline diamond the surface atoms tend to have shorter bond lengths 
when compared with the core atoms. A careful examination, however, reveals this 'anomalous' increase 
in the bond length for surface dimers to be due to the strain caused by the alignment of dimers along the 
circumference. Also, since the only surface reconstruction for these QOD structures are the 2 x 1 type, we 
expect the surfaces to be at least as reactive as those of the bulk 2 x 1 surface. The passivation of the surface 
dangling-bond orbitals through reconstruction is believed to lead to low reactivity. 

The presence of large interstitial regions in all these nanostructures may make doping with group III or V 
elements relatively easy. This may prove to be an important advantage in device fabrication. 

In summary, we have proposed novel QOD structures of carbon whose surfaces closely resemble one of 
the most stable reconstructions of the crystalline diamond with a core of bulk-like four-fold coordinated 
atoms. 
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The ultra-high vacuum scanning tunneling microscope (UHVSTM) has been used to in- 
duce desorption of H from the Si(100)-2X1:H surface with atomic-level precision. The 
study of the desorption mechanism led to the discovery of a substantial isotope effect be- 
tween H and D, which has recently been employed to minimize hot electron degradation at 
the Si/SiC>2 interface in conventional complementary metal-oxide-semiconductor (CMOS) 
circuits. This paper will reveal secondary ion mass spectroscopy (SIMS) data that show 
a direct correlation between D incorporation at this interface and transistor lifetime. D 
incorporation can be enhanced via high-pressure processing, which has led to lifetime im- 
provements in excess of 700 x for Samsung's latest 0.18 /u,m, 1.5 V CMOS technology. 
In addition to enhancing current integrated circuits, UHVSTM-induced hydrogen desorp- 
tion has aided the development of nanoelectronics on the molecular-size scale. Feedback- 
controlled lithography (FCL) has refined the desorption process to the point where tem- 
plates of individual dangling bonds can be generated in arbitrary geometries. The chemical 
contrast between dangling bonds and H-passivated Si is then utilized to isolate individual 
copper phthalocyanine (CuPc) and Cßo molecules on the Si(100) surface. Following isola- 
tion, STM spectroscopy has characterized the mechanical and electrical properties of these 
molecules with mfra-molecular precision. 

© 2000 Academic Press 
Key words: CMOS hot electron reliability, nanoelectronics, STM spectroscopy. 

1. Introduction 

Nanometer-scale lithography on the Si(100)-2X1:H surface was initially demonstrated by Lyding et al. 
in 1994 [1]. The technique utilized the ultra-high vacuum scanning tunneling microscope (UHVSTM) as a 
localized electron beam to break Si-H bonds. The desorption mechanism was studied extensively, leading 
to the understanding of two desorption pathways [2]. For high-energy electrons (>6 eV), direct electronic 
excitation to the antibonding state prompted the acceleration of H away from the Si surface. On the other 
hand, low-energy electrons (<3.5 eV) also induced desorption by exciting Si-H bonds through increas- 
ingly energetic vibrational states. This model predicts that hydrogen's heavier isotope, deuterium, should be 
much more difficult to desorb from the Si(100) surface [3]. Experimentally, deuterium is about 50 times and 
1012 times more difficult to desorb than hydrogen in the direct electronic excitation regime and the vibrational 
heating regime, respectively [4]. This discovery motivated the replacement of hydrogen with deuterium at 

0749-6036/00/050583 + 09    $35.00/0 © 2000 Academic Press 



584 Superlattices and Microstntctures, Vol. 27, No. 5/6, 2000 

the Si/SiC>2 interface in conventional complementary metal-oxide-semiconductor (CMOS) circuits to min- 
imize hot electron degradation. Initial results on deuterium annealed n-channel metal-oxide-semiconductor 
(NMOS) transistors showed a lifetime improvement by a factor of 10-50 [5]. This paper updates the latest ef- 
forts to improve CMOS reliability with deuterium. Secondary ion mass spectroscopy (SIMS) measurements 
coupled with NMOS transistor electrical characterization show a correspondence between increased deu- 
terium incorporation at the Si/Si02 interface and enhanced transistor lifetime. By increasing the deuterium 
pressure, the deuterium concentration at the interface can be increased for a fixed annealing temperature. 
Consequently, equivalent transistor reliability can be obtained with a reduced thermal budget. These high 
pressure annealing techniques have been applied to Samsung's most recent CMOS technology. For these 
short-channel (0.18 /xm) and low operating voltage (1.5 V) devices, the isotope effect is substantially en- 
hanced. Rather than being scaled away, deuterium reduction of hot electron damage appears more relevant 
in future generations of CMOS integrated circuits. 

Besides impacting modern electronics, STM-induced desorption of hydrogen from silicon is being utilized 
for futuristic research on molecular nanoelectronics. Since molecular electronics is still in its infancy [6], re- 
liable isolation and characterization of molecules on silicon remains challenging. This paper demonstrates 
single-atom control of the hydrogen desorption process with a technique called feedback-controlled lithog- 
raphy (FCL). The strong chemical reactivity of the dangling bonds compared with the hydrogen-passivated 
surface [7] allows for directed self-assembly of deposited molecules onto atomically precise patterns created 
with FCL. In this study, two species of organic molecules are studied on the Si(100) surface. Two binding 
configurations of copper phthalocyanine (CuPc) have been observed, and STM spectroscopy allows for the 
spatial distribution of charge transfer from the silicon substrate to the central copper atom to be detected. 
Under perturbative scanning conditions, CuPc and adjacent hydrogen atoms can be exchanged along dimer 
rows. Furthermore, when the CuPc is reacted with ammonia, the resulting molecule weakly interacts with 
the surface via an outer benzene ring. In this case, the molecule possesses rotational freedom and appears to 
be spinning. COO has also been isolated following FCL patterning. In this case, STM spectroscopy reveals the 
lowest unoccupied molecular orbital (LUMO) at an energy of ~1.6 eV above the Fermi level. In addition, 
intra-molecular spectroscopic structure is observed within the COO molecule as shifts in the LUMO peak of 
the electronic local density of states (LDOS). 

2. Improved CMOS reliability via high-pressure deuterium annealing 
Using a homemade high-pressure wafer annealing furnace, fully processed 8" CMOS wafers can be sub- 

jected to deuterium pressures up to 15 atm and temperatures in excess of 450 °C. This furnace has been used 
to study the effect of increased deuterium pressure on the incorporation of deuterium at the Si02/Si interface. 
The initial experiments were performed on a structure consisting of 600 nm of deposited Si02 on a Si(100) 
substrate. The results of three different deuterium anneals at 450 °C are depicted in Fig. 1. The SIMS data 
clearly show a direct correlation between deuterium pressure and the resulting deuterium concentration at 
the interface. In fact, a 6 atm deuterium anneal for 20 min leads to more than an order of magnitude greater 
deuterium concentration at the interface than a 2 atm anneal for 1 h. Since increased deuterium incorporation 
at the interface has been directly correlated to improved hot carrier degradation performance [8, 9], high- 
pressure annealing is expected to increase transistor lifetime. Figure 2 tests this hypothesis by displaying 
lifetime improvements for two different CMOS technologies following high-pressure deuterium anneals. In 
both cases, the deuterium results are compared with a 10% H2, 90% N2 anneal at 1 atm and 400°C. 

Figure 2A considers Samsung CMOS transistors (0.35 ßm channel length, 3.3 V operating voltage) that 
have been annealed in 100% deuterium at 450 °C following fabrication with four metal layers of interconnec- 
tions. In this case, the threshold voltage (Vth), transconductance (Gm), and source-drain current (/ds) were 
monitored as a function of time while the NMOS transistors were electrically stressed. The magnitude of 
improvement relative to the hydrogen passivated sample is recorded in Fig. 2A. For all cases, the deuterium 
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Fig. 1. SIMS results for a 600 nm SiC>2 on Si structure following three different deuterium anneals. 

anneal resulted in improved transistor performance under electrical stress. In particular, the 6 atm deuterium 
anneal for 1 h led to approximately the same degree of improvement as the 2 atm deuterium anneal for 3 h. 
It should also be noted that the most aggressive annealing conditions (6 atm, 3 h, 450 °C) resulted in a 90x 
improvement of the threshold voltage, which exceeds the best results from a previous study [10]. In [10], 
the devices had fewer diffusion barriers and were annealed at 1 atm for 5 h at 450 °C to achieve an 80x 
improvement. These results show that increased deuterium pressure can reduce the required annealing time 
for equivalent reliability performance. 

In addition to reducing the annealing time, increased pressure can also reduce the annealing temperature. 
This pressure-temperature relationship is shown in Fig. 2B. In this experiment, the latest Samsung CMOS 
technology (0.18 ßm channel length, 1.5 V operating voltage) was annealed in 100% deuterium after the 
metal 4 fabrication step. The magnitude of improvement was determined from NMOS transistor lifetime 
measurements. Clearly, a 6 atm anneal at 400 °C resulted in better reliability performance than a 1 atm anneal 
at 450 °C for the equivalent amount of time. The enhanced deuterium incorporation rate under high-pressure 
conditions allows the thermal budget to be reduced. This result may prove to be technologically significant 
since a reduced thermal budget will enable advanced materials (e.g. low k dielectrics) to be incorporated 
into future device structures. Furthermore, it should be noted that the maximum lifetime improvement for 
these transistors was greater than 700x. Compared with the 3.3 V transistors of Fig. 2A, the isotope effect 
appears greatly enhanced at reduced operating voltages. This observation is consistent with STM desorption 
experiments where the isotope effect was found to be dramatically increased at low electron energies where 
the desorption pathway is dominated by excitation via vibrational heating. 

3. Electrical and mechanical properties of individual CuPc molecules 

As previously discussed, STM-induced desorption of hydrogen has also impacted the emerging field of 
molecular electronics. By monitoring the STM feedback signal (equivalent to the tip position perpendicular 
to the surface) during patterning, the desorption of hydrogen can be detected as an abrupt change of 1.5 A as 
shown in Fig. 3. Consequently, when patterning under threshold conditions, the termination of the patterning 
conditions immediately after detecting a desorption event can result in the depassivation of a single silicon 
atom. This technique has been termed feedback-controlled lithography (FCL) and can create atomically 
precise arrays of dangling bonds (see Fig. 3). It should be noted that FCL can inherently adapt to subtle 
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Fig. 2. A, Comparison of three different reliability parameters to a H-passivated device following different deuterium annealing condi- 
tions. B, Comparison of transistor lifetime to a H-passivated device following different deuterium annealing conditions. 
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changes in the tip structure that affect the desorption yield since the desorption time does not need to be 
known a priori. 

In Fig. 4A, a V-shaped pattern of dangling bonds was generated using FCL. This patterned surface was then 
exposed to a sublimed flux of copper phthalocyanine (CuPc). Following a low-dose deposition, individual 
CuPc molecules were observed at several of the pre-patterned binding sites, as shown in the insets of Fig. 4A. 
Under empty states imaging conditions, the CuPc molecule appears as a depression with the central copper 
atom appearing as a protrusion. This behavior has been observed previously [11, 12] and is consistent with 
the structure of CuPc shown as an inset to Fig. 4B. The other inset to Fig. 4B shows a map of the electronic 
LDOS obtained at an empty states energy of 2 eV after CuPc deposition. This tunneling conductance map 
shows a ring of reduced LDOS surrounding each CuPc molecule. This dark ring can be explained as a spatial 
measure of the charge transfer required from the substrate to reduce the oxidation state of the central copper 
atom upon reaction with a silicon dangling bond. Figure 4B also illustrates that the STM tip can manipulate 
individual CuPc molecules. The white-circled dangling bond site of Fig. 4A has been transferred down to 
the end of the dimer row following CuPc deposition and subsequent STM scanning at —2 V sample bias 
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Fig. 3. FCL is used to generate a 3 x 3 array of dangling bonds on the Si(100)-2X1:H surface. The desorption event is detected as a 
1.5 Ä discontinuity in the tip position (z) after which the patterning conditions of 3 V, 2 nA are terminated. 

After CuPc dose 

Before CuPc dose 

Fig. 4. A, A V-shaped pattern of dangling bonds is generated with FCL. The image size is 170 x 170 A2. The insets show individual 
molecules bound to the surface following exposure to CuPc. The white arrow indicates that some of the sites remain unreacted following 
this sub-monolayer dose. B, A filled states image of the surface following CuPc exposure illustrates STM tip induced motion of two of 
the binding sites. The inset dl/dV map was taken at an empty states energy of 2 eV and shows a ring of reduced LDOS surrounding 
the CuPc molecules. 

and 0.1 nA tunneling current. It should be noted that the previous position of the dangling bond now appears 
to be hydrogen passivated. Consequently, under these imaging conditions, the STM can occasionally induce 
the exchange of H atoms and CuPc molecules along dimer rows. A similar behavior has been observed for 
the black circled dangling bond site of Fig. 4. In this case, however, the tunneling conductance map after 
manipulation does not possess a ring of reduced LDOS. Apparently, this site no longer possesses a CuPc 
molecule. This observation implies that the STM can also induce desorption of CuPc from the surface. By 
scanning under less perturbative conditions (e.g. reduced tunneling current), unintentional manipulation of 
CuPc by the STM tip can be avoided. 



588 Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 

Fig. 5. A-C, A series of STM images taken after a FCL pattern had been exposed to CuPe. Molecule #1 appears to be stationary, 
whereas molecule #2 is spinning on the surface. D,E, Two STM images of an ammonia-reacted CuPc molecule after isolation on the 
Si(100)-2X1:H surface. F, A scaled drawing of CuPc has been overlaid on the image from part E, of this figure. This depiction illustrates 
the 32 A circle that is swept out by the molecule when it rotates via its outer benzene ring. 

Recently, the rotation of a single molecule has been observed on the Cu( 100) surface with STM [13]. When 
CuPc bonds to a silicon dangling bond via its outer benzene ring, similar rotational behavior is detected. In 
Fig. 5A-C, two CuPc molecules have been isolated using FCL. Figure 5B shows that molecule #1 possesses 
fourfold symmetry and that the surface appears somewhat brighter surrounding this molecule. Furthermore, 
in Fig. 5C, molecule #1 possesses the expected 16 A diameter for CuPc. The fourfold symmetry and 16 A 
diameter of molecule #1 suggest that it is held stationary on the surface by a rigid bond with the surface. The 
apparent brightness of the surface surrounding this molecule is indicative of the charge transfer that was pre- 
viously discussed for CuPc when it is strongly interacting with a silicon dangling bond via its central copper 
atom. On the other hand, molecule #2 possess radial symmetry in Fig. 5B and C. Also, the size of molecule 
#2 in Fig. 5C remains much larger than the expected dimensions of CuPc. A radially symmetric feature with 
a diameter roughly double the actual size of CuPc suggests that the molecule is rotating via its outer benzene 
ring at a rate faster than the time resolution of the STM (~30 kHz). Evidently, the relatively weak interaction 
between the silicon dangling bond and the benzene ring implies that the molecule has rotational freedom at 
room temperature. In addition, the surface does not appear brighter surrounding molecule #2 in Fig. 5B, so 
no charge transfer is occurring in this case as expected. 

To further investigate the rotation of CuPc, a derivative of CuPc was synthesized by exposing the original 
CuPc source material to 120 L of ammonia in situ. The ammonia reacts with the central copper atom with 
the NH3 group pointing out of the plane of the molecule. Since the NH^-reacted CuPc molecule already 
has five ligands attached to the center copper atom, bonding of this molecule to the surface via the center 
copper atom would require a Jann-Teller distortion to minimize energy for this system. Since the CuPc and 
surface geometries are confined, this Jann-Teller distortion is not energetically favorable. Consequently, it 
is expected that this molecule will bond to surface via its outer benzene ring. Figure 5D-F shows that the 
NH3-reacted CuPc molecule possesses radial symmetry and an apparent diameter of 32 A. The inner ring 
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Fig. 6. A, A filled states (70 Ä)2 STM image of an isolated C60 molecule next to a group of silicon dangling bonds. B,C, Full STM 
spectra were taken at every pixel in this image. All of the pixels within each box of part B, were averaged to produce the curves shown 
in part C. Curves A-E have been offset vertically for clarity. 

within the molecule of Fig. 5E can be attributed to the NH3 group sticking out of the plane of the CuPc. The 
apparent rotation of this molecule on the surface is consistent with the expectation that it would react with 
the surface via an outer benzene ring. 

4. Intra-molecular spectroscopic structure of COO 

To further explore the flexibility of FCL for single-molecule studies, COO has been isolated on the Si(100) 
surface using this technique. Figure 6A shows an STM topographic image of a COO molecule next to a group 
of silicon dangling bonds. The intra-molecular structure observed within the COO molecule can be attributed 
to the spatial distribution of the molecular orbitals at this filled states energy of -2 eV [14]. In this image, 
full STM spectroscopy was performed at every pixel in the image for energies between ±2 eV. For these 
spectroscopic measurements, the tunneling conductance was measured using a lock-in amplifier when the 
sample bias was modulated with a 20 kHz, 120 mVrms signal. 

The five curves of Fig. 6C were obtained by averaging the STM spectra for all of the pixels within each 
labeled box of Fig. 6B. Box A is located over the hydrogen passivated Si(100) surface. The corresponding 
dl/dV curve shows a relatively featureless bandgap with the Fermi energy positioned near the valence band 
edge. Since the silicon used in this experiment was p-type with a resistivity of 0.1 £2-cm, this Fermi level 
position is expected. Box B is located over the cluster of silicon dangling bonds. Consequently, curve B shows 
a reduced bandgap and additional spectroscopic structure beyond the band edges. The most obvious peaks 
at ±1 eV are consistent with calculated LDOS curves for the clean Si(100) surface [15]. The agreement of 
curves A and B with theoretical expectations lends credence to the quality of this spectroscopic data set. As a 
result, new information can reliably be extracted from the dl/dV curves taken over the COO molecule. Curve 
C was taken over a region of the C6o molecule that is most representative of the average behavior for the entire 
molecule. The most prominent feature of this curve is a strong peak at about 1.6 eV. Presumably, this peak 
represents the location of the LUMO with respect to the Fermi energy. Curve D was obtained over the binding 



590 Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 

point between the COO molecule and the silicon surface. Therefore, this curve shows the LUMO feature of the 
Cßo molecule and the 1 eV peak representative of the underlying silicon dangling bond. Curve E shows that 
the LUMO peak is shifted within the COO molecule. Although the origin of this shift is not yet understood, 
this data demonstrates the experimental capability to observe intra-molecular spectroscopic structure. 

5. Conclusion 

STM-induced hydrogen and deuterium desorption from the Si(100) surface has inspired improved reli- 
ability in modern CMOS integrated circuits and led to initial advances in the emerging field of molecu- 
lar nanoelectronics. High-pressure deuterium annealing of CMOS devices has led to improvements of the 
incorporation rate of deuterium at the Si/Si02 interface. The increased deuterium concentration has been 
measured with SIMS and correlates directly to reduced hot carrier degradation in NMOS transistors. The 
enhanced deuterium incorporation rate under high-pressure annealing conditions implies that the annealing 
time or temperature can be reduced without giving up improved transistor lifetime performance. Such results 
are potentially significant for future transistor structures where the thermal budget may need to be reduced 
during fabrication. Finally, the results for Samsung's latest CMOS technology show that the isotope effect is 
greater in transistors that operate at reduced operating voltages. 

An important aspect of future molecular electronic circuits will be the merger of single-molecule switch- 
ing and storage elements with conventional silicon device technology. To this end, this paper illustrates a 
technique for isolating and characterizing individual molecules on the Si(100) surface. FCL was introduced 
and used to create atomically precise templates for CuPc and COO molecules. When CuPc reacts with silicon 
dangling bonds via its central copper atom, charge transfer is detected from the surrounding silicon surface 
in tunneling conductance maps. On the other hand, molecular rotation is observed when the molecule binds 
via an outer benzene ring. On COO, full STM spectra were obtained that revealed the LUMO at an energy of 
~1.6 eV above the Fermi level. Furthermore, intra-molecular spectroscopic structure was observed within 
the COO molecule. With single molecule isolation and characterization demonstrated, nanoelectronic devices 
can now be explored by interfacing molecules with macroscopic-to-nanoscale electrical contacts [16]. 
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Experiments have shown that ultrafast optical excitation of semiconductors can produce 
oscillating changes in the optical properties of the material. The frequency of the oscilla- 
tions in transmission or reflection usually matches one of the phonon modes, typically the 
q = 0 optical mode. These oscillations are known as coherent phonons. We discuss the role 
of surfaces and interfaces on the coherent phonon signal. We show that: (1) the coherent 
phonon signal can be used as a probe of the surface depletion field and (2) multiple inter- 
faces as in a superlattice, can drastically alter the coherent phonon spectrum: screening of 
the modes in the superlattices is reduced and acoustic modes can now be excited. 

© 2000 Academic Press 
Key words: coherent-phonons, superlattices, ultrafast excitations. 

1. Introduction 

Femtosecond lasers have proven to be powerful tools for studying the dynamical behavior of photoexcited 
electrons in semiconductors. Recent experiments have shown that in addition, ultrafast excitation can produce 
oscillations in the optical transmission or reflection with a frequency matching one of the phonon modes, 
usually the q = 0 optical mode. These oscillations are known as coherent phonons [1-4]. 

In this paper, we discuss coherent phonons and the effect of surfaces and interfaces on the spectrum of 
oscillations. 

The microscopic theory for non-polar materials is based on a two-band (electron and hole) model with the 
Hamiltonian given by [5,6] 

Hei = ^ e«k4kcak + ^ fhaiblbi + X! Mk(» (feq+ b-y clkc<*k+q- (1) 
k,a 
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The first term in eqn (1) represents the Bloch electrons/holes in the noninteracting crystal. Here c, c' are 
the electron second quantization operators in k-space, eak is the energy dispersion in the conduction and 
valence bands (a = {c, v] indices the conduction or valence band). The second term represents the optical 
phonons. Here <Dq, bq, bq are the phonon dispersion and the phonon creation and annihilation operators. 
The electrons interact with the optical phonons through the third term. Mkq is the electron-phonon matrix 
element which typically might describe deformational coupling. 

The coherent amplitude of the qth phonon mode is given by: 

A, = (bq) + (bla) = Bq + B* (2) -q/  - -q   i   ~_q 

and is proportional to Fourier components of the displacement. 
One can obtain the equation of motion for the coherent amplitude by commuting eqn (2) with the Hamil- 

tonian eqn (1): 

32 

^Dq + «qDq = -2«q £ M^nl k+q. (3) 
a,k 

This is the equation of a forced oscillator. The right-hand side of eqn (3) depends on the Fourier transform 
of the electron density matrix and acts as a driving term. When electrons and holes are rapidly created during 
the laser pulse, this sets off the coherent oscillations. Note that since the laser light is macroscopic, usually 
the phonon mode that is coherently driven is the q ^ 0 optical mode. 

2. Polar materials 

In polar materials such as GaAs, the coherent phonons are quite pronounced. The mechanism for gen- 
eration is easily understood. This is illustrated in Fig. 1. A depletion field either from surface states or an 
externally applied field exists near the surface, as seen in Fig. 1A. This causes the polar lattice to distort 
in response to the field as shown in Fig. 1C. When electrons and holes are photoexcited by the ultrafast 
laser pulse, they screen out the depletion field and cause the lattice to relax back to its equilibrium position, 
Fig. IB. This triggers oscillations not only in the lattice, but also the electron gas. Details of the interplay 
between the two are discussed in the paper of Kuznetsov [7,8]. 

Two important effects emerge, (i) The amplitude of the coherent phonons depends on the strength of the 
surface depletion field, (ii) At high carrier excitation density, the photoexcited electrons screen the lattice 
mode and the frequency shifts from that of the LO mode to that of the TO mode. 

3. Superlattices 

In heterostructures and superlattices, the nature of the coherent phonons can change owing to the multiple 
interfaces [9]. One major effect that can occur is that the nature of the screening of the lattice modes by the 
photoexcited carriers can change dramatically. This results from the fact that in a bulk system, the plasmon 
is optical-like having a finite energy for q = 0, while in a two-dimensional (2D) system, the plasmon en- 
ergy goes to 0 as the wavevector goes to 0. The plasmon in a 2D system is unable to screen the LO mode 
independent of the excitation density. This is illustrated in Fig. 2. In Fig. 2A we show the coherent phonon 
oscillations in the time domain for bulk GaAs and a GaAs/Alo.36Gao.64As MQW. The beating occurs be- 
tween the LO and TO modes, originating from the fact that the density profile of the photoexcited carriers is 
not uniform. In Fig. 2B the Fourier transform in the frequency domain is plotted. One can see that at high 
carrier densities, the photoexcited electrons can not screen the LO mode as they can in bulk. 

Further studies show that the screening of the LO mode in the superlattice depends in detail on the width 
and height of the barriers. A systematic study has been performed by Yee et al. [10]. These results show that 
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Fig. 1. The energy band diagram of a surface depletion region in GaAs is shown in A. In the depletion region, there are few carriers in 
a region of length L and large built in fields, Eext. In the large electric field, the Ga and As atoms will move C, with respect to their 
positions with no electric field B, and create a lattice polarization W. 
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Fig. 2. A, Coherent optical phonon oscillations in the time domain for bulk GaAs and GaAs/Alo.36Ga0.64As MQW with Lw = 15 nm 
and Li, = 5 nm. B, The Fourier transform in the frequency domain. At high densities, the photoexcited electrons can not screen the LO 
mode in the MQW since the plasma dispersion varies from the bulk dispersion. 

the density dependence of the frequency of oscillation can provide valuable information on the nature and 
quality of the interfaces in a superlattice. 

More interesting behavior occurs in strained layer superlattices such as the InGaN/GaN systems. Here, ow- 
ing to the wurtzite structure, strain in the superlattice leads to large piezoelectric fields. The large fields lead 
to strong oscillations, as shown in Fig. 3. These oscillations are so large that they can be seen in transmission 
and are much stronger than those seen in Fig. 2 in reflection. 

Even more interesting is the fact that the oscillations are much slower than in bulk GaAs as can be seen by 
comparing Figs 2 and 3. In fact, the oscillations are now at the acoustic frequency. The mechanism for the 
generation of the acoustic phonons can be seen from eqn (3). Since absorption in the superlattice occurs only 
within the wells, the laser pulse can produce an electron density that has a Fourier component determined by 
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Fig. 3. Transient transmission changes versus probe delay for a 50/43 Ä InGaN/GaN MQW and a laser wavelength of 365 nm. Huge 
coherent acoustic phonon oscillations are now observed. 

the superlattice period. This has been investigated in more detail by Sun et al. [11]. This result shows that 
the superlattice can significantly change the coherent phonon spectrum and suggests that band-engineering 
heterostuctures can lead to tailored coherent oscillations. 

4. Conclusions 
We have shown that surfaces and interfaces can alter the properties of the coherent phonons created under 

ultrafast laser excitation. First, the strength of the oscillations is sensitive to the magnitude of the surface de- 
pletion field. Second, interfaces can drastically modify the spectrum: screening of the modes in superlattices 
for high-density excitation is reduced and acoustic modes can now be excited. This suggests that coherent 
phonons might be used as sensitive probes of surfaces and interfaces. 
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We demonstrate Coulomb blockade oscillations in different single-electron devices in 
Silicon-On-Insulator (SOI) films up to temperatures of 300 K. The layer sequence in SOI 
allows the underetching of these devices in order to realize suspended, highly doped silicon 
nanostructures. Similar suspended silicon beams are fabricated to form novel nanomechan- 
ical resonators that can be excited at radio frequencies up to about 300 MHz. Controlling 
the vibration frequency by a side-gate voltage, these resonators allow charge detection with 
a sensitivity of 0.1 e/VHz, comparable to that of cryogenic single-electron devices. 
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1. Introduction 

High-resolution low-energy electron-beam lithography using the negative electron resist calixarene gives 
us the definition of device dimensions down to 10 nm for the fabrication of nanostructures in thin Silicon on 
Insulator (SOI) films [1]. We realize both highly doped nanowires [2] to study Coulomb blockade (CB) in 
the classical metallic regime as well as quantum dots defined in inversion layers of metal-oxide field effect 
transistors (MOSFETs) [3] to observe non-periodic CB oscillations strongly affected by spatial quantization. 
Underetching of these nanostructures in the SOI-system allows to realize suspended single electron tran- 
sistors (SuSETs) [4] and, by metallization of these suspended beams, also a novel kind of nanomechanical 
resonators [5]. 

2. Quasi-metallic Coulomb blockade oscillations 

We combine the well-established SOI-technology with the fabrication of quasi-metallic narrow Si-wires 
by an extremely high doping of our SOI-films [2]. In many cases these act as metallic single-electron transis- 
tors (SETs) and offer many similar charging states and hence a broad range of operating points. Our samples 
have a nominal doping level of 1021 cm-3 realized by ion-implantation of arsenic. This leads to a mean 
distance of only 1 nm between the dopants. Figure 1 depicts the conductance of a 50 nm wide nanowire at 
a temperature of 4.2 K as a function of the applied topgate-voltage. CB oscillations with a clear periodicity 
are observed, indicating the metallic nature of the SET. From the slope of the CB diamond we determine the 
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Fig. 1. Coulomb blockade oscillations in a quasi-metallic nanowire showing almost perfect periodicity. 

charging energy in the dot presented to be EQ = 17.5 meV. Presumably, in this quasi-metallic nanostructure, 
the pattern-dependent two-dimensional oxidation of narrow wires in combination with edge roughness and 
the pile-up effect of As-dopants during dry oxidation [6] lead to the observed SET-behavior. 

3. Coulomb blockade in inversion-channel quantum dots 
In contrast to the use of highly doped SOI-films, embedding lithographically defined SET-structures into 

the inversion channel of SOI-field effect transistors allows us to observe CB oscillations up to very high tem- 
peratures [2,7]. Since the tunneling barriers are defined by geometry, the controllability of these devices is 
greatly enhanced in comparison with random effects found in highly doped nanowires. We prepared geomet- 
rically defined quantum dot structures embedded in SOI-MOSFETs with lateral dimensions below 20 nm [3]. 
In Fig. 2A the CB oscillations in a dot with an estimated lithographical diameter of 15 nm are presented. A 
strong influence of spatial quantization inside the dot leads to a deviation of the classical periodicity of the 
CB oscillations. From the slope of the CB diamond and the mean spacing between two adjacent conductance 
oscillations one can deduce the charging energy to Ec = 56 meV. In Fig. 2B the source-drain I-V char- 
acteristics are shown for various temperatures. Figure 2B also shows the I-V characteristics as well as the 
source-drain conductance at 300 K. Clear CB operation at room temperature is reflected in the minimum of 
the conductance g around zero bias. 

4. Suspended single-electron structures 
Underetching the Si02-spacer of the lithographically defined SOI-nanostructures leads to a suspension 

of the single-electron devices and therefore to a thermal decoupling from the silicon substrate. The buried 
oxide is removed locally in buffered hydrofluoric acid and the sample subsequently rinsed in water and 
isopropanol [4]. Due to random dopant fluctuations, single-electron effects become visible in these wires at 
low temperatures. 

5. Nanoresonators 
Nonlinear micromechanical resonators have been shown to be very efficient tools for charge detection [8]. 

Scaling down these resonators to dimensions in the 100 nm range leads to even higher accuracies [5]. Cor- 
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Fig. 2. A, Dependence of the conductance g of an inversion quantum dot on gate voltage VJQ. Coulomb blockade is observed near 
threshold voltage. B, Temperature dependence of the ISD-^SD 

trace °f me dot at a top gate voltage of VJQ = 4.5 V. At 300 K clear 
single-electron effects remain visible. 

respondingly, the frequencies are increased to the rf-regime, enhancing the speed of charge detection sig- 
nificantly. Our resonators are machined out of SOI material similar to the doped suspended structures. A 
SEM-micrograph of a final structure is shown in the inset of Fig. 3. This resonator has a length of almost 
3 /u,m, width and thickness being 200 nm. This particular resonator is a straight beam of silicon covered with 
a thin layer of gold (50 nm). The two gates on the left and right sides of the beam can be biased capaci- 
tively to detune the resonators eigenfrequency. They can also be used to drive the resonator by applying an 
rf-voltage. The beam is cooled down to 4.2 K and placed in a magnetic field perpendicular to the beam's 
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Fig. 3. Resonance curves of the reflected if power of the suspended wire shown in the inset. The resonator is driven into the nonlinear 
regime by the Lorentz force in a B-field of 12 T applied perpendicularly to the if current. Different curves are measured at different 
values of the voltage on one of the sidegates. Inset: SEM micrograph of the structure. 

direction. If a current is driven through the beam, the magnetic field induces a Lorentz force, which in turn 
sets the resonator into motion. 

If the resonator is driven by a small ac-current, the resulting resonance curve is fully symmetrical. When 
increasing the ac current, the resonator is driven into nonlinear response. The motion of the center of mass is 
then properly described by the well-known Duffing equation, i.e. the eigenfrequency shifts and the resonance 
curve becomes asymmetrical [9]. If one of the gates is charged by applying a voltage V with respect to the 
wire, the eigenfrequency changes quadratically with V and hence an additional term proportional to V2 ap- 
pears in the Duffing equation. This change can best be seen, if the resonator is driven in the transition regime 
between linear and nonlinear behaviour. Then the resonance curve exhibits a region of infinite derivative (crit- 
ical point). The variation of the position of this region can be monitored in dependence of the gate's potential. 

This behavior is demonstrated in Fig. 3. The shift in the resonance frequency can be best resolved at the 
point of large derivative, which is indicated as critical point. Due to the quadratic dependence of the resonance 
frequency on the applied voltage the charge resolution is increased when increasing the gate voltage. At a 
gate voltage of 4 V, we find a resolution of 0.1 e/\/Hz. The resolution is thus comparable to common SET 
charge detectors working at much lower temperatures. 
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A resistively coupled single-electron transistor (R-SET) was fabricated using a modulation- 
doped heterostructure and metal Schottky gates, and measured at low temperature. Currents 
of R-SET with tunnel gate resistor were calculated using the orthodox theory. It is shown 
that the R-SET with tunnel gate resistor has quite similar properties to the originally pro- 
posed R-SET. 
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1. Introduction 

Since single-electron transistors (SETs) were proposed by Likharev [1,2], the field of Coulomb blockade 
and single-electron tunneling has been attracting researchers of both fundamental and applied science [3]. 
Likharev proposed two types of SET in his pioneering work [1,2]. One is capacitively coupled SET (C-SET) 
and the other is resistively coupled SET (R-SET), both of which are depicted in Fig. 1 with the Coulomb- 
blockade regions. Although R-SETs have advantages of high-voltage gain and background-charge-free op- 
eration, C-SETs and C-SET-based devices have been intensively studied so far, while a few works [4-6] on 
R-SET can be found in the literature. The purpose of the present work is fabrication and characterization of 
the R-SET. 

2. Experiments 

We fabricated an SET in two-dimensional electron gas (2DEG) in GaAs/AlGaAs heterostructure using 
metal Schottky gates on the surface (Fig. 2). A modulation-doped heterostructure was chemically etched 

f Also at: Research Center for Materials Science at Extreme Conditions, Osaka University, 1-3 Machikaneyama-cho, 
Toyonaka, Osaka 560-8531, Japan 
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Fig. 1. Schematic diagrams of A, C-SET and B, R-SET with their Coulomb diamonds. 

Fig. 2. SEM micrograph of the fabricated device. The measurement set-up is also shown. 

to define a Hall-bar structure. Au/Ni/AuGe was deposited and annealed to make ohmic contacts. Electron- 
beam lithography and a lift-off technique of a deposited AuPd thin film were used to define the fine Schottky 
gates. The Coulomb island and the tunnel junctions were formed by depleting the 2DEG using negative 
gate voltages on the Schottky gates. The gate resistor, which is a key component of the R-SET, was also 
realized by depleting the 2DEG between the gates whose voltages are V3 and V4 which are defined in Fig. 2. 
The current-voltage (I-V) measurements were performed at ~30 mK using a dilution refrigerator. The 
measurement set-up is also shown in Fig. 2. 
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Fig. 3. Observed Coulomb diamonds. A, |/| = 0.03, 0.06 0.18 nA. Vy = -1.194 V, V2 = -1.324 V, V3 = -0.444 V, V4 = 
-0.444 V, Vgl = -0.52 V. B, |/| = 0.1, 0.2,..., 0.6 nA. Vx = -1.228 V, V2 = -1.333 V, V3 = -0.415 V, V4 = -0.415 V, 
Vgl = -0.52 V. 

3. Results and discussion 

When the voltages V3 and V4, which are defined in Fig. 2, are sufficiently negative, the gate resistance Rg 

should actually be infinity. In such a case, the device should show C-SET characteristics. Figure 3A shows the 
observed Coulomb diamonds with Vi = -1.194 V, V2 = -1.324 V, V3 = -0.444 V, V4 = -0.444 V and 
Vgi = —0.52 V. The observed C-SET-type diamond suggests that Rg can be recognized to be 00. Figure 3B 
shows the observed Coulomb diamond with V3 and V4 more positive. V\ and V2 were also changed to be 
— 1.228 V and 1.333 V, respectively, in order to keep the source and drain point contacts closed. Using these 
parameters, only one Coulomb diamond was observed as shown in Fig. 3B. In this case, the finite current 
was observed at V = 0 when Vgz ^ 3 mV or Vg2 < — 1 mV. This current flew between the gate and source 
electrodes, i.e. Rg is not 00 in this case. However, the center of the observed diamond was not located at the 
origin of the V-Vg2 plane, while it should be at the origin according to the original theory. Moreover, the 
shape of the observed Coulomb diamond was not exactly the same as the theoretically predicted one. 

The shift of diamond is usually observed at a C-SET with offset charge at the island, which is connected 
to the surrounding electrodes through the tunnel junctions. The observed shift of the diamond (Fig. 3B), 
therefore, strongly suggests that the fabricated device was affected by the offset charge at the island. This 
means that the island is surrounded by only tunnel junctions, i.e. the fabricated device has the tunnel gate 
resistor. 

In order to examine what happens in the R-SET with a tunnel gate resistor whose tunnel capacitance and 
resistance are Cg and Rg, respectively, we calculated I-V characteristics using so-called orthodox theory [3]. 
Figure 4 shows the typical calculated Coulomb diamonds. The parameters used are shown in the caption, 
where U = e2/(2Cj) is the charging energy and go is the offset charge. As shown in Fig. 4A the device 
with tunnel gate resistor shows C-SET-type Coulomb diamonds when Rg is sufficiently larger than R\ and 
7?2- This should be the case of Fig. 3 A in the experiment. Figure 4B suggests that the R-SET with tunnel gate 
resistor can show a quite similar Coulomb diamond to the originally proposed R-SET. One of the differences 
is that the former is affected by the offset charge as shown in the figure. Therefore, the shift of diamond along 
the Vg-axis which is seen in Fig. 3B can be explained if the fabricated device has the tunnel gate resistor. 

As shown in the SEM photograph (Fig. 2), the shape of the electrodes whose voltage were V3 and V4 is not 
very straight, somewhat round. The depletion regions of the two gates (V3 and V4), therefore, should touch 
each other first at the narrowest part, where the tunnel junction formed. This should be the reason why the 
fabricated device has the tunnel gate resistor. 
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Fig. 4. Calculated Coulomb diamonds. A, |//(e/ffsC£)| = 5, 10,..., 35. Rs/Rt = Rs/R2 = 100, C%/C\ - CB/C2 = \,U/(kT) = 
100, Q0/e = -0.2. B, |//(e/ÄECs)| = 0.1,0.2,..., 1.0. Rg/R{ = Rg/R2 = 1, Cg/Cj = Cg/Ci = 10, t//(*7") = 100, 
Q0/e = -0.2. 

4. Summary 
We fabricated an R-SET using a modulation-doped heterostructure and metal Schottky gates and measured 

I-V characteristics. The observed Coulomb diamond did not fully satisfy the originally predicted features. 
In order to discuss the origin of the deviation, the numerical calculations were performed. Comparing the 
experimental and numerical results, the fabricated device should have a tunnel gate resistor. The numerical 
results show that the R-SET with tunnel gate resistor has quite similar properties to the originally proposed 
R-SET. 
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Multiple-valued logic devices can be constructed compactly by utilizing quantized behav- 
ior of single-electron circuits. As an example, a single-electron multiple-valued Hopfield 
network solving optimization problems is designed. Computer simulation shows that the 
network can successfully converge to its optimal state that represents the solution to the 
problem. 

© 2000 Academic Press 
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1. Introduction 
One of the challenges in microelectronics is the development of novel electronic devices that can perform 

functional computing by utilizing inherent properties of quantum phenomena. We here propose one such 
computation device, namely a multiple-valued logic device using single-electron circuits. 

The multiple-valued logic is a way of implementing digital operations by using a multiple set of logical 
values {0,1, 2, 3,...} instead of a binary set {0, 1}. The logic process of the multiple-valued logic is much 
more sophisticated than that of binary logics, so the multiple-valued logic is expected to be more powerful for 
implementing digital functions with a smaller number of devices. But in practice, it has been unsuccessful to 
construct multiple-valued logic LSIs because most of multiple-valued logic functions are hard to implement 
using CMOS circuits. 

To overcome this problem, we here propose an idea that multiple-valued logic systems can be constructed 
into a compact circuit by using the single-electron circuit technology. The single-electron circuit is a quantum 
electronic circuit based on the Coulomb blockade effect in electron tunneling. A conspicuous property of the 
single-electron circuit is that the circuit shows 'quantized behavior' in its operation; i.e. the variation of 
the charge on each node of a single-electron circuit is quantized in units of the elementary charge because 
the node charge is changed only through electron tunnelings. By utilizing this, we can construct various 
circuits for multiple-valued logic operations. As an example, implementation of the multiple-valued Hopfield 
network is discussed in the following. 

2. The multiple-valued Hopfield network 
The multiple-valued Hopfield network is a computation device for solving combinatorial optimization 

problems with multiple-valued variables. The concept of the network is illustrated in Fig. 1. The network 
consists of many neurons and connections. The output of each neuron feeds back into inputs of other neurons. 
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Denoted by Wy is the connection weight to neuron i from neuron j, and 0,- is the bias-connection weight to 
neuron i from a bias that fixed at the value of 1, and «,- is the output of neuron /. A set of neuron outputs 
(u\,U2,...) is called the state of the network. In this network, each neuron (' takes a weighted sum s,- of its 
inputs (si = Ylj wijuj +0i)ancl generates the corresponding output w, according to a given staircase transfer 
function. All neurons operate in parallel to update their outputs continuously, and the network converges to 
an optimal state through the updating process. 

The structure of combinatorial optimization problems can be mapped into the structure of the network by 
deciding the connection weights between neurons. As an example, we here take up the quadratic integer- 
programming problem: Given a set of coefficients An and ß, (A; .An ?4 0;i,y = 1,2,3,...,«), 
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minimize objective function 

1   "   _n " 
-'Y2^2AiJxixJ + YlB'Xi'    where** €0,1,2,..., AT (i = 1,2, ...,n). (1) 

To solve this problem, we prepare a multiple-valued Hopfield network such that the output K,- of each neuron 
represents each problem variable x,-; we prepare neurons with the staircase transfer function illustrated in 
Fig. 2 and represent problem variables JC; by x,- = Uf/a. The connection weights required for mapping the 
problem are given in Fig. 2. In problem solving, we set the network in an initial state (any state will do), then 
allow it to change its state without restraint. After some transition time the network converges to a final state. 
If convergence has been successful, the solution to the problem is obtained from the final state of the network 
(we will not discuss the local-minimum effect here). 

3. Constructing a multiple-valued neuron using single-electron circuits 

The single-electron circuit is an electronic circuit consisting of tunnel junctions and capacitors that is de- 
signed for manipulating electronic functions by controlling the transport of individual electrons. The internal 
state of the circuit is determined by the configuration of its electrons (i.e. the pattern in which the excess elec- 
trons are distributed among the nodes of the circuit). The circuit changes its electron configuration through 
electron tunnelings in response to the input and, thereby, changes its output voltage as a function of inputs. 

Our purpose is to construct a single-electron neuron circuit that changes the charge on its output node 
(therefore its output voltage) according to a staircase function of the input voltage. For this purpose, we take 
Tucker's single-electron inverter and modify its circuit parameters to create a staircase transfer function (for 
the details of Tucker's original circuit, see [1]). The circuit we use for the neuron devices is illustrated in Fig. 3 
together with a sample set of device parameters. The corresponding transfer characteristic are illustrated in 
Fig. 4. The number of steps in the transfer characteristic can be controlled by designing the circuit parameters. 
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4. Operation of a multiple-valued Hopfield network 
The multiple-valued Hopfield network can be constructed by combining the developed neuron circuits into 

a network. We illustrate here a sample network that solves an instance of the quadratic integer-programming 
problems. 

Consider the following problem: 
Minimize 

3xf + 6xf + 6x3
2 + 4xiX2 - 2x2x3 + *3*i - 29*i - 53x2 - 7x3,        where x,- 6 {0, 1, 2, 3,4, 5).   (2) 

To solve this problem instance, we prepare a network with three neuron to represent problem variables 
xi by output ui of i'-th neurons (/ = 1, 2, 3). We used the neuron circuit with the transfer characteristic 
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illustrated in Fig. 4 and determined the value of connections for mapping the given problem. For problem 
solving, it is essential that, starting with a given initial state, the network circuit should converge to its global 
minimum energy states. To observe the behavior of the sample network, we simulated the state transition of 
the network. 

The results of the simulation are illustrated in Fig. 5 in which the state of the sample network is expressed 
by a normalized set of three neuron outputs {u\/a, u^/a, u^/a), where ut/a represent problem variables 
x,-. The circuit was initially set at state (5, 5, 5), then it was allowed to change its state without restraint. 
After some transition time, the circuit stabilized in the final state (2, 4, 1) that corresponds to the solution 
to the problem. We repeated the same trial many times and confirmed that every trial resulted in successful 
convergence to state (2, 4, 1). 

5. Conclusion 

We proposed that multiple-valued logic devices can be constructed into a compact circuit by using single- 
electron circuit technology. To present a practical form of our idea, we designed a single-electron multiple- 
valued Hopfield network and confirmed that the network can successfully converge to its optimal state rep- 
resenting the solution to the problem. Our results show that multiple-valued LSIs can be fabricated by using 
single-electron circuit technology. 

References 
[1] J. R. Tucker, J. Appl. Phys. 72, 4399 (1992). 



Superlattices and Microstructures, Vol. 27, No. 5/6, 2000 
doi:10.1006/spmi.2000.0874 
Available online at http://www.idealibrary.com on IDEKl 

Quantum-dot structures measuring Hamming distance for associative 
memories 

TAKASHI MORIE, TOMOHIRO MATSUURA, SATOSHI MIYATA, TOSHIO YAMANAKA, 

MAKOTO NAGATA, ATSUSHI IWATA 

Faculty of Engineering, Hiroshima University, Higashi-Hiroshima, 739-8527 Japan 

(Received 28 February 2000) 

Two types of quantum-dot circuits measuring a Hamming distance using the Coulomb 
repulsion effect are proposed and analysed. They have structures where a quantum-dot 
array is arranged on a gate electrode of an ultrasmall MOSFET. The device parameters for 
successful operation are clarified from Monte Carlo simulation. 
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1. Introduction 

Single-electron devices have intrinsic difficulties from a viewpoint of system applications: slow operation 
speed and insufficient reliability [1] due to stochastic tunneling events and serious background charge sen- 
sitivity [2]. Thus, the conventional multi-stage digital circuit architecture is not suitable for single-electron 
devices. 

In öür strategy for constructing single-electron circuits, single-electron devices are used for repeatable 
circuits with a few logic-stages, and ultrasmall CMOS devices are used for multi-stage logic circuits. The 
above-mentioned' difficulties are overcome by massively parallel operation and redundant architecture by 
virtue of very large packing density and very low-power dissipation of single-electron devices. 

In this paper, as an example of such circuits, we propose two functional circuits using the Coulomb re- 
pulsion effect between quantum dots. These circuits measure the Hamming distance, the number of the 
unmatched bits between two digital data, which are a core circuit for associative memories. Although such 
circuits using single-electron transistors have already been proposed [3,4], the circuits using quantum dots 
have advantages of achieving static operation and robustness to fluctuation of device parameters such as the 
tunneling resistance. 

2. Associative memory architecture using quantum dots and ultrasmall CMOS 
devices 

The associative memory assumed here compares the input pattern with the stored patterns, and extracts the 
pattern most similar to the input. We assume that each pattern consists of N bit binary data, which is referred 
to as a word, and the stored data consist of M words. The similarity between digital data is usually measured 
by a Hamming distance. 
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As shown in Fig. 1, bit-level comparison between the input data and each stored data is performed by 
each bit-comparator (BC) in a word-comparator (WC) in parallel. The WC calculates the Hamming distance 
between the input data and the stored data by collecting the results of the BCs; that is, the comparison result 
is expressed as the number of electrons released from the BCs, and the electrons are collected at the capacitor 
C0i, i = 1,..., M. All WC's results are fed into the winner-take-all (WTA) circuit, and it extracts the stored 
word data that has the shortest Hamming distance. 

We assume that the WTA circuit is constructed using CMOS devices, and propose two quantum-dot cir- 
cuits for the WC in the next section. 

3. Quantum-dot circuits measuring Hamming distance 

Let us assume a string of quantum dots as shown in Fig. 2A, put an electron, eM, at one of the three dots 
D\, and represent a bit (0 or 1) of the input and stored data by whether an electron is put at each end dot 
Z>2 or not. When the corresponding bits of both data are matched, because Coulomb repulsion is symmetric, 
electron eM is stabilized at the center; otherwise it is off-center. In order to detect the position of electron 
eM, two detection circuits are proposed: circuit-A that detects the center position and circuit-B that detects 
the off-center position as shown in Fig. 2B and C. By the Coulomb repulsion effect, the bit matching result 
reflects whether electron e# tunnels to node N0. Consequently, electrons whose number is equal to that of 
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the matched bits (circuit-A) or that of the unmatched bits (circuit-B) are accumulated in C0. To ensure the 
stabilizing processes, control voltage Vg are used. 

A 3D arrangement of quantum dots realizing circuit-A is shown in Fig. 3, where common terminals to 
the ground and control voltages are omitted. The capacitance C0 corresponds to the gate capacitance of an 
ultrasmall CMOS transistor. 

In this architecture, if it is difficult to represent one bit by one quantum dot, we can use a redundant 
architecture where plural BCs represent one data bit. Such an architecture based on a majority decision 
principle has the advantage of robustness against effects of background charge. 

4. Circuit simulation results 

We have analysed the proposed circuits by Monte Carlo single-electron circuit simulation, where parasitic 
capacitance between ground and quantum dots, Cg, and that between the second-neighbor quantum dots, Q 
are considered. We found that circuits A and B have almost the same characteristics. Because the structure 
of circuit-A is simpler than that of circuit-B, we only describe here the simulation results for circuit-A. 

The operation temperature ranges for feasible capacitance values are shown in Fig. 4A. The upper limit of 
operation temperature gradually lowers with increasing Cg and Q. In order to operate the circuit at higher 
temperature, one has to scale down all the values of capacitance, and at the same time, scale up the applied 
voltages. For room-temperature operations, a tunnel junction capacitance of 0.01 aF is required as shown in 
Fig. 4B although this value is very difficult to realize. 

Setting margin of C0 is shown in Fig. 4C as a function of the word length (the number of the connected 
BCs). There exist minimum values of C0 for the correct operation, and the values increase as the word length 
increases. This is because some electrons e# cannot tunnel to node N0 because of the Coulomb-blockade 
effect by other e#'s. If the parasitic capacitance is negligible, there do not exist the upper limits of C0. 
However, C0 should be as small as possible because the sensitivity to one electron in the output voltage e/C0 

decreases with increasing C0. 

5. Conclusion 

The proposed quantum-dot structures can be realized in the near future because they are similar to floating- 
gate quantum-dot memory devices that have already been fabricated. However, well-controlled self-organi- 
zation technologies should be developed. 
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We consider the continuum limit of the standard model for treating single-electron tunnel- 
ing (SET) of electrons through a one-dimensional array of tunnel junctions. We show that 
the formalism reduces to the computation of the motion of overdamped particles undergo- 
ing potential gradient flow, with the potential being given by the full interacting free energy 
of the electrons in the system. We show that the tunneling coefficients in the SET model 
can be re-interpreted in terms of a diffusion coefficient and a temperature and that there- 
fore the SET problem reduces to a fully self-consistent treatment of overdamped particle 
diffusion. 

© 2000 Academic Press 
Key words: single electron, tunnel junctions, Coulomb blockade. 

Single-charge phenomena can be regarded, broadly speaking, as that behaviour which results when the 
electron cannot be adequately described as a test charge. A standard formalism has been developed [1] 
for treating electron transport in certain mesoscopic proto-devices which incorporates the single-charging 
effects via a parametrization of the energy in terms of capacitances. We will call this the single-electron 
tunneling (SET) formalism. The' theory describes, in particular, electron tunneling to grains and/or through 
junctions of very small capacitance, i.e. such that e2/C > kßT. ', 

With regard to charging effects, the salient feature of tunnel junctions, or, more precisely, the islands 
between tunnel junctions, is their ability to localize the electron on some length scale of order C. This 
makes the electron, in some sense, classical by providing it with a well-defined position at all times. Indeed, 
as we will demonstrate here, the SET formalism can be regarded as a discretization of the equations of 
fully self-consistent transport of overdamped, classical (i.e. localized) particles in a dielectric medium. The 
demonstration proceeds by examining, in the 'continuum limit' (see below), the two main elements of SET 
formalism: the electrostatic equation (essentially Poisson's equation) and the equation of motion which, in 
the SET model, is merely an expression for tunnel rates between neighboring sites. 

The system that we study is depicted in Fig. 1. This is a well-studied array of tunnel junctions [2] in 
one dimension connecting a source and drain, where each island between two junctions has an assumed 
capacitance to ground Cg and where the tunnel junctions themselves have capacitance C. The electrostatic 
state of the system is determined by specifying the source and drain potentials, Vs and Vd resp., and the 
charges on the islands, qi = ent + qiQ where the mobile charges are integer multiples of e and where the 

'E-mail: stopa@wsi.tum.de 
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background charges g,o are continuous. Kirchoff's laws for the array (Fig. 1) can be applied to immediately 
obtain as expression for the island potentials 0; in terms of the charges [2], 

C[2<pi - (pi+\ - cpi-\] + Cg4>i = qi (1) 

where <f>o = Vs and <J>N+\ = V</. As discussed by Bakhvalov et al. [2], charges in the arrays are dressed 
by polarization clouds, the combinations being called 'solitons', with a width X = ^JC/Cg. We introduce a 
physical length to the array L = N Ax and take the limit of eqn (1) as Ax —>• 0 and N —»• oo. We demand 
that L and the soliton length as a fraction of L remain constant. We also take p(x) = qt/Ax constant. There 
is still freedom in taking the limit, which we fix by demanding that e = C Ax, the dielectric constant, also 
remain finite in the limit. The resulting equation is 

d2(p(x) 

dx2 kL(j){x) =  , (2) 

where the inverse screening length is k = JCg/Ax2C. 

The rate at which electrons tunnel from island i to neighboring island / + 1 is expressed, in the low- 
temperature limit, as [1] 

ru+l=-^—AE&(-AE), (3) 

where AE is the change in the total energy associated with the tunneling event. Here Rj is the junction 
resistance which incorporates the barrier tunneling matrix elements as well as the densities of states of the 
islands. Note that the tunneling rate is zero if the energy change is positive. In the continuum limit we perform 
a canonical transformation from the island occupancies «, to the soliton positions XJ . The tunneling rates then 
become, in the limit, soliton velocities 

1 
^*(W>. (4) 

where we have scaled the velocity with the step length and where 11 = RT/AX is held constant as the limit 
is taken. 

If we ignore the contribution from the background charge for simplicity, the total free energy ('free' be- 
cause the work from the power supplies is included) is 

M 1 1 IVI 

£(M) = 2^e4,ixJ) ~ 2{QsVs + QdVd) ■mseVs -mdeVd, (5) 

where Qs and Qd are the charges on the source and drain leads and ms and rtid are the number of electrons 
which have (by definition) entered the array from the source and drain, respectively. There are, by assumption, 
a total of M solitons, but this number obviously changes as charges enter and leave the array. 
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Equations (2), (4) and (5) are solved self-consistently and represent the motion of a collection of over- 
damped, interacting particles undergoing gradient flow. In contrast to the normal case, however, E is the 
total, interacting free energy of the system, rather than an externally imposed potential. 

We have only used the assumption that the particle motion proceeds via tunneling in eqn (4) where we 
find that the velocity is proportional to the energy gradient. Thus, we may re-interpret the proportionality 
constant as a reciprocal mass-viscosity, l/my or, via Einstein's relation, we may write 

D 

kßT 
VX£({X;}), (6) 

where D is the diffusion constant of the particles. In summary, we have shown that the SET model calculation 
of electrons propagating through an array of tunnel junctions is equivalent to a discrete approximation to the 
motion of overdamped, interacting diffusive particles. 

In Fig. 2 we show the current voltage (/-V) characteristics for sample arrays consisting of N = 20, 
60 and 120 islands. The capacitances and resistances are scaled as described above. Clearly this results in 
the characteristics for the three cases being essentially the same, although for N = 20 there is still slight 
deviation due to the discreteness of the system. We also exhibit in Fig. 2 the I-V characteristic for the 
motion of a continuous charged fluid through a constriction as computed through a self-consistent drift- 
diffusion formalism [3]. An approximate mapping has been employed between the parameters of the SET 
model (diffusion constant, capacitances) and those of the drift-diffusion model (diffusion constant, mobility, 
dielectric constant). While the order of magnitude of the resulting currents are approximately the same, there 
is some residual difference in the shape of the characteristics. In the future we wish to make the mapping 
between drift-diffusion and SET more rigorous. Since SET is distinct in that it considers discrete charges, 
rather than a continuum fluid, the numerical disparity between the two models is expected to directly reflect 
the single-charge behaviour of the system in question. 

In conclusion, we have examined the scaling properties of the electrostatic and kinematic equations of the 
model for single-electron tunneling in arrays of tunnel junctions. We have shown that in the continuum limit 
the equations reduce to a description of a collection of particles moving interactively in a viscous medium. 
The potential gradient to which they respond is the total interacting free energy which, for one dimension, 
can be evaluated very easily when the full Poisson equation is replaced by a capacitance matrix, as is standard 
in SET 
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Cooper pair tunneling in voltage-biased superconducting C-SET structure is discussed with 
emphasis on the electromagnetic environment effect based on the self-consistent micro- 
scopic theory of Coulomb blockade in C-SET. It is shown that coherent Cooper pair tun- 
neling survives only in the low impedance limit where charge fluctuation is large, while 
incoherent Cooper pair tunneling survives in both low- and high-impedance limits. 
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1. Introduction 

Tunneling in ultrasmall Josephson double junction is one of the current exciting topics in this field. Co- 
herent charge states realized by coherent Cooper pair tunneling in S-SET (superconducting C-SET) is con- 
sidered to be used as q-bits in quantum computing [1]. Physics of this system is normally discussed by two 
parameters Ej/Ec and a = Rq/Rqp (Ey. Josephson coupling energy, Ec = e2/2C: charging energy, Rqp-. re- 
sistance for quasi-particle tunneling and Rq = 2e2/h). However, in order to discuss physics due to Coulomb 
blockade (CB), consideration of electromagnetic environment effect (EMEE), which can be specified by the 
parameter Ha>j/Ec (fkoj :energy of electromagnetic environmental mode), is inevitably important even in the 
double junctions [2]. We first propose the self-consistent microscopic theory of S-SET for arbitrary envi- 
ronmental impedance. Based on the model we then discuss the effect of CB on Cooper pair tunneling with 
emphasis on the electromagnetic environment effect while the effect of a is not explicitly considered in this 
paper (Fig. 1). 

f Also at: Department of Physical Science, Graduate School of Human Culture, Nara Women's University, Kitauoya- 
Nishimachi, Nara 630-8506, Japan 
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Fig. 1. Competition between Coulomb blockade and Cooper pair tunneling. 
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,(i) Fig. 2. Voltage-biased S-SET. Rj , C, are tunnel resistance and capacitance of the junction i and Q, is the charge induced on the 

electrode i with chemical potential ßj. Cj; = 5Zf=i Q and C = C1C2/CJ;. Z,-(<u) = i'<uZ.,- etc., for simplicity. 

2. Hamiltonian of S-SET 

We consider the voltage-biased ultrasmall Josephson double junctions with external circuit as shown in 
Fig. 2. Hamiltonian of the system is then of form H = H0 + Hj. Ho consists of 

We,=     £ 
1 = 1,2,3,1 Jfccr /t 

Wenv = E(^^^2 + ^-ß}n.l'    [ßJ.^]=IW,/'     etc. 
J'=l 

2LE     TJ        2C 

Hc = (q/e-nc)
2,    U = e2/2CL ,    wc = - £ C/ V,/e + eVc/{W) 

7 = 1 

(1) 

(2) 

(3) 
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Note that nc includes the chemical potential of the island and should be determined self-consistently by 
current continuity condition, I\ + h = 0. Canonical transformation from (gi, <Pi) to {Q't, q>[) was made to 
diagonalize Hem. Note that Q3 is related to island charge q as Q'3 = --s/CjCz-q. Therefore ß3 is a quantized 
charge since q is quantized as q\m) = me\m) (m:integer) in contrast to Q\ and Q'2 which have continuous 
eigenvalues. Correlation functions of $[ (i = 1, 2) and <p3 describe EMEE and charged states of the island, 
respectively. Note that as the increase in degrees of freedom gives rise to more than one environmental mode 
which leads to the modification of EMEE. V/t is also the transformation of V,j = -(/*,■ — ß\)/e. Tunneling 
Hamiltonian is then expressed as 

^T=£ \j:^e/h^^^4i+h,. (4) 
i'=l   ykk'a 

where /c,- = C/Ct and i; is the transformation matrix for diagonalization [3]. 

3. Cooper pair tunneling 
3.1. Coherent Cooper pair tunneling 

For E]/EC^>1, coherent Cooper pair tunneling caused by the ordinary Josephson tunneling processes is 
expected. In this regime CB is not so effective since quantum fluctuation in number is large, so we should 
not use \m) for evaluating correlation function of <p3. Instead, the phase fixed state |<p3) = ^mcm\m) 

(cm:normalization constant) should be used. Since tunneling processes are proportional to Tw-l-k1 or 

(0*T(0* 
k_k,, the current through junction i(= 1,2), IQQPJ then contains the following phase correlation func- 
<r(env)      -     /„„„r-i-:„/fcV^ nr.. ' u\\ „„„f_i_:„ /* sr HT:. 1 ni\\\ „„^    <r(I) 

i,± tions: jj^ = (exp{±ie/?i£.;=i,2 ■sf^imjV'j^)} exp{±ie/ftE;=i,2 yfirir^i(P'j^))naN 
and ^ 

= (^3! exp{±ie/h«jKir)i3(p'3(t)} e\p{±ie/h^/iciriii^(t')}\<p'3). In the high-impedance limit (RTL:Ec/tküj » 

1) and intermediate-impedance limit (HL:7ia>i » Ec » fuoi), IQQPT 
= 0, since J^£v) = 0. It is natural, 

since phase fluctuation is very large in HIL and IIL. In the low-impedance limit (LTL:EC/HCDJ <£ 1), on the 

other hand, Z^CPT survives and is reduced to (2e/H)E) sin(j>i (0/ =0/ — 6j, A,- = |A,|e,e') at pn — pu\ = 0 
(zero bias on the ith junction) for U = 0 (no CB) and |A,| = |A/|. This is a direct consequence of the fact 
that the number fluctuation at outer electrodes is very large in LIL. 

3.2. Incoherent Cooper pair tunneling 

3.2.1. Lowest-order tunneling 

Let us consider the regime Ej/Ec <§C 1. In this regime the quantum fluctuation of the charge is very small, 
so the charged state of the island can be described by \m). Therefore, the Josephson current proportional to 
E] is strictly forbidden since {m\e±le/h^m'p;$e±le/h^im'('3 \m) = 0 due to the number conservation. 

3.2.2. Higher-order tunnelings 

Obviously the higher-order Cooper pair tunneling processes must be considered [5]. The lowest non- 
vanishing contribution is of form 

*h      ft2      ft-$ 
dt2<it2,dt4 AD 

iICCPT tf -00 J—oo J—( 

<Tr{e-"w°([ [ [7d\h), H{S>{t2) ], H^(t3) ], W^fa)! 
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+[[[W?)(ri),K?')t(r2)],H
(,')(r3)],W?)t(r4)] 

+l[[n^(ti),n^(t2)in(i)Ht3)m(4)(t4)])}/TT{e-^}. (5) 

Typical contribution from eqn (5) is written down, in LIL and HIL, as 

12   f°° dEt 

ft V47r27  „fr'oo^ + A^Cnc)] 
i-r IM. /" 

e=i,i Rj   ^lA« 1 ,/£2-|A«. / 

2 
,,y^ [e(vi)/(£,-)-e(-vi)(i-/(£.-))][g(v2)/(£/)-e(-v2)(i-/(g/))] 

v=±l A{m\nc)-(v\Ei+v2Ej) 

(6) 

where /(£^) is the Fermi distribution function for quasiparticle with energy E in electrode I, 8(x) step 
function, A^(nc) = E^+2U(m - 8nc) + ßj-m, Snc = nc-[nc+ 1/2J (|_xj: the greatest integer less 

than or equal to x) and Eg' = J7 in LIL or £c J2j=i,2 "irfj + U in HIL, respectively. Note that there is 
neither phase dependence nor time dependence. This is due to the fact that tunneling processes such as 
T^T^') ,,T^]*T^1}* ., only give rise to matrix elements proportional to the time difference and |A; Aj|2. 

Therefore, it is not adequate to start from Hamiltonians of form £j cos (p + Hj [4], since the lowest-order tun- 
neling which depends on (p does not exist. Dominant contribution is given at resonant condition A,ln (nc) = 0, 
which can be satisfied with certain sets of (V = V\ - V2, V3) for given m. For A,- = Ai, at low temperatures, 
4XPT~ (2e/?i)£jtanh2 (ß\A\/2)/E^ for (V, V3) satisfying \pj - ß,\/e ~ Ef/e. The present theory 
provides a more fundamental starting point to discuss the Cooper pair tunneling of this system. 

4. Summary and discussions 

We proposed a theory which can treat both coherent and incoherent Cooper pair tunnelings in S-SET 
for arbitrary environmental impedance. It was shown that coherent Cooper pair tunneling exists only at the 
low-impedance limit, while incoherent Cooper pair tunneling survives in the entire region from high- to low- 
impedance limits. It should be noted that, to discuss the latter, a microscopic Hamiltonian is needed since 
the lowest-order Cooper pair tunneling is strictly forbidden. To incorporate the effect of energy dissipation 
explicitly, quasi-particle tunneling should be also taken into account. Furthermore, to discuss the current- 
voltage characteristics of the system, the current continuity conditions are explicitly considered for various 
tunneling schemes such as successive Cooper pair tunnelings and Josephson-quasiparticle cycle tunneling 
etc. Studies along such directions will be reported elsewhere. 
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