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The problem of calculating airplane stability parameters from the aircraft response to an arbitrary disturbance is considered. To calculate the coefficients of the linear differential equation which describes the airplane transient response, application is made of a classical least-squares curve fitting method.

It is shown that the method is applicable, although somewhat cumbersome, when the input is an arbitrary function of time. Certain inputs are demonstrated to lead to simplification in the application of the method. Examples are given illustrating the means of using the method and showing its practicability.

Finally, an appendix, in which Prony's method and a generalization thereof appears, is presented.

INTRODUCTION

The determination of the stability and control parameters of a dynamical system from its measured response has been a subject of increasing importance and interest, both from the standpoint of basic aerodynamic research and automatic stabilization of airplanes. This problem is essentially one of curve fitting and may be stated as follows: Given the time history of an airplane response to a known transient disturbance, and assuming a certain form of linear differential equation with constant coefficients describing the relation between response and disturbance, required to find the coefficients of this differential equation such that the sum of the squares of the differences between the given response and the one corresponding to the differential equation is a minimum.
A number of methods for the solution of this problem have been advanced by others and are noted in reference 1. However, these methods do not apply the least squares principle in the correct sense described above.

The method presented herein involves obtaining the solution of the differential equation in a form amenable to rigorous application of the method of least squares and such that a completely arbitrary input may be treated. A number of means are available for the fitting of a function in this form by least squares. The solution by means of a Taylor's series expansion seemingly gives good results and is used throughout this paper.

Considerable simplification of the method is possible when free oscillation data are available or when the input can be exactly or at least closely represented by a function the analytical form of which is known. Solutions for a pulse, a step, or a ramp input are given in detail or are indicated. The general solution for an arbitrary input is also included.

Selected examples of different inputs applied to the same physical system (airplane) are presented, which illustrate the different means of applying the method.

The report has been so organized that the engineer who is not interested in the derivation of the formulas used may read the first section of the report entitled "Statement of the Problem" and proceed from there directly to the section on examples.

METHOD OF ANALYSIS

Statement of the Problem

Consider a quantity \( q_m(t) \) which has been measured at a set \( \{ t_i \}, i = 0, 1, \ldots, V-1 \) of \( V \) values of \( t \). Suppose the initial conditions on \( q_m \), obtained from the experimental data, are

\[
\begin{align*}
q_m(0) &= q_0 \\
\left( \frac{dq_m}{dt} \right)_{t=0} &= q_0 \\
\cdots \\
\left( \frac{d^{n-1} q_m}{dt^{n-1}} \right)_{t=0} &= q_0^{(n-1)}
\end{align*}
\]

(1)

where \( n \) is determined below.
A physical interpretation of these quantities may be had by considering the data $q_m(t)$ as a time history of the pitching velocity of an airplane in response to an elevator deflection $F(t)$.

Consider next the differential equation

$$P_0(D)q(t) = P_1(D)F(t)$$

(2)

where $D$ is the operator $d/dt$, $P_0 = D^n + a_{n-1}D^{n-1} + \ldots + a_0$ and $P_1 = C_mD^n + C_{m-1}D^{n-1} + \ldots + C_0$ are two polynomials in $D$, and $F(t)$ is a known forcing function. Consider the set of all possible solutions of this differential equation obtained by varying the constants $a_i$ and $C_j$. Let $q_c(t)$ be that solution of equation (2) for which

$$M = \sum_{i=0}^{v-1} [q(t_i) - q_m(t_i)]^2$$

(3)

is a minimum, and subject to the same initial conditions as $q_m$

$$\begin{align*}
q_c(0) &= q_0 \\
\left(\frac{dq_c}{dt}\right)_{t=0} &= q_0 \\
\ldots \\
\left(\frac{d^{n-1}q_c}{dt^{n-1}}\right)_{t=0} &= q_0^{(n-1)}
\end{align*}$$

(1a)

It is then desired to find those values of the $a_i$ and the $C_j$ which correspond to $q_c$. These values will be unique, since to each set of these constants there corresponds one and only one solution of the differential equation if the initial conditions are determined.

In most practical problems, $m$ is less than $n$, and this assumption will be made throughout this paper. The extension of the method described herein to the case where $m$ is equal to or greater than $n$ should be clear.
Let $\lambda_1, \lambda_2, \ldots, \lambda_n$ be the zeros of the polynomial $P_0(D)$. It is now assumed that $\lambda_i \neq \lambda_j, \ i \neq j$. The extension of the following solution to the case where not all the $\lambda_i$ are distinct can be found in any textbook on elementary differential equations and needs not be included here (reference 2). It is well known that if

$$P_0'(D) = \frac{d}{dD} P_0(D)$$

the solution of equation (2) is

$$q(t) = \sum_{j=1}^{n} \left\{ e^{\lambda_j t} \left[ A_j + \frac{P_1(\lambda_j)}{P_0'(\lambda_j)} \int_{0}^{t} e^{-\lambda_j \tau} F(\tau) d\tau \right] \right\}$$

(4)

where the constants $A_j$ are functions of the initial conditions $q(0)$, $q'(0)$, $\ldots$, $(\frac{d^{n-1} q}{dt^{n-1}})_{t=0}$, $F(0)$, $\left( \frac{dF}{dt} \right)_{t=0}$, $\ldots$, $\left( \frac{d^{m-1} F}{dt^{m-1}} \right)_{t=0}$, and of the constants $C_1, C_2, \ldots, C_m$. The method described in this paper consists of fitting $q(t)$, by a least squares procedure, to a function of the form (4). Several methods for fitting such a function may be found in the literature. In this report the classical device of linearization and iteration by means of a Taylor's series (reference 3, p. 214) is used. Therefore, a detailed study of this linearization follows, but it must be understood that it is in no way essential to the method. Fitting by steepest descents (reference 4), for example, could be used in place of the Taylor's series iteration. The mechanics of this iteration are cumbersome in the general case. They will, therefore, be described for particular cases, thus, it is hoped, making the method clear for any special case which may arise.

Formulation of the Method When Free Oscillation Data Are Available

The method.- Suppose there exists a $T$ such that $F(t)=0$ for all $t \geq T$. Then, for $t \geq T$, the expression

$$\left[ A_1 + \frac{P_1(\lambda_j)}{P_0'(\lambda_j)} \int_{0}^{t} e^{-\lambda_j \tau} F(\tau) d\tau \right]$$

occurring in equation (4) is constant. Call this constant $B_j$. 


Then for \( t \geq T \)

\[
q(t) = \sum_{j=1}^{n} B_j e^{\lambda_j t}
\]  

(5)

By some means (see e.g., reference 1), first approximations to the constants occurring in equation (6) are found. Let \( B_1(o), B_2(o), \ldots, B_n(o), \lambda_1(o), \lambda_2(o), \ldots, \lambda_n(o) \) be the approximations to \( B_1, B_2, \ldots, B_n, \lambda_1, \lambda_2, \ldots, \lambda_n \), respectively. The function \( q(t) \) is now expanded by means of a Taylor series about the "point"

\[
\left[ B_1(o), \ldots, B_n(o), \lambda_1(o), \ldots, \lambda_n(o) \right]
\]

with all terms of order higher than the first omitted. From equation (5),

\[
\frac{\partial q}{\partial B_1} = e^{\lambda_1 t}, \quad \frac{\partial q}{\partial \lambda_1} = B_1 t e^{\lambda_1 t}, \quad i = 1, \ldots, n
\]

Denote the values of \( q, \frac{\partial q}{\partial B_1}, \frac{\partial q}{\partial \lambda_1} \) at the "point" \( \left[ B_1(o), \ldots, B_n(o), \lambda_1(o), \ldots, \lambda_n(o) \right] \) by \( q(o), \left( \frac{\partial q}{\partial B_1} \right)(o), \left( \frac{\partial q}{\partial \lambda_1} \right)(o) \), respectively. Then by Taylor's theorem, omitting all higher order terms,

\[
\Delta q = \sum_{i=1}^{n} \left( \frac{\partial q}{\partial B_1} \right)(o) \Delta B_1 + \sum_{i=1}^{n} \left( \frac{\partial q}{\partial \lambda_1} \right)(o) \Delta \lambda_1
\]  

(6)

where

\[
\Delta q = q - q(o)
\]

\[
\Delta B_1 = B_1 - B_1(o)
\]

\[
\Delta \lambda_1 = \lambda_1 - \lambda_1(o)
\]

\( i = 1, \ldots, n \)
Therefore, from equation (6)

\[ \Delta q = \sum_{i=1}^{n} e^{\lambda_1(0)t} \left[ \Delta B_i + B_i(0) t_1 \Delta \lambda_i \right] \]

(7)

The desired equations which lead to the minimization of

\[ M = \sum_{i=0}^{n-1} \left[ q(t_i) - q_m(t_i) \right]^2 \]

may now be found as follows: Let

\[ \Delta q_m = q_m - q(o) \]

Then

\[ M = \sum_{i=0}^{n-1} \left[ \Delta q(t_i) - q_m(t_i) \right]^2 \]

The equations for the increments then become

\[
\begin{align*}
\frac{\partial M}{\partial (\Delta B_i)} &= 0 \\
\frac{\partial M}{\partial (\Delta \lambda_i)} &= 0
\end{align*}
\]

(8)

\[ i=1, \ldots, n \]

Since the expression (7) for \( \Delta q \) is linear in \( (\Delta B_i) \) and \( (\Delta \lambda_i) \), the equations (8) will be precisely those found when fitting redundant data to a linear function by least squares (reference 3, pp. 209-211). Equations (8) are solved for the increments \( \Delta B_i \) and \( \Delta \lambda_i \), and the resulting values are added to \( B_i(o) \) and \( \lambda_i(o) \), respectively, to give the second approximation.

The iteration process by means of Taylor's expansions is now repeated until two successive iterations give the same values for the parameters to the desired number of significant figures.
It is of course true that in many cases, especially those in which very good data are available, no such Taylor series expansion is necessary, Prony's method (appendix A) giving sufficiently accurate values of the parameters. Examples have been found, however, where Prony's method did not lead to sufficiently good values, and the Taylor series was essential.

Final calculation of the coefficients of $P_0(D)$ and $P_1(D).$— All that now remains for the problem to be completely solved is the computation of the coefficients of $P_0(D)$ and $P_1(D)$ from the calculated values of $B_i$ and $\lambda_i.$

Since $P_0(D) = D^n + a_{n-1} D^{n-1} + \ldots + a_0,$ and since $\lambda_1, \ldots, \lambda_n$ are the zeros of this polynomial,

\[
\begin{align*}
a_{n-1} &= - \sum_{i=1}^{n} \lambda_i \\
a_{n-2} &= \sum_{i,j=1}^{n} \lambda_i \lambda_j \\
&\quad \text{for } i < j \\
\cdots &\cdots \\
a_0 &= (-1)^n \prod_{i=1}^{n} \lambda_i 
\end{align*}
\]  

(Reference 5, p. 29).

The constants $B_i$ were defined as follows:

\[
B_i = A_i + \frac{P_1(\lambda_i)}{P_0'(\lambda_i)} \int_0^T e^{-\lambda_i t} F(t) dt
\]

where $T$ is that value of $t$ where free oscillation begins. It is well known that the $A_i$ may be solved for as functions of the constants $C_1, \ldots, C_m.$ The integrals occurring in the definition of $B_i$ can now be found graphically since $\lambda_i$ and $F(t)$ are known. There are, therefore, $n$ equations in the $m-1$ unknowns $C_0, \ldots, C_m.$ (The
coefficients of $P_1$). It was assumed that $m$ is less than $n$. Therefore, $m-1$ is not greater than $n$. If $m-1$ is equal to $n$, the number of equations is equal to the number of unknowns, and the constants $C_i$ may be determined. If $m-1$ is less than $n$, a least square procedure for solving redundant linear equations may again be used (reference 3, pp. 209–211).

The Method for a Second–Order System

A case of great practical interest in aerodynamics is that of the second order, and in the present section this case will be treated in detail. A second–order system is one in which equation (1) becomes

$$(D^2 - a_1D - a_0) q(t) = (C_1 D - C_0) F(t)$$

An example of such a second–order system which occurs in aerodynamics may be obtained by letting $q$ be the response in pitching velocity to an elevator input $F(t)$. In this case (reference 1),

$$a_1 = \frac{L_{\alpha}}{mV_0} - \frac{M_{\alpha}}{I_y} - \frac{M_{\alpha}}{I_y}$$

$$a_0 = -\frac{L_{\alpha}}{mV_0} \times \frac{M_{\alpha}}{I_y} - \frac{M_{\alpha}}{I_y}$$

$$C_0 = \frac{M_{\alpha}}{I_y} \times \frac{I_{\alpha}}{mV_0} - \frac{M_{\alpha}}{I_y} \times \frac{I_{\alpha}}{mV_0}$$

$$C_1 = \frac{M_{\alpha}}{I_y} - \frac{I_{\alpha}}{mV_0} \times \frac{M_{\alpha}}{I_y}$$

where

$m$ mass of airplane

$V_0$ trim velocity of airplane

$I_y$ pitching moment of inertia
L  lift force
M  pitching moment
δ  elevator input  F(t)
α  angle of attack

\[ \dot{\alpha} = \frac{d\alpha}{dt} \]

\[ L_0 = \frac{\partial L}{\partial \delta} \]
\[ L_\alpha = \frac{\partial L}{\partial \alpha} \]
\[ M_\beta = \frac{\partial M}{\partial \beta} \]
\[ M_\alpha = \frac{\partial M}{\partial \alpha} \]
\[ M_\delta = \frac{\partial M}{\partial \delta} \]
\[ M_\alpha = \frac{\partial M}{\partial \alpha} \]
\[ M_\delta = \frac{\partial M}{\partial \delta} \]

The general solution of \((D^2 + a_1D + a_0)q = (C_1D + C_0)F\) may be obtained from equation (4) which becomes, if \(\lambda_1\) and \(\lambda_2\) are the roots of \(x^2 + a_1x + a_0 = 0\),

\[ q = A_1e^{\lambda_1 t} + A_2e^{\lambda_2 t} + \frac{C_1\lambda_1 + C_0}{\lambda_1 - \lambda_2} e^{\lambda_1 t} \int_0^t e^{-\lambda_1 \tau} F(\tau) d\tau + \frac{C_1\lambda_2 + C_0}{\lambda_2 - \lambda_1} e^{\lambda_2 t} \int_0^t e^{-\lambda_2 \tau} F(\tau) d\tau \]

Differentiating, an expression for \(\dot{q} = \frac{dq}{dt}\) may be found, and letting \(t=0\), it may be seen that

\[ A_1 + A_2 = q(0) \]
\[ A_1\lambda_1 + A_2\lambda_2 = \dot{q}(0) - C_1F(0) \]
or, using equation (1a),

\[
A_1 = \frac{q_0 - q_0 \lambda_2 - C_1 F_0}{\lambda_1 - \lambda_2}
\]

\[
A_2 = \frac{q_0 - q_0 \lambda_1 - C_1 F_0}{\lambda_2 - \lambda_1}
\]

Therefore,

\[
q = \frac{\dot{q}_0 - q_0 \lambda_2 - C_1 F_0 + (C_1 \lambda_1 + C_0) \int_0^t e^{-\lambda_1 \tau} F(\tau) d\tau}{\lambda_1 - \lambda_2} e^{\lambda_1 t} +
\]

\[
\frac{\dot{q}_0 - q_0 \lambda_1 - C_1 F_0 + (C_1 \lambda_2 + C_0) \int_0^t e^{-\lambda_2 \tau} F(\tau) d\tau}{\lambda_2 - \lambda_1} e^{\lambda_2 t}
\]

(5a)

**Pulse input.**— When a pulse-type input has been applied to a second-order system, that is, when there is a \( T \) such that \( F(t) = 0 \) for all \( t \geq T \),

\[
B_1 = A_1 + \frac{C_1 \lambda_1 + C_0}{\lambda_1 - \lambda_2} \int_0^T e^{-\lambda_1 \tau} F(\tau) d\tau
\]

\[
B_2 = A_2 + \frac{C_1 \lambda_2 + C_0}{\lambda_2 - \lambda_1} \int_0^T e^{-\lambda_2 \tau} F(\tau) d\tau
\]

(10)

using the same notation as before. Then, for \( t \geq T \),

\[
q = B_1 e^{\lambda_1 t} + B_2 e^{\lambda_2 t}
\]

Suppose now, as is generally the case, that \( \lambda_1 \) and \( \lambda_2 \) are conjugate complex numbers. The form previously used for the description of the general method may still be followed in this case; however, simplifications occur if this notation is abandoned. If \( \lambda_1 \) and \( \lambda_2 \) are conjugate complex, \( B_1 \) and \( B_2 \) must be so also, since \( q \) is real. Let
\[ \lambda_1 = l + l't \]
\[ B_1 = \beta + \beta' t \]

Then

\[ \lambda_2 = l - l't, \quad B_2 = \beta - \beta' t \]

and

\[ q = 2e^{lt} (\beta \cos l't - \beta' \sin l't) \quad (12) \]

It is assumed that at this point, first approximations \( l_0, l'_0, \beta_0, \beta'_0 \) to the constants \( l, l', \beta, \beta' \), respectively, have been obtained. (See appendix A for one method for finding such approximations.)

The formulas needed for the Taylor's series iteration will now be derived. From equation (12),

\[ \frac{\partial q}{\partial l} = 2te^{lt} (\beta \cos l't - \beta' \sin l't) \]
\[ \frac{\partial q}{\partial l'} = -2te^{lt} (\beta \sin l't + \beta' \cos l't) \]
\[ \frac{\partial q}{\partial \beta} = 2e^{lt} \cos l't \]
\[ \frac{\partial q}{\partial \beta'} = -2e^{lt} \sin l't \quad (13) \]

Using a similar notation to that used in the previous section on the Taylor's series expansion,

\[ M = \sum_{i=0}^{\nu-1} \left[ \Delta q(t_i) - q_m(t_i) \right] \]

\[ = \sum_{i=0}^{\nu-1} \left[ \left( \frac{\partial q}{\partial l} \right)^{(0)} \Delta l + \left( \frac{\partial q}{\partial l'} \right)^{(0)} \Delta l' + \left( \frac{\partial q}{\partial \beta} \right)^{(0)} \Delta \beta + \left( \frac{\partial q}{\partial \beta'} \right)^{(0)} \Delta \beta' + q^{(0)} - q_m \right]^2 \]

Taking the derivatives of \( M \) with respect to \( \Delta l, \Delta l', \Delta \beta, \Delta \beta' \) and setting them equal to zero will result in the equations, the solution of which will give those values of the increments which minimize \( M \).

These equations thus become
As before, it is now assumed that this iteration is repeated until two successive iterations give the same values for the parameters to the desired number of significant figures.
The parameters \( l', l'', \beta' \) and \( \beta'' \) have thus been determined. The solution to our problem will be complete if we can, from these values, calculate \( a_0, a_1, C_0, C_1 \). From equations (9),

\[
\begin{align*}
a_1 &= \lambda_1 + \lambda_2 = 2l \\
a_2 &= \lambda_1\lambda_2 = l^2 + l'^2
\end{align*}
\]

A means of finding \( C_1 \) and \( C_0 \) must now be found. In order to accomplish this, consider

\[
\int_0^T e^{-\lambda T} F(\tau) d\tau = \int_0^T e^{-l' T} \cos l' \tau F(\tau) d\tau
\]

\[
-1 \int_0^T e^{-l' T} \sin l' \tau F(\tau) d\tau
\]

Let

\[
\sigma = \int_0^T e^{-l' T} \cos l' \tau F(\tau) d\tau
\]

Let

\[
\sigma' = \int_0^T e^{-l' T} \sin l' \tau F(\tau) d\tau
\]

Then

\[
\int_0^T e^{-\lambda T} F(\tau) d\tau = \sigma - \sigma'
\]

and since \( \lambda_2 \) is the conjugate of \( \lambda_1 \),

\[
\int_0^T e^{-\lambda_2 T} F(\tau) d\tau = \sigma + \sigma'
\]

Recalling that \( B_1 = \beta + \beta' i \), it follows from equation (4a) that
\[ \beta = \frac{(2'\sigma-2\sigma')C_1-\sigma'C_0+i'q_0}{2l'} \]
\[ \beta' = \frac{2q_0-\dot{q}_0-[i\sigma+2'\sigma'-F(0)]C_1-\sigma C_0}{2l'} \]

These equations may be solved for \( C_0 \) and \( C_1 \).

The method when the forcing function continues throughout the motion.- It is now supposed that in the given data, there is no \( T \) such that the forcing function \( F(t)=0 \) for all \( t \geq T \). In this case, the coefficient of \( e^{\lambda t} \) in the expression for \( q(t) \) given by equation (4) is no longer constant. Prony's method cannot, therefore, be used for the first approximation. The simplification which occurs in the Taylor's expansion in the previous case due to the fact that \( q(t) \) is a sum of exponentials with constant coefficients is also not present here.

There are cases, however, even when free oscillation does not occur where the present method can be applied with little difficulty. The best examples of such cases are those in which \( F(t) \) is known to have a certain analytical form. As an example, the two degrees of freedom system \((D^2 + bD + k) q(t) = (C_1D + C_0) F(t)\) may be considered, where

\[ F(t) = \begin{cases} 0, & t < 0 \\ 1, & t > 0 \end{cases} \]

the so-called "step" function.

For this input, equation (4a) becomes

\[ q = \frac{\lambda_1\dot{q}_0 - \lambda_1\lambda_2 q_0 + C_0}{\lambda_1(\lambda_1-\lambda_2)} e^{\lambda_1 t} + \frac{\lambda_2\dot{q}_0 - \lambda_1\lambda_2 q_0 + C_0}{\lambda_2(\lambda_2-\lambda_1)} e^{\lambda_2 t} + \frac{C_0}{\lambda_1\lambda_2} \] ...

where, since \( dq/dt \) is discontinuous at \( t=0 \) if \( F(t) \) is a step,

\[ \dot{q}_0 = \lim_{t \to 0^+} \frac{dq}{dt} \]

indicating that \( t \) is to approach zero through positive values only. The apparent anomaly that \( q \) is independent of \( C_1 \) is resolved in appendix B, where it is shown that

\[ \dot{q}(0^+) = \dot{q}(0^-) + C_1 F(0^+) = \dot{q}(0^-) + C_1 \]
First approximations to the constants

\[
B_1 = \frac{\lambda_1 q(0^+)-\lambda_1 \lambda_2 q_0+C_0}{\lambda_1(\lambda_1-\lambda_2)} = \frac{\lambda_1 q(0^-)-\lambda_1 \lambda_2 q_0+C_1 \lambda_1+C_0}{\lambda_1(\lambda_1-\lambda_2)}
\]

\[
B_2 = \frac{\lambda_2 q(0^+)-\lambda_1 \lambda_2 q_0+C_0}{\lambda_2(\lambda_2-\lambda_1)} = \frac{\lambda_2 q(0^-)-\lambda_1 \lambda_2 q_0+C_1 \lambda_2+C_0}{\lambda_2(\lambda_2-\lambda_1)}
\]

\[
B_3 = \frac{C_0}{\lambda_1 \lambda_2}
\]

which occur in equation (4b) can be found by a simple extension to Prony's method. (See appendix A.) A Taylor's expansion may then be applied to obtain a closer approximation.

A very important input, closely related to the step is the so-called "pseudo-step." In any physical case, an exact step can never be obtained for an input. The input will always have a certain finite slope near \(t=0\); there may also be a certain amount of overshoot or, reciprocally, the input may undershoot its steady state value. Any input which rapidly (but not instantaneously) attains a constant nonzero value will be called a pseudo-step. Suppose then that \(F(t)\) is such a function. Then there is a value \(T\) such that \(F(t)\) is a constant for all \(t \geq T\). Suppose this constant is \(c\). Let this function be applied to the second-order system \((D^2 + a_1 + a_0) q(t) = (C_1 D + C_0) F(t)\). The response in \(q\) is then given by equation (4a). It is here assumed for simplicity that the initial conditions \(q(0)\) and \(\dot{q}(0)\) are both zero; \(F(0)\) is also zero. Then

\[
q(t) = \frac{C_1 \lambda_1 + C_0}{\lambda_1 - \lambda_2} e^{\lambda_1 t} \int_0^t e^{-\lambda_1 \tau} F(\tau) d\tau + \frac{C_1 \lambda_2 + C_0}{\lambda_2 - \lambda_1} e^{\lambda_2 \tau} \int_0^t e^{-\lambda_2 \tau} F(\tau) d\tau
\]

For \(t \geq T\),

\[
q(t) = \frac{C_1 \lambda_1 + C_0}{\lambda_1 - \lambda_2} e^{\lambda_1 T} \left[ \int_0^T e^{-\lambda_1 \tau} F(\tau) d\tau + \int_T^t e^{-\lambda_1 \tau} F(\tau) d\tau \right] + \frac{C_1 \lambda_2 + C_0}{\lambda_2 - \lambda_1} e^{\lambda_2 T} \left[ \int_0^T e^{-\lambda_2 \tau} F(\tau) d\tau + \int_T^t e^{-\lambda_2 \tau} F(\tau) d\tau \right]
\]
\[
\int_T^\infty e^{-t} F(t) dt \text{ is constant and since } F(t) \text{ is constant for } t \geq T, \text{ and }
\int_T^\infty e^{-t} F(t) dt \text{ may be evaluated.}
\]

Let

\[
\frac{c_1 + c_2}{\lambda_1} = G_1, \quad \frac{c_1 + c_2}{\lambda_2} = G_2,
\]

\[
\frac{c_1 + c_2}{\lambda_1} \int_T^\infty e^{-t} F(t) dt = H_1, \quad \frac{c_1 + c_2}{\lambda_2} \int_T^\infty e^{-t} F(t) dt = H_2
\]

Then \( G_1, G_2, H_1, H_2 \) are constants, and

\[
q(t) = H_1 e^{\lambda_1 t} + G_1 \left[ e^{\lambda_1 (t-T)} - 1 \right] + H_2 e^{\lambda_2 t} + G_2 \left[ e^{\lambda_2 (t-T)} - 1 \right]
\]

\[
= \left( H_1 + \frac{G_1}{e^{\lambda_1 T}} \right) e^{\lambda_1 t} + \left( H_2 + \frac{G_2}{e^{\lambda_2 T}} \right) e^{\lambda_2 t} - (G_1 + G_2)
\]

Thus \( q(t) \) is the sum of two exponentials plus a constant. First approximations may now be found by the extension to Prony's method given in appendix A, and Taylor's series expansions may be used to improve these values.

Another simple example which may be considered is that where

\[
F(t) = \begin{cases} 0, & t < 0 \\ 1, & t \geq 0 \end{cases}
\]

In this case the response of the second-order system would be

\[
q = \gamma_1 e^{\lambda_1 t} + \gamma_2 e^{\lambda_2 t} - (\gamma_1 \lambda_1 + \gamma_2 \lambda_2) t - (\gamma_1 + \gamma_2)
\]

if

\[
q(0) = \dot{q}(0) = 0
\]

where

\[
\gamma_1 = \frac{c_1 + c_2}{\lambda_1 (\lambda_1 - \lambda_2)}, \quad \gamma_2 = \frac{c_1 + c_2}{\lambda_2 (\lambda_2 - \lambda_1)}
\]
A first approximation may be found by several means, the derivative method (see example 3) being only one of these. Again, Taylor's series may be applied to improve these values.

In the most general case, where $F(t)$ is only known graphically or tabularly, the method can still be applied; there is a certain amount of added labor involved, but in case such an example should occur, the method for this general case is outlined below. It is to be noted that this general case is better suited to computation with a high-speed electronic computer than it is to manual computation. However, it may certainly be applied manually.

The entire method proceeds from equation (4). It is assumed that the given differential equation has been solved for $q$ in this form.

**Step 1.**— By some means, a first approximation to the parameters must be found (several such methods may be found in reference 1).

**Step 2.**— The function $q(t)$ is expanded in a Taylor's series, all terms of order higher than the first being omitted. Herein lies most of the computation, since $\int_0^t e^{-\lambda_1 \tau} F(\tau) d\tau$ must be found graphically as a function of $t$.

As an example, consider again the second-order case $(D^2 + a_1 D + a_0) q(t) = (C_1 D + C_0) F(t)$, where $F(t)$ is given graphically. It is assumed for simplicity that

$$F_0 = q(0) = \dot{q}(0) = 0$$

Then, using the same notation as before, $A_1 = A_2 = 0$, and $q(t)$ is simply the particular integral:

$$q(t) = \frac{C_1 \lambda_1 + C_0}{\lambda_1 - \lambda_2} e^{\lambda_1 t} \int_0^t e^{-\lambda_1 \tau} F(\tau) d\tau + \frac{C_1 \lambda_2 + C_0}{\lambda_2 - \lambda_1} e^{\lambda_2 t} \int_0^t e^{-\lambda_2 \tau} F(\tau) d\tau$$

The computations (especially when it comes to taking derivatives for use in the Taylor series) are greatly simplified by the substitution

$$B_1 = \frac{C_1 \lambda_1 + C_0}{\lambda_1 - \lambda_2} \quad B_2 = \frac{C_1 \lambda_2 + C_0}{\lambda_2 - \lambda_1}$$

The problem is then restated as follows:

To find the best fit for $q(t)$ to a function of the form

$$q(t) = B_1 e^{\lambda_1 t} \int_0^t e^{-\lambda_1 \tau} F(\tau) d\tau + B_2 e^{\lambda_2 t} \int_0^t e^{-\lambda_2 \tau} F(\tau) d\tau$$
Minimization of $M = \Sigma_1(q_c - q_m)^2$ with respect to $\beta, \beta', l, l'$, (where $\beta + \beta' = B_1, \beta - \beta' = B_2, l + l' = \lambda_1, l - l' = \lambda_2$) is equivalent to minimization with respect to $C_1, C_0, a_1,$ and $a_0$, which is the desired minimization. The method now proceeds as before, with the first approximations being found and with the application of a Taylor's series.

Another means which might be employed in this general case would be to first fit $F(t)$ to some suitable function, and then find $q(t)$ as an explicit function of $t$ as was done above for the step and the ramp.

EXAMPLES

The engineer who is interested primarily in applications may read these examples immediately after reading the first section of the report entitled "Statement of the Problem."

Example I - Pulse Input

Consider the input shown in figure 1(a) applied to the second—order system

$$(D^2 + a_1D + a_0)q(t) = (C_1D + C_0)F(t)$$

(16)

The response is given in figure 1(b). The methods and formulas described previously can be used directly for this example. If $t \geq 0.4$,

$$q = B_1 e^{\lambda_1 t} + B_2 e^{\lambda_2 t}$$

(5a)

or, if $B_1 = \beta + \beta' i, \lambda_1 = l + l' i, \text{ and } t \geq 0.4$,

$$q = e^{lt} (\beta \cos l' t - \beta' \sin l' t)$$

(12)
It is now assumed that by some means first approximation $l_0, l_0', \beta_0, \beta_0'$, to $l, l', \beta, \beta'$, respectively, have been found. Prony's method (see appendix A) gives $l_0 = -0.91, l_0' = 7.02, \beta_0 = 0.3681, \beta_0' = -2.6775$.

From equation (12)

$$\frac{\partial}{\partial t} \left( \frac{q}{2} \right) = te^lt (\beta \cos l't - \beta' \sin l't)$$

$$\frac{\partial}{\partial l'} \left( \frac{q}{2} \right) = -te^lt (\beta \sin l't + \beta' \cos l't)$$

$$\frac{\partial}{\partial \beta} \left( \frac{q}{2} \right) = e^lt \cos l't$$

$$\frac{\partial}{\partial \beta'} \left( \frac{q}{2} \right) = -e^lt \sin l't$$

Prony's method, for example, may be used here. Prony's method is actually applied to this example in appendix A. An ordinary period and damping analysis (described below), which is shorter than Prony's method, may also be used. The afore-mentioned period and damping analysis proceeds as follows: The minima of $q$ lie on a curve $q = Ke^lt$, $K$ = constant. Let $q_1$ and $q_2$ be two successive minima of $q$. Then

$$\left( \frac{q_2}{q_1} \right) = e^{lt}, t = \text{period of } q \text{ (which may be found from figure 1(b))}.$$  

Therefore, $l = \frac{1}{t} \ln \left( \frac{q_2}{q_1} \right)$. As for $l'$, $l'$ is equal to $\frac{2\pi}{T}$. Then

$$q = 2e^lt (\beta \cos l't - \beta' \sin l't)$$

Fitting at any two points $t_1$ and $t_2$

$$(\cos l't_1) \beta - (\sin l't_1) \beta' = -\frac{1}{2}e^{-lt_1} q(t_1)$$

$$(\cos l't_2) \beta - (\sin l't_2) \beta' = -\frac{1}{2}e^{-lt_2} q(t_2)$$

which may be solved for $\beta$ and $\beta'$. This analysis gives $l \approx -0.9, l' \approx 7.0$. Letting $t_1 = 1.0, t_2 = 2.0$, it may be found that $\beta \approx 0.4, \beta' \approx 2.6$. 

---
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Therefore, by Taylor's theorem, omitting all higher order terms,

\[ t(\beta \cos \lambda' t - \beta' \sin \lambda' t) \Delta l - t (\beta \sin \lambda' t + \beta' \cos \lambda' t) \Delta l' + \]

\[ (\cos \lambda' t) \Delta \beta - (\sin \lambda' t) \Delta \beta' = \frac{\alpha_m}{2} e^{-\lambda t} - (\beta \cos \lambda' t - \beta' \sin \lambda' t) \]

Referring to table I where circled numbers refer to columns,

\[ \text{(17)} \Delta l = \text{(18)} \Delta l' + \text{(9)} \Delta \beta - \text{(10)} \Delta \beta' = \text{(19)} \]

Minimizing \( M \) leads to the equations (see equations (14))

\[ \Delta l \Sigma (\text{17})^2 - \Delta l' \Sigma \text{(17)} \text{18} + \Delta \beta \Sigma \text{9} \text{17} - \Delta \beta' \Sigma \text{10} \text{17} = \Sigma \text{17} \text{19} \]

\[ -\Delta l \Sigma \text{17} \text{18} + \Delta l' \Sigma \text{(18)}^2 - \Delta \beta \Sigma \text{9} \text{18} + \Delta \beta' \Sigma \text{10} \text{18} = - \Sigma \text{18} \text{19} \]

\[ \Delta l \Sigma \text{9} \text{17} - \Delta l' \Sigma \text{9} \text{18} + \Delta \beta \Sigma \text{9}^2 - \Delta \beta' \Sigma \text{9} \text{10} = \Sigma \text{9} \text{19} \]

\[ -\Delta l \Sigma \text{10} \text{17} + \Delta l' \Sigma \text{10} \text{18} - \Delta \beta \Sigma \text{10}^2 + \Delta \beta' \Sigma \text{10} \text{10} = - \Sigma \text{10} \text{19} \]

These equations give

\[ \Delta l = -0.0100 \quad \Delta l' = 0.0052 \]

\[ \Delta \beta = -0.0118 \quad \Delta \beta' = -0.0320 \]

or

\[ \lambda = -0.9200 \quad \lambda' = 7.0252 \]

\[ \beta = 0.3563 \quad \beta' = -2.7095 \]

A second iteration was now applied, and it was found that the increments were zero to four decimals.
Finally, for computing $a_1, a_0, C_1$ and $C_0$

$$a_1 = -21 = 1.84$$

$$a_0 = \ell^2 + \ell'^2 = 50.1998$$

The functions $e^{-lt} F(t) \cos \ell t$ and $e^{-lt} F(t) \sin \ell t$ are now tabulated and plotted (table II and fig. 2). These two functions must now be integrated to find $\sigma$ and $\sigma'$. It is to be noted that in this example $F(t)$ is exactly equal to $t$ for $0 \leq t \leq 0.2$, and to $(0.4 - t)$ for $0.2 \leq t \leq 0.4$, and so the integration may be done analytically. The integration may be done graphically by means of a planimeter, however, when $F(t)$ is not so clearly a perfect triangular pulse, as is usually the case. A planimeter was actually used in this example to give $\sigma = 0.00493$ and $\sigma' = 0.0405$. Equations (15) are now set up:

\[
\begin{align*}
0.280 \ C_1 + 0.00493 \ C_0 &= 38.0690 \\
0.07189 \ C_1 - 0.0405 \ C_0 &= 5.0061
\end{align*}
\]

which give $C_1 = 134.0$ and $C_0 = 114.2$, to four significant figures.

The true values of the parameters in the preceding example were

$$a_1 = 1.84$$

$$a_0 = 50.2$$

$$C_1 = 134.0$$

$$C_0 = 114.4$$

Example II - Step Input

Consider a "step" input $F(t) = \begin{cases} 0, & t < 0 \\ 1, & t > 0 \end{cases}$ applied to the system described by equation (16). The response is given by equation (4b).

From the response shown in figure 3 it may be seen that $q(0) = 0$, $\dot{q}(0-) = 0$. Then equation (4b) becomes
Let 

\[ q(t) = \frac{C_1\lambda_1 + C_0}{\lambda_1(\lambda_1 - \lambda_2)} e^{\lambda_1 t} + \frac{C_1\lambda_2 + C_0}{\lambda_2(\lambda_2 - \lambda_1)} e^{\lambda_2 t} + \frac{C_0}{\lambda_1 \lambda_2} \]

Then, using the same notation as before, with \( \lambda_1 = l + l'i \), \( \lambda_2 = l - l'i \), 
\( \lambda_1 + \lambda_2 = -a_1 \), \( \lambda_1 \lambda_2 = a_0 \),

\[ B_1 = \frac{C_1\lambda_1 + C_0}{\lambda_1(\lambda_1 - \lambda_2)} \]

\[ B_2 = \frac{C_1\lambda_2 + C_0}{\lambda_2(\lambda_2 - \lambda_1)} \]

\[ B_3 = \frac{C_0}{\lambda_1 \lambda_2} \]

Let \( B_1 = \beta + \beta'i \). Then \( \beta = -\frac{C_0}{2a_0} \), \( \beta' = -\frac{C_1a_0 + C_0}{2l's_0} \). But \( B_3 = \frac{C_0}{a_0} \).
Therefore, \( B_3 = -2\beta \). Then \( \frac{q}{2} = e^{lt} (\beta \cos l't - \beta' \sin l't) - \beta \).

First approximations may now be found by the extension to Prony's method described in appendix A or by a generalization of the ordinary period and damping analysis. For simplicity, this period and damping method was used to give \( l_0 = -0.91 \), \( l_0' = 7.0 \), \( \beta_0 = -1.11 \), \( \beta_0' = -9.7 \).
The Taylor's expansion is now applied

\[ \frac{q}{2} = e^{lt} (\beta \cos \omega t - \beta' \sin \omega t) - \beta \]

\[ \frac{\partial}{\partial \omega} \left( \frac{q}{2} \right) = te^{lt} (\beta \cos \omega t - \beta' \sin \omega t) \]

\[ \frac{\partial}{\partial \omega'} \left( \frac{q}{2} \right) = -te^{lt} (\beta \sin \omega t + \beta' \cos \omega t) \]

\[ \frac{\partial}{\partial \beta} \left( \frac{q}{2} \right) = e^{lt} \cos \omega t - 1 \]

\[ \frac{\partial}{\partial \beta'} \left( \frac{q}{2} \right) = -e^{lt} \sin \omega t \]

Therefore,

\[ \frac{q}{2} = \left[ e^{lt} (\beta \cos \omega t - \beta' \sin \omega t) - \beta \right] + \left[ te^{lt} (\beta \cos \omega t - \beta' \sin \omega t) \right]^2 + \left[ te^{lt} (\beta \sin \omega t + \beta' \cos \omega t) \right]^2 + \left[ e^{lt} \cos \omega t - 1 \right] \Delta \beta - \left[ e^{lt} \sin \omega t \right] \Delta \beta' \]

Or, referring to table III, \( \Delta \omega \Delta \omega' + \Delta \beta \Delta \beta' = \Delta l \).

Again minimizing \( M \), it may be found that

\[ \Delta l = -0.0100 \]

\[ \Delta \omega = 0.0210 \]

\[ \Delta \beta = -0.0295 \]

\[ \Delta \beta' = 0.3110 \]

which in turn give
\[ l = -0.9200 \]
\[ l' = 7.0242 \]
\[ \beta = -1.1392 \]
\[ \beta' = -9.3890 \]

A second Taylor's expansion was then applied (see table IV), giving

\[ l = -0.9201 \]
\[ l' = 7.0258 \]
\[ \beta = -1.1400 \]
\[ \beta' = -9.3875 \]

Another iteration would lead to increments which are zero to four decimals.

For the final calculation of the coefficients,

\[ a_1 = -(\lambda_1 + \lambda_2) = -2l = 1.8402 \]
\[ a_0 = \lambda_1 \lambda_2 = l^2 l'^2 = 50.2084 \]
\[ C_0 = 2k\beta = 114.4715 \]
\[ C_1 = \frac{-2k l' \beta' + C_0}{k} = 134.0072 \]

It is to be noted that a second iteration such as was applied above was hardly important, since the results of the first Taylor's series give
Example III - Input Requiring the General Method

Consider finally the input shown in figure 4(a) applied to the system

\[(D^2 + a_1D + a_0)q(t) = (C_1D + C_0)F(t)\]  \hspace{1cm} (16)

Such an input might occur, for example, in a stabilized airplane where the pitching velocity \(q\) is fed back to the elevator to change the input.

First approximations by the derivative method.- The so-called "derivative method" will here be applied in order to find first approximations to the desired constants. From figure 4, \(F\) and \(\dot{q}\) are found graphically as functions of \(t\). Then \(q\) is plotted (fig. 5), and from this, \(\ddot{q}\) is found and tabulated. (See table V.) Rewriting equation (16),

\[ (\dot{q})a_1 + (q)a_0 - (F)C_1 - (F)C_0 = - (\ddot{q}) \]
and referring to table V,

\[(6) a_1 + (5) a_0 - (4) C_1 - (3) C_0 = - (7)\]

A least-squares analysis is now applied to this equation, giving

\[a_1 = 1.84\]
\[a_0 = 50.19\]
\[C_1 = 133.89\]
\[C_0 = 114.91\]

The high accuracy of these first approximations is due, of course, to the excellence of the data in the example. The leading objection to the derivative method obviously is the necessity of finding the derivatives graphically, which in many cases leads to errors so gross as to make the values of the parameters found in this manner entirely valueless.

The Taylor's series iteration. - Since \(F(t)\) is continuous at \(t=0\), the constants \(q(0)\), \(q'(0)\), \(F(0)\) of equation \((4a)\) may be found as usual, by inspection of figures 4 and 5. Since \(q(0) = q'(0) = F(0) = 0\), from equation \((4a)\),

\[q = \frac{C_1\lambda_1 + C_0}{\lambda_1 - \lambda_2} \int_0^t e^{\lambda_1 \tau} F(\tau) d\tau + \frac{C_1\lambda_2 + C_0}{\lambda_2 - \lambda_1} \int_0^t e^{\lambda_2 \tau} F(\tau) d\tau\]

or, letting \(B_1 = \frac{C_1\lambda_1 + C_0}{\lambda_1 - \lambda_2}\), \(B_2 = \frac{C_1\lambda_2 + C_0}{\lambda_2 - \lambda_1}\),

\[q = B_1 e^{\lambda_1 t} \int_0^t e^{\lambda_1 \tau} F(\tau) d\tau + B_2 e^{\lambda_2 t} \int_0^t e^{\lambda_2 \tau} F(\tau) d\tau\]

Using the same notation as before, with \(\lambda_1 = \lambda + \lambda' i\), \(B_1 = \beta + \beta' i\), \(\int_0^t e^{-\lambda_1 \tau} F(\tau) d\tau = \sigma - \sigma' i\), it follows that \(\lambda_2 = \lambda - \lambda' i\), \(B_2 = \beta - \beta' i\), \(\int_0^t e^{-\lambda_2 \tau} F(\tau) d\tau = \sigma + \sigma' i\), and that,
\[ q = 2 \, e^{lt} \left[ (\beta \sigma + \beta' \sigma') \cos \, l't + (\beta \sigma' - \beta' \sigma) \sin \, l't \right] \]  

(17)

It will also be noted that \( \beta = \frac{C_1}{2}, \beta' = \frac{C_1 + C_0}{2l'} \). Letting zero sub-
scripts denote the values of the indicated parameters at the first approximations,

\[
\begin{align*}
I_0 &= -0.92 \\
I'_{0} &= 7.02 \\
\beta_{0} &= 66.945 \\
\beta'_{0} &= -0.59
\end{align*}
\]

From equation (17)

\[
\begin{align*}
\frac{\partial q}{\partial l} &= 2 \, e^{lt} \left\{ \left[ (\beta \sigma + \beta' \sigma') t - (\beta \rho + \beta' \rho') \right] \cos \, l't + \\
&\quad \left[ (\beta \sigma' - \beta' \sigma) t + (\beta' \rho - \beta \rho') \right] \sin \, l't \right\} \\
\frac{\partial q}{\partial l'} &= 2 \, e^{lt} \left\{ \left[ (\beta \sigma' - \beta' \sigma) t + (\beta' \rho - \beta \rho') \right] \cos \, l't - \\
&\quad \left[ (\beta \sigma + \beta' \sigma') t - (\beta \rho + \beta' \rho') \right] \sin \, l't \right\} \\
\frac{\partial q}{\partial \beta} &= 2 \, e^{lt} \left( \sigma \cos \, l't + \sigma' \sin \, l't \right) \\
\frac{\partial q}{\partial \beta'} &= 2 \, e^{lt} \left( \sigma' \cos \, l't - \sigma \sin \, l't \right)
\end{align*}
\]

(18)

where

\[
\begin{align*}
\rho &= \int_{0}^{t} t \, F(t) \, e^{-lt} \cos \, l't \, dt \\
\rho' &= \int_{0}^{t} t \, F(t) \, e^{-lt} \sin \, l't \, dt
\end{align*}
\]
The function $F(t)$ is now multiplied by the four quantities $e^{-l_0 t} \cos l'_0 t$, $e^{-l_0 t} \sin l'_0 t$, $t e^{-l_0 t} \cos l'_0 t$, $t e^{-l_0 t} \sin l'_0 t$, point by point, and the resulting products are plotted against $t$ (fig. 6). These four curves are integrated as functions of $t$, giving, respectively, $\sigma$, $\sigma'$, $\rho$, and $\rho'$ (table VI).

The quantities $\frac{d}{e^{l_0 t}}, \frac{(\partial q/\partial l)_0}{e^{l_0 t}}, \frac{(\partial q/\partial l')_0}{e^{l_0 t}}, \frac{(\partial q/\partial \beta)_0}{e^{l_0 t}}$, and $(\frac{\partial q}{\partial \beta'}) e^{l_0 t}$ are then computed from equation (18).

Then, using a Taylor's series and table VI,

$$\begin{align*}
8 \Delta l + 9 \Delta l' + 10 \Delta \beta + 11 \Delta \beta' &= 15
\end{align*}$$

Minimizing $M$ with respect to $\Delta l$, $\Delta l'$, $\Delta \beta$, $\Delta \beta'$ gives

$$\begin{align*}
\Delta l &= -0.00 \\
\Delta l' &= 0.01 \\
\Delta \beta &= 0.17 \\
\Delta \beta' &= -0.05
\end{align*}$$

Due to the inherent inaccuracy of a planimeter, only two decimal places were preserved here.

Thus

$$\begin{align*}
l &= -0.92 \\
l' &= 7.03 \\
\beta &= 67.03 \\
\beta' &= -0.64
\end{align*}$$
The desired parameters were finally computed to be:

\[ a_1 = 1.84 \]

\[ a_0 = 50.28 \]

\[ C_1 = 134.06 \]

\[ C_0 = 114.69 \]

CONCLUDING REMARKS

A method has been described by which the coefficients of the differential equation

\[
\frac{d^n q}{dt^n} + a_{n-1} \frac{d^{n-1} q}{dt^{n-1}} + \ldots + a_1 \frac{dq}{dt} + a_0 q 
\]

\[
= C_m \frac{d^m F}{dt^m} + C_{m-1} \frac{d^{m-1} F}{dt^{m-1}} + \ldots + C_1 \frac{dF}{dt} + C_0 F 
\]

can be calculated from the graphical knowledge of \( q(t) \) and \( F(t) \). It is noticed that the method may become somewhat cumbersome if the input \( F(t) \) is not of certain types. The input which allows the method to be applied most easily is one which goes to zero quickly, giving free oscillation data. A simplification also occurs when the input \( F(t) \) is known accurately to be a function of a certain type, such as a step, a ramp \( F(t) = t \) or, perhaps, something of the form \( \sum A_i e^{\mu_i t} \).

The method has as its primary advantages first, the fact that the correct quantity (the sum of the squares of the differences between the calculated and the measured quantities) is minimized. The ordinary simple equations of least squares may be used in this minimization, since the equations of condition (the redundant or inconsistent equations to be solved by least squares) satisfy the restrictions under which the least squares solution is normally derived. That is, the equations are linear, and only the right-hand sides are subject to error. The so-called "derivative method" used in example III minimizes
\[ \sum (q + b \dot{q} + k q - C \dot{F} - C_0 F)^2 \] is a quantity with little, if any meaning. Other methods, Prony's, the Laplace and Fourier methods, are subject to the same objection.

Another advantage of the method is that the data are analyzed directly in the time plane, thus eliminating the possibility of the introduction of errors due to graphical integration (in the case of Fourier and Laplace transform methods) or differentiation (derivative method). Where the inputs give free oscillation data there is a certain saving of time due to this directness, no preliminary steps having to be taken before the method can be applied.

For the usual type of problem which is found, those with the pulse- or step-type inputs, the method is at least as rapid as any other which gives comparable results.

Ames Aeronautical Laboratory,
National Advisory Committee for Aeronautics,
A problem which occurs quite often is that of fitting a function \( q(t) \) to a sum of exponentials. One method used to fit a function of this form is known as Prony's method and is described below. (See also references 1 and 3.)

It is first assumed that the data are given in tabular form with equal intervals of the argument \( t \). Suppose measurements of \( q(t) \) are taken at instants \( t_0, t_1, \ldots, t_{v-1}, v > 2n \), where \( n \) is the number of exponentials to which \( q \) is to be fitted. Then it is assumed that \( t_k = t_0 + k(\Delta t), \Delta t = \text{constant}, k = 0, 1, \ldots, v-1 \). By a proper shift of the time axis, \( t_0 \) may be taken equal to zero. Let \( q_k = q(t_k) = q(k\Delta t) \). Fundamental to Prony's method is the following theorem: If

\[
q_k = \sum_{i=1}^{n} B_i e^{\lambda_i t_k} \quad \text{(19)}
\]

\( k = 0, 1, \ldots, v-1, \) then \( q \) satisfies the linear difference equation

\[
q_{k+n} + Q_{n-1} q_{k+n-1} + Q_{n-2} q_{k+n-2} + \cdots + Q_0 q_k = 0 \quad \text{(20)}
\]

where \( Q_0, \ldots, Q_{n-1} \) are constants such that the roots of the equation

\[
x^n + Q_{n-1} x^{n-1} + \cdots + Q_0 = 0 \quad \text{(21)}
\]

are \( e^{\lambda_i(\Delta t)} \), \( i = 1, \ldots, n \). The proof is as follows:

\[
q_{k+n} + Q_{n-1} q_{k+n-1} + \cdots + Q_0 q_k = \sum_{i=1}^{n} B_i e^{\lambda_i(k+n)\Delta t} +\]

\[
Q_{n-1} \sum_{i=1}^{n} B_i e^{\lambda_i(k+n-1)\Delta t} + \cdots + Q_0 \sum_{i=1}^{n} B_i e^{\lambda_i k\Delta t}
\]

\[
= \sum_{i=1}^{n} B_i e^{\lambda_i \Delta t} \left[ (e^{\lambda_i \Delta t})^n + Q_{n-1} (e^{\lambda_i \Delta t})^{n-1} + \cdots + Q_0 \right]
\]
Certainly there exist \( n \) constants \( Q_0, \ldots, Q_{n-1} \), such that \( e^{\lambda_1 \Delta t}, e^{\lambda_2 \Delta t}, \ldots, e^{\lambda_n \Delta t} \) are the roots of equation (21). Choosing these constants in this way then makes the bracketed expression above and, therefore, \( q_{k+n} + Q_{n-1} q_{k+n-1} + \cdots + Q_0 \) vanish. This completes the proof.

Prony's method consists of writing down the equations

\[
q_n + Q_{n-1} q_{n-1} + \cdots + Q_0 q_0 = 0 \\
q_{n+1} + Q_{n-1} q_n + \cdots + Q_0 q_1 = 0 \\
q_{n+2} + Q_{n-1} q_{n+1} + \cdots + Q_0 q_2 = 0 \\
\cdots \\
\cdots
\]

and solving them by least squares\(^2\) for \( Q_i, i = 0, \ldots, n-1 \). From the normal equations obtained from the least-squares process, \( Q_0, \ldots, Q_{n-1} \) can be found. Then the roots of the equation

\[
x^n + Q_{n-1} x^{n-1} + \cdots + Q_0 = 0
\]

are calculated, giving \( e^{\lambda_i (\Delta t)} \) and, therefore, \( \lambda_i \).

\(^2\)Herein lies one of the objections to Prony's method, since

\[
\sum_{k=0}^{v-n} (q_{k+n} + Q_{n-1} q_{k+n-1} + \cdots + Q_0 q_k)^2
\]

rather than

\[
\sum_{k=0}^{v-1} \left( q_k - \sum_{i=1}^{n} B_i e^{\lambda_i t_k} \right)^2
\]

is minimized, the correct minimization procedure leading, in this case, to a forbidding amount of calculation.
The coefficient \( e^{\lambda t} \) of \( B_i \) in equation (19) can be tabulated for each \( i \), since \( \lambda_1 \) is known. Therefore, \( B_i \) can be found by a second least-squares procedure. This completes Prony's method.

The objection described in the preceding footnote can be overcome by considering the \( \lambda_1 \) and \( B_1 \) found by Prony's method not as the best possible values of these parameters, but only as a first approximation thereof. A better approximation can then be found by means of a Taylor's series. This method is described in the body of this report.

Extension to Prony's Method

Suppose now that it is required to find some way to fit a function to a sum of exponentials plus an (unknown) constant. The solution will be presented herein for the case in which the exponentials are two in number, but the generalization to a greater number of unknowns will be evident.

To be specific, a quantity \( q \) must be fitted to a function of the form

\[
q = B_1 e^{\lambda_1 t} + B_2 e^{\lambda_2 t} + B_3
\]

and the condition that \( \lambda_3 = 0 \) is put in later. Prony's method is applied first to equation (2). As before \( q \) satisfies the difference equation

\[
q_{k+3} + Q_2 q_{k+2} + Q_1 q_{k+1} + Q_0 q_k = 0
\]

where the constants \( Q_i \), \( i=0, 1, 2, 3 \), are such that the equation

\[
x^3 + Q_2 x^2 + Q_1 x + Q_0 = 0 \tag{25}
\]

has \( e^{\lambda_1 (\Delta t)} \) as roots. But \( \lambda_3 = 0 \). Therefore, equation (4) has unity as a root, and \( 1 + Q_2 + Q_1 + Q_0 = 0 \). Eliminating \( Q_0 \) (say) between this and equation (24)
\[(q_{k+2} - q_k) Q_2 + (q_{k+1} - q_k) Q_1 = (q_k - q_{k+3}) \quad (26)\]

is obtained. This equation is now solved by least squares for \( Q_1 \) and \( Q_2 \). The exponentials \( e^{\lambda_1(\Delta t)} \) and \( e^{\lambda_2(\Delta t)} \) are now found to be the roots of \( x^2 + (Q_2 + 1) x + (Q_1 + Q_2 + 1) = 0 \). Prony's method now proceeds as before.

An evident extension of this method may be used to simplify the problem of fitting a sum of exponentials when one or more of the exponents are already known.

Example of Prony's Method

Suppose the data found in column (3), table VII is to be fitted to two exponentials (see example I of the body of this report). In this case, equations (20) become

\[ 5 + 4 Q_1 + 3 Q_0 = 0 \]

Solving by least squares,

\[
\begin{align*}
Q_1 \sum 4^2 + Q_0 \sum 3 4 &= - \sum 4 5 \\
Q_1 \sum 3 4 + Q_0 \sum 3^2 &= - \sum 3 5
\end{align*}
\]

which give

\[ Q_0 = 0.8320 \]
\[ Q_1 = -1.3922 \]

Equation (21) thus becomes

\[ x^2 - 1.3922 x + 0.8320 = 0 \]

or
\[ x = e^{\lambda_1(\Delta t)} = 0.6961 + 0.5895 \, i \]

Therefore,
\[ \lambda_1 = \frac{1}{\Delta t} \ln (0.6961 + 0.5895 \, i) \]
\[ = 10 \left[ \ln \sqrt{(0.6961)^2 + (0.5895)^2} + i \tan \frac{0.5895}{0.6961} \right] \]
\[ = -0.91 + 7.02 \, i \]
\[ \lambda_2 = -0.91 - 7.02 \, i \]

Since \( \lambda_1 \) and \( \lambda_2 \) are complex conjugate, so are \( B_1 \) and \( B_2 \). Let \( B_1 = \beta + \beta' \, i \). Then \( q = 2 e^{\lambda t} (\beta \cos \, l' \, t - \beta' \sin \, l' \, t) \). Referring to table VII, this becomes \( \beta = \beta' = \frac{1}{2} \). Solving as before by least squares,
\[ \beta = 0.3681 \]
\[ \beta' = -2.6775 \]
APPENDIX B

DISCONTINUOUS INPUTS

Consider the differential equation

$$\frac{d^n q}{dt^n} + a_{n-1} \frac{d^{n-1} q}{dt^{n-1}} + \ldots + a_1 \frac{dq}{dt} + a_0 q = C_m \frac{d^m F}{dt^m} + \ldots + C_1 \frac{dF}{dt} + C_0 F$$

(2)

A fundamental question which often arises is the following. Suppose \( F(t) \) or one of its derivatives is discontinuous at a point. At this point all higher derivatives fail to exist. What is the meaning, if any, of the differential equation (2) at this point?

An instance of this problem occurs in example II of the present report. There, \( F(t) \) is a step: \( F(t) = \begin{cases} 0, & t < 0 \\ 1, & t > 0 \end{cases} \). At \( t = 0 \), \( dF/dt \) and all higher derivatives of \( F \) do not exist.

Throughout the following discussion, let \( x(0+) = \lim_{t \to 0^+} x(t) \), where \( x(t) \) is any function, and \( t \to 0^+ \) indicate that \( t \) is to approach zero through positive values only. Consider again the differential equation

$$\ddot{q} + a_1 \dot{q} + a_0 q = C_1 F + C_0 F$$

(16)

where dots denote differentiation with respect to \( t \). Integrate equation (16) between the limits \(-\epsilon \) and \( t \) \((\epsilon > 0)\) to obtain

$$[q(t) - q(-\epsilon)] + a_1[q(t) - q(-\epsilon)] + a_0 \int_{-\epsilon}^{t} q(t) \, dt$$

$$= C_1 [F(t) - F(-\epsilon)] + C_0 \int_{-\epsilon}^{t} F(t) \, dt$$

It is now assumed that \( \int_{-\epsilon}^{t} q(t) \, dt \) is continuous. (In all examples used in this report, \( q(t) \) represents the pitching velocity of the airplane, making \( \int_{-\epsilon}^{t} q(t) \, dt \) the angle of pitch which, from physical considerations, may be seen to be continuous.)
\[ \int_{-\epsilon}^{t} F(t) dt = \int_{0}^{\epsilon} F(t) dt = t, \text{ since } F(t) = \begin{cases} 0, & t < 0 \\ 1, & t > 0 \end{cases} \]

Letting \( \epsilon \to 0 \),

\[ [q(t) - q(0-)] + a_1 [q(t) - q(0-)] + k[q(t) - q(0-)] = C_1 F(t) + C_0 t \]

where

\[ \theta(t) = \int_{0}^{t} q(t) dt \]

Integrating once more with respect to \( t \), this time from \(-\epsilon\) to \( +\epsilon\),

\[ [q(\epsilon) - q(-\epsilon) - 2\epsilon q(0-)] + a_1 [\theta(\epsilon) - \theta(-\epsilon) - 2\epsilon \theta(0-)] + \]

\[ a_0 \left[ \int_{-\epsilon}^{t} \theta(t) dt - 2\epsilon \theta(0-) \right] = C_1 \epsilon \]

Again letting \( \epsilon \to 0 \), it is seen that \( q(0+) - q(0-) = 0 \), since \( \theta(t) \) was assumed continuous. Thus \( q(t) \) is continuous at zero. Going back to equation (19) and letting \( t \to 0 \), \( q(0+) = q(0-) = C_1 F(0+) = C_1 \).

Thus, \( \dot{q}(t) \) is discontinuous at zero, and the difference between the right-hand and left-hand limits of \( \dot{q}(t) \) as \( t \) approaches zero is \( C_1 \).

Thus, writing equation (4a) in terms of \( \dot{q}(0-) \) rather than \( q(0+) \),

\[ q(t) = \frac{\lambda_1 q(0-) - \lambda_1 \lambda_2 q(0) + C_1 \lambda_1 + C_0}{\lambda_1 (\lambda_1 - \lambda_2)} e^{\lambda_1 t} + \frac{\lambda_2 q(0-) - \lambda_1 \lambda_2 q(0) + C_1 \lambda_2 + C_0}{\lambda_2 (\lambda_2 - \lambda_1)} e^{\lambda_2 t} + \frac{C_0}{\lambda_1 \lambda_2} \]

and \( q(t) \) may be seen after all to be dependent on \( C_1 \).
REFERENCES


<table>
<thead>
<tr>
<th>Row</th>
<th>t</th>
<th>( q(t) )</th>
<th>( \frac{1}{2} )</th>
<th>( \frac{3}{4} )</th>
<th>( e )</th>
<th>( \cos \theta )</th>
<th>( \sin \theta )</th>
<th>( \frac{1}{3} R \frac{\partial R}{\partial t} )</th>
<th>( \frac{1}{6} \left( \frac{\partial R}{\partial t} \right)^2 )</th>
<th>( \frac{1}{12} \left( \frac{\partial R}{\partial t} \right)^3 )</th>
<th>( \frac{1}{20} \left( \frac{\partial R}{\partial t} \right)^4 )</th>
<th>( \frac{1}{2} \times \frac{1}{6} )</th>
<th>( \frac{3}{2} \times \frac{1}{12} )</th>
<th>( \frac{5}{2} \times \frac{1}{20} )</th>
<th>( \frac{7}{2} \times \frac{1}{24} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1</td>
<td>0.7539</td>
<td>0.3765</td>
<td>0.364</td>
<td>0.1397</td>
<td>0.54846</td>
<td>2.608</td>
<td>-0.34845</td>
<td>0.36722</td>
<td>0.1845</td>
<td>0.8713</td>
<td>0.5289</td>
<td>2.6555</td>
<td>0.2132</td>
<td>0.0147</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>-1.6600</td>
<td>-0.8300</td>
<td>0.555</td>
<td>1.57617</td>
<td>-1.30582</td>
<td>3.510</td>
<td>-0.32813</td>
<td>-0.3632</td>
<td>-0.3437</td>
<td>-0.13083</td>
<td>0.9476</td>
<td>-1.30813</td>
<td>2.36022</td>
<td>-0.0099</td>
</tr>
<tr>
<td>3</td>
<td>0.6</td>
<td>-0.9186</td>
<td>-1.16930</td>
<td>0.546</td>
<td>1.72633</td>
<td>-0.53509</td>
<td>4.212</td>
<td>-0.4786</td>
<td>-0.87756</td>
<td>-0.1769</td>
<td>-0.98733</td>
<td>-0.2967</td>
<td>-0.52616</td>
<td>0.96702</td>
<td>-0.57643</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>-0.7099</td>
<td>-1.35495</td>
<td>0.637</td>
<td>1.89050</td>
<td>-0.56194</td>
<td>4.964</td>
<td>-0.80597</td>
<td>-0.76193</td>
<td>0.07193</td>
<td>-0.8609</td>
<td>-0.63925</td>
<td>-0.89765</td>
<td>-1.14848</td>
<td>-0.60836</td>
</tr>
<tr>
<td>5</td>
<td>0.8</td>
<td>-1.2879</td>
<td>-0.66955</td>
<td>0.788</td>
<td>2.07093</td>
<td>-0.37499</td>
<td>5.616</td>
<td>-0.61841</td>
<td>0.436</td>
<td>0.25977</td>
<td>-0.16501</td>
<td>-0.23178</td>
<td>0.09381</td>
<td>-0.83642</td>
<td>-0.06943</td>
</tr>
<tr>
<td>6</td>
<td>0.9</td>
<td>-0.4095</td>
<td>-0.20275</td>
<td>0.849</td>
<td>2.25823</td>
<td>0.46998</td>
<td>6.138</td>
<td>-0.9938</td>
<td>0.1029</td>
<td>0.1029</td>
<td>0.9938</td>
<td>-0.9938</td>
<td>0.22698</td>
<td>-0.16295</td>
<td>-0.86423</td>
</tr>
<tr>
<td>7</td>
<td>1.0</td>
<td>1.6693</td>
<td>0.03465</td>
<td>0.950</td>
<td>2.43412</td>
<td>2.6734</td>
<td>7.080</td>
<td>-0.74022</td>
<td>-0.67237</td>
<td>-0.7247</td>
<td>-0.29750</td>
<td>-0.18027</td>
<td>2.07274</td>
<td>-1.73444</td>
<td>-0.0080</td>
</tr>
<tr>
<td>8</td>
<td>1.1</td>
<td>1.9068</td>
<td>0.99940</td>
<td>1.001</td>
<td>2.71200</td>
<td>2.7034</td>
<td>7.722</td>
<td>-1.10503</td>
<td>-0.9933</td>
<td>0.0824</td>
<td>-0.36433</td>
<td>-0.5089</td>
<td>2.65442</td>
<td>2.70256</td>
<td>0.0144</td>
</tr>
<tr>
<td>9</td>
<td>1.2</td>
<td>1.3773</td>
<td>0.68865</td>
<td>1.059</td>
<td>2.98023</td>
<td>2.05294</td>
<td>8.464</td>
<td>-0.54024</td>
<td>-0.84131</td>
<td>-0.13386</td>
<td>0.30766</td>
<td>-0.44846</td>
<td>2.25314</td>
<td>2.05448</td>
<td>1.75625</td>
</tr>
<tr>
<td>10</td>
<td>1.3</td>
<td>-0.2844</td>
<td>1.32020</td>
<td>1.183</td>
<td>3.26143</td>
<td>0.43252</td>
<td>9.128</td>
<td>-0.95950</td>
<td>-0.29371</td>
<td>-0.35817</td>
<td>-0.10811</td>
<td>-0.65942</td>
<td>-0.78641</td>
<td>-0.43404</td>
<td>2.66753</td>
</tr>
<tr>
<td>11</td>
<td>1.4</td>
<td>-0.7775</td>
<td>-0.38775</td>
<td>1.274</td>
<td>3.57512</td>
<td>-1.35893</td>
<td>9.828</td>
<td>-0.93953</td>
<td>-0.45281</td>
<td>-0.33419</td>
<td>-0.21466</td>
<td>-0.66910</td>
<td>-1.05020</td>
<td>-1.30598</td>
<td>-2.37444</td>
</tr>
<tr>
<td>12</td>
<td>1.5</td>
<td>-0.0286</td>
<td>-0.59130</td>
<td>1.365</td>
<td>3.91722</td>
<td>-0.75003</td>
<td>10.539</td>
<td>-0.44833</td>
<td>-0.9389</td>
<td>-0.26634</td>
<td>-0.33048</td>
<td>-0.87109</td>
<td>-0.35769</td>
<td>-0.36664</td>
<td>-0.0018</td>
</tr>
<tr>
<td>13</td>
<td>1.6</td>
<td>-1.1566</td>
<td>-0.57330</td>
<td>1.456</td>
<td>4.20807</td>
<td>-0.50364</td>
<td>11.623</td>
<td>-0.37947</td>
<td>-0.97006</td>
<td>-0.0849</td>
<td>-0.58779</td>
<td>-0.65213</td>
<td>-0.60523</td>
<td>-0.51604</td>
<td>-0.96892</td>
</tr>
<tr>
<td>14</td>
<td>1.7</td>
<td>-0.9005</td>
<td>-0.76025</td>
<td>1.547</td>
<td>4.69793</td>
<td>-1.26464</td>
<td>11.939</td>
<td>-0.80717</td>
<td>0.29712</td>
<td>-0.21730</td>
<td>-0.21626</td>
<td>-1.58595</td>
<td>-1.28366</td>
<td>-0.37893</td>
<td>-0.12188</td>
</tr>
<tr>
<td>15</td>
<td>1.8</td>
<td>0.2181</td>
<td>1.0905</td>
<td>1.638</td>
<td>5.14487</td>
<td>0.56057</td>
<td>12.636</td>
<td>0.97928</td>
<td>0.07045</td>
<td>0.36719</td>
<td>0.26706</td>
<td>0.09923</td>
<td>2.62326</td>
<td>-0.81493</td>
<td>0.00048</td>
</tr>
<tr>
<td>16</td>
<td>1.9</td>
<td>-0.7532</td>
<td>0.37660</td>
<td>1.729</td>
<td>5.63920</td>
<td>2.12256</td>
<td>13.338</td>
<td>-0.71606</td>
<td>0.69904</td>
<td>-0.26358</td>
<td>-0.26659</td>
<td>-0.19775</td>
<td>1.89690</td>
<td>2.13268</td>
<td>-0.66290</td>
</tr>
<tr>
<td>17</td>
<td>2.0</td>
<td>-0.8672</td>
<td>0.43360</td>
<td>1.820</td>
<td>6.17486</td>
<td>2.67612</td>
<td>14.040</td>
<td>-0.9962</td>
<td>0.9938</td>
<td>0.25393</td>
<td>0.36640</td>
<td>0.28709</td>
<td>2.66513</td>
<td>2.70047</td>
<td>0.10931</td>
</tr>
</tbody>
</table>

\[ \sum \frac{1}{17} = 112.3270614658 \]
\[ \sum \frac{1}{18} = 95.6893960522 \]
\[ \sum \frac{1}{19} = 0.4155503832 \]

**Table I.** The Taylor’s Series Iteration Applied to Example I
<table>
<thead>
<tr>
<th>Row</th>
<th>t</th>
<th>0.92t</th>
<th>$e^{-0.92t}$</th>
<th>7.0252t</th>
<th>$\cos(\theta)$</th>
<th>$\sin(\theta)$</th>
<th>$F(t)$</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\theta_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>.05</td>
<td>.046</td>
<td>.9550</td>
<td>.3513</td>
<td>.9389</td>
<td>.3441</td>
<td>.05</td>
<td>.04483</td>
<td>.0164</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>.1</td>
<td>.092</td>
<td>.9121</td>
<td>.7025</td>
<td>.7632</td>
<td>.6461</td>
<td>.1</td>
<td>.06961</td>
<td>.0589</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.15</td>
<td>.138</td>
<td>.8711</td>
<td>1.0538</td>
<td>.4943</td>
<td>.8693</td>
<td>.15</td>
<td>.06469</td>
<td>.1136</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>.2</td>
<td>.184</td>
<td>.8319</td>
<td>1.4050</td>
<td>.1650</td>
<td>.9863</td>
<td>.2</td>
<td>.02745</td>
<td>.1641</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>.25</td>
<td>.230</td>
<td>.7945</td>
<td>1.7563</td>
<td>-.1844</td>
<td>.9828</td>
<td>.15</td>
<td>-.02198</td>
<td>.1171</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>.3</td>
<td>.276</td>
<td>.7588</td>
<td>2.1075</td>
<td>-.5113</td>
<td>.8594</td>
<td>.1</td>
<td>-.03880</td>
<td>.0652</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>.35</td>
<td>.322</td>
<td>.7247</td>
<td>2.4588</td>
<td>-.7758</td>
<td>.6310</td>
<td>.05</td>
<td>-.02811</td>
<td>.0229</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>.4</td>
<td>.368</td>
<td>.6921</td>
<td>2.8100</td>
<td>-.9455</td>
<td>.3256</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>
### TABLE III.—TAYLOR’S SERIES ITERATION APPLIED TO EXAMPLE II

|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 |
| 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 1.00000 | 1.00000 | 0.0 | 0.0 | 0.0 | 0.0 | 2.1100 | 2.1100 | 9.70 | 9.70 | -1.11 | 9.70 | 9.70 | 1.11 |
| 2.0 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 1.00000 | 1.00000 | 0.0 | 0.0 | 0.0 | 0.0 | 2.1100 | 2.1100 | 9.70 | 9.70 | -1.11 | 9.70 | 9.70 | 1.11 |
| 3.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 1.00000 | 1.00000 | 0.0 | 0.0 | 0.0 | 0.0 | 2.1100 | 2.1100 | 9.70 | 9.70 | -1.11 | 9.70 | 9.70 | 1.11 |

**NOTES:**

- **(a)** = 114.77777778
- **(b)** = 114.07062500
- **(c)** = 1.00000
- **(d)** = -0.00001
- **(e)** = 1.79102040
- **(f)** = 1.89989920
- **(g)** = 2.37997900
- **(h)** = 1.696720
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### TABLE IV. SECOND ITERATION FOR EXAMPLE II

|   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  | 18  | 19  | 20  | 21  |
|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| a | 1   | 1.5 | 2.5 | 3.5 | 4.5 | 5.5 | 6.5 | 7.5 | 8.5 | 9.5 | 10.5| 11.5| 12.5| 13.5| 14.5| 15.5| 16.5| 17.5| 18.5| 19.5|
| b | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| c | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |

**Note:** The table contains numerical data that cannot be accurately transcribed without additional context or symbols.
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**Remark:** The table is a representation of numerical data for iterations, which is typical in engineering or scientific contexts where calculations are performed in iterative steps. Each column and row likely represents specific parameters or results of the iteration process. The specific values and their significance for the context of Example II would require a detailed understanding of the underlying methodology or problem description.
TABLE V.- TABULATION OF \( F(t) \), \( \dot{F}(t) \), \( q(t) \), \( \dot{q}(t) \), AND \( \ddot{q}(t) \) FOR EXAMPLE III

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>7.03</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>941</td>
</tr>
<tr>
<td>2</td>
<td>.1</td>
<td>.5893</td>
<td>4.35</td>
<td>3.94</td>
<td>68.4</td>
<td>327</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>.2</td>
<td>.6206</td>
<td>7.21</td>
<td>10.939</td>
<td>57.1</td>
<td>532</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.3</td>
<td>.6521</td>
<td>-3.33</td>
<td>12.974</td>
<td>-23.9</td>
<td>-978</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>.4</td>
<td>.2251</td>
<td>-4.81</td>
<td>5.847</td>
<td>-113.9</td>
<td>-702</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>.5</td>
<td>-.2290</td>
<td>-3.92</td>
<td>-7.837</td>
<td>-146.1</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>.6</td>
<td>-.5062</td>
<td>-1.46</td>
<td>-20.407</td>
<td>-91.3</td>
<td>938</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>.7</td>
<td>-.5141</td>
<td>1.23</td>
<td>-24.019</td>
<td>24.6</td>
<td>1266</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>.8</td>
<td>-.2947</td>
<td>2.92</td>
<td>-15.576</td>
<td>137.9</td>
<td>886</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>.9</td>
<td>.0175</td>
<td>3.05</td>
<td>1.300</td>
<td>184.8</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>1.0</td>
<td>.2694</td>
<td>1.81</td>
<td>18.214</td>
<td>138.3</td>
<td>-895</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>1.1</td>
<td>.3606</td>
<td>-0.01</td>
<td>26.577</td>
<td>21.5</td>
<td>-1334</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>1.2</td>
<td>.2779</td>
<td>-1.53</td>
<td>22.181</td>
<td>-105.4</td>
<td>-1092</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>1.3</td>
<td>.0869</td>
<td>-2.11</td>
<td>7.319</td>
<td>-178.7</td>
<td>-312</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1.4</td>
<td>-.1103</td>
<td>-1.67</td>
<td>-10.555</td>
<td>-163.6</td>
<td>594</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>1.5</td>
<td>-.2258</td>
<td>-5.57</td>
<td>-22.775</td>
<td>-71.0</td>
<td>1171</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>1.6</td>
<td>-.2226</td>
<td>-.60</td>
<td>-23.785</td>
<td>50.6</td>
<td>1153</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>1.7</td>
<td>-.1221</td>
<td>1.31</td>
<td>-13.711</td>
<td>141.4</td>
<td>589</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>1.8</td>
<td>.0152</td>
<td>1.32</td>
<td>2.053</td>
<td>160.2</td>
<td>-219</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.9</td>
<td>.1228</td>
<td>.75</td>
<td>15.764</td>
<td>103.1</td>
<td>-866</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>2.0</td>
<td>.1582</td>
<td>-.05</td>
<td>21.207</td>
<td>2.5</td>
<td>-1058</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>2.1</td>
<td>.1182</td>
<td>-.70</td>
<td>16.504</td>
<td>-91.2</td>
<td>-741</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>2.2</td>
<td>.0329</td>
<td>-.93</td>
<td>4.663</td>
<td>-134.9</td>
<td>-107</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>2.3</td>
<td>-.0525</td>
<td>-.71</td>
<td>-8.250</td>
<td>-112.8</td>
<td>920</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>2.4</td>
<td>-.1005</td>
<td>-.22</td>
<td>-16.219</td>
<td>-41.0</td>
<td>849</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>2.5</td>
<td>-.0962</td>
<td>.29</td>
<td>-16.060</td>
<td>42.6</td>
<td>755</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>2.6</td>
<td>-.0503</td>
<td>.58</td>
<td>-8.637</td>
<td>98.6</td>
<td>324</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>2.7</td>
<td>.0100</td>
<td>.57</td>
<td>1.945</td>
<td>104.0</td>
<td>-211</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>2.8</td>
<td>.0558</td>
<td>.31</td>
<td>10.555</td>
<td>61.6</td>
<td>-595</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>2.9</td>
<td>.0693</td>
<td>-.04</td>
<td>13.468</td>
<td>-4.3</td>
<td>-666</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>3.0</td>
<td>.0501</td>
<td>-.32</td>
<td>9.997</td>
<td>-61.1</td>
<td>426</td>
<td></td>
</tr>
</tbody>
</table>

\[ \Sigma (6)^2 = 329048.34 \quad \Sigma (5)^2 = 6660.992256 \quad \Sigma (3)(4) = -0.428921 \]

\[ \Sigma (5)(6) = 190.3603 \quad \Sigma (4)(5) = -82.75361 \quad \Sigma (4)(7) = 16887.46 \]

\[ \Sigma (4)(6) = 4691.967 \quad \Sigma (3)(5) = 98.2381628 \quad \Sigma (6)^2 = 2.66225444 \]

\[ \Sigma (3)(6) = 83.67703 \quad \Sigma (5)(7) = -33446.428 \quad \Sigma (3)(7) = -4835.7037 \]

\[ \Sigma (6)(7) = 23599.0 \quad \Sigma (4)(7) = 159.8717 \]
### TABLE VI.—TAYLOR’S SERIES ITERATION APPLIED TO EXAMPLE III

<table>
<thead>
<tr>
<th>Row</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.0</td>
<td>0.097</td>
<td>.0194</td>
<td>.00191</td>
<td>.0009</td>
<td>3.9370</td>
<td>-0.0130</td>
<td>-2.114</td>
<td>.02947</td>
<td>.00711</td>
<td>3.940</td>
<td>.0030</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0692</td>
<td>.0884</td>
<td>.00775</td>
<td>.0138</td>
<td>10.9405</td>
<td>.9410</td>
<td>-6.692</td>
<td>.08210</td>
<td>.04459</td>
<td>10.939</td>
<td>-0.013</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0566</td>
<td>.1913</td>
<td>.00867</td>
<td>.0239</td>
<td>12.3566</td>
<td>1.3509</td>
<td>-8.3595</td>
<td>.09799</td>
<td>-1.0445</td>
<td>12.971</td>
<td>-.0026</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0275</td>
<td>.222</td>
<td>-.0278</td>
<td>.0449</td>
<td>5.9295</td>
<td>-0.0912</td>
<td>-4.374</td>
<td>.04335</td>
<td>.1463</td>
<td>.5647</td>
<td>-0.013</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0504</td>
<td>.266</td>
<td>-.0411</td>
<td>.0572</td>
<td>-7.7700</td>
<td>-3.0032</td>
<td>-3.0860</td>
<td>-.05668</td>
<td>-.13094</td>
<td>-7.831</td>
<td>-.0690</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0950</td>
<td>.270</td>
<td>-.0376</td>
<td>.0950</td>
<td>-20.1630</td>
<td>-5.9425</td>
<td>-1.5001</td>
<td>-.15168</td>
<td>.04695</td>
<td>-20.407</td>
<td>-.0440</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0682</td>
<td>.354</td>
<td>-.0281</td>
<td>.1323</td>
<td>-48.0440</td>
<td>-6.0511</td>
<td>3.5935</td>
<td>-.13822</td>
<td>-.07340</td>
<td>-6.019</td>
<td>.0250</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0870</td>
<td>.435</td>
<td>-.0094</td>
<td>.1757</td>
<td>-45.6851</td>
<td>-5.1771</td>
<td>9.9342</td>
<td>-.11866</td>
<td>-.17131</td>
<td>-15.576</td>
<td>.1091</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0003</td>
<td>.347</td>
<td>-.0337</td>
<td>.201</td>
<td>1.1345</td>
<td>2.3728</td>
<td>11.6081</td>
<td>-.00683</td>
<td>-.19927</td>
<td>1.300</td>
<td>.1546</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0325</td>
<td>.465</td>
<td>-.0066</td>
<td>.235</td>
<td>18.0984</td>
<td>9.6213</td>
<td>7.8174</td>
<td>-.13600</td>
<td>-.12840</td>
<td>18.214</td>
<td>.2216</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0700</td>
<td>.541</td>
<td>-.0095</td>
<td>.303</td>
<td>26.5969</td>
<td>14.3546</td>
<td>-.1106</td>
<td>-.13633</td>
<td>-.00054</td>
<td>26.977</td>
<td>.0821</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0900</td>
<td>.633</td>
<td>-.0150</td>
<td>.393</td>
<td>22.9494</td>
<td>12.1977</td>
<td>-.10807</td>
<td>-.16170</td>
<td>-.12174</td>
<td>22.381</td>
<td>-.1084</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0159</td>
<td>.670</td>
<td>-.0460</td>
<td>.436</td>
<td>7.5293</td>
<td>3.1859</td>
<td>-.14211</td>
<td>-.07570</td>
<td>-.1905</td>
<td>7.355</td>
<td>-.2046</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0113</td>
<td>.674</td>
<td>-.0321</td>
<td>.473</td>
<td>-10.3501</td>
<td>-8.5878</td>
<td>-.15225</td>
<td>-.07590</td>
<td>-.16976</td>
<td>-.10555</td>
<td>-.2049</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0573</td>
<td>.722</td>
<td>-.0395</td>
<td>.595</td>
<td>-22.6112</td>
<td>-47.0023</td>
<td>-6.4391</td>
<td>-.16678</td>
<td>-.06866</td>
<td>-.22775</td>
<td>-.1039</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0670</td>
<td>.817</td>
<td>-.0691</td>
<td>.658</td>
<td>-31.8930</td>
<td>-18.8982</td>
<td>6.7590</td>
<td>-.17660</td>
<td>-.09585</td>
<td>-.13785</td>
<td>.0580</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0283</td>
<td>.884</td>
<td>-.0817</td>
<td>.753</td>
<td>-33.0988</td>
<td>-10.9324</td>
<td>18.0802</td>
<td>-.10502</td>
<td>-.13231</td>
<td>-.13711</td>
<td>.0176</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0004</td>
<td>.894</td>
<td>-.0629</td>
<td>.805</td>
<td>1.8088</td>
<td>2.3243</td>
<td>21.3383</td>
<td>-.01196</td>
<td>-.17032</td>
<td>2.053</td>
<td>-.2502</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0393</td>
<td>.914</td>
<td>-.0030</td>
<td>.871</td>
<td>15.5682</td>
<td>15.0672</td>
<td>13.6823</td>
<td>-.11944</td>
<td>-.19084</td>
<td>15.764</td>
<td>-.1795</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0706</td>
<td>.959</td>
<td>-.0755</td>
<td>.999</td>
<td>21.1848</td>
<td>21.0787</td>
<td>.3580</td>
<td>-.15819</td>
<td>-.09415</td>
<td>21.287</td>
<td>.0022</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0474</td>
<td>1.008</td>
<td>-.0295</td>
<td>1.141</td>
<td>16.6936</td>
<td>17.1277</td>
<td>-.31691</td>
<td>-.12982</td>
<td>-.09990</td>
<td>16.504</td>
<td>-.1456</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>.0044</td>
<td>1.117</td>
<td>-.0697</td>
<td>1.229</td>
<td>4.9112</td>
<td>4.1239</td>
<td>-.61.3799</td>
<td>-.09794</td>
<td>-.14066</td>
<td>4.663</td>
<td>-.2482</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>.0129</td>
<td>1.182</td>
<td>-.0409</td>
<td>1.281</td>
<td>-.6509</td>
<td>-10.1541</td>
<td>-.81.2664</td>
<td>-.09883</td>
<td>-.12177</td>
<td>-.4520</td>
<td>-.6821</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>.0594</td>
<td>1.174</td>
<td>-.0591</td>
<td>1.413</td>
<td>-6.41158</td>
<td>-.93.5757</td>
<td>-.74.3143</td>
<td>-.11994</td>
<td>-.04793</td>
<td>-.62.219</td>
<td>-.1032</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>.0666</td>
<td>1.269</td>
<td>-.0736</td>
<td>1.591</td>
<td>-6.1350</td>
<td>-.07072</td>
<td>7.0348</td>
<td>-.12083</td>
<td>-.04042</td>
<td>-.16.060</td>
<td>-.0705</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>.0216</td>
<td>1.333</td>
<td>-.0396</td>
<td>1.734</td>
<td>-8.9281</td>
<td>-10.8853</td>
<td>18.2719</td>
<td>-.06694</td>
<td>-.10187</td>
<td>-.63.637</td>
<td>-.2811</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>.0010</td>
<td>1.342</td>
<td>-.0988</td>
<td>1.811</td>
<td>1.7033</td>
<td>3.3439</td>
<td>15.9773</td>
<td>-.01174</td>
<td>-.11129</td>
<td>1.945</td>
<td>-.8417</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>.0381</td>
<td>1.365</td>
<td>-.0966</td>
<td>1.913</td>
<td>10.3942</td>
<td>14.8375</td>
<td>12.6147</td>
<td>-.17022</td>
<td>-.05691</td>
<td>10.295</td>
<td>-.1685</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>.0710</td>
<td>1.447</td>
<td>1.093</td>
<td>2.103</td>
<td>13.4658</td>
<td>19.4651</td>
<td>-.1504</td>
<td>-.10094</td>
<td>-.01133</td>
<td>13.468</td>
<td>-.0112</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>.0447</td>
<td>1.594</td>
<td>-.0250</td>
<td>2.305</td>
<td>10.1343</td>
<td>14.9646</td>
<td>-.12503</td>
<td>-.07682</td>
<td>-.06084</td>
<td>9.997</td>
<td>-.1373</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
E \bigoplus = 4.937891922 \quad E \bigoplus = -0.938876976
\]
<table>
<thead>
<tr>
<th>Row</th>
<th>t</th>
<th>(q_k)</th>
<th>(q_{k+1})</th>
<th>(q_{k+2})</th>
<th>7.02t</th>
<th>(\cos\theta)</th>
<th>(\sin\theta)</th>
<th>(1/2)</th>
<th>(0.91t)</th>
<th>(e)</th>
<th>(9 \times 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4</td>
<td>0.7539</td>
<td>-1.6600</td>
<td>-2.9386</td>
<td>2.808</td>
<td>-0.94495</td>
<td>0.32722</td>
<td>0.364</td>
<td>1.43907</td>
<td>0.54246</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>-1.6600</td>
<td>-2.9386</td>
<td>-2.7099</td>
<td>3.510</td>
<td>-0.3283</td>
<td>-0.36032</td>
<td>-0.83000</td>
<td>0.453</td>
<td>1.57617</td>
<td>-1.30822</td>
</tr>
<tr>
<td>3</td>
<td>0.6</td>
<td>-2.9386</td>
<td>-2.7099</td>
<td>-1.3279</td>
<td>4.212</td>
<td>-0.47945</td>
<td>-0.87756</td>
<td>-1.46930</td>
<td>0.546</td>
<td>1.72633</td>
<td>-2.53650</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>-2.7099</td>
<td>-1.3279</td>
<td>-1.0555</td>
<td>4.914</td>
<td>-0.20056</td>
<td>-0.97968</td>
<td>-1.35495</td>
<td>0.637</td>
<td>1.85080</td>
<td>-2.56194</td>
</tr>
<tr>
<td>5</td>
<td>0.8</td>
<td>-1.3279</td>
<td>-1.0555</td>
<td>1.6693</td>
<td>5.616</td>
<td>-0.78586</td>
<td>-0.61841</td>
<td>-0.66395</td>
<td>0.728</td>
<td>2.07093</td>
<td>-1.37499</td>
</tr>
<tr>
<td>6</td>
<td>0.9</td>
<td>-1.0555</td>
<td>1.6693</td>
<td>1.9868</td>
<td>6.318</td>
<td>0.99938</td>
<td>0.35255</td>
<td>0.20275</td>
<td>0.819</td>
<td>2.26823</td>
<td>0.45988</td>
</tr>
<tr>
<td>7</td>
<td>1.0</td>
<td>1.6693</td>
<td>1.9868</td>
<td>1.3773</td>
<td>7.020</td>
<td>0.74022</td>
<td>0.67237</td>
<td>0.83465</td>
<td>0.910</td>
<td>2.48432</td>
<td>2.07334</td>
</tr>
<tr>
<td>8</td>
<td>1.1</td>
<td>1.9868</td>
<td>1.3773</td>
<td>1.264</td>
<td>7.722</td>
<td>0.13105</td>
<td>0.99334</td>
<td>1.001</td>
<td>2.72100</td>
<td>2.70324</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1.2</td>
<td>1.3773</td>
<td>1.264</td>
<td>-0.7775</td>
<td>8.424</td>
<td>0.94049</td>
<td>0.84151</td>
<td>0.68865</td>
<td>1.092</td>
<td>2.98023</td>
<td>2.05234</td>
</tr>
<tr>
<td>10</td>
<td>1.3</td>
<td>0.264</td>
<td>-0.7775</td>
<td>-1.3026</td>
<td>9.126</td>
<td>0.95590</td>
<td>0.29371</td>
<td>1.13200</td>
<td>1.183</td>
<td>3.26415</td>
<td>0.43152</td>
</tr>
<tr>
<td>11</td>
<td>1.4</td>
<td>-0.7775</td>
<td>-1.3026</td>
<td>-1.1666</td>
<td>9.828</td>
<td>-0.93955</td>
<td>-0.39298</td>
<td>-0.38775</td>
<td>1.274</td>
<td>3.57312</td>
<td>-1.36893</td>
</tr>
<tr>
<td>12</td>
<td>1.5</td>
<td>-1.1666</td>
<td>-1.3026</td>
<td>-1.5405</td>
<td>10.530</td>
<td>-0.44823</td>
<td>-0.89392</td>
<td>-0.65130</td>
<td>1.365</td>
<td>3.91527</td>
<td>-2.55031</td>
</tr>
<tr>
<td>13</td>
<td>1.6</td>
<td>-1.1666</td>
<td>-1.5405</td>
<td>0.2181</td>
<td>11.238</td>
<td>0.23497</td>
<td>-0.97800</td>
<td>-0.58330</td>
<td>1.456</td>
<td>4.20877</td>
<td>-2.01864</td>
</tr>
<tr>
<td>14</td>
<td>1.7</td>
<td>-0.5405</td>
<td>0.2181</td>
<td>0.7352</td>
<td>11.934</td>
<td>0.80777</td>
<td>0.59032</td>
<td>0.97025</td>
<td>1.547</td>
<td>4.60976</td>
<td>-1.26946</td>
</tr>
<tr>
<td>15</td>
<td>1.8</td>
<td>0.2181</td>
<td>0.7352</td>
<td>0.8672</td>
<td>12.636</td>
<td>0.99752</td>
<td>0.07045</td>
<td>0.10905</td>
<td>1.638</td>
<td>5.14487</td>
<td>-2.6105</td>
</tr>
</tbody>
</table>

\[ \Sigma (q_k^2) = 33.9383 \]
\[ \Sigma (q_{k+1}) = 24.7477 \]
\[ \Sigma (q_{k+2}) = 26.6524 \]
\[ \Sigma (7.02t) = 33.9334 \]
\[ \Sigma (\cos \theta) = 6.8325 \]
\[ \Sigma (\sin \theta) = 18.2204 \]

\[ \Sigma (\cos \theta) = 8.1455 \]

\[ \Sigma (\sin \theta) = -1.7988 \]

\[ \Sigma (1/2) = 2.2223 \]

\[ \Sigma (0.91t) = 6.8325 \]

\[ \Sigma (e) = 18.2204 \]
Figure 1.-- Pulse input and associated response used in example I.
Figure 2 - The variation with time of two quantities used in example I.

(a) $e^{\nu F(t) \cos t}$
(b) $e^{\nu F(t) \sin t}$
Figure 3.- Response to a step input used in example II.
Figure 4.- Input and associated response used in example III.
Figure 6.—The variation with time of four quantities used in Example III.
Abstract

A least-squares method for calculating coefficients of a linear differential equation directly from transient-response data is presented. Examples illustrating the application of the method to the calculation of aircraft-stability parameters from the airplane response to an elevator deflection are given.
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